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Preface

The First International Conference on Frontiers in Cyber Security (FCS 2018) was held
in Chengdu, P.R. China, November 5–7, 2018. The conference was organized by the
Center for Cyber Security, University of Electronic Science and Technology of China
(UESTC) and supported by the University of Tokyo, Hubei University of Technology,
and Xidian University. As a new interdisciplinary subject, cyber security has attracted
more and more attention from researchers and practitioners in academia and industry.
The main goal of the FCS conference is to provide a good platform for researchers and
practitioners to exchange the latest research results on new frontiers in cyber security.

This year we received 62 submissions. All the submissions were anonymous and
only the Program Committee chairs knew the authors’ information. Each submission
was allocated to at least three Program Committee members and each paper received on
average 2.98 reviews. The submission and review process was supported by the
EasyChair conference management system. In the first phase, the Program Committee
members individually evaluated the papers and did not know the review opinions of
others. In the second phase, the papers were carefully checked in an extensive dis-
cussion. Finally, the committee decided to accept 18 full papers and three short papers,
leading to an overall acceptance rate of 33.9%.

The program included three keynote speeches, given by Prof. Jian Weng (Jinan
University) titled “How Did the Grinch Steal Smart Christmas”, Prof. Sherman
S. M. Chow (The Chinese University of Hong Kong) titled “Privacy-Preserving
Machine Learning” and Prof. Boris Düdder (University of Copenhagen) titled
“Blockchain Applications in Edge Computing-Based Logistics”.

We would like to thank the Program Committee members and the external reviewers
for their careful reviews and post-review discussions. The review work is very tough
and time-consuming. We also want to deeply thank the members of the Organizing
Committee for their excellent service and help for the organization of this conference.
We are very grateful to the staff at Springer for their help in producing the proceedings.
Finally, and most importantly, we want to thank all the authors who submitted to the
conference and helped make the event a success.

November 2018 Fagen Li
Tsuyoshi Takagi
Chunxiang Xu

Xiaosong Zhang
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Keynote Speech Abstracts



How Did the Grinch Steal Smart Christmas

Jian Weng

College of Information Science and Technology, Jinan University, Guangzhou,
China

cryptjweng@gmail.com

Abstract. In this talk, we show how Grinch, the bad guy, could ruin our
Christmas in the era of Internet of Things (IoT). Particularly, we target a known
manufacturer, APPLights. Their products include C9 lights, icicle light-strings,
spotlight projectors, candy cane pathway markers and Kaleidoscope spotlights.
They can often be seen in a local Home Depot store in the US during the winter
holiday season. APPLights’ Android or iOS app can be used to control these
lights through Bluetooth Low Energy (BLE). The app protects its source code
using encryption by Qihoo 360 jiagubao, Java Native Interface (JNI) techniques,
code obfuscation and supports password based user authentication at the
application layer. We systematically perform static analysis and dynamic anal-
ysis of the app, and conduct traffic analysis of the BLE traffic to understand the
security measures of the lighting system. With our replay attack, brute force
attack and spoofing attack, we can control any product that uses the APPLights
app. Extensive real world experiments are performed to validate the feasibility
of these attacks. We have also investigated 8 lights in total and two medical
devices we can find on market from different vendors to prove that the results
and observations from this study can be extended to other similar BLE appli-
cations. To defend against these attacks, we design an application layer
BLE-based secure IoT communication protocol and implement it on the TI
CC2640R2F chip. Our evaluation shows that the defense strategy effectively
thwarts all attacks.



Blockchain Applications in Edge
Computing-Based Logistics

Boris Düdder

Department of Computer Science, University of Copenhagen, Copenhagen,
Denmark

boris@di.ku.dk

Abstract. Many blockchain projects have been deployed or are field tested in
various industries. Industries with a high degree of organizational centralization
benefit most of the blockchain’s decentralized architecture and security prop-
erties. Logistics is such an industry which is transformed by digitalization. The
shipping industry transports 90% of all commodities worldwide. Logistics have
well-defined business processes which can be supported by smart contracts and
smart payment systems. We will discuss prevailing security risks and challenges
of blockchain-based logistics with edge-based computing including secure cash
flows.
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Privacy-Preserving Machine Learning

Sherman S. M. Chow(B)

Department of Information Engineering, The Chinese University of Hong Kong,
Shatin, N.T., Hong Kong
sherman@ie.cuhk.edu.hk

Abstract. The popularization of cloud computing and machine learning
algorithms facilitates ranges of complex analytic services, such as medical
or financial assessments. This allows a computationally-limited client to
get predictions or classification results by paying for the analytic services.
These services often involve sensitive data which should be kept private.
Ideally, we hope for privacy-preserving machine learning services. The
clients can learn the results of the model from a service provider without
revealing their inputs and the results. Meanwhile, the trained model is
kept confidential from the clients with as minimal leakage as possible.
This keynote focuses on how cryptography can enable privacy-preserving
machine learning services, in particular, decision tree evaluation.

Keywords: Machine learning · Processing encrypted data
Decision tree

1 Privacy Concerns in Machine Learning

Machine learning analyzes the statistics of past data to devise complex models
for making predictions for new data as a query. It has wide applications, e.g.,
medical diagnosis, object recognition, recommender system, risk assessment, etc.

Typical machine learning algorithms make predictions by processing the
query in plaintext. Yet, the querying clients (or users) using machine learning
services may not want to reveal their sensitive information or corresponding clas-
sification result to the server. Leakage of sensitive information (e.g., food allergy,
whereabouts) can be a life-or-death issue, especially when they are in the hand
of those with criminal intent. Of course, if the server is willing to give the model
to the clients. The client can then compute locally without leaking anything.
However, the clients may not want to spend so much computation resources
for processing a complex model. From another perspective, training a complex
model can be costly. Moreover, a model may leak information about the sensi-
tive data used to train the model. Revealing the model means compromising the
privacy of the individuals who contributed their data. Giving the model to the
clients thus hurts the profit and reputation of the service provider, and may even
violate regulations like the Health Insurance Portability and Accountability Act.

c© Springer Nature Singapore Pte Ltd. 2018
F. Li et al. (Eds.): FCS 2018, CCIS 879, pp. 3–6, 2018.
https://doi.org/10.1007/978-981-13-3095-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3095-7_1&domain=pdf
https://doi.org/10.1007/978-981-13-3095-7_1


4 S. S. M. Chow

2 Decision Tree

Here, we focus on privacy-preserving classification of decision trees, a commonly
used classification algorithm for its effectiveness and simplicity. A decision tree
model takes as input a vector of client attribute, called a feature vector, and
outputs the classification result. A decision tree consists of two types of nodes,
decision (internal) nodes, and leaf nodes. Each decision node denotes a test on the
input attributes, while each leaf node corresponds to a classification result. When
evaluating a decision tree, starting from the root node, the classifier compares
one attribute in the feature vector with a node-specific threshold, and traverse to
the left or right subtree based on the comparison result. The process is repeated
at each level until it reaches a leaf node, and the output is the classification
result associated with that leaf node.

Comparing to deep learning approaches which are more powerful, decision
tree approach is more efficient when the data has a hierarchical structure and
requires less parameter tuning as well as training cost. Furthermore, in general,
the more complicated the underlying (non-privacy-preserving) machine learning
it is, the less efficient will be the corresponding privacy-preserving version.

To preserve privacy in the above scenario is actually a specific instance of
the secure two-party computation (2PC) problem. This thus can be solved by
cryptographic primitives such as homomorphic encryption (HE) and garbled
circuits.

3 Privacy-Preserving Decision Trees Evaluation

Apply the generic cryptographic primitives directly on top of the whole machine
learning evaluation algorithm incurs a high cost in computation and communi-
cation. Tailor-made approaches, some for specific machine learning models, can
be far more efficient [1,10]. It does not mean 2PC are HE not necessary, but
those are for specific basic functionalities such as integers comparison [3,8].

Bost et al. [1] used additive homomorphic encryption (AHE) and fully homo-
morphic encryption (FHE) to build privacy-preserving protocols for hyperplane
decision, näıve Bayes, and decision tree classifiers. Their construction treats the
decision trees as high-degree polynomials, hence it requires the usage of FHE.

Wu et al. [10] proposed an improved protocol for decision trees by using only
AHE and oblivious transfer (OT). For hiding the tree structure, their protocol
transforms a decision tree into a complete and randomized tree. So its server
computation and communication complexities are exponential in the depth d of
the decision tree. This increases the workload “unnecessarily” especially when
the decision tree is sparse, i.e., when m � d where m is the number of nodes.

Tai et al. [6] avoided the exponential blow-up in both time and space complex-
ities by reducing the evaluation of a decision tree to the paths of the tree. The
server can then compute the encrypted results by evaluating linear functions.
The server complexity is linear in the number of nodes. For all five datasets in
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UCI machine learning repository1 considered in the experiment of Wu et al. [10],
this shows an improvement of the protocol of Wu et al. [10].

4 Recent Works

Recently, there are two follow-up works of Tai et al. [6]. Both of them require
the client and the server communicate for at least 4d rounds, while the protocol
of Tai et al. requires only 4 rounds, yet with m secure comparisons.

Joye and Salehi [4] proposed an improved secure comparison protocol and
also a new privacy-preserving decision tree evaluation protocol using OT. It only
requires a single comparison for each level of a complete tree.

Tueno, Kerschbaum, and Katzenbeisser [7] flattened the tree into an array. In
this way, using either OT, oblivious RAM (ORAM), oblivious data structure, or
function-secret-sharing linear ORAM (see the references within [7]), the number
of secure comparisons is also reduced to d. Moreover, their protocol achieves sub-
linear (in m) communication complexity (except the OT-based instantiation).

Tai [5] also proposed secure evaluation protocols for decision tree which
requires O(d) number of rounds and O(d) secure comparisons. With the increased
number of interactions, the protocols also aim to support outsourcing both the
decision tree model and its computation to untrusted cloud servers. It even does
not require homomorphic encryption but just symmetric-key encryption. Yet, it
relies on the non-colluding assumption of two cloud servers [2,9].

5 Concluding Remarks

We mostly discussed decision tree evaluation. There are cryptographic
approaches which support training or other models such as neural network. They
are still relatively heavyweight and research works are still ongoing.

Acknowledgement. Sherman S. M. Chow is supported by the General Research
Fund (CUHK 14210217) of the Research Grants Council, University Grant Committee
of Hong Kong.
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On k–error Linear Complexity
of Zeng-Cai-Tang-Yang Generalized

Cyclotomic Binary Sequences of Period p2

Chenhuang Wu1,2 and Chunxiang Xu1(B)

1 Center for Cyber Security, School of Computer Science and Engineering,
University of Electronic Science and Technology of China,

Chengdu 611731, Sichuan, People’s Republic of China
ptuwch@163.com, chxxu@uestc.edu.cn

2 Provincial Key Laboratory of Applied Mathematics, Putian University,

Putian 351100, Fujian, People’s Republic of China

Abstract. Due to good pseudorandom properties, generalized cyclo-
tomic sequences have been widely used in simulation, radar systems,
cryptography, and so on. In this paper, we consider the k-error lin-
ear complexity of Zeng-Cai-Tang-Yang generalized cyclotomic binary
sequences of period p2, proposed in the recent paper “New generalized
cyclotomic binary sequences of period p2”, by Z. Xiao et al., who calcu-
lated the linear complexity of the sequence (Designs, Codes and Cryp-
tography, 2018, 86(7): 1483–1497). More exactly, we determine the values
of k-error linear complexity over F2 for f = 2 and almost k > 0 in terms
of the theory of Fermat quotients. Results indicate that such sequences
have good stability.

Keywords: Cryptography · Pseudorandom sequences
k-error linear complexity · Generalized cyclotomic classes
Fermat quotients

1 Introduction

Pseudorandom sequences have been widely used in modern communications,
such as simulation, radar systems, bluetooth, coding theory, cryptography, and
so on [14]. Cyclotomic classes over Z

∗
n play an important role in the design

of pseudorandom sequences [8], where Zn = {0, 1, 2, . . . , n − 1} be the residue
class ring of integers modulo n and Z

∗
n be the multiplicative group consisting

An extended version of this work will be submitted to Elsevier. This work supported by
the National Natural Science Foundation of China under grant No. 61772292, 61872060,
by the National Key R&D Program of China under grant No. 2017YFB0802000, by
the Provincial Natural Science Foundation of Fujian under grant No. 2018J01425 and
by the Program for Innovative Research Team in Science and Technology in Fujian
Province University.

c© Springer Nature Singapore Pte Ltd. 2018
F. Li et al. (Eds.): FCS 2018, CCIS 879, pp. 9–22, 2018.
https://doi.org/10.1007/978-981-13-3095-7_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3095-7_2&domain=pdf
http://orcid.org/0000-0001-8002-7630
http://orcid.org/0000-0002-5411-7621
https://doi.org/10.1007/978-981-13-3095-7_2
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of all invertible elements in Zn. In the literature, cyclotomic classes are clas-
sified into two kinds, namely classical cyclotomic classes for n is prime and
generalized cyclotomic classes for n is composite, respectively. To the best of
our knowledge, there are mainly five classes of cyclotomy: Classical cyclotomy
[13], Whitemans generalized cyclotomy [20], Ding-Helleseth generalized cyclo-
tomy [9], k-fold cyclotomy [6], and Zeng-Cai-Tang-Yang generalized cyclotomy
[22]. Using classical cyclotomic classes and generalized cyclotomic classes to con-
struct binary sequences which are called classical cyclotomic sequences [10,11,16]
and generalized cyclotomic sequences [7,9,19,21], respectively.

In [22], Zeng, Cai, Tang and Yang introduced a new kind of generalized
cyclotomy in order to construct optimal frequency hopping sequences. In this
paper, we called such generalized cyclotomy as Zeng-Cai-Tang-Yang generalized
cyclotomy. Very recently, Xiao, Zeng, Li and Helleseth proposed a new family
of binary sequences based on Zeng-Cai-Tang-Yang generalized cyclotomy, by
defining the generalized cyclotomic classes modulo p2, where p is an odd prime
[21].

Suppose that p−1 = ef and g is a primitive root1 modulo p2, the generalized
cyclotomic classes for 1 ≤ j ≤ 2 were defined as follows:

D
(pj)
0 � {gkfp

j−1
(mod pj) : 0 ≤ k < e}

and

D
(pj)
l � glD

(pj)
0 = {gl · gkfp

j−1
(mod pj) : 0 ≤ k < e}, 1 ≤ l < fpj−1.

Then they defined a new p2-periodic binary sequence (sn):

sn =
{

0, if n (mod p2) ∈ C0,
1, if n (mod p2) ∈ C1,

(1)

where

C0 =
f−1⋃
i=f/2

pD
(p)
i+b (mod f) ∪

pf−1⋃
i=pf/2

D
(p2)
i+b (mod pf)

and

C1 =
f/2−1⋃
i=0

pD
(p)
i+b (mod f) ∪

pf/2−1⋃
i=0

D
(p2)
i+b (mod pf) ∪ {0}

for b ∈ Z : 0 ≤ b < fp. They considered the linear complexity of the proposed
sequences for f = 2r for some integer r ≥ 1 and proved that the linear complexity
LCF2((sn)) of (sn) satisfied

LCF2((sn)) =

{
p2 − (p − 1)/2, if 2 ∈ D

(p)
0 ,

p2, if 2 �∈ D
(p)
0 ,

1 For our purpose, we will choose g such that the fermat quotient qp(g) = 1, see the
notion in Sect. 2.
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if f = 2r (integer r > 0) and 2(p−1)/f �≡ 1 (mod p2).
As a significant cryptographic feature of sequences, the linear complexity

provides information on the predictability. In other words, sequences with small
linear complexity are unsuitable for cryptographic applications. In the following,
we review the definition of the linear complexity of a periodic sequences. Assume
that F is a field. The linear complexity of a T -periodic sequence (sn) over F,
denoted by LCF((sn)), is the smallest order L of a linear recurrence relation
over F that is satisfied by (sn)

sn+L = cL−1sn+L−1 + . . . + c1sn+1 + c0sn for n ≥ 0,

where c0 �= 0, c1, . . . , cL−1 ∈ F. The generating polynomial of (sn) is defined as

S(X) = s0 + s1X + s2X
2 + . . . + sT−1X

T−1 ∈ F[X].

Then, as showed in [8], the linear complexity over F of (sn) can be computed by

LCF((sn)) = T − deg
(
gcd(XT − 1, S(X))

)
. (2)

From the point of cryptographic application, the linear complexity of a
sequence should be large, and should not be significantly reduced when a few
terms of the sequence are changed. This leads to the concept of the k-error lin-
ear complexity. For an integer k ≥ 0, the k-error linear complexity over F of a
sequence (sn), denoted by LCF

k ((sn)), is the smallest linear complexity (over F)
of the sequence (sn) which is changed at most k terms per period. The k-error
linear complexity was even earlier defined as sphere complexity in [12,18]. It is
clear that LCF

0 ((sn)) = LCF((sn)) and

T ≥ LCF

0 ((sn)) ≥ LCF

1 ((sn)) ≥ . . . ≥ LCF

w((sn)) = 0

when w is the hamming weight, i.e., the number of nonzero terms, of (sn) per
period. The main purpose of this work is to determine the k-error linear com-
plexity of (sn) in Eq. (1) for f = 2.

The paper is organized as follows. As a useful technique for the proof of
our main result, the notation of Fermat quotients and some necessary lemmas
are showed in Sect. 2. In Sect. 3, the main result and its proof are presented
in Theorem 1, and two examples used to illustrate the correctness of the main
result are presented. In the last Section, we give some concluding remarks.

2 Tools and Auxiliary Lemmas

We find that the construction of (sn) in Eq. (1) has close relation with Fermat
quotients. In the following part, we briefly review the concept of Fermat quotient,
and interpret the relations of the construction (sn) and Fermat quotients. Then,
we show some necessary lemmas for proving our main result.

For integers u ≥ 0, the Fermat quotient qp(u) at u is defined by

qp(u) ≡ up−1 − 1
p

(mod p) ∈ {0, 1, . . . , p − 1},
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where gcd(u, p) = 1, if gcd(u, p) = p we set qp(u) = 0, see [17]. We have
{

qp(u + �p) ≡ qp(u) − �u−1 (mod p),
qp(uv) ≡ qp(u) + qp(v) (mod p). (3)

Then for gcd(u, p) = 1 and gcd(v, p) = 1, it is easy to see that qp : Z∗
p2 → Fp

is an epimorphism. Now, we define

Dl = {u : 0 ≤ u < p2, gcd(u, p) = 1, qp(u) = l}, 0 ≤ l < p,

which makes a partition of Z∗
p2 . Together with the second equation in (3) and

the primitive root g modulo p2 with qp(g) = 12, it is easy to know that

Dl = {gl+ip (mod p2) : 0 ≤ i < p − 1}, 0 ≤ l < p.

Therefore, according to the definition of D
(p2)
l in Sect. 1, it is clear that

Dl =
f−1⋃
i=0

D
(p2)
ip+l, 0 ≤ l < p.

Specially, Dl = D
(p2)
l if f = 1.

Several sequences have been defined from Fermat quotients in the literature,
see [1–3,5,15]. For example, the binary threshold sequence (sn) is defined by

sn =
{

0, if 0 ≤ qp(n)/p < 1
2 ,

1, if 1
2 ≤ qp(n)/p < 1,

n ≥ 0.

The Legendre-Fermat sequence (sn) is defined by

sn =

{
0, if

(
qp(n)

p

)
= 1 or qp(n) = 0,

1, otherwise,
u ≥ 0.

Here and hereafter
(

·
p

)
is the Legendre symbol.

Indeed, both sequences above can be characterized by Dl for 0 ≤ l < p. In
particular, their k-error linear complexity has been investigated in [4]. The way
of [4] helps us to study the k-error linear complexity of (sn) in Eq. (1) in this
work.

Now we first prove some necessary lemmas. From now on, we denote by Q ⊂
{1, 2, . . . , p−1} the set of quadratic residue modulo p and by N ⊂ {1, 2, . . . , p−1}
the set of quadratic non-residue modulo p, respectively. The notation |Z| denotes
the cardinality of the set Z.

Lemma 1. Let D
(p2)
l be defined for 0 ≤ l < 2p with f = 2 as in Sect. 1. For

0 ≤ l < p, we have

{n mod p : n ∈ D
(p2)
2l } = Q, and {n mod p : n ∈ D

(p2)
2l+1} = N .

2 Such g always exists.
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Proof. From the definition of D
(p2)
2l , each element in D

(p2)
2l is of the form g2l+2kp

modulo p2 for k ≥ 0. So

g2l+2kp ≡ g2l+2k (mod p),

which is a quadratic residue modulo p. The second can be proved similarly. 
�
Lemma 2. Let Dl be defined for 0 ≤ l < p as in Sect. 2 using Fermat quotients,
v ∈ {1, 2, . . . , p − 1} and Vv = {v, v + p, v + 2p, . . . , v + (p − 1)p}. Then, we get
|Vv ∩ Dl| = 1 for each 0 ≤ l < p.

Proof. According to the first equation in Eq. (3), if qp(v + i1p) = qp(v + i2p) = l
for 0 ≤ i1, i2 < p, in other words, qp(v) − i1v

−1 ≡ qp(v) − i2v
−1 (mod p). Then,

it derives i1 = i2. 
�

Lemma 3. Let D
(p2)
l be defined for 0 ≤ l < 2p with f = 2 as in Sect. 1. Let

v ∈ {1, 2, . . . , p − 1} and Vv = {v, v + p, v + 2p, . . . , v + (p − 1)p}.
(1). If v ∈ Q, then for each 0 ≤ l < p, we have

|Vv ∩ D
(p2)
2l | = 1, |Vv ∩ D

(p2)
2l+1| = 0.

(2). If v ∈ N , then for each 0 ≤ l < p, we have

|Vv ∩ D
(p2)
2l | = 0, |Vv ∩ D

(p2)
2l+1| = 1.

Proof. If v ∈ Q, then all numbers in Vv are quadratic residues modulo p. Lemma
2, together with Dl = D

(p2)
l ∪ D

(p2)
l+p for 0 ≤ l < p, implies the first statement in

this lemma. Similar argument holds for v ∈ N . 
�
Lemma 4. Let C0 and C1 be defined with f = 2 as in Sect. 1. Let v ∈
{1, 2, . . . , p − 1} and Vv = {v, v + p, v + 2p, . . . , v + (p − 1)p}.

(1). For even 0 ≤ b < 2p, we have

|Vv ∩ C0| = (p − 1)/2, |Vv ∩ C1| = (p + 1)/2,

if v ∈ Q, and

|Vv ∩ C0| = (p + 1)/2, |Vv ∩ C1| = (p − 1)/2,

if v ∈ N .
(2). For odd 0 ≤ b < 2p, we have

|Vv ∩ C0| = (p + 1)/2, |Vv ∩ C1| = (p − 1)/2,

if v ∈ Q, and

|Vv ∩ C0| = (p − 1)/2, |Vv ∩ C1| = (p + 1)/2,

if v ∈ N .
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Proof. For even b, there are (p + 1)/2 many even numbers and (p − 1)/2 many
odd numbers in the set {b, b + 1, . . . , b + p − 1}, respectively. By Lemma 3, if
v ∈ Q, we see that

Vv ⊆
p−1⋃
l=0

D
(p2)
2l .

From the constructions of C0 and C1, we see that there are (p+1)/2 many D
(p2)
2l

and (p−1)/2 many D
(p2)
2l+1 contained in C1 for 0 ≤ l < p. With |Vv∩D

(p2)
2l | = 1 and

|Vv∩D
(p2)
2l+1| = 0 in Lemma 3(1) again for v ∈ Q, we get that |Vv∩C1| = (p+1)/2

and |Vv ∩ C0| = (p − 1)/2.
The rest of statements can be proved similarly. 
�

Lemma 5. Let θ ∈ F2 be a fixed primitive p-th root of unity. We have

(1).
∑
n∈Q

θin =
∑
n∈Q

θn,
∑

n∈N
θin =

∑
n∈N

θn if
(

i
p

)
= 1.

(2).
∑
n∈Q

θin =
∑

n∈N
θn,

∑
n∈N

θin =
∑
n∈Q

θn if
(

i
p

)
= −1.

(3)
∑
n∈Q

θn ∈ F4 \ F2 if
(

2
p

)
= −1.

Proof. It is clear. 
�
Lemma 6. Let D

(p2)
l be defined for 0 ≤ l < 2p with f = 2 as in Sect. 1 and

d
(p2)
l (X) =

∑
n∈D

(p2)
l

Xn. Let θ ∈ F2 be a fixed primitive p-th root of unity and

ξ =
∑
n∈Q

θn. For 1 ≤ i < p we have

d
(p2)
2l (θi) =

⎧⎨
⎩

ξ, if
(

i
p

)
= 1,

1 + ξ, if
(

i
p

)
= −1,

and

d
(p2)
2l+1(θ

i) =

⎧⎨
⎩

1 + ξ, if
(

i
p

)
= 1,

ξ, if
(

i
p

)
= −1,

for 0 ≤ l < p.

Proof. Since d
(p2)
2l (X) ≡ ∑

n∈Q
Xn (mod Xp − 1) by Lemma 1, we derive

d
(p2)
2l (θi) =

∑
n∈Q

θni =

⎧⎪⎨
⎪⎩

∑
n∈Q

θn, if
(

i
p

)
= 1,

∑
n∈N

θn, if
(

i
p

)
= −1.

The second can be proved similarly. 
�
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Here we say, the weight of a polynomial h(X) ∈ F2[X] means the number of
non-zero coefficients of h(X), denoted by wt(h(X)).

Lemma 7. Assume that 2 is a primitive root modulo p, θ ∈ F2 is a primitive p-
th root of unity and ω ∈ F4 \F2. For any non-constant polynomial h(X) ∈ F2[X]
with h(θ) = ω, we have wt(h(X)) ≥ (p − 1)/2.

Proof. Let ξ =
∑
n∈Q

θn. By Lemma 5(3) we get ξ ∈ F4 \F2, since 2 is a primitive

root modulo p.
Now for ω ∈ F4 \F2, we see that ω = ξ =

∑
n∈Q

θn or ω = ξ2 = 1+ξ =
∑

n∈N
θn.

We only prove the case when ω = ξ, the latter can follow in a similar way.
First, we select h(X) ∈ F2[X] such that h(X) ≡ ∑

n∈Q
Xn (mod Xp − 1), or

directly, let h(X) =
∑
n∈Q

Xn, we have h(θ) =
∑
n∈Q

θn = ξ = ω. Then wt(h(X)) ≥
(p − 1)/2.

Second, let h0(X) ∈ F2[X] such that wt(h0(X)) < (p − 1)/2 and h0(θ) = ω.
Let h0(X) ≡ h0(X) (mod Xp − 1) with deg(h0) < p and let H0(X) = h0(X) +∑
n∈Q

Xn whose degree is also less than p. Obviously, H0(X) is non-zero because

h0(X) �= ∑
n∈Q

Xn, where the weight of
∑
n∈Q

Xn is (p − 1)/2. Then, it is easy to

get that H0(θ) = 0 and H0(θ2
j

) = 0 for 1 ≤ j < p− 1 because of 2 is a primitive
root modulo p. Thus,

(1 + X + X2 + . . . + Xp−1)|H0(X),

i.e., H0(X) = 1+X +X2 + . . .+Xp−1, which derives that h0(X) = 1+
∑

n∈N
Xn

and wt(h0(X)) = (p+1)/2. Therefore, wt(h0) ≥ wt(h0) = (p+1)/2 which leads
to a contradiction. This completes the proof. 
�

3 Main Result and Examples

In this section, we show the main result in the following Theorem with a detailed
proof. Then, two examples verified by Magma program are used to illustrate the
correctness of our main result.

3.1 Main Result

Theorem 1. Let (sn) is the binary sequence of period p2 defined in Eq. (1) with
f = 2 and even b : 0 ≤ b < fp in the definition of C0 and C1. If 2 is a primitive
root modulo p2, then the k-error linear complexity over F2 of (sn) satisfies

LCF2
k ((sn)) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

p2, if k = 0,
p2 − 1, if 1 ≤ k < (p − 1)/2,
p2 − p, if (p − 1)/2 ≤ k < (p2 − p)/2,
p − 1, if k = (p2 − p)/2,

1, if k = (p2 − 1)/2,
0, if k > (p2 − 1)/2,



16 C. Wu and C. Xu

if p ≡ 3 (mod 8), and

LCF2
k ((sn)) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

p2, if k = 0,
p2 − 1, if 1 ≤ k < (p − 1)/2,

p2 − p + 1, if k = (p − 1)/2,
p2 − p, if (p + 1)/2 ≤ k < (p2 − p)/2,

p, if k = (p2 − p)/2,
1, if k = (p2 − 1)/2,
0, if k > (p2 − 1)/2,

if p ≡ 5 (mod 8).

For odd b, we have a similar result according to Lemma 4. We note here that
for k = 0, it comes from [21].

Proof. It is clear that the weight of (sn) is (p2 − 1)/2 + 1. So we always suppose
k < (p2 − 1)/2.

Note that the generating polynomial of (sn) is

S(X) = 1 +
p−1∑
j=0

d
(p2)
b+j (X) +

∑
j∈Q

Xjp ∈ F2[X], (4)

where d
(p2)
l (X) =

∑
n∈D

(p2)
l

Xn for 0 ≤ l < 2p. Let

Sk(X) = S(X) + e(X) ∈ F2[X] (5)

be the generating polynomial of the sequence gained from (sn) with exactly k
terms are changed per period. The e(X) is called as the corresponding error
polynomial which has k many monomials. It is clear that Sk(X) is a nonzero
polynomial because k < (p2 − 1)/2.

Then we need to consider the common roots of Sk(X) and Xp2 − 1. In other
words, consider the roots of the form βn(n ∈ Zp2) for Sk(X), in which β ∈ F2 is
a primitive p2-th root of unity. Equation (2) can help us to derive the values of
k-error linear complexity of (sn) if we know the number of the common roots.

Now, we deduce the remaining proof in the following cases.
The first case is k < (p2 − p)/2.
Firstly, we suppose that Sk(βn0) = 0 for some n0 ∈ Z

∗
p2 . Because 2 is a

primitive root modulo p2, for each n ∈ Z
∗
p2 , there is a 0 ≤ jn < (p − 1)p such

that n ≡ n02jn mod p2. Then

Sk(βn) = Sk(βn02
jn

) = Sk(βn0)2
jn

= 0,

that is, all (p2 − p) many elements βn for n ∈ Z
∗
p2 are roots of Sk(X). Hence,

Φ(X)|Sk(X) in F2[X],
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for the reason that the roots of

Φ(X) = 1 + Xp + X2p + . . . + X(p−1)p ∈ F2[X],

are exactly βn for n ∈ Z
∗
p2 . Then, we set

Sk(X) ≡ Φ(X)π(X) (mod Xp2 − 1). (6)

Because deg(Sk(X)) = deg(Φ(X)) + deg(π(X)) < p2, it is apparent that π(X)
should be one of the following:

π(X) = 1;
π(X) = Xv1 + Xv2 + . . . + Xvt ;
π(X) = 1 + Xv1 + Xv2 + . . . + Xvt ;

where 1 ≤ t < p and 1 ≤ v1 < v2 < . . . < vt < p. It is easy to see that, the
exponent of each monomial in Φ(X)π(X) forms the set {lp : 0 ≤ l ≤ p − 1} or
{vj + lp : 1 ≤ j ≤ t, 0 ≤ l ≤ p − 1} or {lp, vj + lp : 1 ≤ j ≤ t, 0 ≤ l ≤ p − 1} for
above different π(X), respectively.

(i). If π(X) = 1, it is easy to see that by (4)–(6)

e(X) =
p−1∑
j=0

d
(p2)
b+j (X) +

∑
j∈N

Xjp,

which implies that k = (p2 − 1)/2.
(ii). If π(X) = Xv1 + Xv2 + . . . + Xvt , let

I = {v1, v2, . . . , vt}, J = {1, 2, . . . , p − 1} \ I
and let z = |I ∩ Q|. This yields |J ∩ Q| = (p − 1)/2 − z, |I ∩ N | = t − z and
|J ∩ N | = (p − 1)/2 − t + z. For Vv = {v + �p : 0 ≤ � < p}, by Lemma 4 it can
be derived that

e(X) =
∑

v∈I∩Q

∑
j∈Vv∩C0

Xj +
∑

v∈J ∩Q

∑
j∈Vv∩C1

Xj

+
∑

v∈I∩N

∑
j∈Vv∩C0

Xj +
∑

v∈J ∩N

∑
j∈Vv∩C1

Xj + 1 +
∑
j∈Q

Xjp,

which indicates that

k = z · (p − 1)/2 + ((p − 1)/2 − z) · (p + 1)/2 + (t − z) · (p + 1)/2
+((p − 1)/2 − t + z) · (p − 1)/2 + 1 + (p − 1)/2

= (p2 − 1)/2 + 1 + t − 2z.

It can be verified that −(p− 1)/2 ≤ t− 2z ≤ (p− 1)/2. Then k ≥ (p2 − p)/2+1.
(iii). Similarly, for π(X) = 1+Xv1 +Xv2 + . . .+Xvt , it can be obtained that

e(X) =
∑

v∈I∩Q

∑
j∈Vv∩C0

Xj +
∑

v∈J ∩Q

∑
j∈Vv∩C1

Xj

+
∑

v∈I∩N

∑
j∈Vv∩C0

Xj +
∑

v∈J ∩N

∑
j∈Vv∩C1

Xj +
∑
j∈N

Xjp,
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and k = (p2 − 1)/2 + t − 2z. As in (ii), k ≥ (p2 − p)/2.
From the above, if k < (p2 − p)/2, it is always true that Sk(βn) �= 0 for all

n ∈ Z
∗
p2 .

Secondly, let θ = βp, by Lemmas 5 and 6, we get from Eq. (4) for 0 ≤ i < p

Sk(βip) = Sk(θi) = e(θi) + S(θi)

= e(θi) +

⎧⎪⎪⎨
⎪⎪⎩

(p2 + 1)/2, if i = 0,

ω p+1
2 + (1 + ω)p−1

2 + 1 + p−1
2 , if

(
i
p

)
= 1,

ω p−1
2 + (1 + ω)p+1

2 + 1 + p−1
2 , if

(
i
p

)
= −1,

=

⎧⎪⎪⎨
⎪⎪⎩

e(1) + 1, if i = 0,

e(θi) + 1 + ω, if
(

i
p

)
= 1,

e(θi) + ω, if
(

i
p

)
= −1,

(7)

where ω =
∑
n∈Q

θn ∈ F4 \ F2 and
(

·
p

)
is the Legendre symbol. In the following,

we need to look for e(X) with the smallest wt(e(X)) such that e(1) = 1, or
e(θi) = 1 + ω for

(
i
p

)
= 1, or e(θi) = ω for

(
i
p

)
= −1. These play an important

role in calculating the number of roots of the form βip (0 ≤ i < p) for Sk(X).
If e(X) with 1 ≤ wt(e(X)) < (p− 1)/2, then e(1) = wt(e(X)) and e(θi) �∈ F4

for 1 ≤ i < p by Lemma 7. Therefore, any monomial e(X) (i.e., wt(e(X)) = 1)
can be used to deduce Sk(β0) = 0 but Sk(βip) �= 0 for 1 ≤ i < p. Thus, by
Eq. (2),

LCF2
(p−3)/2((sn)) = LCF2

1 ((sn)) = p2 − 1.

Let e(X) satisfy wt(e(X)) = (p − 1)/2 and e(X) ≡ ∑
n∈N

Xn (mod Xp − 1).

Then, e(1) = (p − 1)/2 and by Lemma 5

e(θi) =

⎧⎪⎨
⎪⎩

∑
n∈N

θin =
∑

n∈N
θn = 1 + ω, if

(
i
p

)
= 1,

∑
n∈N

θin =
∑
n∈Q

θn = ω, if
(

i
p

)
= −1,

1 ≤ i < p,

which imply that Sk(β0) = (p + 1)/2 and Sk(βip) = 0 for 1 ≤ i < p and hence

LCF2
(p−1)/2((sn)) =

{
p2 − p + 1, if p ≡ 5 (mod 8),
p2 − p, if p ≡ 3 (mod 8).

We note that p ≡ 5 (mod 8) or p ≡ 3 (mod 8) since 2 is a primitive root modulo
p2.

For the case as p ≡ 5 (mod 8), we select e(X) satisfying wt(e(X)) = (p+1)/2
and e(X) ≡ 1+

∑
n∈Q

Xn (mod Xp −1). Then, it can be derived that Sk(βip) = 0

for 0 ≤ i < p, and hence,

LCF2
(p+1)/2((sn)) = p2 − p.
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The second case is k = (p2 − p)/2.
Now consider k = (p2 − p)/2. From the above (iii), only cases where I = Q

are useful; in this case, t = z = (p − 1)/2, and

e(X) =
∑
v∈Q

∑
j∈Vv∩C0

Xj +
∑
v∈N

∑
j∈Vv∩C1

Xj +
∑
j∈N

Xjp,

then it is easy to verify that Sk(βn) = 0 for all n ∈ Z
∗
p2 . It can be checked that

by Lemmas 5 and 6

e(βip) = e(θi) = p−1
2

∑
v∈Q

θiv + p−1
2

∑
v∈N

θiv + p−1
2

= p−1
2

( ∑
v∈Q

θiv +
∑
v∈N

θiv
)

+ p−1
2

= p−1
2 + p−1

2 = p − 1 = 0

for 1 ≤ i < p and e(β0) = e(1) = (p−1)/2. Then from Eq. (7), Sk(β0) = (p+1)/2
and Sk(βip) �= 0 for 1 ≤ i < p. Therefore,

LCF2
(p2−p)/2((sn)) = p − δ,

where δ = 1 if p ≡ 3 (mod 8) and δ = 0 if p ≡ 5 (mod 8).

Finally, if k = (p2 − 1)/2, the 1-sequence can be derived after changing the
k many 0’s in (sn). Clearly, the linear complexity of 1-sequence is 1. Similarly,
if k > (p2 − 1)/2, the 0-sequence can be obtained, and the linear complexity of
0-sequence is 0. This completes the proof. 
�

3.2 Two Examples

Here, we give two examples to illustrate the correctness of our main result, both
of which have been verified by Magma program.

Example 1. Let p = 3, f = 2 and e = 1. We note that 2 is a primitive root
modulo p2 = 9. Then, one period of the sequence (sn) is [1, 1, 1, 1, 1, 0, 0,
0, 0] with the period of 9. Note that k-error linear complexity of a sequence
is the smallest linear complexity that can be obtained by changing at most k
terms of the sequence per period. The data are listed in the Table 1. In Table 1,
k denotes the number of errors, (sn)′

k denotes a sequence that reach the small-
est linear complexity among all the sequences generated from (sn) by changing
exactly k items, LC((sn)′

k) denotes the linear complexity of the sequence (sn)′
k,

and LCF2
k ((sn)) denotes the k-error linear complexity of the sequence (sn). The

elements of (sn)′
k in red denotes the error positions comparing with (sn).

It is clear that the results listed in Table 1 are consistent with the results
described in Theorem 1 where p = 3.
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Table 1. The k-error linear complexity of (sn) with p = 3

k LC((sn)′
k) (sn)′

k LCF2
k ((sn))

0 9 [1, 1, 1, 1, 1, 0, 0, 0, 0] 9

1 6 [1, 1, 0, 1, 1, 0, 0, 0, 0] 6

2 7 [0, 0, 1, 1, 1, 0, 0, 0, 0 ] 6

3 2 [1, 1, 0, 1, 1, 0, 1, 1, 0] 2

4 1 [1, 1, 1, 1, 1, 1, 1, 1, 1] 1

5 0 [0, 0, 0, 0, 0, 0, 0, 0, 0] 0

Example 2. Let p = 5, f = 2 and e = 2. We note that 2 is a primitive root
modulo p2 = 25. Then, one period of the sequence (sn) is [1, 1, 1, 0, 1, 1, 0, 0,
1, 1, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 1, 1, 0, 1, 1] with the period of 25. As discussed
in Example 1., the data are listed in Table 2. The meanings of the symbols k,
(sn)′

k, LC((sn)′
k) and LCF2

k ((sn)) are the same as in Table 1.

Table 2. The k-error linear complexity of (sn) with p = 5

k LC((sn)′
k) (sn)′

k LCF2
k ((sn))

0 25 [1,1,1,0,1,1,0,0,1,1,0,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 25

1 24 [0,1,1,0,1,1,0,0,1,1,0,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 24

2 21 [1,1,0,1,1,1,0,0,1,1,0,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 21

3 20 [0,0,1,0,0,1,0,0,1,1,0,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 20

4 21 [0,1,0,1,1,0,0,0,1,1,0,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 20

5 20 [0,0,0,0,0,1,0,1,1,1,0,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 20

6 21 [0,0,0,1,1,0,1,0,1,1,0,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 20

7 20 [0,0,0,1,0,1,0,1,0,1,0,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 20

8 21 [0,0,0,1,0,0,1,0,1,0,0,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 20

9 20 [0,0,0,1,0,0,0,1,0,1,1,0,0,0,0,0,1,1,0,0,1,1,0,1,1] 20

10 5 [1,1,0,0,1,1,1,0,0,1,1,1,0,0,1,1,1,0,0,1,1,1,0,0,1] 5

It is easy to verify the 12-error and 13-error linear complexity of the sequence
(sn) with the period of 25, since it can result in the 1-sequence and 0-sequence,
respectively. Obviously, the results listed in Table 2 are consistent with the results
described in Theorem 1 where p = 5.

4 Conclusions

For f = 2, we have determined the values of the k-error linear complexity of a
Zeng-Cai-Tang-Yang generalized cyclotomic binary sequence of period p2 pub-
lished recently on the journal Designs, Codes and Cryptography. Results suggest
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that such sequences possess very large linear complexity and the linear complex-
ity does not decrease greatly by changing a few terms. However, for the case
f = 2r(r > 1) and other even f , the discussion becomes more complicated
and it seems that the way used in this paper does not work well without more
knowledge. This will be our next work.
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Abstract. At Indocrypt’2002, a new pseudorandom generator based on
linear feedback shift register (LFSR) and feedback with carry shift reg-
isters (FCSR) was proposed by Arnault. And at Indocrypt’2004, Bin
Zhang et al. showed that the self-synchronizing stream cipher constructed
by Arnault’s pseudorandom generator was extremely weak against a cho-
sen ciphertext attack. In this paper, we show that the synchronizing
stream cipher constructed by Arnault’s pseudorandom generator bear
good immunities to the attack proposed by Bin Zhang et al., but can
not resist the LFSRization attack proposed by Martin Hell and Thomas
Johansson. Then we propose a modification to the synchronizing stream
cipher, and show that it inherits of the nice statistical properties of the
pseudorandom generator and provided a resistant to the known attacks.
The new architecture still has high throughput and low implementation
cost.

Keywords: Stream cipher · FCSR · Chosen ciphertext attack
VFCSR · Ring FCSR

1 Introduction

Stream ciphers are an important class of private-key encryption algorithms which
are extremely fast and usually have very minimal memory and hardware source
requirements. Therefore, stream ciphers are widely used in different areas of
national economy: digital signal processing, entertainment, music and graph-
ics composition, simulation and testing, equation-solving, cryptography devices,
etc. [1]. However, the objective for designing a perfect stream cipher that might
become suitable for widespread adoption has been far from coming true.

There are different methods to develop keystream generators, but one of the
most popular is based on the shift register. Previously, the designers widely used
LFSR as a basic component of such generators [2,3]. Yet, over the years, few
proposals have withstood cryptanalysis. Many of the attacks exploit the math-
ematical structure of LFSR. To avoid these pitfalls, alternative constructions
have been proposed recently. One of these suggestions is to replace LFSR with
FCSR.
c© Springer Nature Singapore Pte Ltd. 2018
F. Li et al. (Eds.): FCS 2018, CCIS 879, pp. 23–38, 2018.
https://doi.org/10.1007/978-981-13-3095-7_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3095-7_3&domain=pdf
https://doi.org/10.1007/978-981-13-3095-7_3


24 L. Dong et al.

Based on the fact that an FCSR can be combined with a linear component,
and an LFSR has to be combined with a nonlinear component, a pseudorandom
generator and a self- synchronizing stream cipher were proposed in 2002, com-
bining an LFSR and an FCSR [4]. The new architecture was very fast and had a
low implementation cost. However, in [5], Zhang et al. showed that such a simple
design is extremely weak under a chosen ciphertext attack. By the 60-bit chosen
ciphertext, they can recover the secret keys in 1 s on a Pentium 4 processor.
Thus, they suggested that this cipher should not be used in practice.

In this paper, we considered the security of the synchronizing stream cipher
composed of the pseudorandom generator proposed by Arnault [4]. We showed
that the synchronizing stream cipher bore good immunities to the attack pro-
posed by Bin Zhang et al., but could not resist the LFSRization attack proposed
by Hell and Johansson [6]. The weakness used in the LFSRization attack is that
the carries are driven by the content of a single cell in a Galois FCSR. To prevent
the weakness, generic FCSR called ring FCSR is presented in [7]. Another app-
roach is Vectorial FCSR (VFCSR) proposed in [8]. In 2012, Thierry P. Berger
and Marine Minier showed that Vectorial FCSRs used in Galois mode stay sen-
sitive to the LFSRization attack of FCSRs and the hardware implementations
of V-FCSRs in Galois mode were less efficient than those based on FCSRs in
ring mode.

In this paper, we replace the FCSR in the synchronizing stream cipher given
in [7] by the ring FCSR. We show that the modification inherits of the nice
statistical properties of the pseudorandom generator and provide a resistant to
the known attacks. And the new architecture is still very fast and has a low
implementation cost also.

The paper is organized as follows. In Sect. 2, a brief description of the self-
synchronizing stream cipher and synchronous stream ciphers constructed by the
Arnault’s pseudorandom generator is given. Then an introduction to the chosen
cipher attack on the self-synchronous stream ciphers is presented in Sect. 3. The
security of the synchronizing stream cipher is analyzed in Sect. 4. A modification
of the synchronizing stream cipher is given in Sect. 5, and the security analysis
is also given in this section. Finally, some conclusions are given in Sect. 6.

2 Recalling the Synchronizing Stream Cipher and
Self-synchronous Stream Ciphers

In this section, some backgrounds on the FCSR are first reviewed. And a brief
description of the self-synchronizing stream cipher and the synchronizing stream
cipher is given.

2.1 FCSR

FCSR introduced by Goresky and Klapper in [9,10] is a binary register, shares
many of good properties of classical LFSRs, except that it performs operations
with carries. FCSR also has both Fibonacci and Galois structures [11]. The
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Galois architecture is more efficient due to the parallel computation of feedbacks.
In [7], a new structure called ring FCSR gradually grabs researchers’ attention.
An FCSR can be used to generate a binary sequence S={si}i≥0 which corre-
sponding to a 2-adic integer. Here the so called 2-adic integer is a formal power
series S(2) =

∑∞
i=0 si2i with si ∈{0,1} The set of 2-adic integers is denoted as

Z 2. The addition and multiplication in Z 2 is done according to 2i+2i=2i+1 for
all i ≥ 0, i.e. taking the carry to the higher order term.

The following lemmas give a complete characterization of eventually periodic
2-adic binary sequences in terms of 2-adic integers.

Lemma 1 [9]. Let S(2) =
∑∞

i=0 si2i be the 2-adic integer corresponding to a
binary sequence S={si}i≥0. S is eventually periodic if and only if there exists
two integers p and q in Z such that S2=p/q with q odd. Further, S is strictly
periodic if and only if pq ≤ 0 and |p| ≤ |q|.
Lemma 2 [9]. If sequence S= s0, s1 . . . s2, . . . is a periodic binary sequence,
and -p/q is the fraction in lowest terms whose 2-adic expansion agrees with
the sequence S, then the 2-adic complexity Φ(S) of S is the real number
log2(max(p,q)). If S is strictly periodic with minimal period T ≥ 2, then

Φ(S) = log2(q) = log2((2T − 1)/gcd(ST (2), 2T − 1)) (1)

Lemma 3 [9]. Let S be an eventually periodic binary sequence, S(2)=p/q, with
q odd and p and q co-prime, be the corresponding 2-adic number in its rational
representation. The period of S is the order of 2 modulo q, i.e., the smallest
integer t such that 2t ≡1(mod q).

Fig. 1. Galois representation of a modified FCSR.

A slight modification of the FCSR leads to the division of a 2-adic number by
an integer, which is shown in the above Fig. 1. Here � denotes the addition
with carry, i.e. the output of a � b is a⊕b ⊕ cn−1 and the carry is cn = ab ⊕
acn−1 ⊕ bcn−1. � is the binary multiplication. As in [5], we always assume p =∑r

i=0 pi2i + pr+12r+1 + . . . ≥ 0 and q = 1 − 2d = 1 − ∑r
i=1 qi2i with pi and

qi ∈ {0,1}, r is the bit length of d, and the binary expansion of d is d =
∑r−1

i=0 di2i.
Put Id={i |0 ≤ i ≤ r-2 and di = 1} and call the cells of the carry register in the
set Id as active cells. Note that the active cells are the ones in the interval 0
≤ i ≤ r-2, and dr−1 = 1 always hold. The number of the active cells l plus one
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is the Hamming weight of d. We write the contents of carry register C at time
t as c(t) = (c0(t),. . . ,cr−2(t)) and the content of main registerM with r binary
memories as m(t) = (m0(t),. . . ,mr−1(t)). The contents at time t of the individual
cells in the carry register C and main register M are denoted as ci(t) and mi(t)
respectively. Then the FCSR fulfills the 2-adic division of p/q.

At time t+1, the state (m(t+1), c(t+1)) is updated in the following way:
1. for 0 ≤ i ≤ r-2

if i /∈ Id, mi(t+1): = mi+1(t)
if i ∈ Id, mi(t+1): = mi+1(t)+ci(t)+m0(t)

ci(t+1): =mi+1(t)ci(t)+ci(t)m0(t)+m0(t)mi+1(t)
2. for i=r-1, mr−1(t+1): = mr(t)+qrm0(t)
where + denotes the bitwise XOR, and the content of mr(t) is the external

input.
Similarly, a slight modification of the Galois representation of a LFSR leads

to the division of a series by a polynomial, which is shown in Fig. 2 [5]. Here ⊕
and � denote the binary addition and the binary multiplication respectively. And
the input of the circuit is S(x) =

∑∞
i=0 six

i and the output is S
′
(x) = S(x)/f(x)

with f(x)= 1+
∑r

i=0 fix
i.

Fig. 2. Galois representation of a modified LFSR.

2.2 The Self-synchronizing Stream Cipher

The self-synchronizing stream cipher given in [4] is a concatenation of one slightly
modified LFSR and one slightly modified FCSR as shown in Fig. 3.

Fig. 3. The self-synchronizing stream cipher.

Let S of the length less than k be the message to be encrypted, and S(x) =
∑l

i=0 six
i, l < k, be the corresponding formal power series. The connection
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polynomial f(x) of the LFSR and the connection integer q of the FCSR are the
secret parameters used in the cipher. And f(x) is a primitive polynomial of degree
k, while q of the size k, i.e. q ≈ 2k, is a negative prime. Initialize LFSR and FCSR
randomly, then the encryption scheme is:

1. Compute S
′
(x) = S(x)/f(x) by the LFSR divisor-box.

2. Convert S
′
(x) into the 2-adic integer S

′
(2).

3. Compute the ciphertext S
′′
(2) =S

′
(2)/q by the FCSR divisor-box.

Upon decrypting, initialize all the LFSR and FCSR cells (including the car-
ries) to be zero. The corresponding decryption scheme is:

1. Compute S
′
(2) = qS

′′
(2).

2. Convert S
′
(2) into the formal power series S

′
(x).

3. Compute the plaintext S by S(x) = f(x)S
′
(x).

It is shown in [4] that this generator has high throughput and low implemen-
tation cost. However, this cipher can be attacked by a chosen ciphertext attack
as shown in [5]. The attack is introduced in the following Sect. 3.

2.3 The Synchronizing Stream Cipher

The structure of the synchronizing stream cipher as shown in Fig. 4 is still based
on the pseudorandom generator proposed by Arnault which is a concatenation of
a LFSR and a slightly modified FCSR. The difference with the self-synchronizing
stream cipher is that

1. The circuit for generating the m-sequence S is not the modification one, that
is the circuit is self-feedback and no outside input.

2. The secret parameter of the synchronizing stream cipher is just the initial
state of the LFSR.

3. The public parameters of the synchronizing stream cipher are the primitive
feedback polynomial f(x) of the LFSR and the prime connection integer q of
the FCSR.

Fig. 4. Synchronizing stream cipher.
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The encryption/decryption scheme is:

1. Generate the m-sequence S by the LFSR.
2. Feed the output m-sequence S into the modified FCSR divisor-box.
3. Compute the output S(2)/q by the modified FCSR divisor-box.
4. The output S

′
of the modified FCSR divisor-box is the key stream.

5. XOR the key stream with the plaintext/ciphertext.

Here the degree k of the primitive connection polynomial f(x) of the LFSR is
a prime such that T = 2k-1 is also a prime and the negative prime connection
integer q of size k, i.e. q ≈ 2k, is chosen to satisfy the following conditions [4]:

1. T = 2k-1 is co-prime to |q|-1.
2. The order of 2 modulo q is exactly |q|-1.

3 The Chosen Ciphertext Attack

In [5], the decrypt circuit is composed by the two circuits depicted in Figs. 5 and
6 proposed to fulfill the multiplication by q and f(x), respectively.

Fig. 5. Multiplication circuit with q being the multiplier.

Fig. 6. Multiplication circuit with f(x) being the multiplier.

Let S
′′
(2) =

∑∞
i=0 s

′′
i 2i be the 2-adic integer corresponding to the ciphertext

sequence S
′′

= {s
′′
i }i≥0. Upon decrypting, let all the cells in the decrypt circuits

be zero. Then the computation of the first multiplication qS
′′
(2) is as follows

qS
′′
(2) = (s

′′
0 + s

′′
1 2 + s

′′
2 2

2 + . . .)(1− q12 + q22
2 − . . .− qk2

k)

= −(s
′′
0 + s

′′
1 2 + s

′′
2 2

2 + . . .)(q12 + q22
2 + . . .+ qk2

k − 1)

= −(s
′′
0 + s

′′
1 2 + s

′′
2 2

2 + . . .)(q12 + q22
2 + . . .+ qk2

k) + (s
′′
0 + s

′′
1 2 + s

′′
2 2

2 + . . .)

(2)
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A special ciphertext with the following form is chosen in [5],

(∗, ∗, . . . , ∗
︸ ︷︷ ︸

A

, 1, 1, . . . , 1, 1)
︸ ︷︷ ︸

B

(3)

Where A is a randomly chosen binary prefix of certain length and B is an all-1
string of certain length. Feed the chosen ciphertext into the multiplication circuit
shown in Fig. 5, then

S
′
(2) = (s

′′
0 + s

′′
12 + s

′′
222 + . . . + s

′′
l 2l + 1.2l+1 + 1.2l+2 + . . .)q

= (s
′′
0 + s

′′
12 + s

′′
222 + . . . + s

′′
l 2l)q + (1.2l+1 + 1.2l+2 + . . .)q

= (s
′′
0 + s

′′
12 + s

′′
222 + . . . + s

′′
l 2l)q +

2l+1

1 − 2
q

= (s
′′
0 + s

′′
12 + s

′′
222 + . . . + s

′′
l 2l)q + 2l+1(−q)

(4)

Then feed the corresponding polynomial S
′
(x) into the multiplication circuit 6.

The final output of the circuit is the decrypted message f(x)S
′
(x). Since the

secret q is a negative prime, the decrypted message f(x)S
′
(x) is of finite length.

Thus, the decrypted message f(x)S
′
(x) can be factored [5]. After factoring, both

f(x) and S
′
(x) can be obtained. Keeping in mind that S

′
(x) is the polynomial

corresponding to the 2-adic integer (s
′′
0 + s

′′
12 + s

′′
222 + . . . + s

′′
l 2l)q + 2l+1(−q).

Therefore, the secret q can be retrieved by factoring the integer. A full description
of the attack is as follows.

1. Choose a string as shown in (2) and feed it into the decryption circuits.

2. Convert the decrypted message into polynomial form and factor it to get
f(x) and the size less than k be the message to be encrypted.

3. Transform S
′
(x) into the integer form and factor the integer to recover q.

4 The Security Analysis of the Synchronizing Stream
Ciphers

So far, the security of the self-synchronizing stream ciphers given in [4] is just
endangered by the chosen ciphertext attack presented by [5]. In this section, we
show that the synchronizing stream cipher provides a resistant to the attacks
similar to that given in [5], but cannot provide a resistant to the M. Hell and T.
Johansson’s real-time cryptanalysis [6].

4.1 Chosen Plaintext Attack on the Synchronizing Stream Ciphers

The reason that the chosen ciphertext attack on the self-synchronizing stream
ciphers works well is mainly due to the fact that once selecting the special cipher-
text (*,*,. . . , *,1,1. . . ,1,1), the decrypted message f(x)S

′
(x) is of finite length,

which makes it is possible to factor f(x)S
′
(x)). Then the secret parameters used
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in the cipher including the connection polynomial f(x) of the LFSR and the
connection integer q of the FCSR can be determined. After obtaining the secret
parameters, the corresponding plaintext can be obtained by the decrypted cir-
cuit.

Nevertheless, for the synchronizing stream cipher, 2-adic integer correspond-
ing to the output key stream sequence S

′
is S

′
(2) = S(2)/q = p

′
/qq

′
. This is an l-

sequence. In this case, we cannot select a special key stream (*,*,. . . , *,1,1. . . ,1,1)
such that the length of “1,1,. . . ,1,1” is infinite. While the length of “1,1,. . . ,1,1”
is m, and m is finite, then

S
′
(2) = (s

′′
0 + s

′′
12 + s

′′
222 + . . . + s

′′
l 2l + 1.2l+1 + 1.2l+2 + . . . + 1.2l+m)q

= (s
′′
0 + s

′′
12 + s

′′
222 + . . . + s

′′
l 2l)q + (1.2l+1 + 1.2l+2 + . . . + 1.2l+m)q

= (s
′′
0 + s

′′
12 + s

′′
222 + . . . + s

′′
l 2l)q +

2l+1 − 2l+m+1

1 − 2
q

= (s
′′
0 + s

′′
12 + s

′′
222 + . . . + s

′′
l 2l)q + (2l+m+1 − 2l+m)q

(5)
Since the secret q is a negative prime, the 2-adic integer S′(2) is of infinite length.
Thus, the decrypted message f(x)S

′
(x) is of infinite length. The attack will not

work for the new construction.

4.2 M. Hell and T. Johansson’s Real-Time Cryptanalysis

The Threat to the F-FCSR. F. Arnault and T. P. Berger proposed to add
a linear filter to FCSR and made a stream cipher proposal, called F-FCSR [12].
The hardware-oriented version F-FCSR-H v2 was selected as one of the four final
hardware-oriented stream cipher candidates in the eSTREAM portfolio [13].
Unfortunately, at ASIACRYPT 2008, M. Hell and T. Johansson presented a
real time attack on the F-FCSR stream cipher family by using the bias in the
carry cells of the FCSR. Recently, Haixin Song et al. proved in theory that the
probability distribution of the carry cells of F-FCSR-H v2 and F-FCSR-H v3 is
not uniform, which provides a theoretical support to M.Hell and T.Johansson’s
cryptanalysis of F-FCSR-H [14].

The main observation of the M.Hell and T.Johansson’s cryptanalysis of F-
FCSR-H is that every time the feedback bit is zero: all cells in carry vector C
that are zero must remain zero, whereas those with value one has a 50% chance
of becoming zero. So, a zero feedback bit at time t gives a carries vector at
time t + 1 of roughly half the weight compared to time t. The all zero feedback
sequence can appear if the main register input to the last carry addition is the
all one sequence and start with setting the carry bit to one.

EventEzero : C(t) = C(t + 1) = . . . = C(t + 19) = (0, 0, . . . , 0, 1, 0). (6)

When the event Ezero happens, there would be 20 consecutive zeros in the
feedback and that the carry would have remained constant for 20 cycles. It need
about log282 zeros in the feedback to push the weight of carry vector C to 1 and
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an additional 19 zeros in the feedback to keep carry vector C constant for 20
cycles. Assuming a uniform distribution on the feedback bits, this would lead to
a probability of very roughly 2−26 for the event Ezero to happen.

Assuming that event Ezero occurs, the remaining part is to recover the main
register from the given keystream bytes z(t), z(t + 1), , z(t + 19). At the time t,
the contents of the main register and carry register are

(M,C)(t) = (xx...xx011...1100, 000...0010) (7)

Here, “x”represents unknown element, the length of the string “11. . . 11” is 16.
And the state is updated as (M,C)(t+1) = (xx...xx011...1100,000...0010). Here
the length of the string “11...11”is
15. (M,C)(t+2)=(xx...xx011...1100,000. . . 0010). Here the length of the string
“11...11” is 14.

..........................................................
(M,C)(t + 15) = (xxxxxxxx...xx0100, 000...0010)
(M,C)(t + 16) = (xxxxxxxx...xxx000, 000...0010)
(M,C)(t + 17) = ( xxxxxxxx...xxxx10, 000...0010)
(M,C)(t + 18) = ( xxxxxxxx...xxxxx1, 000...0010)
(M,C)(t + 19) = ( xxxxxxxx...xxxxxx, ??????????)

This will lead to a linear system of equations with 160 equations in 160
unknowns. And this could basically be solved through Gaussian elimination,
costing something like 1603 operations. The detail analysis can be seen in [6].

The Threat to the Synchronizing Stream Ciphers. In the synchronizing
stream cipher, similar to the theorem 1 and theorem 3 given in [14], we have:

Proposition 1. The active carry cell sequence (cjk(0),cjk(1),. . . ) of the FCSR
in the synchronizing stream cipher is still a homogeneous Markov chain, which
satisfies

prob(cjk(t + 1) = a|cjk(t) = b) =

{
3/4 if a ⊕ b=0
1/4 if a ⊕ b=1

, where a, b ∈ {0, 1}. (8)

Proof. First for the active carry cell sequence (cjk(0),cjk(1),. . . ), we have

cjk(t + 1) = m0(t)cjk(t) ⊕ mjk(t)cjk(t) ⊕ m0(t)mjk(t). (9)

This means that the state cjk at time t+1 only depends on the states m0,mjk

and cjk at time t.
And we know that the input of the synchronizing stream cipher is an m-

equence. According to the update function of the synchronizing stream cipher,
the main register cells of the synchronizing stream cipher are independent and
uniformly distributed binary random variables. Thus m0,mjk are independent
of cjk, and the sequence (cjk(0),cjk(1),. . . ) is a Markov chain.
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1. If cjk(t) = b = 0, then cjk(t+1) =m0(t)mjk(t).
And prob(cjk(t+1) = 1|cjk(t)=b) = 1/4, prob(cjk(t+1) = 0 |
cjk(t) = b) = 3/4.

2. If cjk(t) = b = 1, then cjk(t+1) =m0(t)⊕ mjk(t)⊕ m0(t)mjk(t).
And prob(cjk(t+1) = 0|cjk(t) = b) = 1/4, prob(cjk(t + 1) = 1 |
cjk(t) = b) = 3/4

Therefore,

prob(cjk(t + 1) = a|cjk(t) = b) =

{
3/4 if a ⊕ b=0
1/4 if a ⊕ b=1

, where a, b ∈ {0, 1}. (10)

The proof is finished.

Proposition 2. The probability of the homogeneous Markov chain (cj1(0),
cj2(1),. . . ) to be zero for l consecutive clocks is:

prob(cjk(t) = 0, cjk(t + 1) = 0, . . . , cjk(t + l − 1) = 0) =
1
2
(
3
4
)l−1 (11)

Proof. If l = 1, prob(cjk(t) = 0) = 1/2, the proposition holds.
Suppose the proposition holds for l-1 consecutive clocks, then

prob(cjk(t) = 0, cjk(t + 1) = 0, . . . , cjk(t + l − 1) = 0)
= prob(cjk(t + l − 1) = 0|cjk(t) = 0, cjk(t + 1) = 0, . . . , cjk(t + l − 2) = 0)
× prob(cjk(t) = 0, cjk(t + 1) = 0, . . . , cjk(t + l − 2) = 0)

(12)
Since (cj1(0),cj2(1),. . . ) is a homogeneous Markov chain, we have

prob(cjk(t) = 0, cjk(t + 1) = 0, . . . , cjk(t + l − 1) = 0
= prob(cjk(t + l − 1) = 0|cjk(t + l − 2) = 0)
× prob(cjk(t) = 0, cjk(t + 1) = 0, . . . , cjk(t + l − 2) = 0)

(13)

By the Proposition 1 and the inductive hypothesis

prob(cjk(t) = 0, cjk(t+1) = 0, . . . , cjk(t+l−1) = 0) = 3/4·1/2·3/4l−2 =
1
2
(
3
4
)l−1

(14)
The proof is completed.

This shows that the output sequence of a single carry cell of FCSR in the
synchronizing stream ciphers has poor randomness, and it can be distinguished
from an independent and uniformly distributed binary random sequence.

So the bias in the carry cells of the FCSR can’t be avoided. The event Ezero
has to occur. Thus the synchronizing stream ciphers can’t against the M. Hell
and T. Johansson’s attack.
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5 A Modification of the Synchronizing Stream Cipher

In this section, to explore more possibilities of the application for FSCR in
key stream generators, we proposed a modification of the synchronizing stream
cipher given in [7] by a ring FCSR. Theoretical analysis and practical verification
show that the modification is considered reasonable. And the most importance
is the attacks introduced in [6] are thus totally discarded when this new mode
is used.

A ring FCSR is a new FCSR representation given in [7] by Arnault et al. as
the respondence to LFSRization of FCSR. The ring structure can be viewed as a
generalization of the Fibonacci and Galois representations. In a ring FCSR, any
binary cell can be used as a feedback bit for any other cell and it has multiple
feedback functions with different inputs. An example of a ring FCSR is shown
in Fig. 7.

Fig. 7. An example of a ring FCSR (q = -347).

Figure 7 can be described using the following transition matrix A (with q =
-347):

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 0 0 0 0 0
0 0 1 0 1 0 0 0
1 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 0 0 1 0 1
1 0 0 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(15)

ai,j is the element at i − th row and j − th column, mi(mj)represents the
i − th(j − th) main register of the ring FCSR:

A = (ai,j)0≤i,j≤nwithai,j =
[

1 if cell mj is used to update cell mi

0 otherwise.

]

(16)

For the modified synchronizing stream cipher in Fig. 8:
Private key:

1. A polynomial p(x) which the degree is less than k, where k is a prime such
that 2k is also a prime.
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2. A negative prime q, q ≈ 2k satisfying the two following conditions:
2k − 1 is co-prime to |q| − 1.
The order of 2 modulo q is exactly |q| − 1.

Public key:

1. An irreducible primitive polynomial f(x) of degree k.

The encryption/decryption scheme is:

1. Generate the m-sequence S by the LFSR.
2. Feed the output m-sequence S into the ring FCSR divisor-box.
3. Compute the output S(2)/q by the ring FCSR divisor-box.
4. The output S′ of the ring FCSR divisor-box is the key stream.
5. XOR the key stream with the plaintext/ciphertext.

For more security, the parameters of the LFSR M can be also used as private
key.

Fig. 8. The modified synchronizing stream cipher

Fig. 9. The ring FCSR with an input S or U(t)

5.1 Resistant to M. Hell and T. Johansson’s Real-Time
Cryptanalysis

The attack presented in [6] against F-FCSR, depends on correlations between
carry values and feedback values. More precisely, all feedback values are con-
trolled by the right-most register m0 bit. When m0 bit be forced to 0 or 1
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during t consecutive clocks, the carry register is kept in the constant sequence
c = (0, . . . , 1, 0), the behavior of stream cipher becomes linear. According to the
nature of l-sequence, the probability of such occurrence is approximately 2−t.
However, if a ring FCSR is used, all carry registers are no longer affected by
the same bit register, so the probability of ring FCSR being linearized will be
greatly reduced, this probability decreases to 2−t·k [7], where k is the number of
units of the main register controlling a feedback. In practice, the number of main
registers with feedback tends to exceed half of the number of main registers, so
the probability of linearization of the ring FCSR becomes so small that the cost
of such an attack is often almost higher than the exhaustive search.

5.2 Statistical Properties

The modified synchronizing stream cipher inherits the excellent statistical prop-
erties of the pseudorandom generator given in [4]. The details of the statistical
analysis are given as follows.

Periodicity of the Key Stream Sequence. As shown in Fig. 8, analyzing the
cycle of the key stream is equivalent to analyzing the period of the ring FCSR
output sequence S′ with input S or U(t) in Fig. 9. Firstly, we need to explain
some of the symbolic meaning in Fig. 9. Let mi(t) denote the content of each cell
of the main register at time t, Mi(t) =

∑
k∈N mi(t + k)2k is the series observed

in the i − th cell and ci(t) denote the content of each cell of the carry register
at t. Define vector m(t) = (m0(t), . . . ,mr−1(t))t, M(t) = (M0(t), . . . ,Mr−1(t))t,
c(t) = (c0(t), . . . , cr−1(t))t. u(t) is the input bit of the ring FCSR. Similarly,
U(t) =

∑
k∈N u(t + k)2k is the series of input u(t) and X is a input vector

(x0, . . . , xr−1)t, where x0, . . . , xr−2 = 0, only xr−1 = 1. The reason for converting
to vector format is to analyze based on a matrix.

Lemma 4 ( [15] Theorem). The series Mi(t) observed in the cells of the main
register are 2-adic expansion of pi/q with and with q = det(I − 2A).

Lemma 5 ( [15] Proposition 5). Assume there is no input. The 2-adic integers
Mi(t) can be written pi/q where pi ∈ Z2 and q = det(I −2A) is odd (so pi(t)/q ∈
Z2). More precisely, (p1(t), . . . , pr−1(t))t = (I − 2A)∗(m(t) + 2c(t)) where (I −
2A)∗ denotes the adjacent of I − 2A.

Using the above two lemmas, we can derive the periodic nature of the modifica-
tion of the synchronizing stream cipher.

Proposition 3. The sequence S′ is periodic of period T ′ = (2k −1)(|q|−1) with
a heuristic probability p greater than 1 − 2−k.

Proof. Proof From lemma 5, we get

qM(t) = (I − 2A)∗(m(t) + 2c(t) + 2XU(t)) (17)
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as (I − 2A)(I − 2A)∗ = qI, A and I are the transition matrix and the identity
matrix, respectively. When assumed input XU(t) = 0, the right hand simplifies
to (I − 2A)∗(m(t)+2c(t)). It is a vector (p0(t), . . . , pr−1(t))t of 2-adic integers
and Mi(t) = pi(t)/q for each i. Moreover (I − 2A)(I − 2A)∗ = det(I − 2A)I,
this indicates q = det(I − 2A). Notice that in order to generate the l-sequence,
q requires a prime number, and 2 is the root of modulo q. Constructing the ring
FCSR that satisfies the conditions is still under further research, seeing [16,17]
for some more effective methods.

In our design, we can see that input XU(t) is not equal to 0, here U(t) = S
which is output m-sequence of LFSR, so the period of U(t) is T = 2k − 1. Let
Ut =

∑T−1
t=0 u(t)2t, N = 2T − 1, according to the one-to-one correspondence

between periodic sequence of period T and 2-adic representation, the 2-adic
expression of U(t):

U(t) =
∑T−1

t=0 u(t)2t

2T − 1
=

Ut

N
=

p′h
q′h

=
p′

q′ (18)

where h be the greatest common divisor of Ut and N , set Ut = p′h and N =
q′h(p′q′ ≤ 0, |p′| ≤ |q′| and q′ odd, owing to the fact that U(t) is a m-sequence),
thus 2-adic reduced form U(t) is U(t) = p′/q′, then

M(t) =
(I − 2A)∗(m(t) + 2c(t))

q
+

(I − 2A)∗(2XU(t))
q

(19)

=
(I − 2A)∗(m(t) + 2c(t))

q
+

(I − 2A)∗(2X)
q

· p′

q′ (20)

=
p

q
+

R

q
· p′

q′ =
pq′ + Rp′

qq′ (21)

=
Rp′

qq′ =
P

Q
(22)

Equation (20) is the result of substituting Eq. (18) into Eq. (19). Set p = (I −
2A)∗(m(t)+2c(t)) = (p0(t), . . . , pr−1(t))t, R = (I−2A)∗(2X) = (R0, . . . , Rr−1)t,
R and p have similar product formulas, P = Rp′, Q = qq′, P/Q ∈ Z(2). In order
to simplify the analysis, notice the fact that the initial values of the ring FCSR
main and carry registers are all 0 in our modification of the synchronizing stream
cipher. So p = (0, . . . , 0)t, which explains from Eq. (21) to Eq. (22). We choose a
prime k such that 2k −1 is also a prime. Obviously, 2k −1 is a Mersenne number.
The period of U(t) is T = 2k − 1, this implies that the order of 2 module q′ is
T = 2k − 1. The order of 2 module q is |q| − 1 which is co-prime to T , thus the
order of 2 module Q = q′q is then T ′ = (2k − 1)(|q| − 1). We tried to pick a
prime q satisfies 2k <= q <= 2k+1, so p′ will not be divisible by q, as in [4], we
can also get a similar conclusion that the heuristic probability of q′ divides R is
less than 2−k. Otherwise, R is only related to the structure of the ring FCSR,
let |R| ≤ |q|, Rq ≥ 0 in design, a strict periodic sequence can be obtained.
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2-Adic Complexity of the Key Stream Sequence. Let the output binary
sequence of the LFSR denote as S={si}i≥0, and the output sequence of the 2-
adic division box by a prime q as S′(t), then we have S(2) = qS′(2). Similar
to [4], we have the following results:

Proposition 4. The 2-adic complexity of P/Q ∈ Z(2), where we assume
gcd(P,Q) = 1, P < Q, is £(P/Q)=log2(max(|P | , |Q|)) = k + 2k − log2h.

Proof. According to the definition of complexity of Z2 elements. We obtain:

£(P/Q) = log2(max(|P | , |Q|))
= log2(|qq′|)
= log2(|q|) + log2(|q′|)
≈ log2(2k) + log2(N/h)

= k + log2((2T − 1)/h)
≈ k + T − log2h

≈ k + 2k − log2h

(23)

As shown above, the derivation process of Eq. (23) is based on such assumptions
and facts that the period of the LFSR output sequence is a Mersenne number,
the cycle q of the independent ring FCSR is approximately equal to 2k and the
output sequence of modified synchronizing stream cipher is strictly periodic.

Linear Complexity of the Key Stream Sequence. The main principle of
the new construction is still base on the fact that 2-adic operations and linear
operations are not related. And thus, we can expect that the linear complexity
of our new construction is about 22k−2 as given in [4].

6 Conclusions

In this paper, we have analyzed the security of the synchronizing stream ciphers
constructed based on the pseudorandom generator proposed by Arnault. The
synchronizing stream ciphers can circumvent the security weaknesses of the self-
synchronizing stream ciphers design, but cannot resist the M. Hell and T. Johans-
son’s real-time cryptanalysis. To obtain better security properties, the FCSR is
substituted by the ring FCSR. The new construction has preserved the excellent
statistical properties and can prevent the M. Hell and T. Johansson’s real-time
cryptanalysis and other known attacks.
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Abstract. An electronic voting (e-voting) system allows voters to cast
their votes secretly and securely over a public channel. Security is the
critical issue that should be considered in such a system. In this paper,
we propose a heterogeneous deniable authentication (HDA) protocol for
e-voting systems. The proposed protocol allows a sender in a certificate-
less (CL) cryptography system to transmit a message to a receiver in a
public key infrastructure (PKI) system. Our protocol is provably secure
in the random oracle model under the bilinear Diffie-Hellman (BDH)
and computational Diffie-Hellman (CDH) assumptions. Additionally, our
protocol provides batch verification, which can accelerate the verification
of authenticators. Based on these features, our protocol is highly suitable
for practical e-voting systems.

Keywords: E-voting system · Security · Heterogeneous system
Deniable authentication

1 Introduction

Electronic voting (e-voting) is an online voting system that is structured on a
cryptography technique, and it has been gradually implemented and advocated
by people. The system supports full-function online voting using general house-
hold devices, and all the polling results will be counted automatically and anony-
mously. Compared with traditional voting, e-voting is a more economic system
that addresses transparency and impartiality. Although an e-voting system pro-
vides considerable convenience for voters to cast their votes, it also brings many
challenges. One of the main reasons for such challenges is the security due to the
uncontrolled and unsupervised Internet environment. A deniable authentication
protocol can be applied in an e-voting system to achieve its security require-
ments, such as uncoercibility, efficiency, deniable authentication and verifiabil-
ity. A deniable authentication protocol has two characteristics: (1) it enables an
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intended receiver to identify the source of a given message, and (2) the intended
receiver cannot prove the source of a given message to any third party. Such
characteristics are important for e-voting systems. Li et al. [1] showed that deni-
able authentication has important applications in e-voting systems, and they
provided the following example. In an e-voting system, let Alice be a voter and
Bob be a tally authority. Suppose that Carol, a third party, forces Alice to vote
for a candidate, but Alice does not want to vote for that candidate. Alice is asked
to send her ballot m with the authenticator to Bob such that Bob believes that
this ballot is from Alice and not from anyone else. In addition, Bob cannot prove
the source of the ballot m to Carol even if Bob and Carol cooperate together.
If there is cooperation between Bob and Carol, then Carol may question the
validity of the proof given by Bob. In this example, Carol cannot force Alice to
vote for this candidate. Therefore, to protect a voter from coercion in e-voting
systems, we need a protocol that enables a tally authority to identify the source
of a given ballot but not prove the source of a given ballot to a third party. The
objective of this paper is to design an efficient deniable authentication protocol
based on a heterogeneous system for practical e-voting systems.

1.1 Related Work

There are three public key cryptosystems: public key infrastructure (PKI),
identity-based cryptosystem (IBC) and certificateless cryptosystem (CLC). In
a PKI, a certificate authority (CA) issues a public key certificate. The purpose
of this certificate is to bind the public key and the identity of a user by the
signature of the CA. By verifying the public key certificate, we can verify the
validity of a public key. If the certificate is valid, then the public key is also valid.
However, the main difficulty in PKI is how to manage the public key certificates,
including their distribution, storage, revocation, and the computational cost of
certificate verification. To eliminate the reliance on public key certificates and
simplify public key management, IBC emerged at the right moment [2]. In an
IBC, a user’s public key can be computed directly from its identity information,
such as telephone number, IP address and e-mail address. The authenticity of a
public key is explicitly verified without a public key certificate. The correspond-
ing private key is computed by a trusted third party called a private key genera-
tor (PKG). However, there is a weakness in IBC called the key escrow problem.
With this weakness, the PKG is unconditionally trustable, and it knows all the
users’ private keys. Consequently, CLC was proposed to solve the key escrow
problem in IBC [3]. In CLC, a trusted third party called a key generator center
(KGC) only generates a partial private key using the master private key. A user’s
full private key is produced by combining the partial private key with a secret
key chosen by the user. The corresponding public key is produced by combining
the secret key with system parameters. Note that the KGC has no knowledge of
the full private key because it does not know the secret key chosen by the user.
Hence, CLC has neither a public key certificate management problem nor a key
escrow problem.
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According to the aforementioned three public key cryptosystems, many effi-
cient PKI-based deniable authentication protocols [4–9], IBC-based deniable
authentication protocols [10–12] and CLC-based deniable authentication pro-
tocols [13,14] have been proposed. In [4], Wang and Song proposed a non-
interactive deniable authentication protocol based on designated verifier proofs.
They proved the security of their protocol under the decisional Diffie-Hellman
(DDH) assumption. In [5], Raimondo and Gennaro proposed two additional
approaches for deniable authentication. Their schemes do not require the use
of CCA-secure encryption; thus, they demonstrated a different generic app-
roach to the problem of deniable authentication. Tian et al. [6] presented a
new paradigm to construct a non-interactive deniable authentication protocol
and proved its security in a security model that they defined. Li and Takagi [7]
proposed a deniable authentication protocol that satisfies the deniable authen-
tication, mutual authentication and confidentiality. Gambs et al. [8] proposed
a prover-anonymous and deniable distance-bounding authentication protocol.
They formally modeled and defined prover anonymity. To achieve deniability,
they ensured that the back-end server cannot distinguish prover behavior from
malicious verifier behavior. Zeng et al. [9] proposed a deniable ring authentica-
tion protocol to handle concurrent scenarios. They constructed a CCA2-secure
multi-receiver encryption scheme to support this protocol that requires only 2
communication rounds, which is round-optimal in fully deniable ring authentica-
tions. Lu et al. [10] proposed an ID-based deniable authentication protocol under
the RSA assumption, and they used the provable security technique to analyze
its security. Li et al. [11] proposed an efficient deniable authentication protocol
using bilinear pairings, and they proved its security in the random oracle model.
Yao and Zhao [12] designed two deniable Internet key-exchange protocols: one is
in the traditional PKI setting, and the other is in the identity-based setting. Jin
et al. [13] proposed a CL deniable authentication protocol using pairings under
the BDH and CDH assumptions (henceforth called JXLZ). Jin et al. [14] devel-
oped a CL deniable authentication protocol without pairings, and they provided
its formal security in the random oracle model (henceforth called JXZL).

There is a common characteristic for the aforementioned deniable authenti-
cation protocols, that is, the communication entities of these protocols are all in
the same environment. For example, in these protocols [4–9], the communication
entities are all in the PKI setting; in these protocols [10–12], the communication
entities are all in the IBC setting; and in these protocols [13,14], the commu-
nication entities are all in the CLC setting. This characteristic makes these
protocols unsound in heterogeneous e-voting systems. Li et al. [15] proposed two
heterogeneous deniable authentication (HDA) protocols for pervasive computing
environments using bilinear pairings. The first protocol allows a sender in a PKI
environment to send a message to a receiver in an IBC environment. The second
protocol allows a sender in an IBC environment to send a message to a receiver
in a PKI environment.
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1.2 Contribution

Because almost all of the existing deniable authentication protocols are homo-
geneous, they are not suitable for practical e-voting systems. The contribution
of this paper is to address the design problem for HDA. Specifically, we propose
an HDA protocol that allows a sender in a CLC environment to transmit a mes-
sage to a receiver in a PKI environment. We present a formal security model
for the HDA protocol and prove its security in the random oracle model under
the BDH and CDH assumptions. In addition, our protocol provides batch ver-
ification, which can accelerate the verification of authenticators. The proposed
protocol is very sound for practical e-voting systems.

1.3 Organization

The remainder of this paper is arranged as follows. Preliminaries are introduced
in Sect. 2. Then, an HSC scheme is designed in Sect. 3. We discuss its security
and performance in Sect. 4. Finally, Sect. 5 provides conclusions.

2 Preliminaries

In this section, the bilinear pairings are outlined.

2.1 Bilinear Pairings

Let G1 and GT be a cyclic additive group and a cyclic multiplicative group,
respectively. The generator of G1 is P . G1 and GT have the same order q. A
bilinear pairing is a map ê : G1 × G1 → GT with the following three properties:

1. Bilinear: Upon inputting P,Q ∈ G1, a, b ∈ Z∗
q , we have ê(aP, bQ) = ê(P,Q)ab.

2. Non-degeneracy: A P,Q ∈ G1 exists such that ê(P,Q) �= 1.
3. Computability: Upon inputting P,Q ∈ G1, an efficient algorithm exists to

compute ê(P,Q).

A bilinear pairing that satisfies the aforementioned properties is called an
admissible bilinear pairing. The modified Weil pairing and Tate pairing are
admissible maps of this type. For more details, readers can refer to [16,17].

Upon inputting a cyclic addition group G1, its prime order q and generator
P , the CDH problem in G1 involves computing abP given (P, aP, bP ) ∈ G1.

Definition 1. The (ε, t)-CDH assumption holds when no t-polynomial time
adversary F exists who has an advantage of at least ε in solving the CDH
problem.

Upon inputting a cyclic addition group G1 and a cyclic multiplicative group
G2 of the same prime order q, P is a generator of G1, and ê : G1 ×G1 → GT is a
bilinear map. The BDH problem is to compute ê(P, P )abc given (P, aP, bP, cP )
with a, b, c ∈ Z∗

q .

Definition 2. The (ε, t)-BDH assumption holds when no t-polynomial time
adversary F exists who has an advantage of at least ε in solving the BDH prob-
lem.
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3 An HSC Scheme

In this section, we first provide the syntax and security concepts for an HDA
scheme that enables a sender that belongs to a CLC system to transmit a message
to a receiver that belongs to a PKI system. Here, we employ CLP-HSC to denote
the following DA, in which “CL” denotes CLC and “P” denotes PKI. Then, we
describe our proposed HDA scheme.

3.1 Syntax

A generic CLP-HDA scheme consists of the following eight algorithms.
Setup: Upon inputting a security parameter k, this algorithm, which executes

on a KGC, outputs a master private key s and the system parameters params.
For simplicity, we omit params in the other algorithms.

CLC − PPKE: Upon inputting the master key s and the identity ID of a
user, this partial private extraction algorithm, which executes on a KGC, outputs
a partial private key DID. The KGC securely transmits the partial private key
to the corresponding user.

CLC − UKG: Upon inputting the identity ID of a user, this user key gen-
eration algorithm, which executes on a user, outputs a secret value xID.

CLC − PRKS: Upon inputting a user’s partial private key DID and its
secret value xID, this private key setup algorithm, which executes on a user,
outputs a full private key SID.

CLC − PUKS: Upon inputting a user’s secret value xID, this public key
setup algorithm, which executes on a user, outputs a public key PKID.

PKI − KG: This key generation algorithm is executed by PKI users. The
user selects a secret key sk and calculates a corresponding public key pk, which
is signed by its CA.

Authenticate: Upon inputting a message m; a sender’s full private key SID,
identity ID and public key PKID; and a receiver’s public key pk, this deniable
authentication algorithm (executed by the sender) returns a ciphertext σ.

V erify: Upon inputting a ciphertext σ, a message m, a sender’s identity
IDs and public key PKID, and a receiver’s private key sk, this verify algorithm
(executed by the receiver) returns a symbol � when σ is valid or a symbol ⊥
when σ is not valid.

For consistency, the algorithm should satisfy the following requirement: if

σ = Authenticate(m,SID, ID, PKID, pk),

then we have
m = V erify(σ, ID, PKID, sk).

3.2 Security Concepts

Compared with traditional authentication protocols, a deniable authentication
protocol has the following two security requirements: (1) it enables a designated
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receiver to identify the source of a given message, and (2) the designated receiver
cannot prove the source of a given message to any third party. Li et al. [11] pre-
sented a security concept called deniable authentication against adaptive chosen
message attacks (DA-CMA). However, this security concept is not suitable for
our proposed CLP-DA protocol. Here, we slightly amend the concept in Li et al.
[11]’s protocol to adjust the CLP-DA protocol.

In the CLP-DA protocol, the sender is in the CLC system. We should consider
two types of adversaries [3], Type I and Type II, with different capabilities. A
Type I adversary simulates an attacker, which is a user who does not have access
to the master private key. However, it can replace any user’s public key with a
valid value of its choice. A Type II adversary simulates a trusted third party
that has access to the master private key, but it cannot replace any user’s public
key.

First, we present the following game (Game I) performed between a Type I
adversary FI and a challenger C.

Initial: Upon inputting a security parameter k, C executes the Setup algo-
rithm and sends the system parameters params to the adversary FI . Addition-
ally, C also runs the PKI − KG algorithm to generate a receiver’s private key
sk∗ and the corresponding public key pk∗. It transmits pk∗ to FI .

Attack: FI requests a polynomially bounded number of queries adaptively.

– Partial private key extraction queries: FI first chooses an identity ID and
transmits it to C. Then, C executes the CLC − PPKE algorithm and trans-
mits the partial private key DID to FI .

– Private key setup queries: FI first chooses an identity ID and transmits it
to C. Then, C executes the CLC − PRKE algorithm and transmits the full
private key SID to FI (C may run the CLC − PPKE and CLC − UKG
algorithms if necessary).

– Public key queries: FI first chooses an identity ID and transmits it to C.
Then, C executes the CLC − PUKE algorithm and transmits the public key
PKID to FI .

– Public key replacement queries: FI replaces a public key PKID with a new
value of its choice.

– Authentication queries: FI submits the identity ID of a sender and a message
m. C first runs the CLC − PRKE and CLC − PUKE algorithms to obtain
the private key SID and public key PKID of the sender, respectively. Then, C
runs the Authentication (m, SID, ID, PKID, pk∗) algorithm and sends the
obtained result σ to FI . If the public key has been replaced, then C cannot
compute the sender’s secret value. In this case, FI must additionally supply
it.

– Verify queries: FI submits the identity ID of a sender, a message m
and a deniable authenticator σ to C. C first runs the PKI − KE algo-
rithm to obtain the private key sk∗ of the receiver. Then, C runs the
V erify((m,σ, ID, PKID, sk∗) algorithm and sends the obtained result to FI .
The result is either a symbol � or a symbol ⊥.
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Forgery: FI generates a deniable authentication σ∗, the identity ID∗ of a
sender and a message m∗. It succeeds if the following conditions hold:

1. V erify(m∗, ID∗, sk∗) = �.
2. FI has not requested a key extraction query on identity ID∗

S .
3. FI has not requested an authentication query on (m∗, ID∗

s).

The advantage of FI is defined as the probability that it wins.

Definition 3. A CLP-HDA scheme is (εda, t, qk, qd, qv)-Type-I-DA-CMA secure
if no probabilistic polynomial time (PPT) adversary FI succeeds with an advan-
tage of at least εda after at most qk key extraction queries, qd authentication
queries and qv verify queries.

Second, we present the following game (Game II) performed between a Type
II adversary FII and a challenger C.

Initial: Upon inputting a security parameter k, C executes the Setup algo-
rithm and sends both the system parameters params and the master private
key s to the adversary FII . Additionally, C also runs the PKI − KG algorithm
to generate a receiver’s private key sk∗ and the corresponding public key pk∗. It
transmits pk∗ to FII .

Attack: FII requests a polynomially bounded number of private key setup
queries, public key queries, authentication queries and verify queries as in Game
I. Here, we do not need partial private key extraction queries because FII can
compute it by itself.

Forgery: FII generates a deniable authentication σ∗, the identity ID∗ of a
sender and a message m∗. It succeeds if the following conditions hold:

1. V erify(m∗, ID∗, sk∗) = �.
2. FII has not requested a key extraction query on identity ID∗

S .
3. FII has not requested an authentication query on (m∗, ID∗

S).

The advantage of FII is defined as the probability that it wins.

Definition 4. A CLP-HDA scheme is (εda, t, qk, qd, qv)-Type-II-DA-CMA
secure if no PPT adversary FII succeeds with an advantage of at least εda
after at most qk key extraction queries, qd authentication queries and qv verify
queries.

Definition 5. A CLP-HDA scheme is (εda, t, qk, qd, qv)-DA-CMA secure if it is
both Type I DA-CMA secure and Type II DA-CMA secure.

In Game I and Game II, note that the adversary is unaware of the receiver’s
private key sk∗. This corresponds to the deniability property. The sender can
deny its action because the receiver can also generate a valid deniable authentica-
tor. This is the main difference between deniable authentication and undeniable
authentication in digital signature schemes.
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Fig. 1. A CLP-HSC scheme

3.3 Proposed CLP-HSC Scheme

In this section, we present an efficient CLP-HSC scheme using bilinear pairings
that mainly consists of eight algorithms: Setup, CLC − PPKE, CLC − UKG,
CLC − PKS, PKI − KG, Authenticate and V erify. Then, we present the
design of CLP-HSC. We list the main notations of our scheme in Table 1.

Setup: Upon inputting a security parameter k, the PKG selects the bilinear
map groups (G1, G2) of prime order q, a generator P for G1 and a bilinear map
G1 ×G1 → G2. It then chooses a master private key s ∈ Z∗

q , a master public key
Ppub = sP , and the hash functions H1 : {0, 1}∗ → G1 and H2 : {0, 1}∗ × G1 →
Z∗
q . The public parameters are {G1, G2, e, q, P, Ppub,H1,H2}.

CLC − PPKE: A sender submits its identity ID to KGC. The KGC calcu-
lates the partial private key QIDS

= H1(IDS) and sends it to the sender.
CLC − UKG: A sender with identity ID chooses a random value xID ∈ Z∗

q

as the secret value.
CLC − PRKS: Given a partial private key DID and a secret value xID, this

algorithm returns a full private key SID = (DID, xID).
CLC − PUKS: Given a secret value xID, this algorithm returns a public

key PKID = xIDP .
PKI − KG: A receiver in a PKI system selects a random value x ∈ Z∗

q as
its private key and computes pk = xP as the corresponding public key.
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Table 1. Notations

Notation Description

k A security parameter

G1 A cyclic addition group

G2 A cyclic multiplicative group

e A bilinear map e : G1 × G1 → G2

P A generator of group G1

q The order of groups G1 and G2

s A master private key of PKG

Ppub A master public key of PKG

Hi() A collision-resistant hash function (i = 1, 2)

ID An identity of a sender

QID A hash value of a sender’s identity

DID A partial private key of a sender with identity IDs

SID A full private key of a sender with identity IDs

PKID A public key of a sender

xID A secret value of a sender

sk A private key of a receiver

pk A public key of a receiver

Authenticate: Upon inputting a message m, the sender’s private key SID,
identity ID and public key PKID and the receiver’s public key pk, the sender
executes the following procedures.

1. Choose r ∈ Z∗
q randomly and compute U = rQID.

2. Compute h2 = H2(m,U, PKID, pk, xIDpk).
3. Compute V = (r + h2)DID.
4. Compute S = e(V, pk).
5. Output a deniable authenticator σ = (U, S).

USC: Upon inputting a message m, a deniable authenticator σ, a sender’s
identity ID and public key PKID, a receiver’s private key sk and public key pk,
the receiver executes the following procedures.

1. Compute h′
2 = H2(m,U, PKID, pk, xPKID).

2. Compute S′ = e(U + h′
2QID, xPpub)

3. Check whether S′ = S. If this equation holds, output �; otherwise, output ⊥.
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Now, we verify the consistency of the proposed CLP-HDA protocol. Because
V = (r + h2)DID and Ppub = sP , we have

S′ = e(U + h′
2QID, xPpub)

= e(rQID + h′
2QID, xsP )

= e((r + h′
2)QID, xsP )

= e((r + h′
2)DID, xP )

= e(V, pk)
= S

The proposed CLP-HDA protocol also supports batch verification. Given n
deniable authenticators

(ID1,m1, σ1), ..., (IDn,mn, σn),

where σi = (Ui, Si) (i = 1,...,n), the receiver with secret key x selects n − 1
randomizing factors α2, ..., αn from Z∗

q and verifies these authenticators simulta-
neously by computing hi = H2(mi, Ui, PKIDi

, pk, xIDi
pk) for i = 1, 2, ..., n and

checking whether

S1 ·
n∏

i=2

Si = e(U1 + h1QID1 +
n∑

i=2

αiUi +
n∑

i=2

αihiQIDi
, xPpub)

holds. If this equation holds, output �; otherwise, output ⊥.

4 Analysis of the Protocol

In this section, we analyze the security and performance of our proposed CLP-
HSC scheme.

4.1 Security

We show that the proposed CLP-HDA protocol is deniable by Theorem1 and is
DA-CMA secure by Theorem 2.

Theorem 1 (Deniability): The proposed CLP-HDA protocol is deniable.

Proof: After receiving a deniable authenticator σ = (U, S), the receiver can
identify the source of a message m with its private key sk. To simulate the
transcripts on a message m, the receiver follows the steps below.

1. Choose r̄ ∈ Z∗
q randomly and compute Ū = r̄QID.

2. Compute h̄2 = H2(m, Ū, PKID, pk, xIDpk).
3. Compute S̄ = e(Ū + h̄2QID, xPpub).
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σ̄ = (Ū , S̄) generated by the receiver is indistinguishable from σ = (U, S) gen-
erated by the sender according to the Authenticate algorithm in Sect. 3. Let
σ′ = (U ′, S′) be a deniable authenticator that is selected randomly from the set
of all valid sender’s deniable authenticators. The probability is Pr[σ̄ = σ′] = 1/(q-
1) because σ̄ is generated from a randomly selected value r̄ ∈ Z∗

q . Similarly, the
probability Pr[σ = σ′] has the same value 1/(q-1) because σ is also generated
from a randomly selected value r ∈ Z∗

q . According to the above statement, we
find that both of them have the same probability distribution.

Theorem 2. Under the random oracle model, our scheme is DA-CMA secure
under the BDH and CDH assumptions.

Lemma 1. Under the random oracle model, if an adversary FI exists that can
break the Type-I-DA-CMA security of our proposed CLP-HSC scheme, run-
ning in a given time t and making at most qppk partial private key extraction
queries, qsk private key setup queries, qpk public key queries, qpkr public key
replacement queries, qa authenticate queries, qv verify queries and qHi

oracle
Hi (i = 1, 2) queries with an advantage ε ≥ 10(qa + 1)(qa + qH2)qH1/(2k1),
then an algorithm C exists that resolves the BDH problem in expected time
t′ ≤ 120686qH2qH12

kt/ε(2k − 1).

Proof: This proof is omitted because of page limitation. Please contact the cor-
responding author for the full version.

Lemma 2. Under the random oracle model, if an adversary FII exists that
can break the Type-II-DA-CMA security of our proposed CLP-HSC scheme,
running in a given time t and making at most qsk private key setup queries, qpk
public key queries, qa authenticate queries, qv verify queries and qHi

oracle Hi

(i = 1, 2) queries with an advantage ε, then an algorithm C exists that resolves
the CDH problem with probability ε′ > ε − 1/qsk − (qa(qa + qH2))/2k in time
t′ < t + (2(qa + qH2) + qv)te, where te denotes the time to compute one pairing.

Proof: This proof is omitted because of page limitation. Please contact the cor-
responding author for the full version.

4.2 Performance Evaluation

In this section, Table 2 shows the performance of the proposed scheme, which
is evaluated based on comparing the major computational cost, communication
overhead, and cryptographic environment of our scheme with those of the exist-
ing schemes JXLZ [13] and JXZL [14]. We denote the point multiplication in
G1, the exponentiation in G2, and the pairing operation in G2 as PM, E, and
PC, respectively. The other operations are omitted because they are trivial. We
should verify the public key certificate before using the public key since JXZL
[14] is based on the traditional PKI environment. It is assumed that the public
key certificates are signed using the elliptic curve digital signature algorithm
(ECDSA)[18]. ECDSA needs one point multiplication operation to sign a mes-
sage and two point multiplication operations to verify a signature. We note that
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the modular exponentiation operation in a finite field is equivalent to point mul-
tiplication operation in elliptic curve cryptosystem (ECC) (i.e., E= PM). As
shown in Table 2, the computational costs of JXLZ [13] and our scheme are the
same in the Authenticate and Verify algorithms, which are slightly higher than
JXZL [14] because the pairing evaluation is the most time-consuming operation.
In addition, note that JXZL [14] and JXLZ [13] are not HDA protocols and are
not suitable for e-voting systems. Clearly, the communication overheads of JXLZ
[14] and our scheme are somewhat high because an element S that belongs to
G2 needs to be transmitted to the receiver.

As shown in Table 2 JXLZ [14] and JXZL [13] do not support batch verifi-
cation. When receiving n authenticators, these two schemes need to verify each
authenticator one by one. Our scheme supports batch verification, which can
accelerate the process of verification. We implement the three protocols on an
MNT curve with an embedding degree of 6 and 160 bits q on an Intel Pentium
IV 3.0 GHz machine [18]. From [19], the time for computing a pairing is 4.5 ms,
and the time for computing a point multiplication is 0.6 ms. Figure 1 shows the

Table 2. Performance comparison

Scheme Computational cost Communication overhead Environment

Authenticate Verify Batch verify

JXLZ [13] 3PM+1P 2PM+1P - |m| +
∣
∣
∣Z∗

q

∣
∣
∣ + |G2| CLC −→ CLC

JXZL [14] 7PM 6PM - |m| + 2
∣
∣
∣Z∗

q

∣
∣
∣ CLC −→ CLC

Ours 3PM+1P 2PM+1P (2n-1)PM+1P |m| +
∣
∣
∣Z∗

q

∣
∣
∣ + |G2| CLC −→ PKI
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relationship between the verification time and the number of authenticators in
these three schemes. JXLZ [13] needs 2PM+1P (5.7 ms) to verify an authen-
ticator and 2nPM+1nP (5.7n ms) to verify n authenticators. JXZL [14] needs
3PM+1MM (2.58 ms) to verify an authenticator and 3nPM+1nMM (2.58n) to
verify n authenticators. Our scheme needs 2PM+1P (5.7 ms) to verify an authen-
ticator and (2n-1)PM+1P (1.2n+3.9 ms) to verify n authenticators. If n=100,
our protocol is 570−123.9

570 = 78% faster than JXLZ [13] and 250−123.9
250 = 52% faster

than JXZL [14]. Therefore, our scheme is very suitable for practical e-voting
systems.

5 Conclusion

In this paper, we proposed an efficient HSC scheme for e-voting systems that
allows a sender to belong to a CLC environment but to transmit a message to
a receiver that belongs to a PKI environment. The proposed scheme is proven
to be DA-CMA secure under the BDH and CDH problems in the random ora-
cle model. In addition, the proposed scheme supports batch verification, which
accelerates the verification of authenticators. This characteristic of our scheme
can be applied well in e-voting systems.
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Abstract. In this paper, we propose a one-round authenticated group
key establishment protocol. Our protocol is based on Graded Decisional
Diffie-Hellman assumption, and it requires timestamps. The resulting
solution is in the random oracle model, builds on a multilinear map, and
offers integrity as well as strong entity authentication. This proposed
construction can also be viewed as a compiler that can transform a pas-
sively secure one-round group key establishment protocol to an actively
secure one without an additional round.

Keywords: Group key establishment · Multilinear maps · Timestamps

1 Introduction

Group Key Establishment protocols allow a group of people to establish a com-
mon secret in presence of adversaries. Once a common secret is established,
members of the group can exchange large amount of data securely as desired.
Most commonly used tools for group key establishment protocols are two-party
Diffie-Hellman assumption [7] and Joux’s 3-party key agreement protocol [9]. On
the other hand, Wu et al. [12] reconsidered the definition of group key agreement
and introduced the notion of asymmetric group key agreement. They also pro-
posed an asymmetric GKA protocol which is secure under the decision BDHE
assumption without using random oracles. Zhang et al. [13] proposed a secu-
rity model for identity-based authenticated asymmetric group key agreement
(IB-AAGKA) protocols. Then, they proposed an IB-AAGKA protocol which is
proven secure under the Bilinear Diffie-Hellman Exponent assumption. One of
the major goals in establishing a secure key is communication efficiency. Boneh
and Silverberg [3] argued that multilinear mapping would have very interesting
applications in cryptographic protocols in order to reduce the number of rounds.
Construction of multilinear mapping was a long-standing problems. In 2013,
multilinear mappings proposed by Garg et al. [8] and Coron et al. [6] based on
ideal lattice and over the integers respectively. Moreover, Garg et al. also pro-
posed a one-round group key exchange protocol as its one of the most fascinating
applications.
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Garg et al. [8] proposed one-round group key establishment protocol which
is unauthenticated i.e. secure against passive eavesdroppers only which is far
less than what we want from a key exchange protocol. Most of the authenti-
cated symmetic group key agreement protocols based on these common tools
require at least two rounds. It is a very common practice to achieve an actively
secure protocol from passively secure one with the use of a compiler [2,10]. The
major drawback of this technique is that it costs one more additional round. The
additional round certainly limits the use of protocols for many applications in
which each users get only one chance to send their messages. In this research,
we construct a compiler that can transform a passively secure protocol to an
actively secure one without an additional round, and present an actively secure
one-round group key establishment protocol. More specifically, we extend the
existing one-round unauthenticated group key exchange protocol to an authen-
ticated one without the cost of one additional round. We use multilinear mapping
proposed by Garg et al. [8], and make use of timestamps proposed by Barbosa
and Farshim [1]. With our techniques, we not only construct an actively secure
protocol, we also provide some additional features, such as entity authentication
and integrity of the protocol in one round.

2 Preliminaries

As a mathematical tool we use Approximate Multilinear Mappings, proposed by
Garg et al. [8], which have been used to derive a Graded Encoding System. In
this section, we briefly review the notion of Graded Encoding System. For more
detailed information, we refer to [6,8]. We also review the standard definition of
signature scheme at the end of the section.

2.1 Brief Overview

Consider an integer n which is large enough to ensure the security and a poly-
nomial ring R = Z[x]/xn + 1. One generates a principal ideal I = 〈g〉 ⊂ R by
generating a secret short ring element g ∈ R. An integer parameter q and another
random secret z ∈ R/qR are also generated. With the use of such parameters,
each coset e + I of the quotient ring R/I is encoded in multiple levels. If c is an
element from e + I, then the level-i encoding of the element e + I is an element
of the form [c/zi]q. Such encodings can be added and multiplied, as long as the
norm of the numerator remains shorter than q; the encoding of an element in the
level κ can be obtained by taking the product of κ encoding of level 1. For such
level-κ encodings, one can then define a zero-testing parameter, pzt = [hzκ/g]q,
for some small h ∈ R. This zero-testing parameter is used to determine whether
a level-κ encoding c is zero or not by computing [pzt · c/zκ]q = [hc/g]q. More
specifically, zero from non-zero can be distinguished by using zero-testing param-
eter since the product [pzt · c/zκ]q is small whenever c is small, and the product
[pzt · c/zκ]q is large whenever c is large. Additionally, two encodings of the two
different elements from two encodings of the same element can be distinguished
by subtraction with the help of this zero-testing parameter.
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In this notion graded encoding system, there are levels of encodings to gen-
erate ciphertexts from plaintexts. Ring elements α ∈ R are considered as plain-
texts, α.g in the source group are considered as level-1 elements, and a product of
i level encodings represents level-i encodings. So, level-κ encodings corresponds
to the target group from multilinear maps. Now we review the definition of
κ-graded encoding system and then GDDH assumption from [6,8].

Definition 1 (κ-Graded Encoding System). A κ-Graded Encoding System
for a ring R is a system of sets S = {S

(α)
i ⊂ {0, 1}∗ : α ∈ R, 0 ≤ i ≤ κ}, with

the following properties:

– For every fixed i, the sets {S
(α)
i : α ∈ R} are disjoint.

– There are binary operations + and − (on {0, 1}∗) such that for every α1, α2 ∈
R, every index i ≤ κ, and every u1 ∈ S

(α1)
i and u2 ∈ S

(α2)
i , it holds that

u1 + u2 ∈ S
(α1+α2)
i and −u1 ∈ S

(−α1)
i , where α1 + α2 and −α1 are addition

and negation in R.
– There is an associative binary association × on (on {0, 1}∗) such that for

every α1, α2 ∈ R, every i1, i2 with i1+ i2 ≤ κ, and u1 ∈ S
(α1)
i1

and u2 ∈ S
(α2)
i2

,
it holds that u1×u2 ∈ S

(α1·α2)
i1+i2

. Here α1 ·α2 is multiplication in R, and i1 + i2
is integer addition.

2.2 Multilinear Map Procedures

Instance Generation. The randomized algorithm InstGen(1λ, 1κ) takes the
security parameters λ and κ as it inputs and returns (params, pzt), where params
is a description of a κ-Graded Encoding System and pzt is a zero-testing param-
eter.

Ring Sampler. The randomized algorithm samp(params) takes a nearly uniform
element α ∈R R as its input and returns a level-zero encoding a ∈ S

(α)
0 , but the

encoding of a does not have to be uniform in S
(α)
0 .

Encoding. The Enc(params, i, a) takes a level-zero encoding a ∈ S
(α)
0 for some

α ∈ R and index i ≤ κ as its inputs and returns the level-i encoding u ∈ S
(α)
i

for some α.

Re-randomization. The randomized reRand(params, i, u) rerandomizes encod-
ings to the same level i, as long as the initial encoding u is under a given noise
bound.

Addition and negation. Given params and two encodings relative to the same
level, u1 ∈ S

(α1)
i and u2 ∈ S

(α2)
i , we have add(params, u1, u2) ∈ S

(α1+α2)
i and

neg(params, u1) ∈ S
(−α1)
i , subject to bounds on the noise.

Multiplication. For u1 ∈ S
(α1)
i and u2 ∈ S

(α2)
j , there is mul(params, u1, u2) =

u1 × u2 ∈ S
(α1·α2)
i+j .
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Zero-Test. The procedure Zero(params, pzt, u) outputs 1 if u ∈ S
(0)
κ and 0 oth-

erwise.

Extraction. This procedure extracts a “canonical” and “random” rep-
resentation of ring elements from their level-κ encoding. More precisely,
ext(params, pzt, u) outputs, say s ∈ {0, 1}λ such that:

– ext(params, pzt, u1) = ext(params, pzt, u2), for every α ∈ R and u1, u2 ∈ S
(α)
κ ,

– The distribution {ext(params, pzt, u) : α ∈R R, u ∈ S
(α)
κ } is nearly uniform

over {0, 1}λ.

2.3 Hardness Assumptions

Graded Decisional Diffie-Hellman Problem. Garg et al. [8] modeled their
hardness assumptions based on the discrete logarithm and DDH assumptions in
multilinear groups. Here we review the concepts of graded DDH problem (GDDH
problem) as defined by [6,8] which they formalized as the following process:

• (params, pzt) ← InstGen(1λ, 1κ)
• Choose aj ← samp(params) for all 1 ≤ j ≤ κ + 1, aj is a randomly and

uniformly generated element in R
• set uj ← reRand(params, 1, enc(params, 1, aj)) for all 1 ≤ j ≤ κ + 1, uj is an

encoding at level 1
• Set ũ = reRand(params, κ, enc(params, κ,

∏κ+1
i=1 ai)), ũ is an encoding of the

right product at level κ
• Set û = reRand(params, κ, enc(params, κ, r)), û is an encoding of a random

product r at level κ

The GDDH distinguisher is given as input either ũ (encoding of the right prod-
uct) or û (encoding of a random product), along with the κ+1 level-one encodings
uj , and must decide which is the case.

Graded Decisional Diffie-Hellman GDDH Assumption. The Graded
Decisional Diffie-Hellman Assumption is that the advantage of any efficient
adversary is negligible in the security parameter against Graded Decisional
Diffie-Hellman Problem.

2.4 Digital Signature Scheme

A digital signature is a method to sign a message electronically by a user which
can be verified by anybody later. A digital signature protects data from being
altered, respectively enables the detection of modification. We quickly review
the definition of a signature scheme—for more details we refer to [11].

Definition 2 (Signature scheme). A signature scheme S = (K,S,V) is a
triple of polynomial-time algorithms:
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• A probabilistic key generation algorithm K which takes the security parameter
1k as its input, and returns a key pair (pk, sk)—a public verification key pk
and matching secret signing key sk;

• A probabilistic signing algorithm S which takes message M ∈ {0, 1}∗ and
secret signing key sk as its inputs, and returns a signature σ on M ;

• A deterministic verification algorithm V which takes a public key pk, a mes-
sage M , and a signature σ for M as its inputs, and returns 1 or 0, indicating
whether σ is a valid signature for M under the public key pk.

For pairs (sk, pk) output by K, we require that with overwhelming probability
the following condition holds: Vpk(M,Ssk(M)) = 1, for all messages M .

Definition 3 (Existentially unforgeable signature scheme under cho-
sen message attacks (UF–CMA)). A signature scheme S is said to be exis-
tentially unforgeable under chosen message attacks if for all probabilistic polyno-
mial time adversaries A the following probability is negligible (in k):

Pr[(pk, sk) ← K; (M,σ) ← ASsk(·) : Vpk(M,σ) = 1 ∧ (M,σ) 	= (Mi, σi)],

where Mi denotes a message submitted by A to Ssk(·).

3 Security Model

Our security analysis is based on the model used by Katz and Yung [10], which
was based on Bresson et al. [4,5]. Additionally, we extend the security model by
using timestamps as proposed by Barbosa and Farshim [1] to capture the notion
of timeliness. In this model, each user is given a local clock at the beginning.

Protocol Participants. We denote by U = {U0, ....., Un} a polynomial size set of
users, which are modeled as ppt algorithms, and each U ∈ U can execute a poly-
nomial number of protocol instances Πs

U concurrently (s ∈ N). User identities
are assumed to be bitstrings of identical length k and to keep notation simple,
throughout we will not distinguish between the bitstring identifying a user U and
the algorithm U itself. To a protocol instance Πs

U , the following seven variables
are associated:

accs
U : a Boolean variable, which is set to true if and only if the session key
stored in sks

U has been accepted;
pids

U : stores the identities of those users in U with which a key is to be estab-
lished, including U ;

sks
U : is initialized with a distinguished null value and after a successful protocol
execution stores the session key;

sids
U : stores a non-secret session identifier that can be used as public reference
to the session key stored in sks

U ;
states

U : stores state information;
terms

U : a Boolean variable, which is set to true if and only if the protocol
execution has terminated;

useds
U : indicates if this instance is involved in a protocol run.
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Initialization. In this timestamps model, local clocks are introduced, we provide
each party with a clock variable, which is initially set to zero. Before actual
protocol executions take place, a trusted initialization phase without adversarial
interference is allowed. In this phase, for each U ∈ U a (verification key, signing
key)-pair (pkU , sksig

U ) for an existentially unforgeable (EUF-CMA secure) signa-
ture scheme is generated, sksig

U is given to U only, and pkU is handed to all users
in U and to the adversary.

Adversarial Capabilities and Communication Network. The network is non-
private, fully asynchronous and allows arbitrary point-to-point connections
among users. The adversary A is modeled as ppt algorithm with full control over
the communication network. More specifically, A’s capabilities are captured by
the following oracles:

Send(U, s,M): sends the message M to instance Πs
U of user U and returns the

protocol message output by that instance after receiving M . The Send oracle
also enables A to initialize a protocol execution by sending a special message
M = {Ui1 , . . . , Uir} to an unused instance

∏s
U . After such a query,

∏s
U sets

pids
U := {Ui1 , . . . , Uir}, useds

U := true, and processes the first step of the
protocol.

Reveal(U, s): returns the session key sks
U if accs

U = true and a null value
otherwise.

Corrupt(U): for a user U ∈ U this query returns U ’s long term signing key sksig
U .

Tick(U): increment the clock variable at user U ∈ U and its new value is
returned.

In order to achieve any short of timeliness guarantee by capturing the notion of
synchronization of clocks, we define the following:

Definition 4 (δ-synchronization). An adversary in the timed BCPQ model
satisfies δ-synchronization if it never causes the clock variables of any two honest
parties to differ by more than δ.

Now we review the concept of entity authentication based on timestamps from
[1]. Let tB(E) be the function returning the value of the local clock at B when
the event E occurred. Let acc(A, i) and term(B, j) denote that the event

∏i
A

accepted and the event that
∏j

B terminated respectively. Let
∏i

A and
∏j

B be
two partnered oracles where the latter has terminated.

Definition 5 (β-recent Entity Authentication (β − REA)). We say that a
key exchange protocol provides β-recent initiator-to-responder authentication if
it provides initiator-to-responder authentication, and furthermore for any honest
responder oracle

∏j
B which has terminated with partner

∏i
A, with A honest, we

have
|tB(term(B, j) − tA(acc(A, i)| ≤ β.
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In addition to the mentioned oracles, A has access to a Test oracle, which
can be queried only once: the query Test(U, s) can be made with an instance
Πs

U that has accepted a session key. Then a bit b ← {0, 1} is chosen uniformly
at random; for b = 0, the session key stored in sks

U is returned, and for b = 1 a
uniformly at random chosen element from the space of session keys is returned.

Definition 6 (Partnering). Two instances
∏si

Ui
and

∏sj

Uj
are partnered if

sidsi

Ui
= sid

sj

Uj
, pidsi

Ui
= pid

sj

Uj
and accsi

Ui
= acc

sj

Uj
= true.

Based on this notion of partnering, we can specify what we mean by a fresh
instance, i.e., an instance where the adversary should not know the session key:

Definition 7 (Freshness). An instance
∏si

Ui
is said to be fresh if the adversary

queried neither Corrupt(Uj) for some Uj ∈ pidsi

Ui
before a query of the form

Send(Uk, sk, ∗) with Uk ∈ pidsi

Ui
has taken place, norReveal(Uj , sj) for an instance

∏sj

Uj
that is partnered with

∏si

Ui
.

It is worth noting that the above definition allows an adversary A to reveal all
secret signing keys without violating freshness, provided A does not send any
messages after having received the signing keys. As a consequence security in
the sense of Definition 8 below implies forward secrecy: We write SuccA for the
event A queries Test with a fresh instance and outputs a correct guess for the
Test oracle’s bit b. By

Advke
A = Advke

A(k) :=
∣
∣
∣
∣Pr[Succ] − 1

2

∣
∣
∣
∣

we denote the advantage of A.

Definition 8 (Semantic security). A key establishment protocol is said to be
(semantically) secure, if Advke

A = Advke
A(k) is negligible for all ppt algorithms A.

In addition to the above standard security goal, we are also interested in integrity
(which may be interpreted a form of “worst case correctness”) and strong entity
authentication:

Definition 9 (Integrity). A key establishment protocol fulfills integrity if with
overwhelming probability for all instances

∏si

Ui
,

∏sj

Uj
of uncorrupted users the

following holds: if accsi

Ui
= acc

sj

Uj
=true and sidsi

Ui
= sid

sj

Uj
, then sksi

Ui
= sk

sj

Uj
and

pidsi

Ui
= pid

sj

Uj
.

Definition 10 (Strong entity authentication). We say that strong entity
authentication for an instance Πsi

Ui
is provided if accsi

Ui
=true implies that for

all uncorrupted Uj ∈ pidsi

Ui
there exists with overwhelming probability an instance

Π
sj

Uj
with sid

sj

Uj
= sidsi

Ui
and Ui ∈ pid

sj

Uj
.
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4 The Proposed Group Key Establishment Protocol

4.1 Description of the Protocol

The proposed protocol is an authenticated one-round group key exchange pro-
tocol. The protocol makes use of a polynomial ring, timestamps, and random
oracle H : {0, 1}∗ → {0, 1}κ. In this protocol, all parties are allowed to broad-
cast only one message simultaneously. Once each party broadcast their messages,
each party will be able to compute a common master key after successful ver-
ification of signatures and timestamps. The proposed protocol for establishing
a common session key among users U0, . . . , UN with κ = N − 1, is described in
Fig. 1 Finally, each user computes a session key and a session id using the same
master key. Here Pzt is a level N − 1 zero-test parameter. In this construction,
we insist that the order of the quotient ring R/I be a large prime.

Fig. 1. Secure group key establishment.

4.2 Security Analysis

The security of the protocol in Fig. 1 can be ensured secure provided that
the Graded Decisional Diffie-Hellman assumption holds on a polynomial ring
Z[x]/xn + 1 and the underlying signature scheme is existentially unforgeable.
More specifically, we have the following:

Proposition 1. Suppose the GDDH assumption holds and the underlying sig-
nature scheme holds in the sense of UF-CMA. Then the protocol in Fig. 1 is
semantically secure, fulfills integrity, and strong entity authentication holds to
all involved instances in the timed BCPQ model.
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Proof. Let qsend and qro denote the polynomial upper bounds for the number
of the adversary A’s queries to the Send oracle and random oracle H respec-
tively. First, we address two events that each of them can occur with negligible
probability only:

Let Forge be the event that A succeeds in forging a signature σi of a protocol
participant Ui on a message without having queried Corrupt(Ui). During the
protocol’s initialization phase, a challenge verification key can be assigned to
a user U ∈ U uniformly at random, and with probability at least 1/|U|, the
event Forge results in a successful forgery for the challenge verification key.
As |U| is a polynomial, Forge can occur with negligible probability only.

Let Collision be the event of a collision in the random oracle H, i.e., H produces
the same output value for two different input values. As a Send query causes
one random oracle query, we can bound the number of queries to H by qsend+
qro. Hence,

Pr[Collision] ≤ (qsend + qro)2/2κ

is negligible.

As each of the events Forge, and Collision occurs with negligible probability only,
subsequently we may assume they do not occur. To establish semantic security,
we use ‘game hopping’ and let a given adversary A interact with a simulator.
For the advantage of A in Game i we write AdvGame i

A . Similarly, Pr[SuccGame i
A ]

denotes the probability of success of A in Game i. The event of A to succeed in
Game i and the advantage of A in Game i will be denoted by SuccGame i

A and
AdvGame

A i, respectively.

With this we are ready for the main part of the proof:

Game 0: This game is identical to the original attack game for the adversary,
with all oracles being simulated faithfully. In particular,

AdvA = AdvGame 0
A .

Game 1: This game differs from Game 0 in the simulator’s response in Round 1.
Instead of computing vj from di’s as specified in Round 1, the simulator
replaces vj with a uniformly at random chosen element. We have |AdvGame 1

A −
AdvGame 0

A | ≤ |Pr(SuccGame 1
A ) − Pr(SuccGame 0

A )|, and to recognize the latter
as negligible consider the following algorithm B to solve the GDDH problem:
B faithfully simulates all parties and oracles as faced by A in Game 0 with
one exception. Namely, let u be the GDDH challenge received by B. Then

– the n-party key common element vj is not computed as specified in the pro-
tocol but replaced with the value u in the GDDH challenge.

Whenever A correctly identifies the secret bit of the (simulated) Test oracle, B
outputs a 1, i.e., claims u = vj . By construction we have

Advgddh
B =

∣
∣
∣
∣
1
2

· Pr[SuccGame 0
A ] +

1
2

· (1 − Pr[SuccGame 1
A ])] − 1

2

∣
∣
∣
∣

=
1
2

·
∣
∣
∣Pr[SuccGame 1

A ] − Pr[SuccGame 0
A ]

∣
∣
∣ ,
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and with the GDDH assumption we recognize |AdvGame 1
A − AdvGame 0

A | as neg-
ligible.

Game 2: Here we replace the session key skUi
with a uniformly at random

chosen bitstring in {0, 1}κ. Game 1 and Game 2 only differ if the adversary
queries the random oracle H with the extracted key K. With no information
about K other than H(K‖0) and H(K‖1) being available to A, we obtain

∣
∣
∣AdvGame 3

A − AdvGame 1
A

∣
∣
∣ ≤ qro + qsend

2κ
.

By construction AdvGame 2
A = 0, and we recognize the protocol in Fig. 1 as

secure, provided that the GDDH assumption holds.

Integrity. If all the instances of honest users agree on a common session identifier
H(K ‖ 1), unless the event Collision occurs they have obtained the same “master
key” K—and therewith partner identifier. With the session key being computed
as H(K ‖ 0), we see that equality of session identifiers with overwhelming prob-
ability ensures identical session keys too.

Entity Authentication. Successful verification of the signatures and successful
verification of validity of timestamps on the Round 1 messages, ensure the exis-
tence of a used instance for each intended communication partner and that the
respective vi values are identical. The latter implies equality of both the pidi-
and the sidi-values.

�

5 Conclusion

In this paper, we proposed a one-round authenticated group key establishment
protocol in the random oracle model. Our work can also transform a passively
secure protocol to an actively secure one without an additional round. For appli-
cations where communication cost is high, this seems an attractive feature. The
above proposed protocol is based on Graded Diffie-Hellman assumption and
makes use of timestamps. Additionally, the protocol ensures the entity authen-
tication and integrity of the protocol.
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Abstract. Decentralized attribute-based encryption (DABE) is an effi-
cient multi-authority attribute-based encryption system. But most of the
available are shown there are security vulnerabilities. How to construct
secure DABE is still a challenging problem at present. In this paper,
based on Lewko and Waters’s scheme, a decentralized attribute-based
encryption with preserving the privacy of the identifies and attributes
in access structure is proposed. The presented scheme keeps the secu-
rity of the original one and removes the random oracle. In addition, the
proposed scheme achieves the user collusion avoidance. Finally, we show
that the security of the proposed scheme is reduced to static assumptions
based on dual system encryption instead of other strong assumptions.

Keywords: Decentralized ABE · Privacy-preserving
Resistance collusion

1 Introduction

ABE has been fully concerned [1–9] since it was issued by Sahai and Waters in
2005 [10]. In ABE, the private key was generated by a single central authority
(CA). CA not only interacts with all users in the system but verifies identities and
attributes for them, which brings the problem of overburden and disproportion-
ate power. However, the emergence of multiple authorities (MAs) can solve the
above problems, where MAs can lighten the burden of user authentication and
concentration of power. Since then, the open problem is how to construct an ABE
system in which a user can extract his own private key from multiple authorities
so as to reduce the trust and burden of the central authority. To address this
open question, Chase proposed the first multi-authority attribute-based encryp-
tion (MA-ABE) in scheme [6]. There are polynomial number of authorities of
independence to monitor attributes and distribute private keys for users in [6].
It can tolerate any number of corrupt authorities. However, Chase’s scheme did
not consider the protection of user’s privacy. In addition, multiple authorities in
his scheme are supervised by a central authority, which means it needs central
authority to distribute secret keys for multiple authorities, users’ GIDs and pri-
vate keys for them. Chase and Chow improved the scheme [6] and first proposed
c© Springer Nature Singapore Pte Ltd. 2018
F. Li et al. (Eds.): FCS 2018, CCIS 879, pp. 66–80, 2018.
https://doi.org/10.1007/978-981-13-3095-7_6
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a privacy-preserving multi-authority attribute-based encryption (PPMA-ABE)
scheme [7]. In their works, they removed the need for central authority but
required the interaction among multiple attribute authorities. Then Li et al. [11]
proposed a multi-authority ciphertext-policy ABE (MA-CP-ABE) scheme that
access structure employs an AND gate with wildcards. In [11], authors use an
anonymous key distribution protocol to hide the user’s GID. This scheme allows
tracking identity of the misbehaved users who leak the decryption key, and it
also requires the interaction among multiple authorities. Scheme [7] leaves an
open challenge to construct a PPMA-ABE scheme where it does not require
interaction among multiple authorities.

In 2011, Lewko and Waters [12] proposed a novel multi-authority attribute-
based encryption system. As shown in Fig. 1, the central authority was removed
in this system. In addition, to generate a set of initial global parameters, each
authority does not need any interaction with each other. Subsequently, Sect. 2.5
describes this model in detail. Furthermore, their scheme is based on composite
order group and achieves full (adaptive) security under the random oracle model.
However, this scheme does not take into account the privacy protection of the
user. In order to generate the secret key, the user directly submits his GID to
the authority in the key generation phase.

Han et al. [13] proposed a privacy-preserving decentralized key-policy
attribute-based encryption (PPDKP-ABE) scheme in 2012. The scheme realized
the hiding of user’s GID in the interaction between the user and the authority
through an anonymous key distribution protocol. It is noteworthy that it is
based on standard complexity assumption (DBDH assumption). Unfortunately,
in 2013, Ge et al. [14] proposed a new collusion attack for their scheme and
successfully took the user’s collusion attack in the light of the linear relationship
between the private keys. In 2013, Qian et al. [15] presented a decentralized CP-
ABE scheme with fully hidden access structure. The access structure used in this
scheme supports AND, OR gates on multi-valued attributes. Meanwhile, they
adopted an anonymous key distribution protocol to hide user’s global identity
GID. However, as in scheme [13], users in these schemes must submit their own
attribute information when interacting with authority and thus the authority
can collect the user’s partial attribute information.

In 2016, Rahulamathavan et al. [16] proposed a privacy-preserving decentral-
ized KP-ABE scheme to reduce the known security vulnerability of user collusion.
They improved the key generation such that the linear relationship between the
keys does not hold, thereby resisting the collusion attack mentioned in scheme [14].
The security of this scheme is based on standard DBDH complexity assumption.
Han et al. [17] proposed a privacy-preserving decentralized CP-ABE scheme, in
which each authority can dynamically join or leave the system. To resist the collu-
sion attacks, the secret keys of a user are tied to his GID and simultaneously the
user’s attribute information is hidden in this scenario. Therefore, the proposed
PPDCP-ABE scheme can provide stronger privacy protection compared to the
previous PPMA-ABE schemes while eliminating the central authority. Moreover,
the security of this scheme depends on the q-PBDH assumption.
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Fig. 1. Decentralized ABE scheme

In 2016, Wang et al. [18] pointed out the security weaknesses of scheme
[17], and proposed a method of collusion attack based on the decentralized CP-
ABE scheme. By pairing operations of the attribute public key and the known
attribute information, the attribute information can be effectively detected, and
then the privacy of attributes cannot be effectively provided.

In 2018, Zhang et al. [19] analyzed the scheme [16] and discovered its collusion
attack vulnerability. Based on the security of the original scheme, a new privacy-
preserving decentralized KP-ABE is proposed.

Contributions. At present, though decentralized ABE is widely used in cloud
storage [22,23], the fully privacy-preserving decentralized ABE (When the key
exchange is generated, it protects the privacy of the user’s global identity GID
as well as the user’s attribute information from being leaked to the authority,
and hides access policies under the access structure LSSS.) has not yet been
resolved. Motivated the above, based on Lewko and Waters’s scheme, a decen-
tralized attribute-based encryption with preserving the privacy of the identi-
fies and attributes in access structure is proposed in this paper. The presented
scheme keeps the security of the original one and removes the random oracle.
In the original scheme, the Hash function is used to map the GID to a random
element in the group G, and H(GID)yi is used to bind the user’s identity and
attributes together to resist user collusion. In the security analysis, they use H

as a random oracle. We generate a concrete general function H = g
yi

βj+u

1 huzi

in the anonymous interaction protocol, which also binds the user’s identity and
attributes, thus removing the random oracle. The Lewko and Waters’s scheme
can resist collusion attack efficiently. And our scheme maintains this feature. In
addition, the proposed scheme avoids the linear attack at present and others
attack methods such as the attacks mentioned in the scheme [14,19].
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2 Preliminaries

2.1 Composite Order Bilinear Maps

Let G be an algorithm that takes input a security parameter λ and outputs a
tuple (p1, p2, p3, G,GT , e), where p1, p2, p3 are distinct primes, G and GT are
cyclic groups of order N = p1p2p3, and e : G × G → GT is a map such that:
1. (Bilinear) ∀g, h ∈ G, a, b ∈ ZN , e(ga, hb) = e(g, h)ab;
2. (Non-degenerate) ∃g ∈ G such that e(g, g) has order N in GT .
3. (Computable): Group operation e(g, h) is efficiently computable, where g, h ∈
G

2.2 Access Structure

A secret sharing scheme
∏

over a set of parties P is called linear (over ZN ) if
the following properties can be satisfied:

– The shares for each party form a vector over ZN .
– For

∏
, there exists a matrix M with l rows and n columns called the share-

generating matrix. For i = 1, 2, · · · , l, the ith row is labeled with a party
ρ(i) where ρ : {1, 2, · · · , l} → ZN . To share a secret s ∈ ZN , a vector −→v =
(s, v2, · · · , vn) is selected, where v2, · · · , vn are randomly selected from ZN .
M−→v is the vector of the l shares according to

∏
. The share Mi

−→v belongs to
the party ρ(i), where Mi is the ith row of M .

Linear Reconstruction Property: Let S be an authorized set and I = {i|ρ(i) ∈ S}.
Then, there exists a set of constants {ωi ∈ ZN}i∈I such that, for any valid shares
λi according to

∏
,
∑

i∈I ωiλi = s. {ωi}i∈I can be computed in polynomial time
with the size of share-generating matrix M .

2.3 Zero Knowledge Proof

A zero-knowledge proof is an interactive protocol for a prover to prove some
knowledge without revealing the knowledge. The zero-knowledge proof scheme
involved in our construction is introduced by Camenisch and Stadler. By
PoK{(α, β, γ) : y = gαhβ

∧
ỹ = g̃αh̃γ}, we denote a zero knowledge proof

of knowledge of integers α, β and γ such that y = gαhβ and ỹ = g̃αh̃γ hold on
the group G = <g> = <h> and G̃ = <g̃> = <h̃>, respectively. Convention-
ally, the values in the parenthesis denote the knowledge that is being proven,
while the rest of the values are known by the verifier. Notably, there exists an
efficient extractor that can be used to rewind the knowledge from the successful
prover.
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2.4 Our Assumptions

Assumption 1 (Subgroup decision problem for 3 primes). Given a group
generator G, we define the following distribution:

G = (N = p1p2p3, G,GT , e) ←R G

g1 ←R1 Gp1 ,

D = (G, g1),

T1 ←R G, T2 ←R Gp1 .

We define the advantage of an algorithm A in breaking Assumption 1 to be:

Adv1G,A(λ) := |Pr[A(D,T1) = 1] − Pr[A(D,T2) = 1]|.

Definition 1. We say that G satisfies Assumption 1 if Adv1G,A(λ) is a negligible
function of λ for any polynomial time algorithm A.

Assumption 2. Given a group generator G, we define the following distribu-
tion:

G = (N = p1p2p3, G,GT , e) ←R G,

g1,X1 ←R Gp1 ,X2 ←R Gp2 , g3 ←R Gp3 ,

D = (G, g1, g3,X1X2),

T1 ←R Gp1 , T2 ←R Gp1p2

We define the advantage of an algorithm A in breaking Assumption 2 to be:

Adv2G,A := |Pr[A(D,T1) = 1] − Pr[A(D,T2) = 1]|.

Definition 2. We say that G satisfies Assumption 2 if Adv2G,A(λ) is a negligible
function of λ for any polynomial time algorithm A.

Assumption 3. Given a group generator G, we define the following distribu-
tion:

G = (N = p1p2p3, G,GT , e) ←R G
g1,X1 ←R Gp1 , Y2 ←R Gp2 ,X3, Y3 ←R Gp3 ,

D = (G, g1,X1X3, Y2Y3)

T1 ←R Gp1p2 , T2 ←R Gp1p3 .

We define the advantage of an algorithm A in breaking Assumption 3 to be:

Adv3G,A(λ) := |Pr[A(D,T1) = 1] − Pr[A(D,T2) = 1]|.

Definition 3. We say that G satisfies Assumption 3 if Adv3G,A(λ) is a negligible
function of λ for any polynomial time algorithm A.
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Assumption 4. Given a group generator G, we define the following distribu-
tion:

G = (N = p1p2p3, G,GT , e) ←R G,

g1 ←R Gp1 , g2 ←R Gp2 , g3 ←R Gp3 , a, b, c, d ←R ZN ,

D = (G, g1, g2, g3, g
a
1 , gb

1g
b
3, g

c
1, g

ac
1 gd

3),

T1 = e(g1, g1)abc, T2 ←R GT .

We define the advantage of an algorithm A in breaking Assumption 4 to be:

Adv4G,A(λ) := |Pr[A(D,T1) = 1] − Pr[A(D,T2) = 1]|.

Definition 4. We say that G satisfies Assumption 4 if Adv4G,A(λ) is a negligible
function of λ for any polynomial time algorithm A.

2.5 Outline of This Scheme

A decentralized CP-ABE scheme consists of the following five algorithms.

Global Setup: This algorithm takes a security parameter λ as input and returns
the system parameters GP .

Authority Setup: The authority runs this algorithm and takes GP as input.
Each authority Ak generates his secret key SKk, public keys PKk for system.

Key Gen: Each authority Ak takes as input his secret key skk, a global identifier
u(GID) and a set of attributes Ãk

u, the key generation algorithm outputs a secret
key SKk

u for U.

Encryption: This algorithm takes as input the system parameters GP , a mes-
sage M , an access matrix (A, ρ) and the public key for relevant authorities. It
outputs the ciphertext CT .

Decryption: The decryption algorithm takes the secret keys SKk
u , the public

parameter, the user’s global identifier GID and the ciphertext CT as input.
Then, the decryption will be successful if and only if the user’s attributes satisfy
the access structure.

2.6 Security Model

The security game between the adversary and challenger is given as follows:

Setup: The global setup algorithm is run. The adversary A gives the challenge
access structure (A∗, ρ∗). Then A submits a set S′ ⊆ S of corrupt authorities
and a set of good authorities S − S′. The challenger obtains public key and
secret key by running setup algorithm. The challenger sends the public key to
adversary A.
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Phase 1: The adversary A can query secret key by submitting pair (i, GID)
to challenger. But it cannot make key queries on any set Ij which satisfies the
access structure (A∗, ρ∗). The challenger returns the secret key Ki,GID.

Challenge: The adversary submits two equal length messages m0 and m1 and
an access structure (A∗, ρ∗) to the challenger where any attribute set Ij does
not satisfy the access structure (A∗, ρ∗) and belong to the corrupted authority
set S′. The challenger selects v ∈ {0, 1} and encrypts Mv to get ciphertext CT .
Finally, the challenger sends CT to A.

Phase 2: The adversary makes more key queries (i, GID) as long as the
attributes set Ij do not satisfies the challenge matrix (A∗, ρ∗).

Guess: The adversary outputs a guess of v. The advantage of adversary is
|Pr[v′ = v] − 1

2 |.

3 Decentralized CP-ABE Scheme

Global Setup: (λ) → (GP ). G is a group of order N = p1p2p3. Let g1 be a
generator of the group Gp1 and e : G × G → GT be a bilinear map. We set
h = gτ

1 . There are N attribute authorities which are denoted as A1, · · · , Ak.
Aj monitors a set of attributes i ∈ Ãj . Now we select a strong collusion
resistant hash function H : {0, 1}∗ → G. It used to map the user’s GID to an
element of G, where H(GID) → u.

Authority Setup: (GP ) → (SK,PK). For each attribute i belonging to the
authority Aj , Aj selects three random exponents αi, yi, zi ∈ ZN . Each
authority Aj that monitors an attribute set Ãj chooses a random value
βj ∈ ZN and computes the public key PKj = {e(g1, g1)αi , gyi

1 , gzi
1 , g

βj

1 }∀i∈ ˜Aj
.

Then, it calculates the master secret key SKj = {βj , (αi, yi, zi)}∀i∈Ij

Encryption: (M, (A, ρ), GP, PK) → CT . This algorithm takes as input the
global parameter GP , a message M , an n× l access matrix A with ρ mapping
its rows to attributes and the public keys of the relevant authorities. The data
owner selects a random exponent d ∈ ZN and computes γi = e((gβj

1 )d,H(i)),
where i ∈ Ãm denotes a attribute in the access policy and Ãm is the set of
attributes in message M . Then the owner uses γi to replace the attribute i
in the LSSS access matrix (A, ρ). This algorithm chooses a random s ∈ ZN

and a random vector v ∈ Zl
N with s as its first entry. Let λx = Ax

−→v , where
Ax denoted the x−th row of A. Then, it randomly picks a vector −→ω ∈ Zl

N

with 0 as its first entry. For each row Ax of A, setting Ax
−→ω as ωx, it selects

a random rx ∈ ZN . The ciphertext is computed as follows:

C0 = Me(g1, g1)s, C1,x = e(g1, g1)λxe(g1, g1)αρ(x)rx

C2,x = grx
1 , C3,x = g

yρ(x)rx

1 gωx
1 , C4,x = grxzx

1 , C5 = gd
1
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Key Gen: (GID, i, PK,GP ) → SK. Attribute authority Aj cooperates with the
user to run anonymous key issuing protocol to generate the secret key for the
user. Then, the user can obtain the secret key SKj as follows:

SKj = {K1 = gαi
1 g

yi
βj+u

1 huzi ,K2 = g
1

βj+u

1 ,K3 = H(i)βj },

where the secret key K3 is used to hide the attributes.
Decryption: (CT, SK,GP, PK) → M . The user computes λi = e(C5,K3) =

e(gd,H(i)βj ) for his attributes set Ãu. We let Iu = {λi : i ∈ Ãu}. For the
access policy (A, ρ), the user can gain the set R′ = {x : ρx}. Finally, the
user chooses constants cx ∈ ZN such as

∑
x∈R′ cxAx = (1, 0, · · · , 0). This

algorithm is executed to decrypt the ciphertext CT under the access structure
(A, ρ). If the decryptor has the secret keys SK for a set of each row of A.
Then, the decryption process proceeds as follows:

C1,xe(K2, C3,x)e(hu, C4,x)
e(K1, C2,x)

=
e(g1, g1)λxe(g1, g1)αρ(x)rxe(g

1
βj+u

1 , g
yρ(x)rx

1 gωx
1 )e(hu, gzxrx

1 )

e(gαi
1 g

yi
βj+u

1 huzi , grx
1 )

= e(g1, g1)λxe(g
1

βj+u

1 , g1)ωx

The decryptor uses constants cx ∈ ZN , where
∑

x cxAx = (1, 0, · · · , 0).

∏

x

(e(g1, g1)λxe(g
1

βj+u

1 , g1)ωx)cx = e(g1, g1)s

M =
C0

e(g1, g1)s

4 Security Analysis

We apply the dual system encryption technique to prove security of the proposed
scheme. Similar to Lewko and Waters’ scheme, secret key and ciphertext can
either be normal or semi-functional in the dual system encryption. The first
game, GameReal, is the real security game. We next define Game′

Real, which is
like the real security game, except that the random oracle maps identities GID
to random element of Gp1 instand of G.

Normal keys can decrypt semi-functional ciphertexts, and semi-functional
keys can decrypt normal ciphertexts. But semi-functional keys cannot decrypt
semi-functional ciphertext. To more describe the semi-functional ciphertext and
keys, we first fix random value z′

i, t
′
i ∈ ZN for each attribute i which will be

common to semi-functional ciphertext and keys.
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Semi − functional Ciphertexts: In order to generate the semi-functional
ciphertext, we have to run the generation algorithm to generate the normal
ciphertext like Lewko and Waters’ scheme:

C ′
0, C

′
1,x = e(g1, g1)λxe(g1, g1)αρ(x)rx , C ′

2,x = grx
1

C ′
3,x = g

yρ(x)rx

1 gωx
1 , C4,x = grxzx

1 ,∀x

Then we set g2 ∈ Gp2 , g3 ∈ Gp3 and select two vectors u2, u3 ∈ Zl
N randomly.

Let δx = Axu2, σx = Axu3, where Ax denotes xth row of the access matrix
A. We let B be the subset of good authorities and B denote the subset of
corrupted authorities. We also choose random exponents γx, ψx, qx ∈ ZN . The
semi-functional ciphertext is as follows:

C0 = C ′
0, C1,x = C ′

1,x, C2,x = C ′
2,xgγx

2 gψx

3

C3,x = C ′
3,xg

δx+γxz′
ρ(x)

2 g
σx+ψxt′

ρ(x)
3 , C4,x = C ′qx

2,xgγx

2 gψx

3 , Ax ∈ B

And for each x that satisfies Ax ∈ B, the semi-ciphertext is as follows:

C1,x = C ′
1,x, C2,x = C ′

2,x, C3,x = C ′
3,xgδx

2 gσx
3 , C4,x = C ′qx

2,x

We say a ciphertext is nominally semi-functional when the values δx are share
of 0.

Semi − functional Keys: Ki,u denotes the key for identity GID(u). We let
H(u) be a random element of G and we choose a random exponent c ∈ ZN . The
semi-functional key of Type 1 is as follows:

H(u) = (g
1

βj+u

1 )gc
2,K1 = gαi

1 H(u)yig
cz′

i
2 huzi = K ′

i,GIDg
cz′

i
2

The semi-functional key of Type 2 is as follows:

H(u) = (g
1

βj+u

1 )gc
2,K1 = gαi

1 H(u)yig
ct′

i
3 huzi = K ′

i,GIDg
ct′

i
3 ,

where K ′
i,GID = gαi

1 g
yi

βj+u

1 huzi When a semi-functional key of Type 1 is used to
decrypt a semi-functional ciphertext, the additional terms e(g2, g2)cz′

xδx prevent
decryption from succeeding, except when the values δx are shares of 0. When a
semi-functional key of Type 2 is used to decryption a semi-functional ciphertext,
the additional terms e(g3, g3)ct′

xδx prevent successful decryption.
Then we define Game0, which is like Game′

Real except that the ciphertext
given to A is semi-functional. We let q be the number of key queries. Then we
define Gamej,1 and Gamej,2 for each j from 1 to q as follows:

Gamej,1: Gamej,1 is like Game0 except that for the first j −1 queried identities,
the received keys are semi-functional of Type 2, and the received key for the jth
queried identity is semi-functional of Type 1. The remaining keys are normal.
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Gamej,2: This is like Game0, except that for the first j queried identities, the
received keys are semi-functional of Type 2. The remaining keys are normal. We
note that in Gameq,2, all keys are semi-functional of Type 2.

GameFinal: In this game, all keys are semi-functional of Type 2, and the cipher-
text is semi-functional encryption of a random message. We note that the A has
advantage 0 in this game.

Subsequently, we show these games are indistinguishable in the following
lemmas. We just give the proof of lemma 3 as follows:

Lemma 1. Suppose there exists a polynomial time algorithm A such that
GameRealAdvA − GameReal′AdvA = ε. Then we can construct a polynomial
time algorithm B with advantage ε in breaking Assumption 1.

Lemma 2. Suppose there exists a polynomial time algorithm A such that
GameReal′AdvA − Game0AdvA = ε. Then we cam construct a polynomial time
algorithm B with advantage negligibly close to ε in breaking Assumption 1.

Lemma 3. Suppose there exists a polynomial time algorithm A such that
Gamej−1,2AdvA −Gamej,1AdvA = ε. Then we can construct a polynomial time
algorithm B with advantage negligibly close to ε in breaking Assumption 2.

Lemma 4. Suppose there exists a polynomial time algorithm A such that
Gamej,1AdvA − Gamej,2AdvA = ε. Then we can construct a polynomial time
algorithm B with advantage ε in breaking Assumption 3.

Lemma 5. Suppose there exists a polynomial time algorithm A such that
Gameq,2AdvA −GameFinalAdvA = ε. Then we can construct a polynomial time
algorithm B with advantage ε in breaking Assumption 4.

Proof (Lemma 3).
Firstly, B receives the tuple of Assumption 2(g1, g3,X1X2, T ). Now, B will simu-
late Gamej−1,2 or Gamej,1 with A, depending on the value of T . g1 is the public
generator of Gp1 and N is the group order of G. A submits a corrupted authority
set S′ ⊆ S, where S is the set of all authorities. For attribute i ∈ S−S′, B chooses
αi, yi, zi, βj ∈ ZN and gives A the parameters e(g1, g1)αi , gyi

1 , gzi
1 , g

βj

1 , h = gτ
1 . We

let GIDk denote the kth identity queried by A. A makes a key query (i, GIDk).
B responds as follows:

If k > j, H(GIDk) = H(u) = g
1

βj+u

1 .

K ′
i,GIDk

= Ki,GIDk
= gαi

1 H(u)yihuzi ,

where K ′
i,GIDk

is normal key.

If k < j, H(GIDk) = H(u) = (g1g3)
1

βj+u . The K ′
i,GIDk

is semi-functional
key of Type 2.

K ′
i,GIDk

= gαi
1 g

yi
βj+u

1 huzig
yi

βj+u

3 = Ki,GIDgcκi
3 ,
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where c = 1
βj+u , κi = yi

when k = j, we let T = gθ1
1 if T ∈ Gp1 , then H(u) = T

1
βj+u . Now, K ′

i,GID =

gαi
1 g

θ1yi
βj+u

1 huzi is the normal key. If T ∈ Gp1p2 , we let T = gθ2
1 gθ3

2 . Then H(u) =

T
1

βj+u = g
θ2

βj+u

1 g2
θ3

βj+u . Now, K ′
i,GID = gαi

1 g
θ2yi
βj+u

1 huzig
θ3yi
βj+u

2 = Ki,GIDg
θ3yi
βj+u

2 =
Ki,GIDgcεi

2 , where K ′
i,GID is a semi-functional key of Type 1 and εi = θ3yi,

c = 1
βj+u .

Then A submits two equal length messages M0,M1 and an access matrix
(A, ρ) to B. B flips a random coin β ∈ {0, 1} and encrypts Mβ as follows:
B chooses a random s ∈ ZN and sets C0 = e(g1, g1)s. Then it selects three
vectors −→v = (s, v2, · · · , vl), −→w = (0, w2, · · · , wl) and −→u = (u1, · · · , ul). where
v2, · · · , vl, w2, · · · , wl, u1, · · · , ul ∈R ZN . We let λx = Ax

−→v , wx = Ax
−→w and

σx = Ax
−→u .

Let B be the subset of rows of A whose corresponding attributes i ∈ S′ and
B be the subset of rows of A whose corresponding attributes i ∈ S − S′. For
ρ(Ax) ∈ B, B chooses a value rx ∈ ZN randomly. For ρ(Ax) ∈ B, B chooses
random values ψx, r′

x, ω′
x ∈ ZN , and will implicitly set rx = rr′

x, ωx = rω′
x, where

gr
1 is X1.

For attribute x ∈ B, the ciphertext is set as follows:

C1,x = C ′
1,x, C2,x = C ′

2,x, C4,x = Czx
2,x

C3,x = (gyρ(x)
1 )rx(X1X2)w′

xgσx
3 = (gyρ(x)

1 )rxgωx
1 (X2)ω′

xgσx
3 = C ′

3,x(X2)ω′
xgσx

3

For attribute x ∈ B, the ciphertext is given as follows:

C1,x = C′
1,x, C2,x = (X1X2)

r′
xgψx

3 = grx
1 (X2)

r′
xgψx

3 = C′
2,x(X2)

r′
xgψx

3 , C4,x = Czx
2,x.

C3,x = (X1X2)
yρ(x)r′

xg
yρ(x)ψx

3 (X1X2)
w′

xgσx
3 = g

yρ(x)rx

1 gωx
1 (X2)

yρ(x)r′
x+ω′

xg
yρ(x)ψx+σx

3

In summary, when T ∈ Gp1 , B properly simulates Gamej−1,2. When T ∈
Gp1p2 , B properly simulates Gamej,1 with probability negligibly close to 1.
Hence, B can use A to obtain advantage negligibly close to ε in breaking Assump-
tion 2. Same to scheme [20,21], we introduce the secret key K3 = H(i)βj and
the ciphertext C5 = gd

1 which are used to hide the attributes in access structure.
So we ignored the proofs of the security of K3 and C5 in this scheme.

5 Anonymous Key Issuing Protocol

The detail of protocol in the Table 1 is as follows.

(1) The user u chooses z, z1, z2, z3, ρ1 ∈ ZN and computes T = gz
1h

u, P1 =
gρ1
1 , T ′

1 = gz1
1 hz2 , P ′

1 = gz3
1 . The user sends (T, T ′, P1, P

′
1) to AA.

(2) AA chooses c ←R ZN and sends c to user u.
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(3) The user computes s = z1 − cz1, s2 = z2 − cu, s3 = z3 − cρ1, then sends
s1, s2, s3 to AA.

(4) AA checks T ′ ?= gs1
1 hs2T c, P ′ ?= gs3

1 P c
1 . If they are correctly verified, then

AA continues; otherwise, it aborts.

Then AA needs to prove that he knows (αi, yi, zi, βj) in zero knowledge to the
user. AA chooses ρ2 ∈ ZN randomly and generates η = ρ1ρ2(βj+u) by two-party
secure computation.

(1) AA randomly generates b1, b2, b3, b4, b5, b6 and computes P2 = gρ2
1 , P ′

2 =

gb1
1 , P3 = g

βj

1 , P ′
3 = gb5

1 , K ′
1 = gαi

1 P
ρ2yi

η

1 T zi , K
′′
1 = gb2

1 P
b3
η

1 T b4 , K ′
2 = P

yi
η

2 ,

K ′′
2 = P

b6
η

2 . Then it sends (P2, P
′
2,K

′
1,K

′′
1 ,K ′

2,K
′′
2 ) to the user.

(2) The user chooses c1 ∈R ZN , and sends it to AA.
(3) AA calculates b′

1 = b1 − c1ρ1, b
′
2 = b2 − c1αi, b

′
3 = b3 − c1

yiρ2
η , b′

4 = b4 −
c1zi, b

′
5 = b5 − c1βj , b

′
6 = b6 − c1

yi

η and sends them to the user.

(4) The user verifies K
′′
1

?= g
b′
2

1 P
b′
3

1 T b′
4K ′c1

1 , K
′′
2

?= K ′c1
2 g

b′
6

1 ; otherwise, it aborts.
(5) Finally, the user generates K1 = K′

1
(g

zi
1 )z , K2 = (K ′

2)
ρ1 .

Table 1. Anonymous key issuing protocol

6 Performance Analysis

In this section, we will give some comparisons of the proposed scheme with
scheme [22] and [23]. As shown in Tables 2 and 3, K is the number of AAs and
N denotes the number of attributes. |G| and |GT | denote the number of bits for
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Table 2. Performance analysis

Scheme Hidden policy Resist collusion Hidden GID

[23]
√ √ ×

[22] × √ √

Our scheme
√ √ √

Table 3. Performance analysis

Scheme Key size Ciphertext size Decryption cost

[23] (N + K)|G| (1 + N)|GT | + (2N + 1)|G| 3NP + NE

[22] (N + K + 1)|G| (N + 2)|G| + |GT | (K + 1 + N)P + NE

Our scheme (N + 2K)|G| (1 + N)|GT | + (3N + 1)|G| 4NP + NE

the representation of element of G and GT . By contrast, our scheme has a slight
increase in key size, ciphertext size, and decryption cost. But it achieves better
privacy protection. This scheme preserves the user’s GID privacy and hides the
access policy in the ciphertext.

7 Conclusion

Based on the proposals of Lewko and Waters, a novel DABE is proposed. In the
presented scheme, we remove the need of a random oracle and replace it with
a concrete function H mapping identities to group elements. In addition, this
scheme can resist collusion attack same to Lewko and Waters’s scheme. It not
only realizes the user’s identity privacy preservation but also hides the attribute
in the access policy. Additionally, the proposed scheme has the same security as
the Lewko and Waters’s scheme based on dual system encryption. Unfortunately,
the new construction relied on the composite order group. How to construct a
DABE in a prime order group but keep the same efficiency and security is a
challenge problem. We leave it as an open problem.
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Ingólfsdóttir, A., Walukiewicz, I. (eds.) ICALP 2008. LNCS, vol. 5126, pp. 579–591.
Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-540-70583-3 47

5. Ling, C., Newport, C.: Provably secure ciphertext policy ABE. In: ACM Conference
on Computer and Communications Security, pp. 456–465. ACM (2007)

6. Chase, M.: Multi-authority attribute based encryption. In: Vadhan, S.P. (ed.) TCC
2007. LNCS, vol. 4392, pp. 515–534. Springer, Heidelberg (2007). https://doi.org/
10.1007/978-3-540-70936-7 28

7. Chase, M., Chow, S.S.M.: Improving privacy and security in multi-authority
attribute-based encryption. In: ACM Conference on Computer and Communica-
tions Security, pp. 121–130. ACM (2009)

8. Waters, B.: Ciphertext-policy attribute-based encryption: an expressive, efficient,
and provably secure realization. In: Catalano, D., Fazio, N., Gennaro, R., Nicolosi,
A. (eds.) PKC 2011. LNCS, vol. 6571, pp. 53–70. Springer, Heidelberg (2011).
https://doi.org/10.1007/978-3-642-19379-8 4

9. Lewko, A., Okamoto, T., Sahai, A., Takashima, K., Waters, B.: Fully secure
functional encryption: attribute-based encryption and (hierarchical) inner prod-
uct encryption. In: Gilbert, H. (ed.) EUROCRYPT 2010. LNCS, vol. 6110, pp.
62–91. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-13190-5 4

10. Sahai, A., Waters, B.: Fuzzy identity-based encryption. In: Cramer, R. (ed.) EURO-
CRYPT 2005. LNCS, vol. 3494, pp. 457–473. Springer, Heidelberg (2005). https://
doi.org/10.1007/11426639 27

11. Li, J., Huang, Q., Chen, X., et al.: Multi-authority ciphertext-policy attribute-
based encryption with accountability. In: ACM Symposium on Information, Com-
puter and Communications Security, ASIACCS 2011, pp. 386–390. ACM, Hong
Kong (2011)

12. Lewko, A., Waters, B.: Decentralizing attribute-based encryption. In: Paterson,
K.G. (ed.) EUROCRYPT 2011. LNCS, vol. 6632, pp. 568–588. Springer, Heidelberg
(2011). https://doi.org/10.1007/978-3-642-20465-4 31

13. Han, J., Susilo, W., Mu, Y., et al.: Privacy-preserving decentralized key-policy
attribute-based encryption. IEEE Trans. Parallel Distrib. Syst. 23(11), 2150–2162
(2012)

14. Ge, A., Zhang, J., Zhang, R., et al.: Security analysis of a privacy-preserving decen-
tralized key-policy attribute-based encryption scheme. IEEE Trans. Parallel Dis-
trib. Syst. 24(11), 2319–2321 (2013)

15. Qian, H., Li, J., Zhang, Y.: Privacy-preserving decentralized ciphertext-policy
attribute-based encryption with fully hidden access structure. In: Qing, S., Zhou,
J., Liu, D. (eds.) ICICS 2013. LNCS, vol. 8233, pp. 363–372. Springer, Cham
(2013). https://doi.org/10.1007/978-3-319-02726-5 26

16. Rahulamathavan, Y., Veluru, S., Han, J., et al.: User collusion avoidance scheme
for privacy-preserving decentralized key-policy attribute-based encryption. IEEE
Trans. Comput. 65(9), 2939–2946 (2016)

17. Han, J., Susilo, W., Mu, Y., Zhou, J., Au, M.H.: PPDCP-ABE: privacy-preserving
decentralized ciphertext-policy attribute-based encryption. In: Kuty�lowski, M.,
Vaidya, J. (eds.) ESORICS 2014. LNCS, vol. 8713, pp. 73–90. Springer, Cham
(2014). https://doi.org/10.1007/978-3-319-11212-1 5

https://doi.org/10.1007/978-3-540-70583-3_47
https://doi.org/10.1007/978-3-540-70936-7_28
https://doi.org/10.1007/978-3-540-70936-7_28
https://doi.org/10.1007/978-3-642-19379-8_4
https://doi.org/10.1007/978-3-642-13190-5_4
https://doi.org/10.1007/11426639_27
https://doi.org/10.1007/11426639_27
https://doi.org/10.1007/978-3-642-20465-4_31
https://doi.org/10.1007/978-3-319-02726-5_26
https://doi.org/10.1007/978-3-319-11212-1_5


80 P. Liang et al.

18. Wang, M., Zhang, Z., Chen, C.: Security analysis of a privacy-preserving decentral-
ized ciphertext-policy attribute-based encryption scheme. Concurrency Comput.:
Practice Exp. 28(4), 1237–1245 (2016)

19. Zhang, L., Liang, P., Mu, Y.: Improving privacy-preserving and security for
decentralized key-policy attributed-based encryption. IEEE Access 6, 12736–12745
(2018)

20. Zhong, H., Zhu, W., Xu, Y., et al.: Multi-authority attribute-based encryption
access control scheme with policy hidden for cloud storage. Soft Comput. 22(1),
1–9 (2016)

21. Shao, J., Zhu, Y., Ji, Q.: Privacy-preserving online/offline and outsourced multi-
authority attribute-based encryption. In: International Conference on Computer
and Information Science, pp. 285–291. IEEE (2017)

22. Li, Q., Ma, J., Li, R., et al.: Large universe decentralized key-policy attribute-based
encryption. Secur. Commun. Netw. 8(3), 501–509 (2015)

23. Li, Q., Ma, J., Li, R., et al.: Secure, efficient and revocable multi-authority access
control system in cloud storage. Comput. Secur. 59(C), 45–59 (2016)



Post-quantum Cryptography



Efficient Lattice FIBS for Identities
in a Small Universe

Yanhua Zhang1(B), Yong Gan2, Yifeng Yin1, Huiwen Jia3,
and Mingming Jiang4

1 Zhengzhou University of Light Industry, Zhengzhou 450002, China
{yhzhang,yinyifeng}@zzuli.edu.cn

2 Zhengzhou Institute of Technology, Zhengzhou 450044, China
yongg@zzuli.edu.cn

3 Guangzhou University, Guangzhou 510006, China
hwjia@gzhu.edu.cn

4 Huaibei Normal University, Huaibei 235000, China
jiangmm3806586@126.com

Abstract. Fuzzy identity-based signature (FIBS) is exactly like a tradi-
tional identity-based signature except that the signature issued under an
identity id can be verified under any identity id′ that is “close enough” to
id. This property allows FIBS having an efficient application in biometric
authentication and only three schemes over lattices exist, among which
two constructions are existentially unforgetable against adaptively cho-
sen identity and message attacks (EU-aID-CMA) in the random model,
the only exception proved to be strongly unforgetable against selectively
chosen identity and message attacks (SU-sID-CMA) is constructed in the
standard model. In this work, we propose a new FIBS from the hardness
of lattice problems for identities living in a small universe, i.e., {0, 1}�,
the new construction is proved to be SU-sID-CMA in the standard model.
In particular, compared with the existing lattice FIBS schemes, the new
construction enjoys a smaller communication cost, and the faster signing
and verifying operations, thus, it is more practical.

Keywords: FIBS · Small universe · Lattice · Standard model

1 Introduction

Identity-based cryptosystem was put forward by Shamir [12] to reduce the com-
plexity of managing the public key infrastructure. In this cryptosystem, includ-
ing identity-based encryption (IBE), identity-based signature (IBS) and identity-
based key agreement (IBKA), the identity is regarded as the public key, and the
private key generator can generate a private key corresponding to that identity
information. Fuzzy identity-based encryption (FIBE) was first proposed by Sahai
and Waters [11]. In such a system, identities are regarded as a set of biomet-
ric attributes (e.g., fingerprints and irises) instead of an arbitrary string like an

c© Springer Nature Singapore Pte Ltd. 2018
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email address in previous system. Soon afterwards, a novel cryptographic prim-
itive called fuzzy identity-based signature (FIBS) was introduced by Yang, Cao
and Dong [16]. In a FIBS scheme, a signature issued by a signer with identity id
can be validly verified by identity id′ if and only if id and id′ are “close enough”
and within certain distance. Then, a large number of FIBS schemes based on the
hardness of number-theoretic cryptographic problems (e.g., integer factorization
and discrete logarithm) were proposed [14,15,17,20]. However, none of those
constructions are secure in the future with large-scale quantum computers [13].

Lattice-based cryptography, as one of the most promising candidates for post-
quantum cryptography, has attracted significant interest in recent years, due to
several potential benefits: asymptotic efficiency, worst-case hardness assumptions
and security against quantum computers. To design secure and efficient lattice-
based cryptographic schemes are interesting and challenging.

Related Work. The first lattice-based FIBS scheme was constructed by Yao
and Li [19], and their construction is existentially unforgeable against adaptively
chosen identity and message attacks (EU-aID-CMA) in the random oracle model.
A construction without random oracle (i.e., in the standard model) was proposed
by Yang et al. [18], moreover, it achieves a strong unforgeability under selectively
chosen identity and message attacks (SU-sID-CMA). Recently, using the lattice
basis delegation technique to keep the lattice dimension invariant, another FIBS
scheme in the random oracle model was given [21]. However, all constructions can
only support identities in a small universe, namely, only considering identities
as bit-vectors in {0, 1}�, where � is the identities size.

Our Contributions. In order to have a more practical and secure construction
for FIBS, in this work, we present a new lattice FIBS scheme for a small universe,
i.e., {0, 1}�. The new scheme is also proved to be SU-sID-CMA in the standard
model. Moreover, compared with the existing schemes, the new construction has
a competitive advantage of signature size, the time cost for signer and verifier,
thus, our construction has a smaller communication cost and faster signing and
verifying operations, meanwhile, keeping the same size of master key and signer’s
private key.

Organization. The rest of this work is organized as follows. In Sect. 2, we
recall several useful knowledge on lattices. Then, Sect. 3 turns to the definition
and security requirements of FIBS. Finally, a new FIBS construction, the security
and efficiency analysis are presented in Sect. 4.

2 Preliminaries

2.1 Notations

Vectors are in column form and denoted by bold lower-case letters (e.g., e), and
matrix is viewed as the set of its column vectors and denoted by bold upper-case
letters (e.g., A). The Euclidean norm of e is denoted as ‖e‖, and define the norm
of A as the norm of its longest column (i.e., ‖A‖ = maxi‖ai‖). O and ω are
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used to classify the growth of functions, and all logarithms are of base 2. Let
poly(n) denote an function f(n) = O(nc) for c > 0. If f(n) = O(g(n)·logcn), it is
denoted as f(n) = ˜O(g(n)). negl(n) denotes a negligible function f(n) = O(n−c)
for all c > 0, and a probability is called overwhelming if it is 1− negl(n).

2.2 Lattices

Definition 1. For integer n, m, prime q ≥ 2 and matrix A ∈ Z
n×m
q , define:

Λ⊥
q (A) = {e ∈ Z

m s.t. A · e = 0 mod q}.

Given u ∈ Z
n
q , define a coset, Λu

q (A) = {e ∈ Z
m s.t.A · e = u mod q}.

For s > 0, define the Gaussian function on R
m with center c:

∀e ∈ R
m, ρs,c(e) = exp(−π‖e − c‖2/s2).

For c ∈ R
m, real s > 0, define the discrete Gaussian distribution over Λ as:

∀e ∈ Λ, DΛ,s,c(e) = ρs,c(e)/ρs,c(Λ).

For convenience, we denote DΛ,s,c as DΛ,s if c = 0.

The smoothing parameter is a new lattice quantity put forward by Micciancio
and Regev [10].

Definition 2. For lattice Λ and real ε > 0, the smoothing parameter ηε is the
smallest real s > 0 such that ρ1/s(Λ∗\{0}) ≤ ε, where Λ∗ is the dual of Λ.

Lemma 1. Assume that the columns of A ∈ Z
n×m
q generate Z

n
q , let ε ∈ (0, 1/2),

s ≥ ηε(Λ⊥(A)). For e ← DZm,s, the distribution of syndrome u = A · e mod q
is within statistical distance 2ε of uniform over Z

n
q .

Ajtai [3] firstly introduced how to obtain a uniform random matrix A ∈ Z
n×m
q

together with a low Gram-Schmidt norm basis TA for Λ⊥
q (A), then two improved

algorithms investigated by [4,9].

Lemma 2. Let n ≥ 1, q ≥ 2 and m = �2nlogq	. There exists a PPT algorithm
TrapGen(q, n,m) that outputs A and TA, such that A is statistically close to a
uniform matrix in Z

n×m
q and TA ∈ Z

m×m is a short basis for Λ⊥
q (A), satisfying

‖˜TA‖ ≤ O(
√

nlogq) with all but a negligible probability in n.

Given a short basis of Λ⊥
q (A), Gentry et al. [7] showed how to sample from

a discrete Gaussian distribution over lattices.

Lemma 3. Let q ≥ 2, A ∈ Z
n×m
q , and real 0 < ε < 1. Let TA be a short basis

for Λ⊥
q (A), parameter s ≥ ‖˜TA‖ · ω(

√
logm). Then, for c ∈ R

m and u ∈ Z
n
q :

1. Pre←DΛ,s,c

[‖e − c‖ > s
√

m
] ≤ 1+ε

1−ε · 2−m.
2. There exists a PPT algorithm SampleGau(A,TA, s, c) returns a short vec-
tor e ∈ Λ⊥

q (A) drawn from a distribution statistically close to DΛ⊥
q (A),s,c.

3. There exists a PPT algorithm SamplePre(A,TA,u, s) returns a short vector
e ∈ Λu

q (A) sampled from a distribution statistically close to DΛu
q (A),s.
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2.3 Some Facts

We recall several useful facts on lattices in literatures.
The first two lemmas put forward by Cash et al. [6] are main techniques for

a cultivation of bonsai trees.

Lemma 4. On input A ∈ Z
n×m
q , whose columns generate the entire group Z

n
q

and an arbitrary A′ ∈ Z
n×m′
q . Given a basis TA of Λ⊥

q (A), there is a determin-
istic polynomial-time algorithm ExtBasis(TA, Â = [A|A′]) that outputs a basis
TÂ for Λ⊥

q (Â) ⊆ Z
m+m′

such that ‖˜TÂ‖ = ‖˜TA‖. Moreover, this statement
holds even for any given permutation of the columns of Â.

Lemma 5. On input A ∈ Z
n×m
q , real s ≥ ‖˜TA‖·ω(

√
logn). Given a basis TA of

Λ⊥
q (A), there is a PPT algorithm RandBasis(A,TA, s) that outputs a short basis

T′
A ∈ Z

m×m for Λ⊥
q (A) such that ‖T′

A‖ ≤ s
√

m and no information specific to
TA is leaked.

The followings are two basic facts and a new sampling algorithm proposed
by Agrawal et al. [1].

Lemma 6. Let n ≥ 1, suppose that m > (n + 1)logq + ω(logn) and q is a
prime. Let A and B be two matrices chosen uniformly in Z

n×m
q , and R is an

m × m-matrix chosen uniformly in {−1, 1}m×m. Then, for all w ∈ Z
m
q , the

distribution (A,AR,R�w) is statistically close to (A,B,R�w).

Lemma 7. Let R be an m × m-matrix chosen at random from {−1, 1}m × m.
For vectors e ∈ R

m, Pr
[‖R · e‖ > ‖e‖ · √m · ω(

√
logm)

]

< negl(m).

Lemma 8. Let prime q ≥ 3, integer n, and m > n, A, B ∈ Z
n×m
q and a real s ≥

‖˜TB‖ ·√m ·ω(logm). There is a PPT algorithm SampleRight(A,B,R,TB,u, s)
that given a short basis TB for Λ⊥

q (B), a low norm matrix R ∈ {−1, 1}m×m

and a vector u ∈ Z
n
q , outputs a vector e ∈ Z

2m distributed statistically close to
DΛu

q (F),s, where F = [A|AR + B].

2.4 The SIS Problem

We now give the definition of small integer solution (SIS) problem.

Definition 3. The SIS problem in the Euclidean norm is that given a integer
q, a matrix A ∈ Z

n×m
q and a real β, to find a non-zero vector e ∈ Z

m satisfying
A · e = 0 mod q, and ‖e‖ ≤ β.

The SISq,n,m,β problem was first shown to be hard as the worst-case lattice
problems by Ajtai [3], then by Micciancio and Regev [10] and Gentry et al. [7].

Lemma 9. For poly-bounded m, β = poly(n) and prime q ≥ β · ω(
√

nlogn),
the average-case SISq,n,m,β problem is as hard as approximating the shortest
independent vector problem SIVPγ to within certain γ = β · ˜O(

√
n) factor.
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3 Fuzzy Identity-Based Signature

We now formalize the definition and security model of FIBS.
A fuzzy identity-based signature is described as follows:

FIBS.Setup(1n): A PPT algorithm that takes as input the security parameter n,
and outputs a public parameters PP that contains an error tolerance param-
eter k and a master key MK.

FIBS.Extract(PP,MK, id): A PPT algorithm that takes as input the parameters
PP, the master key MK, and an identity id, and outputs a private key associate
with id, denoted by SKid.

FIBS.Sign(PP,SKid,m): A PPT algorithm that takes as input the public param-
eters PP, a private key SKid associated with an identity id, and a message
m ∈ {0, 1}∗, and outputs a signature σid,m for identity id with m.

FIBS.Verify(PP, id′,m, σid,m): A deterministic algorithm that takes as input the
public parameters PP, an identity id′ such that |id ∩ id′| ≥ k, a message m
and the corresponding signature σid,m, and outputs 1 if the signature is valid
or 0, otherwise.

The correctness is that for a fixed identity id, and any id′ such that |id∩ id′| ≥
k, for (PP,MK,Skid) outputted by algorithms FIBS.Setup and FIBS.Extract and
a message m ∈ {0, 1}∗, the following holds,

FIBS.Verify(PP, id′,m,FIBS.Sign(PP,SKid,m)) = 1.

Let A be any PPT adversary, and C be a challenger assumed to be a proba-
bilistic Turing machine taking as input the security parameter n. In this work, we
consider the security model of FIBS as strongly unforgeable against selectively
chosen identity and message attacks (SU-sID-CMA). In SU-sID-CMA, the adver-
sary A is not only allowed to forge a signature for a fresh message m∗ = mi, but
allowed to forge a fresh signature for mi, where the signature of mi was known
by A.

Consider the following game between A and C:

Initialization: A declares a target identity id∗.

Setup: C runs FIBS.Setup and provides A the public parameters PP.

Queries: A is allowed to make poly-bounded queries as follows:

– Extract query: A can issue private key queries for any identities idi, where
|idi ∩ id∗| < k.

– Signing query: A can issue sign queries for any identities idi on any message
mi ∈ {0, 1}∗ adaptively.

Forgery: Finally, A outputs (id∗,m∗, σ∗
id,m∗), and A is considered to be succeed if

the following conditions hold:

1. FIBS.Verify(PP, id∗,m∗, σ∗
id,m∗) = 1.
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2. For any (id,m, σid,m) that is generated in Signing query, we have
a. |id ∩ id∗| ≥ k, (m, σid,m) = (m∗, σ∗

id,m∗); or
b. |id ∩ id∗| < k.

Thus, we define the advantage of A by

AdvA(n) = Pr[FIBS.Verify(PP, id∗,m∗, σ∗
id,m∗) = 1].

Definition 4. A FIBS scheme is said to be SU-sID-CMA if AdvA(n) is negligible
in the security parameter n for any PPT A.

Furthermore, adopting a family of chameleon hash functions (CHF), there is
a generic construction of a stronger security model, strongly unforgeable against
adaptively chosen identity and message attacks (SU-aID-CMA) from any SU-sID-
CMA [8].

4 Lattice FIBS for Identities in a Small Universe

Inspired by the efficient IBE scheme [1] and a lattice-based mixing and vanishing
trapdoor scheme [5], we now construct a FIBS scheme with a shorter signature
size and provably SU-sID-CMA secure in the standard model for identities in a
small universe, i.e., {0, 1}�.

4.1 Our Construction

The main steps are provided as follows:

FIBS.Setup(1n): Take as input the security parameter n and set the parameters
�, k, k′, q,m, s1, s2 as specified in the next subsection, where � (� depends on
n) is the identity size, k (k < �) is an error tolerance parameter, k′ denotes
the length of a message. Then, do the steps as follows:
1. For i = 1, 2, . . . , �, b ∈ {0, 1}, run TrapGen(q, n,m) to generate a uniformly

random n × m-matrix Ai,b ∈ Z
n×m
q together with a short basis TAi,b

for
Λ⊥

q (Ai,b).
2. For i = 1, 2, . . . , �, b ∈ {0, 1}, select two uniformly random n×m-matrices

Ci,b and Bi in Z
n×m
q .

3. Select k′ vectors v1,v2, . . . ,vk′ ∈ Z
n
q at random.

4. Let H : Z
n
q → Z

n×n
q be a full rank differences map as [1].

5. Output the public parameters PP and the master key MK,
PP = ({Ai,b,Ci,b,Bi}i=1,2,...,�,b∈{0,1}, {vi}i=1,2,...,k′ ,H),
MK = ({TAi,b

}i=1,2,...,�,b∈{0,1}).
FIBS.Extract(PP,MK, id): Take as input the public parameters PP, the master

key MK, and an identity id = (id1, id2, . . . , id�) ∈ {0, 1}�, then do the steps
as follows:
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1. For idi, i = 1, 2, . . . , �, construct an n × 2m-matrix,
A′

i,idi
= [Ai,idi

|Ci,idi
+ H(id, idi, i) · Bi].

2. For idi, i = 1, 2, . . . , �, compute a matrix TA′
i,idi

∈ Z
2m×2m using algo-

rithm RandBasis(ExtBasis(TAi,idi
,A′

i,idi
),A′

i,idi
, s1).

3. Output SKid = (TA′
1,id1

,TA′
2,id2

, . . . ,TA′
�,id�

).
FIBS.Sign(PP,SKid,m): Take as input the public parameters PP, the private key

SKid associated with an identity id = (id1, . . . , id�) ∈ {0, 1}� and a message
m = (m1,m2, · · · ,mk′) ∈ {0, 1}k′

, then do the steps as follows:
1. Set vector v =

∑k′

i=1(−1)mivi mod q.
2. Construct � shares of v = (v1, . . . , vn) ∈ Z

n
q using a Shamir Secret-Sharing

scheme applied to each coordinate of v independently. Namely, for each
j = 1, 2, . . . , n, choose a uniformly random polynomial pj ∈ Zq[x] of
degree k − 1 such that pj(0) = vj .

3. Construct the j-th share vector, v̂j = (p1(j), p2(j), . . . , pn(j)) ∈ Z
n
q . Thus

for all J ⊆ {1, 2, . . . , �} satisfying |J | ≥ k, there are fractional Lagrangian
coefficients Lj ∈ Zq such that v =

∑

j∈J Lj · v̂j mod q.
4. For idi, i = 1, 2, . . . , �, compute a 2m-dimensional vector ei ∈ Z

2m using
SamplePre(A′

i,idi
,TA′

i,idi
, qv̂i, s2).

5. Output the signature σid,m = (m, id, e1, . . . , e�).
FIBS.Verify(PP, id′,m, σid,m): Take as input the public parameters PP, identity

id′ = (id′
1, . . . , id

′
�) ∈ {0, 1}�, message m ∈ {0, 1}k′

, and a signature σid,m, then
do the steps as follows:
1. Let J ⊆ {1, . . . , �} denote the set of matching elements in id and id′.

If |J | < k, then output ⊥. Otherwise, for j ∈ J , compute A′
j,idj

=
[Aj,idj

|Cj,idj
+ H(id, idj , j) · Bj ].

2. Set v =
∑k′

i=1(−1)mivi.
3. If ‖ei‖ ≤ s2

√
2m and

∑

j∈J Lj · A′
j,idj

ej = qv, where Lj =
∏

j∈J,i 	=j
i

i−j
is the Lagrangian coefficient, then output 1. Otherwise, 0.

4.2 Parameters

The above construction depends on several parameters �, k, k′, q,m, s1, s2, which
are set so that all algorithms are implemented in a polynomial time correctly and
the security properties hold. The security parameter is n and all other parameters
are determined as follows:

– For TrapGen(q, n,m) in Lemma 2, we need m = 2n�logq	.
– To ensure that the SISq,n,m,β problem has a worst-case lattice reduction, then

according to Lemma 9, we set q ≥ β · ω(
√

nlogn). The parameter β is set in
the next subsection.

– The identity size � = nε for some constant ε ∈ (0, 1) and the error tolerance
parameter k < �.

– Due to Lemma 4, we set s1 = O(
√

nlogq) · ω(
√

logn).
– Due to Lemmas 5 and 3, ‖T̃A′

i,idi
‖ ≤ ‖TA′

i,idi
‖ ≤ O(

√
nlogq)·√2m·ω(

√
logn),

s2 ≥ ‖T̃A′
i,idi

‖ · ω(
√

log2m), we set s2 = s1 · √
2m · ω(

√
log2m).
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4.3 Correctness

Let σid,m = (m, id, e1, . . . , e�) be a valid signature. To check the correctness, it
is only need to consider the case |J | ≥ k, where J ⊆ {1, 2, . . . , �} denotes the
set of matching elements in id and id′. According to Lemma 3, for i = 1, 2, . . . , �,
ei ∈ Z

2m satisfies A′
i,idi

ei = qv̂i and it is drawn from a distribution statistically
close to D

Λ
qv̂i
q (A′

i,idi
),s2

. Thus, ‖ei‖ ≤ s2
√

2m and
∑

j∈J Lj ·A′
j,idj

ej =
∑

j∈J Lj ·
qv̂j = qv = q

∑k′

i=1(−1)mivi.

4.4 Proof of Security

The theorem below reduces the SIS problem to the SU-sID-CMA of our construc-
tion. The proof involves a forger A and a solver B.

Theorem 1. For a prime modulus q = poly(n), if there is a PPT forger A that
outputs an existential signature forgery with probability ε, in time τ , then there
exists a PPT algorithm B that solves the SISq,n,m�,β problem in time τ ′ ≈ τ , and
with a probability ε′ ≥ (1−3−k) ·ε, for β = (�!)3 ·(1+

√
m ·ω(

√
logm)) ·2s2

√
2m�.

Proof. Given a random instance of the SISq,n,m�,β problem, B is asked to return
an admissible solution.

– B is given an n × m�-matrix A ∈ Z
n×m�
q from the uniform distribution.

– B is requested any e ∈ Z
m� such that A · e = 0 mod q and 0 = ‖e‖ ≤ β.

The operations performed by B are as follows:

Initialization: A declares the target identity id∗ = (id∗
1, . . . , id

∗
� ) ∈ {0, 1}�.

Setup: B gives A the public parameters as follows:
1. Parse A as A = [A1,A2, . . . ,A�], where Ai ∈ Z

n×m
q for i = 1, 2, . . . , �.

2. For i = 1, 2, . . . , �, pick a uniformly random n × m-matrix A′
i ∈ Z

n×m
q .

3. For i = 1, 2, . . . , �, let Ai,id∗
i

= Ai, Ai,1−id∗
i

= A′
i.

4. For i = 1, 2, . . . , �, run algorithm TrapGen(q, n,m) to obtain a uniformly
random n × m-matrix Bi ∈ Z

n×m
q together with a short basis TBi

∈
Z

m×m for Λ⊥
q (Bi).

5. Choose a full rank differences map H : Z
n
q → Z

n×n
q .

6. For i = 1, 2, . . . , �, select an m × m-matrix Ri ∈ {−1, 1}m×m at random,
and compute Ci,idi

= Ai,idi
Ri − H(id∗, id∗

i , i)Bi ∈ Z
n×m
q . So, according

to Lemma 6, Ci,idi
is indistinguishable from that in the real scheme.

7. Select k′ vectors v1, . . . ,vk′ ∈ Z
n
q at random.

8. Output the public parameters,
PP = ({Ai,b,Ci,b,Bi}i=1,...,�,b∈{0,1}, {vi}i=1,...,k′ ,H).

Extract query. For a request of private key for id, B constructs a private key for
id, where |id ∩ id∗| < k (id∗ is the target identity) as follows:
1. For i = 1, 2, . . . , �, B computes A′

i,idi
= [Ai,idi

|Ai,idi
Ri + (H(id, idi, i) −

H(id∗, id∗
i , i))Bi] and generate a basis TA′

i,idi
for Λ⊥

q (A′
i,idi

) by using TBi
.

(For |id∩ id∗| < k, H(id, idi, i)−H(id∗, id∗
i , i) is non-singular, thus, TBi

is
also a trapdoor for Λ⊥

q (B′
i), where B′

i = (H(id, idi, i)−H(id∗, id∗
i , i)) ·Bi).
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2. B returns (TA′
1,id1

, . . . ,TA′
�,id�

).

Signing query. For A’s requests of id, m = (m1,m2, · · · ,mk′) ∈ {0, 1}k′
, B does

as follows:
1. Compute v =

∑k′

i=1(−1)mivi.
2. Construct � shares of v = (v1, . . . , vn) ∈ Z

n
q by using a Shamir Secret-

Sharing scheme applied to each coordinate of v independently. Namely,
for each j = 1, 2, . . . , n, choose a uniformly random polynomial pj ∈ Zq[x]
of degree k − 1 such that pj(0) = vj .

3. Construct the j-th share vector, v̂j = (p1(j), p2(j), . . . , pn(j)) ∈ Z
n
q . Thus

for all J ⊆ {1, 2, . . . , �} satisfying |J | ≥ k, there are fractional Lagrangian
coefficients Lj ∈ Zq such that v =

∑

j∈J Lj · v̂j mod q.
4. For idi, i = 1, 2, . . . , �, compute a 2m-dimensional vector ei ∈ Z

2m using
SampleRight(Ai,idi

,Bi,Ri,TBi
, qv̂i, s2), then return (m, id, e1, . . . , e�).

Forgery: A outputs a valid forgery (id∗,m∗, e∗
1, . . . , e

∗
� ), and the followings hold:

1. For i = 1, 2, . . . , �, ‖e∗
i ‖ ≤ s2

√
2m.

2. There is a set J ⊆ {1, 2, . . . , �} and |J | ≥ k satisfying that
∑

j∈J Lj · A′
j,id∗

j
· e∗

j = q
∑k′

i=1(−1)mivi where A′
j,id∗

j
= [Aj,id∗

j
|Cj,id∗

j
+

H(id∗, id∗
j , j)Bj ].

Let scalar D = (�!)2, for j ∈ {1, 2, . . . , k}, B does as follows:
1. Parse e∗

j = (e∗
j,0, e

∗
j,1)

�, where e∗
j,0, e∗

j,1 ∈ Z
m.

2. If message m∗ ∈ {0, 1}k′
has been queried in Signing query, the signature

is (m∗, id∗, e′
1, . . . , e

′
�). For i = 1, 2, . . . , �, let êi,0 = e∗

i,0−e′
i,0, êi,1 = e∗

i,1−
e′

i,1, and return e∗ = (D ·L1(ê1,0 +R1ê1,1),D ·L2(ê2,0 +R2ê2,1), . . . , D ·
Lk(êk,0 + Rkêk,1),0, . . . ,0) as a solution to the SISq,n,m�,β problem.

3. If message m∗ ∈ {0, 1}k′
was not queried in Signing query, then return

e∗ = (D · L1(e∗
1,0 + R1e∗

1,1),D · L2(e∗
2,0 + R2e∗

2,1), . . . , D · Lk(e∗
k,0 +

Rke∗
k,1),0, . . . ,0) as a solution to the SISq,n,m�,β problem.

The detail analysis is as follows:

i. If m∗ was queried, the signature is (m∗, id∗, e′
1, . . . , e

′
�), and id∗ is the tar-

get identity, for j = 1, 2, . . . , k, A′
j,id∗

j
= [Aj,id∗

j
|Aj,id∗

j
Rj ]. So

∑

j∈J Lj ·
A′

j,id∗
j
e∗

j = qv =
∑

j∈J Lj · A′
j,id∗

j
e′

j , that is to say,

(A1,id∗
1
|A1,id∗

1
R1, . . . ,A�,id∗

�
|A�,id∗

�
R�) · (L1e∗

1, . . . , Lke∗
k,0, . . . ,0)� =

(A1,id∗
1
|A1,id∗

1
R1, . . . ,A�,id∗

�
|A�,id∗

�
R�) · (L1e′

1, . . . , Lke′
k,0, . . . ,0)�mod q.

Thus, we have
(A1,id∗

1
, . . . ,A�,id∗

�
) · (L1(ê1,0 + R1ê1,1), . . . , Lk(êk,0 + Rkêk,1),0, . . . ,0)� =

(A1, . . . ,A�)·(L1(ê1,0+R1ê1,1), . . . , Lk(êk,0+Rkêk,1),0, . . . ,0)� = 0 mod q.

We use the conclusion that for i = 1, 2, . . . , �, D · Li ∈ Z and |D · Li| ≤ (�!)3

[2] to clear the denominators of Li, thus,

A · (D · L1(ê1,0 + R1ê1,1), . . . , D · Lk(êk,0 + Rkêk,1),0, . . . ,0)�
︸ ︷︷ ︸

(e∗)�

= 0 mod q.
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Next, we show that e∗ is with high probability a short non-zero preimage of
0 under A.

Ri is a low-norm matrix with coefficients ±1, according to Lemma 7,
Pr[‖Ri‖ >

√
m · ω(

√
logm)] < negl(m), and for i = 1, 2, . . . , �, ‖e∗

i ‖, ‖e′
i‖ ≤

s2
√

2m, thus, with overwhelming probability ‖e∗‖ ≤ β for β = (�!)3 · (1 +
√

m ·
ω(

√
log m)) · 2s2 · √

2m�.
Finally, to show e∗

i,i = D·Li(êi,0+Riêi,1) = 0. For an easy case, suppose that
e∗

i,1 = e′
i,1, for a valid forgery, we must have e∗

i,0 = e′
i,0 and D · LiRiêi,0 � q,

thus e∗
i,i = 0 mod q. On the contrary, e∗

i,1 = e′
i,1, in this case, 0 = ‖êi,1‖ =

‖e∗
i,1 − e′

i,1‖ ≤ 2s2
√

2m and there must be at least one coordinate of êi,1 that is
non-zero modulo q. We use the same method as in Sect. 4.4, let this coordinate
be the last one in êi,1, and call it ĝ. Let ri be the last column of ei and gi = ĝri.
Vector e∗

i,i can be rewritten as e∗
i,i = gi + g′

i, where g′
i does not depends on

ri. The only information about ri available to A is just contained in the last
column of Ci,idi

= Ai,idi
Ri−H(id∗, id∗

i , i)Bi. A cannot know the value of gi with
probability exceeding 1/3 and at most one such value can result in a cancelation
of êi,1, for if some gi caused all coordinates of êi,1 to cancel, then every other gi

would fail to do so. Thus, e∗ is with high probability ε1 ≥ (1 − 3−k) · ε a short
non-zero preimage of 0 under A, and 0 = ‖e∗‖ ≤ β for β = (�!)3 · (1 +

√
m ·

ω(
√

logm)) · 2s2
√

2m�.

ii. If m∗ was not queried in Signing query, the analysis is same as above just for
that

∑

j∈J Lj · A′
j,id∗

j
e∗

j = qv = 0 mod q. Thus, e∗ is also with probability

ε2 ≥ (1 − 3−k) · ε a short non-zero preimage of 0 under A, and 0 = ‖e∗‖ ≤ β
for β = (�!)3 · (1 +

√
m · ω(

√
logm)) · s2

√
2m�.

Therefore, we can deduce that vector e∗ is with high probability ε′ = ε1/2 +
ε2/2 ≥ (1− 3−k) · ε a short non-zero preimage of 0 under A, i.e., Ae∗ = 0 modq
and 0 = ‖e∗‖ ≤ β for β = (�!)3 · (1 +

√
m · ω(

√
logm)) · 2s2

√
2m�.

4.5 Efficiency Analysis

The comparison with related lattice FIBS schemes in terms of public parameters
size ‖PP‖, master key size ‖MK‖, private key size for id, ‖SKid‖, signature size
‖σid,m‖, private key extraction cost (Ext-Cost), signing cost (Sig-Cost) and veri-
fication cost (Ver-Cost) are shown in Table 1. Here, � is the identity size, k < �
is the error tolerance parameter and k′ is the message size.

For simplicity, we set,

– T ′
1 denotes the time cost of RandBasis(ExtBasis) with module pq, T1 denotes

it with q and T ′′
1 denotes the cost of fixed dimension lattice basis delegation

with q;
– T2 denotes the cost of Shamir Secret-Sharing operation;
– T3 denotes the cost of SampleGau;
– T ′

4 denotes the cost of SamplePre with module pq, T4 denotes it with q;
– T ′

5 denotes the cost of inner product in Z
2m
pq , T5 denotes it in Z

m
q ;

– T ′
6 denotes the cost of scalar multiplication in Z

2n
pq , T6 denotes it in Z

2n
q .
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Table 1. Comparison of lattice FIBS schemes

Schemes [18] [19] [21] This work

‖PP‖ ((4� + k′ + 1)m + 1)nlogq 2�nmlogpq 2�nmlogq (5�m + k′)nlogq
‖MK‖ 2�m2logq 2�m2logpq �m2logq 2�m2logq

‖SKid‖ 4�m2logq 4�m2logpq 4�m2logq 4�m2logq

‖σid,m‖ 3�mlogq 2�mlogpq �mlogq 2�mlogq

Ext-Cost �T1 �T ′
1 �T ′′

1 �T1

Sig-Cost nT2 + �(T3 + T4 + nT5) nT2 + �T ′
4 mT2 + �T4 + n�T5 nT2 + �T4

Ver-Cost k(3nT5 + T6) k(nT ′
5 + T ′

6) (k + 1)nT5 + kT6 k(nT5 + T6)

Universe {0, 1}� {0, 1}� {0, 1}� {0, 1}�

Security SU-sID-CMA EU-aID-CMA EU-aID-CMA SU-sID-CMA

Model Standard ROM ROM Standard

The results in Table 1 show that in the standard model (Standard), [18] has
a slight advantage of ‖PP‖, while in the random model (ROM), [21] has a slight
advantage of ‖PP‖, ‖SKid‖, ‖σid,m‖ and Ver-Cost.

The results also show that in the standard model, our construction enjoys the
competitive advantages of ‖σid,m‖, Sig-Cost and Ver-Cost, namely, our scheme has
a smaller communication cost and the faster signing and verifying operations,
meanwhile, keeping the same size of ‖MK‖, ‖SKid‖, and the time cost in Ext-Cost
as [18].

For security, our construction and [18] are proved to be SU-sID-CMA, thus,
enjoying a strong security compared with [19,21].

5 Conclusions

A new efficient FIBS scheme based on the SIS problems over lattices are proposed
in this paper. The new construction is proved to be SU-sID-CMA in the standard
model for identities living in a small universe. Compared with the existing lattice
FIBS schemes, the new construction has made a great improvement on enhancing
the efficiency and the signature size, namely, a smaller communication cost and
a faster signing and verifying operations, thus, the new scheme is more practical.
To construct an efficient lattice FIBS in the standard model for identities living
in a large universe will be our future work.
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Abstract. Lattice-based cryptographic primitives are believed to have
the property against attacks by quantum computers. In this work, we
present a KEA-style authenticated key exchange protocol based on the
ring learning with errors problem whose security is proven in the BR
model with weak perfect forward secrecy. With properties of KEA such as
implicit key authentication and simplicity, our protocol also enjoys many
properties of lattice-based cryptography, namely asymptotic efficiency,
conceptual simplicity, worst-case hardness assumption, and resistance
to attacks by quantum computers. Our lattice-based authenticated key
exchange protocol is more efficient than the protocol of Zhang et al.
(EUROCRYPT 2015) with more concise structure, smaller key size and
lower bandwidth. Also, our protocol enjoys the advantage of optimal
online efficiency and we improve our protocol with pre-computation.

Keywords: Lattice-based cryptography · Authenticated key exchange
Post-quantum cryptography · Ring-LWE

1 Introduction

1.1 KE and AKE

Key exchange (KE) is one of the most fundamental cryptographic primitives.
In practice, a common secret key (session key) generated by their personal keys
(static key) should be shared with KE before the session starts, as the network is
considered to be insecure. The communication data will later be transmitted on a
trusted channel established with the session key. An authenticated key exchange
(AKE) is quite similar to KE while AKE provides authentication which can
avoid man-in-the-middle attack.

AKE can be divided into explicit AKE and implicit AKE according to the
technique that achieves authentication. Explicit AKE always needs extra cryp-
tographic primitives such as signatures, message authentication codes, or hash
functions to provide authentication, which brings additional computation and
communication overhead and makes the protocol more complicated. The IKE
c© Springer Nature Singapore Pte Ltd. 2018
F. Li et al. (Eds.): FCS 2018, CCIS 879, pp. 96–109, 2018.
https://doi.org/10.1007/978-981-13-3095-7_8
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[22], SIGMA [24], SSL [16], TLS [13], JFK [2] are all explicit AKEs. Implicit
AKE achieves authentication by ingenious design of the algebraic structure. The
KEA [33], OPACITY [32], MQV [29], HMQV [23] and OAKE [35] are families
of implicitly AKE.

Intuitively, an AKE is secure if no probabilistic polynomial time (PPT) adver-
sary is able to extract any useful information from the data exchanged during
the session. Formally, the widely used security models for AKE include the BR
model [4,36], the CK model [10] and the ACCE model [20]. The BR model, which
is introduced by Bellare and Rogaway, is an indistinguishability-based security
model. The CK model, which accounts for scenarios in which the adversary can
obtain information about a party’s static secret key or a session state, inher-
its from Krawczyk’s SIGMA family of protocols. The ACCE model is a variant
of the BR model which has separated properties for entity authentication and
channel security.

Another property of AKE protocols is perfect forward secrecy (PFS). PFS
requires that an adversary who corrupts one of the parties can not destroy the
security of previous sessions. However, Krawzcyk [23] showed that no 2-pass
implicit AKE protocol can achieve PFS. Alternatively, he presented a notion
of weak perfect forward secrecy (wPFS) which says that the session key of an
honest session remains secure if the static keys are compromised after the session
is finished.

1.2 Lattice-Based Cryptosystems

It is important to construct protocols based on lattice problems as lattice-based
cryptography is believed to resist quantum computers attacks. For instance, a
post-quantum cryptography competition is held by NIST to advance the process
of post-quantum cryptography standard.

The most widely used lattice problem to construct lattice-based cryptography
is the learning with errors (LWE) problem which was first proposed by Regev
[31] as an extension of learning parity with noise (LPN) problem [5]. Later in [28],
Lyubashevsky et al. introduced the ring-LWE which is the ring -based analogue
of LWE, and proved the hardness of ring-LWE. (ring-)LWE has attracted a lot
of attention in theories and applications due to its good asymptotical efficiency,
strong security, and exquisite construction. LWE has been used to construct
public-key encryption [19,26,31], identity-based encryption [1,11], key exchange
[3,7,14,21,36], and fully homomorphic encryption [8,9], etc.

1.3 Techniques and Relation to KEA

The key idea behind our protocol, which was firstly proposed by Linder et al.
[26], is that the two parties share a common secret: I(x, y) = xAy, where x and
y ∈ Z

n
q are the static keys of two parties, and A is randomly chosen from R

n×n
q .

When it comes to ring-LWE, the form is simpler: I(x, y) = xay, where x and
y ∈ R are the static keys of two parties, and a is randomly chosen from R.
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The definition of ring-LWE indicates that it will bring some small errors
during the session. These small errors may be beneficial in security, but they
make the protocol incorrect. A common method to deal with these errors is
reconciliation mechanism which was first proposed by Ding et al. [14] and soon
improved with a more bandwidth-efficient and unbiased one presented by Peikert
[30]. In [3], Erdem et al. proposed a more efficient reconciliation mechanism
based on a varying error distribution at the expense of security. In [21], Jin
et al. formalized reconciliation mechanism as a black-box called key consensus
(KC) and gave the upper bound on parameters for any KC. What’s more, they
designed a KC called OKCN which can achieve the upper bound.

Our AKE protocol is inspired by KEA which was designed by the NSA
and later standardized by the NIST. However, they are very different in the
underlying algebraic structures. In the original KEA protocol, the shared key
is HK(Ay ⊕ Xb). Later in [25], Lauter et al. improved the original KEA with
a provably secure version KEA+. Throughout our work, we simply refer KEA
to the provably secure version KEA+. Formally, let G be a cyclic group with
generator g ∈ G and |G| = n. Randomly choose si, sj ∈ {1, ..., n} as the static
keys of Party i and Party j. The specification of KEA is given in Fig. 1, where
H is a hash function.

Fig. 1. Specification of KEA

As shown in [35], KEA enjoys the advantage of optimal online efficiency. The
separation of two exponentiations, which allow off-line pre-computation, makes
KEA much more desirable for deployments on low-power devices, such as smart
cards and phones over wireless setting. Take Party i as an example, Party i pre-
computes X and P x

j before session starts, where j is one of the potential parties
which Party i may communicate with.

Thanks to the simplicity of KEA, there is no complicated computation for
each party to compute a closed value for reconciliation mechanism. Compared
to the protocol in [36], the error of these two values is smaller. Consequently, a
smaller q is sufficient for ensuring the correctness of reconciliation mechanism,
which has two advantages: (1) A smaller q can reduce the bit length of public
keys and the bandwidth as they are proportional to log q; (2) For any fixed error
rate α, higher security level can be achieved with a smaller q as the security of
(ring-)LWE is partially dependent on the ratio of q and α.
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In KEA, the Xsj = gxsj do not reveal any information about sj even x is
chosen by adversary. However, it is well-known that the Regev’s encryption [31]
is not chosen-ciphertext attack (CCA) secure. This vulnerability was utilized by
Ding et al. [15] who show an attack depends on the leakage of signal function
[14]. The adversary can extract the static key of target party after 2q queries.
But this type of attack is inefficient to our protocol for two reasons: (1) Similar
as PKI, the public keys of parties will be updated periodically, and there are no
enough queries for adversary to extract the static keys; (2) The signal function
in our protocol is probabilistic polynomial time algorithm. It is more difficult for
adversary to decide the period of the signal value during the attack.

1.4 Related Works and Our Contributions

The raise of attention to post-quantum cryptography stimulates more construc-
tions of lattice-based AKE protocols in the last few years. A passive-secure KE
protocol based on (ring-)LWE, which was proposed by Ding et al. is translated
from standard Diffie-Hellman protocol [14]. The most significant contribution of
Ding’ work is that they proposed the concept of reconciliation mechanism to deal
with the errors. Fujioka et al. [17] proposed a generic construction of AKE from
CCA secure KEMs, which can be proven secure in the CK+ model. However,
their construction was just of theoretic interest. In [18], Fujioka et al. gave a
more practical AKE protocol which can be constructed from any one-way CCA
secure KEM in the random oracle model. In [30], Peikert presented an efficient
key encapsulation mechanism (KEM) based on ring-LWE, and then translated it
into an AKE protocol using the SIGMA-style structure. After that, Bos et al. [7]
utilized Peikerts KEM as a DH-like KE protocol, and integrated it into the TLS
protocol. Strictly speaking, their protocol is not a lattice-based AKE protocol
because classical signatures were employed to provide explicit authentication.
Alkim et al. [3] then improved the performance of Peikert’s KEM to make the
AKE protocol more practical, and their new protocol that called NewHope was
applied to the Google’s browser Chrome. It is the first post-quantum AKE pro-
tocol adopted by real world. Zhang et al. [36] proposed the first lattice-based
implicit AKE whose structure is similar as HMQV. In [21], Jin et al. introduced
the notion of key consensus (KC) as a tool and presented generic constructions
of KE based on KC.

A rough comparison of lattice-based AKEs is given in Table 1. A more
detailed comparison between our protocols and the protocol in [36] is showed
in Table 2 as they are very similar and are all implicit AKE protocols.

1.5 Organization

Section 2 presents some basic notations and facts. The AKE protocol based on
ring-LWE problem is given in Sect. 3 and the analysis of the protocol is also
given in Sect. 3. In Sect. 4, a new protocol which is more efficient for the Internet
is considered. In the last section, we analyze the concrete choices of parameters
along with the consideration of their security.
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Table 1. Comparison of lattice-based AKEs.

Protocols KEM/PKE Signature Message-pass Security Num. of rings

Fujioka [17] CCA - 2-pass CK+ � 7

Fujioka [18] OW-CCA - 2-pass CK+ 7

Peikert [30] CPA EUF-CMA 3-pass SK-security > 2(a)

Bos [7] CPA EUF-CMA 4-pass ACCE 2

Alkim [3] CPA EUF-CMA 4-pass - 2 + x(b)

Zhang [36] - Implicit 2-pass BR with wPFS 2

Ours - Implicit 2-pass BR with wPFS 2
(a) 2 ring elements for KEM and more for the concrete lattice-based signatures.
(b) The actual number of ring elements depends on the signature, and it can be a
traditional signature, so x ≥ 0

Table 2. Comparison between ours and Zhang’s protocol [36] with 80 bits security.
mult. refers to the total number of multiplications over rings.

Protocols n α log q mult. pk sk init. msg resp. msg

Zhang [36] 1024 3.397 45 4 5.625 KB 1.5 KB 5.625 KB 5.75 KB

Section 3 1024 3.192 30 3 3.75 KB 0.75 KB 3.75 KB 4 KB

Section 4 1024 3.192 30 1 3.75 KB 0.75 KB 3.75 KB 4 KB

2 Preliminaries

2.1 Notation

Let κ be the security parameter. Bold capital letters denote matrices. Bold low-
ercase letters denote vectors. For any integer q, let Zq denote the quotient ring
Z/qZ. We use a ←r B to denote that a is an element randomly chosen from B,
where B is a distribution or a finite set. When we say that a function f(x) is
negligible, we mean that for every c > 0, there exists a X satisfies: f(x) < 1/xc

for all x > X. The statistical distance between two distributions, X and Y , over
some finite set S is defined as:

Δ(X,Y ) =
1
2

∑

s∈S

|Pr(X = s) − Pr(Y = s)| .

If Δ(X,Y ) is negligible, we say that X and Y are statistically indistinguishable.

2.2 Lattice and Gaussian Distributions

A lattice always connects to a matrix B, and it is finitely generated as the integer
linear combinations of the column vectors of B = {b1, ..., bk}:

L = L(B) = {
n∑

i=1

zibi : zi ∈ Z} .
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The integer n is called the rank of the basis, and it is an invariant of the lat-
tice. For any positive integer n and real s > 0, define the Gaussian function of
parameter s as:

ρs(x) = exp(−π‖x‖/s2) .

We define a Gaussian distribution over lattice L as:

Ds(x) = ρs(x)/ρs(L) .

where ρs(L) =
∑

x∈L ρs(x).

Fact 1. Let χ denote the Gaussian distribution with standard deviation σ and
mean zero. Then, for all C > 0, it holds that:

Pr(e ←r χ : |e| > C · σ) ≤ 2
C

√
2π

exp(−C2/2) .

This fact shows that the probability that the samples from χ are not around the
mean is small. Specially, for C = 10, the probability is less than 2−70.

Fact 2. Let x, y ∈ R be two polynomials whose coefficients are distributed
according to a discrete Gaussian distribution with standard deviation σ and τ ,
respectively. The individual coefficient of the x · y is then normally distributed
with standard deviation στ

√
n, where n is the degree of the polynomial.

Let the integer n be a power of 2. For any positive integer, we define the ring
R = Z[x]/(xn + 1), and Rq = Zq[x]/(xn + 1). Obviously, the discrete Gaussian
distribution over the ring R can be naturally defined as the distribution of ring
elements whose coefficients are distributed according to the discrete Gaussian
distribution over Z

n. Consequently, for any x ∈ Rq, we define x ←r χα that we
sample x whose coefficients are distributed according to χα.

Define Rq as above. For any s ∈ Rq, the ring-LWE distribution As,χ over
Rq × Rq is sampled by choosing a ←r Rq at random, choosing e ←r χ and e is
independent of a, and outputting (a, b = s · a + emod q).

Definition 1. Let As,χ be defined as above. Given m independent samples
(ai, bi) ∈ Rq × Rq where every sample is distributed according to either: (1)
As,χ for a uniformly random s ←r Rq (fixed for all samples), or (2) the uniform
distribution, no PPT algorithm can distinguish, with non-negligible probability,
which distribution they are chosen from.

The ring-LWE assumption can be reduced to some hard lattice problems such
as the Shortest Independent Vectors Problem (SIVP) over ideal lattices [28]:

Lemma 1 (Hardness of the Ring-LWE Assumption). Let n be a power of 2 and
α be a real number in (0, 1). Let q and Rq be defined as above. Then there exists
a polynomial time quantum reduction from O(

√
n/α) − SIV P in the worst case

to average-case ring-LWEq,β, where β = αq · (n� = log(n�))1/4.

In [28], Lyubashevsky et al. showed that the ring-LWE assumption still holds
even if s is chosen according to the error distribution χβ rather than uniformly.
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2.3 Reconciliation Mechanism

Reconciliation mechanism was first proposed by Ding et al. [14] and later be
reconstructed by a series of works [3,21,30]. It enables two parties to extract
identical information from two “almost” same elements σ1 and σ2 ∈ Zq. In
our protocol, the reconciliation mechanism OKCN [21] is adopted, and a brief
description of OKCN is given as follows.

The OKCN consists of two algorithms (Con,Rec) which have parameters
q (dominating security and efficiency), m (parameterizing range of consensus
key), g (parameterizing bandwidth), and d (parameterizing error rate). Define
params = (q,m, g, d, aux) where aux = (q′ = lcm(q,m), α = q′/q, β = q′/m).
The probabilistic polynomial time algorithm Con takes a security parameter
(σ1, params = (q,m, g, d)) as input and outputs (k1, ω) where k1 ∈ Zm is the
shared value and ω ∈ Zg is the signal that will be publicly delivered to the
communicating peer. The deterministic algorithm Rec, on input (σ2, ω, params),
outputs k2 which is identical to k1 with overwhelming probability. The details
of OKCN are presented in Algorithm 1.

Algorithm 1. Reconciliation Mechanism: OKCN
1: function Con(σ1, params)
2: e ← [−�(α − 1)/2�, �α/2�]
3: σA = (ασ1 + e) mod q′

4: k1 = �σA/β�
5: ω = �(σA mod β)g/β� ∈ Zg

6: return (k1, ω)
7: end function
8: function Rec(σ2, ω, params)
9: k2 = �ασ2/β − (ω + 1/2)/g� mod m

10: return k2

11: end function

Lemma 2. For OKCN: (1) k1 and ω are independent, and k1 is uniformly
distributed over Zm, whenever σ1 ← Zq; (2) If the system parameters satisfy
(2d + 1)m < q(1 − 1/g) where m ≥ 2 and g ≥ 2, then the OKCN is correct
(k1 = k2).

2.4 Security Model

The BR security model, which is one of the most common models for KE proto-
col, is usually strong enough for many practical applications. It was first proposed
by Bellare and Rogaway in [4], and later in [6], the BR model was extended to
adapt to the public-key setting.

A protocol is a pair of functions P = (Π,G), where Π specifies how parties
behave and G generates keys for each party. For an AKE protocol, define N to
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be the maximum number of parties in the AKE protocol. Each party is iden-
tified by an integer i ∈ {1, 2, 3, ..., N}. A single run of the protocol is called a
session. A session starts with message (ID, I, i, j) or (ID,R, j, i,Xi), where ID
is the identification of the protocol, and I and R stand for the party’s roles.
We define session identifier for the session activated by message (ID, I, i, j) as
sid = (ID, I, i, j,Xi, Yj) and session identifier for the session activated by mes-
sage (ID,R, j, i,Xi) as sid = (ID,R, j, i,Xi, Yj). A session is said to be com-
pleted when its owner successfully computes a session key. The matching session
of sid = (ID, I, i, j,Xi, Yj) is the session with identifier s̃id = (ID,R, j, i,Xi, Yj).

We adopt the technique in [36] to describe the adversarial capabilities: an
adversary, A, is a PPT Turing Machine taking the security parameter 1k as
input. We allow A to make six types of queries to simulate the capabilities of A
in the real world.

– Send0(ID, I, i, j): A activates Party i as an initiator. The oracle returns a
message Xi intended for Party j.

– Send1(ID,R, j, i,Xi): A activates Party j as a responder using message Xi.
The oracle returns a message Yj intended for Party i.

– Send2(ID,R, i, j,Xi, Yj): A sends Party i the message Yj to complete a
session previously activated by a Send0(ID, I, i, j) query that returned Xi.

– SessionKeyReveal(sid): The oracle returns the session key in the session
sid if it has been generated.

– Corrupt(i): The oracle returns the static secret key of Party i. A party
whose key is given to A in this way is called dishonest; a party who does not
compromise in this way is called honest.

– Test(sid∗): The oracle chooses a bit b ←r {0, 1}. If b = 0, it returns a key
chosen uniformly at random; if b = 1, it returns the session key associated
with sid∗. We only allow A to query this oracle once, and only on a fresh
session sid∗.

Definition 2. (Freshness): Let sid∗ = (ID, I, i∗, j∗,Xi, Yj) or (ID,R, j∗, i∗,
Xi, Yj) be a completed session with initiator Party i∗ and responder Party j∗.
We say that sid∗ is fresh under the following conditions:

(1) A has not made a SessionKeyReveal query on sid∗.
(2) A has not made a SessionKeyReveal query on sid∗’s matching session.
(3) Neither Party i∗ nor Party j∗ is dishonest if sid∗’s matching session does

not exist.

Security Definition: The adversary A can make any sequence of queries to
the first five oracles above. After that A can make a query to test on a fresh
session. Then A outputs a guess b

′
for b. We define the advantage of A:

AdvID
A = |Pr(b

′
= b) − 1/2| .

Definition 3. (Security): An AKE protocol ID is secure under the following
conditions:

(1) Two honest parties get the same session key with overwhelming probability.
(2) For any PPT adversary A, AdvID,A is negligible.
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3 The KEA-Style Authenticated Key Exchange

In this section, we describe our protocol in details. Let n be a power of 2. Define
ring Rq = Zq[x]/(xn +1). Let H : {0, 1}∗ → {0, 1}κ be a hash function to derive
session keys, where κ is the length of the session key. In our protocol, this hash
function is simulated by a random oracle. Let χα be a discrete Gaussian distri-
bution with parameter α ∈ R+. Let a ∈ Rq be the public parameter uniformly
chosen from Rq. Suppose Party i is the initiator, and Party j is the responder.
Let si ←r χα be the static secret key of Party i, and pi = asi + ei is the public
key of Party i, where ei ←r χα. Similarly, sj ←r χα is the static secret key of
Party j, and Party j’s public key is pj = asj + ej , where ej ←r χα.

Initiation: Initiator i proceeds as follows to activate the session:

a. Sample ri, fi ←r χα, and compute xi = ari + fi;
b. Send xi to Party j.

Response: After receiving xi from Party i, Party j proceeds as follows:

1. Sample rj , fj ←r χα, and compute yj = arj + fj ;
2. Sample gj1, gj2 ←r χα, and compute kj1 = pi · rj + gj1 and kj2 = xi · sj + gj2;
3. Compute (σj1, ωj1) ← Con(kj1, params) and (σj2, ωj2) ← Con(kj2, params);
4. Party j derives his session key skj = H(σj1, σj2, i, j, xi, yj , ωj1, ωj2);
5. Send yj , ωj1, ωj2 to Party i.

Finish: After receiving yj , ωj1, ωj2 from Party j, Party i proceeds as follows:

c. Sample gi1, gi2 ←r χα, and compute ki1 = pj · ri + gi1, ki2 = yj · si + gi2;
d. Compute σi1 = Rec(ki1, ωj2, params) and σi2 = Rec(ki2, ωj1, params), then

Party i derives his session key ski = H(σi2, σi1, i, j, xi, yj , ωj1, ωj2) (Fig. 2);

3.1 Analysis of the Protocol

Theorem 1 (Correctness). For appropriately chosen parameters, both parties
compute the same session key with overwhelming probability, which means ski =
skj.

Proof. To show ski = skj , it is sufficient to show that σi1 = σj2 and σi2 = σj1

according to the way the session keys are computed. We just need to show that
ki1 is closed to kj2 and ki2 is closed to kj1. Due to the symmetry, we only estimate
the size of ‖ki2 − kj1‖.

ki2 − kj1 = ((arj + fj)si + gi2) − ((asi + ei)rj + gj1)
= (fjsi − eirj) + (gi2 − gj1) . (1)

According to Lemma 2, if ‖ki2 − kj1‖ < (g−1)q−gm
2gm , we have σi2 = σj1. Sim-

ilarly, we have σi1 = σj2. Here we just need to know if q is big enough, then
the inequality can be satisfied. The concrete parameters will be considered in
Sect. 5. �
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Fig. 2. Our AKE protocol from ring-LWE

Theorem 2 (Security). Let n, q, α be defined as above. Let H be a random
oracle. If ring-LWEq,α is hard, then the proposed AKE is secure.

The complete proof of Theorem 2 appears in the full version of this paper [34],
and a proof sketch is given as follows.

Proof (sketch). The proof proceeds by a sequence of games. In each game, a
simulator S answers the queries of A. We show that the output of S in the first
game is computationally indistinguishable with the output in the last game, and
AdvID

A of last game is negligible. Here are the basic ideas.

a. (Pi, a) (with secret si) and (Pj , a) (with secret sj) are ring-LWE pairs. Given
Pi and Pj , A cannot get any information about si and sj .

b. (xi, a) (with secret ri) and (yj , a) (with secret rj) are ring-LWE pairs. Given
xi and yj , A cannot get any information about ri and rj .

c. Due to the nice properties of ring-LWE, kj1, kj2, ki1, ki2 are randomly dis-
tributed in Rq.

d. The distribution of ωj1 and ωj2 reveals no information about kj1 and kj2.

These together indicate that the shared session key is secure. That is to say,
the session key is uniformly random and independent of the messages exchanged
during the session. �

4 Efficient AKE with Pre-computing

In this section, we consider the pre-computation to make our AKE protocol more
efficient for the Internet. As we see, the most inefficient operation in our protocol
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is the multiplication over a ring. Inspired by KEA, we show that it is possible to
pre-compute something off-line in our protocol, which can reduce the number of
multiplication over a ring on-line. Define N is the maximum number of parties,
and [N ] := {0, ..., N − 1}. Let si ←r χα be the static secret key of Party i, and
pi = asi + ei is the public key of Party i, where ei ←r χα. Similarly, sj ←r χα is
the static secret key of Party j, and Party j’s public key is pj = asj + ej , where
ej ←r χα. We give the description of our pre-computing version AKE protocol:

Off-line: Take Party i as an example. Party i chooses ri, fi ←r χα and gi1 ←r

χα, and computes xi = ari +fi and kj
i1 = pj ·ri +gi1 for every j ∈ [N ]/i. Party i

holds the Table Ti which stores the N values (xi and kj
i1 for j ∈ [N ]/i) computed

above. Similarly, for j ∈ N/i, Party j executes the same as Party i, and holds
its Table Tj .

On-line: Suppose Party i is a initiator and Party j is a responder.

Initiation: Party i proceeds as follows to activate the session:

a. Look up the Table Ti for xi.
b. Send xi to Party j.

Response: After receiving xi from Party i, Party j proceeds as follows:

1. Look up the table Tj for yj ;
2. Sample gj1, gj2 ←r χα, and compute kj2 = xi · sj + gj2. Look up the Table

Tj for kj1 = ki
j1;

3. Compute (σj1, ωj1) ← Con(kj1, params) and (σj2, ωj2) ← Con(kj2, params);
4. Party j derives his session key skj = H(σj1, σj2, i, j, xi, yj , ωj1, ωj2);
5. Send yj , ωj1, ωj2 to Party i.

Finish: After receiving yj , ωj1, ωj2 from Party j, Party i proceeds as follows:

c. Sample gi1, gi2 ←r χα, and compute ki2 = yj · si + gi2. Look up the Table Ti

for ki1 = kj
i1;

d. Compute σi1 = Rec(ki1, ωj1, params) and σi2 = Rec(ki2, ωj2, params), then
Party i derives his session key ski = H(σi2, σi1, i, j, xi, yj , ωj1, ωj2);

In practice, the number N is not very big. Therefore, the size of Table Ti is N
ring elements, which is small. Table lookups have advantages in efficiency over
multiplication over rings. There is only 1 multiplication in our protocol compared
with 3 multiplications in the protocol from Sects. 3 and 4 multiplications in the
protocol from [36].

5 Parameters and Concrete Security

To maintain the property of correctness, according to the conclusion of Theo-
rem 1, ‖ki2 − kj1‖ < (g−1)q−gm

2gm must be satisfied, that is to say:

(fjsi − eirj) + (gi1 − gj1) <
(g − 1)q − gm

2gm
. (2)
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Combine the Fact 1 and Fact 2, with high probability, we have:

(fjsi − eirj) + (gi1 − gj1) ≤ (‖fjsi‖ + ‖eirj‖ + ‖gi1‖ + ‖gj1‖)
≤ (6α2

√
n + 6α2

√
n + 6α + 6α)

= 12(α2
√

n + α) .

So we have the inequality:

q >
24gm(α2

√
n + α)

g − 1
. (3)

As recommended in [26,31], it is necessary to set the Gaussian parameter α as:

α ≥ 8/
√

2π . (4)

To estimate the concrete security of our protocol, we consider the approach of
[12], which investigates the two most efficient ways to solve the underlying (ring-
)LWE problem, namely the embedding attack and the decoding attack. The
embedding attack is more efficient than the decoding attack when the adver-
sary only has access to a few samples. In our protocol, the decoding attack is
more efficient as m is close to the optimal dimension

√
nlg(q)/lg(δ)). Thus we

concentrate on the decoding attack.
The decoding attack was introduced by Lindner et al. [26], which is inher-

ently from nearest-plane algorithm. It is further improved by Liu et al. [27] with
pruned enumeration approach. For a instance of (ring-)LWE, the decoding attack
first uses a lattice reduction algorithm, and then applies a decoding algorithm
from [26] or [27]. The output is a set of vectors closed to the target vector. There
is a continuous correspondence between the success probability of returning the
actual closest vector and the Hermite factor. In our analysis, we follow the app-
roach proposed by Lindner et al. [26] to predict this success probability, and the
runtime of lattice reduction algorithm is predicted by T (δ) = 1.8/lg(δ) − 110.

Above all, the candidates of our parameters are given in Table 3. The size of
sk is the value of expectation computed using Fact 1 (sk ∈ (−10α, 10α) with
high probability).

Table 3. Candidates of our parameters.

n m g α log q Security pk sk init. msg resp. msg |K|
1024 24 21 3.192 32 80 4 KB 0.75 KB 4 KB 4.25KB 2KB

1024 22 21 3.192 24 132 3 KB 0.75 KB 3 KB 3.25 KB 0.5KB

1024 21 21 3.192 18 190 2.25 KB 0.75 KB 2.25 KB 2.5 KB 0.125KB
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Abstract. Proxy re-encryption (PRE) allows a semi-trusted proxy to turn
Alice’s ciphertexts into Bob’s ciphertexts, however, the proxy cannot get the
corresponding plaintexts. Because of the special property, PRE achieves good
reliability and secrecy. Nevertheless, most of the proposed proxy re-encryption
schemes are based on the number theoretic problem and their security are
proved in the random oracle. Therefore, this paper constructs an efficient and
novel identity-based multi-bit PRE scheme based on the learning with errors
(LWE) assumption and can resist to quantum attack. What’s more, it is proved
to be CPA secure in the standard model and has the properties of multi-use and
bidirectional.

Keywords: Proxy re-encryption � Lattice cryptography � Gaussian sampling
LWE

1 Introduction

In a proxy re-encryption model, there are three participants are involved, respectively,
the proxy, the delegator and the delegatee. The delegator produces a secret information
as the proxy’s private key. And then the proxy uses the key to transform the delegator’s
ciphertexts into the delegatee’s ciphertexts, but the proxy cannot obtain any informa-
tion of the plaintext during the process. Identity based proxy re-encryption (IB-PRE)
[1] is an identity based encryption (IBE) mechanism that is introduced into a PRE
system. The public key can be an arbitrary identity, such as address, telephone number,
or e-mail address. IBPRE can effectively avoid the difficulty of key distribution and
reduce the burden of key management center, so it can be a flexible tool in many
dynamic environments and it has a more abundant practical scene, such as [2, 3] and
[4]. Therefore, the study of IBPRE is very meaningful.

1.1 Related Works

In 1998, Blaze et al. [5] put forward the first bidirectional PRE scheme. Moreover, it is
proved adaptive chosen-message attack secure. Then PRE was widely studied. With the
development of quantum computers, it is very necessary to design PRE schemes which
are capable of resisting quantum computer attacks. In recent years, lattice-based
cryptography has been become a research hotspot by many cryptographers in the
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quantum era because of its simple computation, resistance to quantum attacks and high
efficiency. The first PRE scheme was constructed by using the LWE hard assumption in
2010 [6], which is bidirectional and interactive. And in 2013, Aono et al. [7] proposed
a PRE scheme based on lattice. On the IB-PRE scheme with lattices, based on the
method of [7]. Later, [8] used the trap generation function to produce the private key,
and proved that the scheme can reach the indistinguishability of ciphertexts under an
adaptive-identity chosen plaintext attack (IND-pID-CPA). Although more and more
PRE schemes based on lattice are proposed, identity-based encryption schemes are rare
and mostly cannot resist quantum attack. Therefore, our goal is to construct an efficient
identity-based proxy re-encryption over lattice in the standard model.

2 Preliminaries

2.1 Notations

In this paper, we set the following notations. We use Z and R to denote the sets of the
integers and the real numbers. And denote by k A k or k a k the l2-norm of a matrix A
or a vector a. For a matrix A 2 R

n�m, We use AT to remark its transposed matrix. Let n
be the security parameter, other quantities are determined by n. We use big-O to
describe the growth of functions. We always use shorted words to express algorithms,
such as ReKeyGen is a re-key generation algorithm.

2.2 Lattice

Definition 1. Let a basis B ¼ b1; b2; . . .; bm½ � 2 R
m�m be an m� m matrix with lin-

early independent columns b1; b2; . . .;bm 2 R
m. The lattice K generated by the basis B

and its dual K� are defined as (both are m-dimensional):

K ¼ L Bð Þ ¼ y 2 R
m; s:t: 9s 2 R

m; y ¼ BS ¼
Xm
i¼1

sibi

( )
ð1Þ

K� ¼ z 2 R
m s:t: 9y 2 K; zTy ¼ z; yh i 2 Z

� � ð2Þ

Definition 2. Let q be a prime and a matrix A 2 Z
n�m
q , define two m-dimensional full-

rank integer lattices [9]:

K? Að Þ ¼ e 2 Z
m s:t:Ae ¼ 0 mod qð Þf g ð3Þ

K Að Þ ¼ y 2 Z
m s:t: 9s 2 Z

m ; ATs ¼ y mod qð Þ� � ð4Þ

Observe that they are dual when properly scaled, as K? Að Þ ¼ qK Að Þ� and
K Að Þ ¼ qK Að Þ�.
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Lemma 1 [10]. TrapGenðq; nÞð Þ Let q be odd, and q� 3;m ¼ 6n log qd e. Then there
is a probability polynomial time (PPT) algorithm that output a random matrix A 2
Z
n�m
q and a group of basis T 2 Z

m�m
q on a lattice K?q Að Þ satisfying:

~T
�� ���O

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n log q
pð Þ

Tk k�O n log qð Þ ð5Þ

2.3 Discrete Gaussian Distributions

Definition 3 (Gaussian distribution function [11]). For any positive parameter r[ 0,
centered at c, define the Gaussian distribution function on R

n:

8x 2 R
n; qr;c ¼ exp

�p x� ck k2
r2

 !
ð6Þ

Definition 4. For any r[ 0; c 2 R
n;m-dimensional lattice K, define the discrete

Gaussian distribution function over K as flowing:

DK;r;c xð Þ ¼ qr;c xð Þ
qr;c Kð Þ ¼

qr;c xð ÞP
x2K qr;c xð Þ ; 8x 2 R

n ð7Þ

Lemma 2 SampleGaussianð Þ. There is a probabilistic polynomial time algorithm
(PPT), input a lattice K and an arbitrary basis B ¼ b1; b2; . . .; bnf g of the lattice K.
Then input the desired parameters r[ 0; c 2 R

n. The output of the algorithm is a
lattice vector distributed according to DK;r;c.

Lemma 3 [10]. Let q[ 2 and a matrix A 2 Z
n�m
q , TA is a basis of

K?q Að Þ; r� ~TA
�� �� � x ffiffiffiffiffiffiffiffiffiffiffi

logm
pð Þ; c 2 Z

m; u 2 Z
n
q. Then do:

(1) Pr x DK?q Að Þ;r : xk k[ r
ffiffiffiffi
m
ph i

� negl nð Þ;
(2) There is a SampleGaussian A;TA; u; rð Þ in a PPT algorithm, return x 2 K?q Að Þ

and it is not distinguishable from the discrete Gaussian distribution DK;r;c;
(3) There is a PPT algorithm Sample Pr e A;TA; u; rð Þ that makes x 2 Ku

q Að Þ statis-
tically close to DKu

q Að Þ;r;c.

Lemma 4 [10]. Set n, q as positive integers and q is a prime number, let m� 2n log2 q.
If A 2 Z

n�m
q ; r�x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
log2 m

p� �
; e 2 DZ

m;r, so the distribution statistics of u ¼ Aemod
q is close to the uniform distribution on Z

n
q.
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2.4 The Learning with Errors (LWE) Problem

Definition 5 [12]. For n;m; q 2 Z, let v be a distribution on Zq. The LWEq;v problem
is to distinguish (with non-negligible probability) the distribution As;v and the uniform
distribution on Z

n
q � Zq for some uniform s Z

n
q, where s is a secret. As;v is defined as

the distribution on Z
n
q � Zq and the variable is ða; aTsþ xÞ, where a Z

n
q is uniform

and x v are independent.

3 Our Scheme

3.1 Construction

Setup 1nð Þ: Input security parameters 1n and run the algorithm TrapGenðq; nÞ to
produce a random matrix A 2 Z

n�m
q and a small norm matrix T 2 Z

m�m as the trapdoor

basis for K?q Að Þ. And it satisfies ~T
�� ���O

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n log q
pð Þ. The trapdoor function is

fA xð Þ ¼ Axmod q ðf : Zm ! Z
n
qÞ. Choose mþ 1 matrix U0;U1; � � � ;Um 2 Z

n�m
q ran-

domly. The master public key is mpk ¼ A;U0;U1; � � � ;Umð Þ, and the master private
key is msk ¼ T.

Extract ðmpk;msk; idÞ: Input the master public key mpk ¼ A, the master private key
msk ¼ T and the user’s identity id ¼ id1; id2; . . .; idmð Þ 2 0; 1f gm. Let

Uid ¼ U0þ
Pm
i¼1

idiUi¼ ðu1; u2; � � � ;umÞ, use the algorithm SamplePre to sample a

vector ei so that ui ¼ Aei mod q; eik k� r
ffiffiffiffi
m
p

, where ui 2 Z
n
q; ei 2 Z

m
q . Let

Eid ¼ ðe1; e2; . . .; emÞ, then AEid ¼ Uid mod q. The private key is sk ¼ Eid .

ReKeyGen ðE1;E2Þ: For the user 1 and the user 2, the corresponding private keys are
respectively E1 and E2, then calculate rk1$2 ¼ E1 � E2.

Enc ðmpk; id; bÞ: Input mpk ¼ A, do:

(1) Choose a random vector s Z
n
q, a vector b 2 0; 1f gm and an error vector

x vm;
(2) Compute y ¼ ATsþ 2x;
(3) Compute c ¼ UT

idsþ 2xþ b;
(4) Input the ciphertext ðy; cÞ.

ReEnc ðrk1$2; y; cÞ: Input the re-encryption key rk1$2 ¼ E1 � E2 and one of the user
1’s ciphertexts c1. The proxy calculates c2 ¼ c1 � rkT1$2y. Finally output the ciphertext
ðy; c2Þ.
Dec ðsk; y; cÞ: Input the private key sk ¼ E and a ciphertext ðy; cÞ. It calculates
b ¼ c� ETymod 2.
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3.2 Correctness and Parameters

For the ciphertext ðy; cÞ, the decryption is shown as follows:

c� ETy
¼ UTsþ 2xþ b� ET ATsþ 2x

� �
mod 2

¼ UTsþ 2xþ b� AEð ÞTs� 2ETxmod 2
¼ 2x� 2ETxþ bmod 2
¼ bmod 2
¼ b

ð8Þ

For the re-encryption ciphertext ðy; c2Þ, we need to compute:

c2 � ET
2y

¼ c1 � rkT1$2y� ET
2 ðATsþ 2xÞmod 2

¼ UT
1 sþ 2xþ b� ðE1 � E2ÞTðATsþ 2xÞ � ET

2 ðATsþ 2xÞmod 2
¼ UT

1 sþ 2xþ b� UT
1 s� 2ET

1xþUT
2 sþ 2ET

2x� UT
2 s� 2ET

2xmod 2
¼ 2x� 2ET

1xþ bmod 2
¼ bmod 2
¼ b

ð9Þ

In order to ensure the correctness of the scheme, it needs to satisfy the following
conditions:

(1) The algorithm TrapGen requires m[ 6n log q; k T k �Oðn log qÞ and
q ¼ ployðnÞ;

(2) The algorithm Extract requires r� jj~Tjj � xð ffiffiffiffiffiffiffiffiffiffilog n
p Þ;

(3) In order to satisfy the requirement of the correctness of the Dual Encryption
algorithm and the requirement of reduction, it requires q[ 5rðmþ 1Þ and
a\1=r

ffiffiffiffi
m
p

xðlogmÞ; v ¼ �Wa.

In summary, we set the following parameters:
m ¼ 6n log qd e, q ¼ n3, r ¼ m � xðlog nÞ, a ¼ 1=ðlþ 1ÞrmxðlogmÞ, Where l\n

is the length of users’ identity.

Theorem 1 (Multi-use). Let m; q; r; a be as aforementioned, our scheme satisfies the
multi-use.

Proof: For the users 1; 2; . . .; k, we suppose that ðy; c1Þ is the ciphertext of the user 1.
The re-encryption procedure is performed from 1 to k through 2 to k � 1. The re-
encryption procedures are as follows:
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ck ¼ ck�1 � rkTk�1$ky
¼ ck�2 � rkTk�2$k�1y� rkTk�1$ky
� � � � � �
¼ c1 �

Pk�1
i¼1

rkTi$iþ 1y

¼ c1 �
Pk�1
i¼1

ET
i � ET

iþ 1

� �
y

¼ c1 � ET
1yþET

k y
¼ UT

1 sþ 2xþ b� ET
1 ðATsþ 2xÞþET

k ðATsþ 2xÞ
¼ UT

k sþ 2ðx� ET
1xþET

k xÞþ b
¼ UT

k sþ 2x0 þ b

ð10Þ

Where x0 ¼ x� ET
1xþET

k x, obviously, ðy; ckÞ is the ciphertext of the user k. It can be
decrypted correctly.

3.3 Security Analysis

Theorem 2. If m; q; r; a be as in the aforementioned and assume that the LWEq;v is
hard, then our PRE scheme described is IND - CPA secure in the standard model.

Proof: In the process of proof, we need to use a series of games to prove that the
advantage of a polynomial time adversary attack is negligible.

Game 0: This is the original IND - CPA game. When the C receives i;m0;m1ð Þ at
the challenge phase, it will choose a random b 2 0; 1f g, and then it will compute the
ciphertext of the challenger C: c� ¼ UTsþ 2xþ b. Next sends c� to A. At last, A
outputs a guess b

0
, C outputs 1 when b

0 ¼ b, if not so, outputs 0.

Game 1: The difference between Game 0 and Game 1 is only the generation of the
matrix A. In Game 0, the master public key A is generated by the algorithm
TrapGenðq; nÞ. Well, it is random. But in Game 1, we change the method of generating
master public key A. We choose A Z

n�m
q uniformly at random, obviously, it is not

distinguishable from Game 0.

Game 2: In the previous game, U0;U1; � � � ;Um 2 Z
n�m
q are randomly selected. Yet,

we just change the generating method of matrix U0;U1; � � � ;Um in this game as
follows:

(1) First, the challenger randomly select mþ 1 matrix E0;E1; � � � ;Em according to
Gauss distribution Dr=ðmþ 1Þ;0;

(2) Next, the challenger compute AEid ¼ Uid mod q;
(3) Finally, check whether Uid is linearly independent, if not, repeat steps (1).

Because Eid is selected from the Gauss distribution, and A is a random matrix, so we
know that the distribution of AEid ¼ Uid mod q is not distinguishable from the uniform
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distribution via Lemma 2. In the synthesis the factor, the Game1 and Game 2 are not
distinguishable.

In this phase, the adversary A can do extract key queries and re-encryption key
queries.

(1) Extract key queries: The adversary A sends idi to the challenger C, then C
computes Eid ¼ E0þ

Pm
i¼1

idiEi. Because of AEid ¼ Uid mod q, so AEid ¼ Uid ¼

U0þ
Pm
i¼1

idiUi mod qð Þ. At last, C sends Eid ¼ E0þ
Pm
i¼1

idiEi to A as the private

key of the user’s identity idi.
(2) Re-encryption key queries: The adversary A sends ðidi; idjÞ to the challenge C,

then C uses the above method to compute Eidi and Eidj . Next, the challenger C
returns rkidi$idi¼Eidi � Eidj to the adversary A.

Game 3: The method produced by the ciphertext of C is different from the Game 2.
We choose a random vector in Z

m
q as the challenge ciphertext c� in game 3.

We will illustrate that for a PPT adversary A, Game 3 and Game 2 are computa-
tionally indistinguishable, and then we reduce the problem to the LWE problem.

Reduction from LWE: We suppose that the adversary A has non-negligible advan-
tage e to distinguish Game 1 and Game 2. And we construct an algorithm to solve the
LWE problem.

The algorithm B has received m pairs random instances ai; við Þ 2 Z
n
q � Zq of the

LWEproblem,where vi ¼ ai; sh iþ xi.We letA ¼ a1; a2; . . .; amð Þ, v ¼ v1; v2; . . .; vmð Þ.
Then we do:

(1) We let c
0 ¼ ETv

0
;

(2) Let y� ¼ 2v
0
;

(3) Compute:

c� ¼ 2c
0 þ b

¼ ET � 2v0 þ b
¼ ETAT � 2s0 þ 2x

0 þ b
¼ UT � 2s0 þ 2x

0 þ b
¼ UT � sþ 2x

0 þ b

ð11Þ

Where s ¼ 2s
0
, obviously, ðy�; c�Þ is the ciphertext of the challenger.

(4) If the adversary A guesses the right b, then B outputs 1, if not, outputs 0.

If v is a uniformly random vector, then c� is also uniformly random. So, B outputs 1
with probability at most 1=2; If v is produced by this algorithm v ¼ ATsþ xmod q, c�

is also uniformly distributed. This is the same as the ciphertext distribution obtained by
the encryption algorithm Enc ðmpk; id; bÞ. And A guesses the right b by the probability
of 1þ eð Þ=2 in the case. Therefore, the probability that B outputs 1 is also 1þ eð Þ=2. In
other words, B can solve the LWE problem with the advantage of 1þ eð Þ=2.
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3.4 Comparison

In this section, we compare the private key size, directionality, security model and bit
encryption with related schemes [13, 8]. The results of the comparison are shown in
Table 1 as below.

4 Conclusion

In this paper, we review the development of proxy re-encryption and construct a novel
bidirectional PRE scheme which combined with a simple BGN-Type Cryptosystem of
Gentry [14] based on the hardness of LWE problem. Our scheme has many good
properties, such as multi-use, bidirectional, and can resist collusion attacks. It can also
be proved to be CPA secure in the standard model.

Acknowledgement. We really acknowledge the financial support the Nature Science Founda-
tion of Anhui Higher Education Institutions No. KJ2016A027, No. KJ2017ZD032,
No. KJ2018A0398, Anhui Provincial Natural Science Foundation of China, No. 1708085QF154.
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Abstract. In big data age, flexible cloud service greatly enhances pro-
ductivity for enterprises and individuals in different applications. When
cloud access is restricted, data owner could authorize a proxy to process
the data, and upload them to enjoy the powerful cloud storage service.
Meanwhile, outsourced data integrity breach becomes a serious security
issue for cloud storage. Identity Based Provable Data Possession (PDP)
as a critical technology, could enable each data owner to efficiently verify
cloud data integrity, without downloading entire copy and complicated
public key certificate management issue. But it remains a great challenge
for multiple data owners to efficiently and securely perform batch data
integrity checking on huge data on different storage clouds, with proxy
processing. Yu et al. recently proposed an Identity-Based Public Auditing
for Dynamic Outsourced Data with Proxy Processing (https://doi.org/
10.3837/tiis.2017.10.019), which tried to address this problem. In this
article, we first demonstrate that this scheme is insecure since malicious
clouds could pass integrity auditing without original data. Additionally,
malicious clouds are able to recover the proxys private key and thus
impersonate proxy to arbitrarily forge tags for any modified data. Sec-
ondly, in order to repair these security flaws, we propose an improved
scheme to enable secure identity based batch public auditing with proxy
processing. Thirdly, the security of our improved scheme is proved under
CDH hard problem in the random oracle model. The complexity analy-
sis of its performance shows better efficiency over identity-based proxy-
oriented data uploading and remote data integrity checking in public
cloud on single owner effort on a single cloud, which will benefit big data
storage if it is extrapolated in real application.
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1 Introduction

In the age of Big Data with critical Data that is big, powerful cloud storage
increasingly contributes to individuals life and enterprises business, by offering
flexible and accessible data management services. From IDG report, 127 billion
USD is spent globally on public cloud in 2017, with data storage size swelling to
trillion gigabytes in 2025 [1]. For infrastructure, application and business pro-
cessing service, cloud technology increasingly makes critical contribution, shift-
ing to approximately 28% of the total market revenue in 2021 [2]. By managing
huge data on different storage clouds, a great number of data owners enjoy cus-
tomized applications for their business or utilities. When the access to cloud
is restricted or owners’ mobile devices are of limited computation capacity, a
proxy with authorizations could perform data processing tasks before outsourc-
ing them to remote cloud. With some protections from privacy preserving tech-
nologies [3], data owners still have to confront with security risks of outsourcing
data integrity, due to system failures and external attacks. Meanwhile, cloud
storage providers might have the incentives to delete cloud data and keep the
accident news off their owners, for the sake of cost and reputations. Therefore,
it is imperative to enable secure and efficient remote integrity checking for mul-
tiple owners, especially for cloud data which is originally processed by owners
authorized proxy in the access restricted scenario.

Provable Data Possession (PDP) [4] as a critical technology, which is pro-
posed by Ateniese et al., could allow efficient data integrity checking without
having to download the entire data copy. Meanwhile, Shacham et al. designed
proof of retrievability [5] to allow polynomial time data recovering and integrity
checking. Based on Public Key Infrastructure (PKI), Wang et al. enabled cloud
data integrity public auditing [6] with third party auditor, by performing PDP
for single data owner in a privacy preserving manner. In [7,8], PDP is extended
to support integrity auditing for data with dynamic update. For scalability of
integrity checking tasks, Zhu et al. designed cooperative PDP for distributed
cloud data integrity [9], and Yang et al. made further effort of enabling the
multiple clouds’ data integrity auditing for the multiple data owners [10]. Some
works were designed to support data auditing with special features, such as mul-
tiple data storage replica [11] and group user data share [12] and revocation. For
recent years, continuous progress has been made on data auditing in [13–15].
However, these famous works were all built on PKI, where each owner’s public
key certificate is required to be transferred and verified.

To eliminate the complicated management issue of public key certificates,
Zhao et al. proposed the first identity-based public auditing scheme [16], to
enable PDP primi-tive with identity based cryptography [17], where the effi-
ciency is optimized from cryptosystem level. In 2015, Wang et al. designed the
identity based distributed PDP to support multi-cloud storage for single owner
[20]. In 2016, Liu et al. considered generic identity-based PDP construction [19]
by combining PKI based PDP and Identity Based Signature [18]. Later, Yu et
al. enabled zero knowledge privacy integrity checking for identity based PDP
in [21]. In the setting of restricted cloud access, Wang et al. for the first time
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proposed an identity based PDP scheme, called Identity-based proxy-oriented
data uploading and remote data integrity checking in public cloud (ID-PUIC),
to support single owners authorized proxy to process data for single cloud [22].
Spontaneously, security flaws were found in some classic designs but luckily were
repaired in [18,19,23]. So the challenging problem still remained to be unsolved,
i.e., how to efficiently perform multiple clouds data integrity checking for multi-
ple data owners with proxy processing data.

In 2017, Yu et al. designed an identity based batch public auditing scheme
[25], to facilitate secure data integrity checking on multiple clouds for multiple
owners, and support proxy data processing, without public key certificate man-
aging issue. Unfortunately, after careful analysis, this work is not able to address
the challenging problem of better efficiency and security simultaneously, when
coming across malicious behaviors.

Contributions: Firstly, we demonstrate that this work [25] is vulnerable to
data loss attack and proxy private key recovering attack. Especially, malicious
clouds are able to use masked data rather than original data to pass integrity
checking, and arbitrary two pairs of data and tags are sufficient to recover private
key of the authorized proxy. Secondly, we propose an improved scheme, which
could perform integrity checking and resist these above security flaws. Thirdly,
we prove security of our scheme in random oracle under CDH assumption. In the
end, our improved scheme illustrates better efficiency of complexity over identity-
based proxy-oriented data uploading and remote data integrity checking scheme
in public cloud [22] on single owner effort on single cloud, which will benefit big
data storage if extrapolated to real application.

Paper Organization: The rest of the paper starts with notations and reviews of
definition of identity-based batch public auditing with proxy processing scheme
(ID-BPAP) along with its system and security model in Sect. 2. After revisiting
of ID-BPAP scheme in Sect. 3, two security flaws are demonstrated in Sect. 4. We
present our improved scheme in Sect. 5, and formally prove its security in Sub-
sect. 5.1 under random oracle model. In Sect. 6, we compare our improved scheme
with Wang et al.s ID-PUIC, in the context of overheads based on complexity
analysis, to study the trend of efficiency for computation and communication.
Section 7 concludes our paper.

2 Preliminary

2.1 Notations and Computational Assumption

– G1 and G2 are two cyclic groups of same large prime order q, additive and
multiplicative groups respectively. e is a bilinear pairing mapping e : G1 ×
G1 → G2.

– (mpk,msk) are the Private Key Generator (PKG)’s master public and private
keys pair. ski is ith data owner’s corresponding identity-based private key.
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– There are no data owners, outsourcing N blocks on nJ clouds. F̃ijk is i-th
owner’s k-th block on cloud CSj , with proxy tag σijk from its masked Fijk

or encrypted F̂ijk.
– f is a pseudo random function (PRF) f : Zq ×{1, · · · , N} → Zq; π is a pseudo

random permutation π : Zq × {1, · · · , N} → {1, · · · , N}.
– chal is challenge token generated by third party auditor (TPA). chalj is the

specific challenge token for CSj . cij is challenged number of blocks for ith
owner and aij ∈ [1, cij ] further specifies index of each block as k = πvij,1(aij).

– C is the index set of challenged data picked by TPA. O is the index set of data
owner’s identities upon challenged blocks, and J is the index set of challenged
clouds, where |O| = n1 and |J | = n2. Pj is the proof of storage generated by
CSj .

CDH Problem on G1: Given g, ga, gb ∈ G1, to compute gab with a probabilistic
polynomial time (PPT) algorithm, without knowing random a, b ∈ Zq.

2.2 Definition of ID-BPAP

In this section, we will present the definition of Identity-Based Batch Public
Auditing scheme with Proxy Processing (ID-BPAP) from the original paper
[25], in the seven algorithms below.

1. Setup(1k)→ (params,mpk,msk) is initialized by PKG with security parame-
ter k. It outputs the public parameters params, master key pairs (mpk,msk).

2. Extract(params,msk, IDi)→ ski is executed by PKG with as input params,
master private key msk and data owner’s identity IDi, it outputs the private
key ski for the owner. It also extracts private key skp for proxy of IDp.

3. ProxyKeyGen(params, IDi, ski, IDp, skp)→ upi is run by proxy IDp with
interaction of data owner IDi. With input of parameters params and its
private key ski, data owner generates warrant and corresponding signature
to send to proxy. Then proxy outputs the proxy secret key upi with its private
key skp.

4. TagGen(params, IDi, skp, upi,mpk, {F̃ijk})→ {σijk} is run by proxy. It takes
as input parameters params, owner’s identity IDi, its individual private key
skp, corresponding secret key upi, master public key mpk and owners’ blocks
{F̃ijk} to be outsourced. Then proxy tags {σijk} of above blocks could be
generated.

5. Challenge({(i, j, k)})→ (chal, {chalj}) is executed by TPA. It takes as input
data index set {(i, j, k)} and selects some index as challenge token chal for
this instance. According to the specified indexes {j}, the challenge token chal
is further divided into a set of tokens {chalj} and only forwarding chalj to
the cloud CSj .

6. ProofGen(params, chalj , {IDi}, {σijk}, {F̃ijk})→ Pj is run by cloud CSj . It
takes as input the parameters params, the challenge token chalj , the specified
set of data owners’ identities {IDi}, the set of tags {σijk}, and the blocks
{F̃ijk}. Then the proof Pj is generated for challenge token chalj , and is sent
back to TPA.
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Fig. 1. Architecture of ID-BPAP

7. Verify(params, chal, {IDi}, {Pj},mpk)→ {0, 1} is executed by TPA. It takes
as input public parameters params, challenge token chal, specified set of data
owners’ identities {IDi}, set of proofs {Pj} from all challenged clouds, and
the master public key mpk. 1 will be output if the proofs are valid, otherwise
0 is output.

2.3 System Model

As it depicts in Fig. 1, there are five kinds of entities in an ID-BPAP scheme, i.e.,
the PKG, data Owners, Proxy, multiple Clouds, and a batch TPA. PKG initial-
izes the system parameters and extracts private keys for data owners and proxy
of their own identities. Data Owners delegate Proxy to process their massive
data before storing them in multiple clouds. Proxy of abundant computation and
bandwidth resource, helps data owners to generate proxy data tags and upload
them to clouds, with data owners’ special warrants. Multiple Clouds maintain
powerful storage and computation resources to provide storage service for data
owners. The batch TPA is a trusted third party auditor to offer the batch data
integrity verification on multiple clouds for the data owners.
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2.4 Security Model

In an ID-BPAP scheme, we assume PKG is trusted to execute the scheme, and
proxy honestly generates tags but may have management fault of data before tag
generation. Meanwhile, original data owners might generate data tag themselves
without the delegated proxy. Clouds could also hide data accident for the sake
of reputation and saving cost, and TPA is trusted but curious about the data
content. A secure ID-BPAP scheme should satisfy three properties:

(1) Proxy-protection: Data owners themselves are not able to masquerade as
proxy to generate tags. Only proxy with authorization warrant could generate
proxy tags.

(2) Unforgeability: It is infeasible to fabricate valid data storage proofs to pass
the auditing of TPA if any cloud data is modified or deleted.

(3) Privacy-preserving: Real data content will not be revealed during the process
of auditing.

According to the security requirements, we review the three formal definitions
as follows:

1. Definition of Proxy-Protection: The scheme is proxy-protected, if any prob-
abilistic polynomial time (PPT) data owner wins proxy Tag-Forge game with
negligible probability.
Setup: Challenger C1 in the role of PKG and TPA, first generates master pub-
lic/private key pair and system parameter. It runs Extract to generate private
key skp for proxy of IDp and keeps its secret. Those public and not secret
parameters could be sent to adversary A1 as data owner.
Queries: Besides all hash functions, A1 could adaptively query Extract for pri-
vate key ski for identity IDi except IDp. Denote index set of identities as S1

(p /∈ S1). It could also query proxy tag secret key up′ i for (IDp′ , IDi) except
for pair having IDp. Denote index set of pairs as S

′
1 ((p, i) /∈ S

′
1). Upon block

F̃ijk, A1 could also adaptively query proxy tag σp′ ijk with the same identity
requirement. Let us denote tuples set of indexes and corresponding block as
S

′′
1 , (p, i, j, k, F̃ijk) /∈ S

′′
1 .

Output: A1 wins the game if it creates a valid proxy tag σi∗j∗k∗ for data
block F̃i∗j∗k∗ by itself , for which it has neither extracted private key nor
proxy tag secret key for proxy IDp, i.e., where p /∈ S1, (p, i∗) /∈ S

′
1, and

(p, i∗, j∗, k∗, F̃i∗j∗k∗) /∈ S
′′
1 .

2. Definition of Unforgeability: The scheme is unforgeable if any PPT clouds
win the Proofs-Forge game below, with negligible probability.
Setup: Challenger C2 in the role of PKG and TPA, first generates master pub-
lic/private key pair and system parameter. It runs Extract to generate private
key skp for proxy of IDp and keeps its secret. Those public and not secret
parameters could be sent to adversary A2 as clouds.
First phase queries: Besides all hash functions, A2 could adaptively query
Extract for private key ski for identity IDi except IDp. Denote index set
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of identities as S2 (p /∈ S2). It could also query proxy tag secret key up′ i

for (IDp′ , IDi) except for pair having IDp. Denote index set of pairs as S
′
2

((p, i) /∈ S
′
2). Upon block F̃ijk, A2 could also adaptively query proxy tag σp′ ijk

with the same identity requirement. Let us denote tuples set of indexes and
corresponding block as S

′′
2 , (p, i, j, k, F̃ijk) /∈ S

′′
2 .

Challenge: C2 generates challenge set chal with ordered number set {ci∗j∗}
to specify every block F̃i∗j∗k∗ on the j∗th cloud for owner of IDi∗ , where
{(p, i∗, j∗, k∗

n)| 1 ≤ n ≤ ci∗j∗}, i∗ �= p, (p, i∗) /∈ S
′
2, and (p, i∗, j∗, k∗

n, F̃i∗j∗k∗
n
) /∈

S
′′
2 . chal will be sent to A2.

Second phase queries: Similar to First phase queries, denote index set of iden-
tities for Extract private keys as S3, index set of identity pairs for proxy tag
secret key queries as S

′
3, tuple set of index and data for proxy tag queries as

S
′′
3 . We require that p /∈ S2 ∪ S3, (p, i) /∈ S

′
2 ∪ S

′
3, and (p, i∗, j∗, k∗

n, F̃i∗j∗k∗
n
) /∈

S
′′
2 ∪ S

′′
3 .

Output: A2 wins the game if it fabricates valid proofs {Pj∗} for the same
challenge chal on the specified set of blocks.

3. Definition of Privacy-Preserving: Proofs are privacy-preserving if TPA
cannot retrieve original value about the cloud data during the auditing.

3 Revisiting of ID-BPAP

In this section,we will revisit the ID-BPAP scheme of seven algorithms in [25].

1. Setup: PKG uses this algorithm to generate a bilinear map e : G1 ×G1 → G2

with two groups G1 and G2 of the same order q > 2k, where g is the generator
of G1 and k is security parameter. It also selects three cryptographic hash
functions H1 : {0, 1}∗ → G1, H2 : {0, 1}∗ → Zq, H3 : Zq × {0, 1}∗ → Zq, a
pseudo permutation π : Zq ×{1, · · · , N} → {1, · · · , N} and a pseudo random
function f : Zq × {1, · · · , n} → Zq. It picks random x ∈ Zq as master private
key msk and computes gx as master public key mpk. The global parameters
are (e,G1, G2, g,mpk,H1,H2,H3, π, f).

2. Extract: Given identity IDi, PKG extracts the identity-based private key as
ski = H1(IDi)

x and returns to the data owner. For proxy, skp = H1(IDp)
x.

3. ProxyKeyGen: For data owner IDi, it picks up random ri ∈ Zq and creates
its proxy warrant ωi with its signature Ui = sk

riH2(ωi||Ri)
i , ξi = gri , where

Ri = H1(IDi)ri . (ωi, Ui, Ri, ξi) are sent to proxy, clouds and TPA. Upon
the warrant ωi, TPA and proxy could verify it with signature as e(Ui, g) =
e(RH2(ωi||Ri)

i ,mpk), e(Ri, g) = e(H1(IDi), ξi), and notify the data owner if
any equations does not hold. Proxy generates the proxy secret key as upi =
Ui ·skrpi

p = H1(IDi)xriH2(ωi||Ri) ·H1(IDp)xrpi by picking up random rpi ∈ Zq.
It also computes the not secret Rpi = H1(IDp)rpi , which is sent to TPA for
future verification.

4. TagGen: Data owner of IDi first divides original data F̃i into blocks {F̃ijk},
and computes each Fijk = F̃ijk + H2(F̃ijk). Data blocks {F̃ijk} are outsourced
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to corresponding clouds while masked {Fijk} are sent to proxy. Then proxy
generates proxy tag for each data block as

σijk = sk
H3(i||j||k,nameijk||timeijk)
p · u

Fijk

pi (1)

where nameijk is the name of block F̃ijk, and timeijk is the time stamp
when proxy generates the tag. All the tags {σijk} and not secret Rpi will be
transferred to corresponding clouds, which will not accept them and inform
the owner unless the warrant ωi and the proxy tag σijk could be verified by
having the following equations holds as

e(Ri, g) = e(H1(IDi), ξi), e(Ui, g) = e(RH2(ωi||Ri)
i ,mpk)

e(σijk, g) = e(H1(IDp)H3(i||j||k,nameijk||timeijk) · (RH2(ωi||Ri)
i · Rpi)Fijk ,mpk)

(2)
5. Challenge: For data owner of IDi on jth cloud’s data, TPA picks up number

of challenged blocks as cij and random vij,1 and vij,2 ∈ Zq. Denote Oj as
index set of identities for owners having data on jth cloud. It generates the
challenge token chalj = {(cij , vij,1, vij,2)}i∈Oj

, and sends it to the cloud.
6. ProofGen: According to the challenge token chalj = {(cij , vij,1, vij,2)}i∈Oj

,
cloud CSj first generates index set δij of challenged blocks for owner of IDi

where each index k = πvij,1(aij) (1 ≤ aij ≤ cij) with specified challenge
number cij and then the corresponding co-efficient hijk = fvij,2(i, j, k) ∈ Zq.
The proof of storage Pj includes aggregate tag T

′
j and masked data proof

{F
′
ij} for the data owners of identities with index set Oj :

T ′
j =

∏

i∈Oj

∏

k∈δij

σ
hijk

ijk , F ′
ij =

∑

k∈δij

hijk · Fijk (3)

where Fijk = F̃ijk + H2(F̃ijk). Pj = (T
′
j , {F ′

ij}i∈Oj
) will be sent to TPA.

7. Verify: After receiving all the proofs {Pj} from challenged clouds, TPA denotes
O = ∪j∈JOj as identity index set of all the challenged data owners from
challenge tokens {chalj = {(cij , vij,1, vij,2)}i∈Oj

}j∈J , and computes index set
of all challenged blocks by {k} = {πvij,1(aij)|1 ≤ aij ≤ cij} and co-efficient
set {hijk} = {fvij,2(i, j, k)}, as in ProofGen. With all valid set of warrant {ωi}
and corresponding signatures {(Ui, Ri, ξi)} from data owners, together with
blocks names and time stamps {(nameijk, timeijk)}, TPA is able to verify
data integrity as:

It will output 1 (valid) if the above equation holds and 0 (invalid) otherwise.
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4 On the Security of ID-BPAP

With security analysis in [25], Yu et al.’s ID-Batch Batch Public Auditing with
Proxy Processing (ID-BPAP) should satisfy security properties for data proof
with unforge-ability and tag generation with proxy-protection. However, their
proposed ID-BPAP in [25], may suffer from two security issues, as the analysis
in the following.

4.1 First Issue: Generating Valid Proof Without Original Data

In Yu et al.’s ID-BPAP scheme, the TPA utilizes masked data proof to evaluate
the original data integrity on the cloud. This design indeed helps to prevent TPA
obtain original data content, but also leaves the room for malicious clouds to
launch data attack as follows.

In the ProofGen, for the output Pj = (T
′
j , {F

′
ij}i∈Oj

), honest cloud takes
original data F̃ijk as input to get masked data Fijk = F̃ijk + H2(F̃ijk), and do
the combination with the fresh challenge co-efficient {hijk}, as F ′

ij =
∑

k∈δij
hijk ·

Fijk. That is to say, the data integrity proof, is generated by combining of fresh
challenge co-efficient and masked data, rather than directly with the original data
itself. Therefore, for malicious clouds, by pre-computing and storing masked data
Fijk, it is able to directly generate valid integrity proof Pj = (T

′
j , {F

′
ij}i∈Oj

),
without having to store the original data F̃ijk. In this way, malicious clouds
could modify original data F̃ijk as F̃ ∗

ijk or even delete it, and successfully pass
TPAs integrity checking.

4.2 Second Issue: Recovering Private Key of Proxy and Proxy Tag
Secret Key

With proxy-protection property, only proxy with authorization could generate
the data tags for integrity verification. As analysis below, we could find that it
is feasible to recover proxys private key and thus impersonate proxy to generate
data tag, for those who could access the data and tags.

In TagGen, for data F̃ijk, tag σijk = sk
H3(i||j||k,nameijk||timeijk)
p · uFijk

pi is gen-
erated by proxy, with its individual private key skp and proxy tag secret key upi,
and then uploads tag on the cloud. Afterwards, malicious clouds or curious data
owner of IDi, retrieve two arbitrary data blocks (F̃ijk1 , F̃ijk2) with corresponding
tags (σijk1 , σijk2), and do the computation:

Where Ep =
H3(i||j||k2,nameijk2 ||timeijk2 )H3(i||j||k1,nameijk1 ||timeijk1 )

Fijk1H3(i||j||k2,nameijk2 ||timeijk2 )−Fijk2H3(i||j||k1,nameijk1 ||timeijk1 )
, and

masked data (Fijk1 , Fijk2) = (F̃ijk1 + H2(F̃ijk1), F̃ijk2 + H2(F̃ijk2)). With the
recovered proxy private key skp and proxy tag secret key upi, three kinds of
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security problems could happen. First, for new block F̃ijk3 , the proxy tag could
be fabricated as σijk3 = sk

H3(i||j||k3,nameijk3 ||timeijk3 )
p · u

Fijk3
pi by the data owner

itself. This valid tag will keep Eqs. (2) (3) hold and finally help data to pass the
TPA auditing in Eq. (4). And thus proxy-protection security property cannot be
guaranteed. Second, if the original block is modified to F̃ ∗

ijk3
, malicious clouds

could generate valid tag as σ∗
ijk3

= sk
H3(i||j||k3,nameijk3 ||timeijk3 )
p · u

F ∗
ijk3

pi , where
F ∗

ijk3
= F̃ ∗

ijk3
+ H2(F̃ ∗

ijk3
), without awareness of data owner and proxy. Certainly

this modified data-tag pair will also keep Eqs. (2) (3) hold and help to generate
valid integrity proof in Eq. (4), but unforgeability property cannot be guaranteed
for falling to check data modification. Third, the digital property belonging to
proxy, will be in great risk of illegal access, due to the recovered proxy individual
private key by other entities.

5 Improved Scheme

1. Setup: PKG uses this algorithm to generate a bilinear map e : G1 ×G1 → G2

with two groups G1 and G2 of the same order q > 2k, where g is the generator
of G1and k is security parameter. It also selects four cryptographic hash
functions H1 : {0, 1}∗ → G1, H2 : {0, 1}∗ → Zq, H3 : Zq × {0, 1}∗ → Zq,
H4 : {0, 1}∗ → G1, a pseudo permutation π : Zq × {1, · · · , N} → {1, · · · , N}
and a pseudo random function f : Zq × {1, · · · , n} → Zq. It picks random
x ∈ Zq as master private key msk and computes gx as master public key
mpk. The global parameters are (e,G1, G2, g,mpk,H1,H2,H3,H4, π, f).

2. Extract: Given identity IDi, PKG extracts the identity-based private key as
ski = H1(IDi)

x and returns to the data owner. For proxy, skp = H1(IDp)
x.

3. ProxyKeyGen: For data owner IDi, it picks up random ri ∈ Zq and creates
its proxy warrant ωi with its signature Ui = sk

riH2(ωi||Ri)
i , ξi = gri , where

Ri = H1(IDi)ri . (ωi, Ui, Ri, ξi) are sent to proxy, clouds and TPA. Upon
the warrant ωi, TPA and proxy could verify it with signature as e(Ui, g) =
e(RH2(ωi||Ri)

i ,mpk), e(Ri, g) = e(H1(IDi), ξi), and notify the data owner if
any equations does not hold. Proxy generates the proxy secret key as upi =
Ui ·skrpi

p = H1(IDi)xriH2(ωi||Ri) ·H1(IDp)xrpi by picking up random rpi ∈ Zq.
It also computes the not secret Rpi = H1(IDp)rpi , φpi = grpi , which are sent
to TPA for future verification.

4. TagGen: Data owner of IDi first divides original data F̃i into blocks {F̃ijk}.
To ensure the data privacy, each block is converted in to its cipher text
F̂ijk ∈ Zq by symmetric encryption. Cipher text blocks {F̂ijk} are outsourced
to corresponding clouds and sent to the proxy. For each data block, proxy
generates tag σijk = (Tijk, S) as

Tijk = (skp, upi)
H3(i||j||k,namei||timeijk) + F̂ijk ·H4(i||j||k, namei||timeijk||S)η , S = gη

(4)
where namei is the name of file F̃i, and timeijk is the time stamp when proxy
generates the tag. All the tags {σijk} and not secret Rpi will be transferred to
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corresponding clouds, which will not accept them and inform the owner unless
the warrant ωi and the proxy tag σijk could be verified by having the following
equations holds as e(Ri, g) = e(H1(IDi), ξi), e(Rpi, g) = e(H1(IDi), φpi),
e(Ui, g) = e(RH2(ωi||Ri)

i ,mpk)

e(Tijk, g) = e((H1(IDp) · (RH2(ωi||Ri)
i ·Rpi))

H3(i||j||k,namei||timeijk) + F̂ijk
,mpk)

·e(H4(i||j||k, namei||timeijk||S), S)

(5)
5. Challenge: For data owner of IDi on jth cloud’s data, TPA picks up number of

challenged blocks cij and random vij,1 and vij,2 ∈ Zq. Denote Oj as index set
of identities for owners having data on cloud CSj . It generates the challenge
token chalj = {(cij , vij,1, vij,2)}i∈Oj

, and sends it to the cloud.
6. ProofGen: According to the challenge token chalj = {(cij , vij,1, vij,2)}i∈Oj

,
cloud CSj first generates index set δij of challenged blocks for owner of IDi

where each index k = πvij,1(aij) (1 ≤ aij ≤ cij) with specified challenge
number cij and then the corresponding co-efficient hijk = fvij,2(i, j, k) ∈ Zq.
The proof of storage Pj includes aggregate tag T

′
j , S

′
and data proof {F

′
ij}

for the data owners of identities with index set Oj :

T ′
j =

∏

i∈Oj

∏

k∈δij

T
hijk

ijk , S
′
= S, F ′

ij =
∑

k∈δij

hijkF̂ijk (6)

Pj = (T
′
j , S

′
, {F ′

ij}i∈Oj
) will be sent to TPA.

7. Verify: After receiving all the proofs {Pj} from challenged clouds, TPA denotes
O = ∪j∈JOj as identity index set of all the challenged data owners from
challenge tokens {chalj = {(cij , vij,1, vij,2)}i∈Oj

}j∈J , and computes index set
of all challenged blocks by {k} = {πvij,1(aij)|1 ≤ aij ≤ cij} and co-efficient
set {hijk} = {fvij,2(i, j, k)}, as in ProofGen. With all valid set of warrant {ωi}
and corresponding signatures {(Ui, Ri, ξi)} from data owners, together with
files’ names and time stamps {(namei, timeijk)}, TPA is able to verify data
integrity as:

e(
∏

j∈J

T ′
j , g) = e(

∏

i∈O

((H1(IDp) · (RH2(ωi||Ri)
i · Rpi)))Li ,mpk)

·e(
∏

i∈Oj

∏

j∈J

∏

k∈δij

(H4(i||j||k, namei||timeijk||S′
))

hijk

, S
′
)

(7)

where Li =
∑

j∈J F
′
ij +

∑
j∈J

∑
k∈δij

hijk ·H3(i||j||k, namei||timeijk). It will
output 1 (valid) if the above equation holds and 0 (invalid) otherwise.

5.1 Security Analysis of Improved Scheme

Based on the formal definition of ID-BPAP scheme (Subsect. 2.2) and corre-
sponding system model (Subsect. 2.3) and security model (Subsect. 2.4), in this
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section, we prove security from proxy-protection of tag generation and unforge-
ability of proofs, in our improved scheme Sec-ID-BPAP. With data block out-
sourced in cipher text form by symmetric encryption, our Sec-ID-BPAP is
privacy-preserving in TPA auditing. Compared with [22]s security analysis, we
also utilize Corons random oracle model [24] to define the interactions between
adversary of our scheme and challenger.

Theorem 1 (Proxy-Protection). If there exists Probabilistic Polynomial Time
(PPT) adversary A1 who could generate valid proxy tag without proxy individ-
ual private key in our Sec-ID-BPAP, then our scheme is proxy-protective when
challenger C1 could solve CDH problem with non-negligibility within PPT time.

Proof: There are N̂ number of selected identities {IDi}i∈O having the proxy
IDp. The original data block {F̃ijk}i∈O,j∈J,k∈δij will be encrypted into corre-
sponding ciphertext blocks {F̂ijk} before being outsourced on clouds {CSj}j∈J .
Certainly, the integrity of ciphertext block is equivalent to integrity of original
block.

1. Setup: Simulator C1 plays in the role of PKG to choose random a ∈ Zq, then
the master private/public keys pair (msk,mpk) = (a, ga) upon generator
g ∈ G1. It also picks random b ∈ Zq. CDH instance is ga, gb ∈ G1, computing
gab. Although A1 is not allowed to query the target proxy tag secret keys upi,
the Rpi could be accessed as H1(IDp)rpi by C1 picking up rpi ∈ Zq.

2. C1 answers query by maintaining input and output list for every oracle.
3. Hash function Oracle: H2 and H3 work as normal hash functions.

(a) H1-oracle: C1 answers with gyi for yi ∈ Zq if i �= p, and yi = b for i = p.
(b) H4-oracle: C1 answers with gzijk for zijk ∈ Zq.

4. Extract-oracle: C1 answers ski = (ga)yi from H1, if i �= p; else aborts. Denote
index set of identities extracting private keys as S1(p /∈ S1).

5. ProxyKeygen-oracle: C1 answers up′ i = Ui · (ga)y
p

′ r
p

′
i from H1 and rp′ i ∈ Zq,

if i �= p; else aborts. Denote index pair set of identities as S
′
1 ((p, i) /∈ S

′
1).

6. Tag-oracle: C1 answers Tijk = ((ga)y
p

′ · up′ i)
H3,ijk + F̂ijk · S

zijk

ijk with Sijk ∈
G1 from H1,H4, if p

′ �= p; else aborts. Denote query input as set S
′′
1

((p, i, j, k, F̂ijk) /∈ S
′′
1 ).

Forgery Output: Finally A1 itself outputs a valid tag σi∗j∗k∗ = (Ti∗j∗k∗ , S
′
)

for data ciphertext block F̂i∗j∗k∗ generated by proxy IDp with warrant ωi∗ and
its signature (Ui∗ , Ri∗ , ξi∗). C1 looks up lists of all oracles. It will not abort and
terminate only when none of corresponding records exists, i.e., requiring IDi∗ �=
IDp, (p, i∗) /∈ S

′
1, (p, i∗, j∗, k∗, F̂i∗j∗k∗) /∈ S

′′
1 . If game could proceed, C1 keeps on

checking all hash function oracles and makes queries itself if there is no relative
record in their lists. Rpi∗ = H1(IDp)rpi∗ in Setup and Ui∗ = (ga)yi∗ ri∗ H2(ωi∗ ||Ri∗ )

for validity of warrant ωi∗ .
Since σi∗j∗k∗ = (Ti∗j∗k∗ , S

′
) satisfies Eq. (5) as valid tag, we will have a solu-

tion of CDH problem after simplification with corresponding records of oracles



Analysis and Improvement 133

and properties of bilinear mapping:

gab = (Ti∗j∗k∗ · S
′−zi∗j∗k∗ · U

−H3(i
∗||j∗||k∗,namei∗ ||timei∗j∗k∗ )−F̂i∗j∗k∗

i∗ )
1
W

(8)

Where W = (1 + rpi∗)(H3(i∗||j∗||k∗, namei∗ ||timei∗j∗k∗) + F̂i∗j∗k∗).
Due to the limitation of space, we will give detailed analysis for the non-

negligible probability and polynomial of time in the full version.

Theorem 2 (Unforgeability). If there exists PPT time adversary A2 who could
forge valid proof of our Sec-ID-BPAP, then our scheme is unforgeable when
challenger C2 could solve CDH problem with non-negligibility within PPT time.

Proof: There are N̂ number of selected identities {IDi}i∈O having the proxy
IDp. The original data block {F̃ijk}i∈O,j∈J,k∈δij will be encrypted into corre-
sponding ciphertext blocks {F̂ijk} before being outsourced on clouds {CSj}j∈J .
Certainly, the integrity of ciphertext block is equivalent to integrity of original
block.

1. Setup: Like Theorem 1, C2 in the role of PKG, generates master private/public
keys pair (msk,mpk) = (a, ga) upon generator g, and CDH instance is ga,
gb ∈ G1, computing gab. It also allows A2 to access Rpi as H1(IDp)rpi where
rpi ∈ Zq.

2. H1-oracle, H2-oracle, H3-oracle,H4-oracle, Extract-oracle, ProxyKeygen-oracle,
TagGen-oracle remain the same as Theorem 1.

3. First phase queries: A2 could access all the hash oracles. Let us denote index set
{IDi} of private key extracting as S2 (p /∈ S2), index pair set of {(IDp′ , IDi)}
of proxy tag secret key query as S

′
2 ((p, i) /∈ S

′
2), the tuple set of index and

data for proxy tag query as S
′′
2 ((p, i, j, k, F̂ijk) /∈ S

′′
2 ).

4. Challenge phase: C2 generates challenge set chal with ordered {ci∗j∗} to specify
every cipher text block F̂i∗j∗k∗

n
on CSj∗ for IDi∗ , where {(p, i∗, j∗, k∗

n)| 1 ≤
n ≤ ci∗j∗}, and i∗ �= p, (p, i∗) /∈ S

′
2, (p, i∗, j∗, k∗

n, Fi∗j∗k∗
n
) /∈ S

′′
2 . chal will be

sent to TPA.
5. Second phase queries: A2 makes queries similar to First phase queries. Denote

index set of identities for Extract private key queries as S3, index set of identity
pairs for proxy tag secret key queries as S

′
3, tuple set of index and data for

proxy taga queries as S
′′
3 . We requires that p /∈ S2 ∪ S3, (p, i) /∈ S

′
2 ∪ S

′
3 and

(p, i, j, k, F̂ijk) /∈ S
′′
2 ∪ S

′′
3 .

Forgery Output: Finally, A2 itself outputs valid proof {Pj∗}j∗∈J for data
cipher text blocks {F̂i∗j∗k∗

n
}1≤n≤ci∗j∗ and tags generated by proxy IDp with

warrants {ωi∗}i∗∈O and signatures {(Ui∗ , Ri∗ , ξi∗)}i∗∈O. C2 looks up lists of all
oracles and it will abort and terminate unless none of corresponding records
exists. If game could proceed, C2 keeps on checking all hash function oracles and
makes queries itself if there is no relative record in their lists. Rpi∗ = H1(IDp)rpi∗

in Setup and Ui∗ = (ga)yi∗ ri∗ H2(ωi∗ ||Ri∗ ) for validity of warrant ωi∗ .
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Since {Pj∗}j∗∈J = {(T
′
j∗ , S

′
, {F

′
i∗j∗}i∗∈Oj

)}j∗∈J satisfies Eq. (7), the CDH
problem solution is obtained after simplification with corresponding records of
oracles and properties of bilinear mapping:

gab = (W
′
1 · W

′
2)

1∑
i∗∈O(1+ rpi∗ )Ei∗ (9)

where Ei∗ =
∑

j∗∈J F
′
i∗j∗ +

∑
j∗∈J

∑
n∈[1,ci∗j∗]

hi∗j∗k∗
n

· H3(i∗||j∗||k∗
n, namei∗

||timei∗j∗k∗
n
)

W
′
1 =

∏

j∗∈J

T
′
j · S

′−∑
i∗∈O

∑
j∗∈J

∑
n∈[1,ci∗j∗ ] zi∗j∗k∗

n
·hi∗j∗k∗

n

W
′
2 =

∏

i∗∈O

U
− ∑

j∗∈J (F
′
i∗j∗ +

∑
n∈[1,ci∗j∗ ] hi∗j∗k∗

n
·H3(i

∗||j∗||k∗
n,namei∗ ||timei∗j∗k∗

n
))

i∗

Due to the limitation of space, we will give detailed analysis for the non-negligible
probability and polynomial of time in the full version.

6 Efficiency Analysis

In this section, we compare cost of computation and communication of our
improved scheme Sec-ID-BPAP, with Wang et al. ’s ID-PUIC [22], summarized
in Tables 1, and 2, respectively.

Table 1. Computation cost comparison for multiple owners and multiple clouds

Schemes TagGen ProofGen Verify Security

ID-PUIC[22] 2NCexp cCexp 2n1n2Ce + (c + n1n2)Cexp Secure

Sec-ID-BPAP (2N + nO)Cexp cCexp 3Ce + (c + n1)Cexp Secure

Table 2. Communication cost comparison for multiple owners and multiple clouds

Schemes Challenge Proof Security

ID-PUIC[22] n1n2 log2 N + 2n1n2 log2 q n1n2G1 + n1n2 log2 q Secure

Sec-ID-BPAP n1n2 log2 N + 2n1n2 log2 q 2n2G1 + n1n2 log2 q Secure

1. Assume there are nO data owners storing N blocks {F̂ijk} on nJ clouds, by
only one-off TagGen and upload. To audit data integrity, periodical Challenge
and Verify will be executed between clouds and TPA, upon randomly selected
c data blocks and tags of n1 data owners on n2 clouds, element size of group
G1 is G1. The dominant cost of this scheme is mostly contributed by ProofGen
and Verify.
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2. Among all the operations, bilinear pairings Ce, exponentiation Cexp on group
G1, and hash Ch on blocks are most expensive, compared with multiplication
on G1 and G2, operations on Zq, and other hash operations, which are efficient
or can be done for only once. That is why we do not consider computation
cost of Challenge mostly relying on efficient operations. Additionally, since ID-
PUIC only offers single owner’s auditing on one cloud, we consider repeating
n1n2 loops of ID-PUIC instances, with N/n1n2 outsourced blocks and only
challenged c/n1n2 blocks per loop.

Analysis for Computation: In order to fully protect tags {σijk = (Sijk, Tijk)}
from being utilized to recover private keys by adversaries, nO data owners ini-
tially require (2N + nO)Cexp operation in TagGen. Luckily, these could be per-
formed off line for owners as one-off task, although a little bit expensive. In
ProofGen, computation is cCexp for all {Pj}. In Verify, to remedy security flaw,
i.e., private key recovery of ID-BPAP, we need 3 bilinear pairing computation
to allow batch auditing at one time, which thus achieves enhanced security and
still outperforms 2n1n2 pairings in Wang et al.’s ID-PUIC [22], if applied to the
multiple clouds and multiple owners scenario.

Analysis for Communication: Communication for Challenge remains the
same as ID-BPAP [25]. The total overhead of transmission is still smaller than
Wang et al.s ID-PUIC if applied to the multiple clouds and multiple owners set-
ting. Meanwhile, our improved scheme does not suffer from private key recovery
as ID-BPAP.

Above all, the enhanced efficiency will become demonstrative if applied to
huge data storage utilities like big data analysis. We will provide the analysis in
detail upon extensive simulation in the full version of paper.

7 Conclusions

In this paper, we revisited an identity-based batch public auditing scheme with
proxy processing (ID-BPAP) scheme designed by Yu et al. in [25], and demon-
strated that any cloud server could generate valid data integrity proof with-
out original data. Meanwhile, it is also feasible to recover Proxys private key
and generate valid proxy tags for any modified data without Proxys awareness.
Therefore, we propose our solution to repair the security flaws and thus enhance
the security, at the expense of reasonable overheads while still enjoying better
efficiency over Wang et al.’s scheme [22]. As a future work, we will keep on seek-
ing to improve the efficiency of our proposed scheme of enhanced security and
privacy, and evaluate it based on real-world multiple clouds storage system, with
sound security for data integrity.
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Abstract. The explosive growth of information imposes a huge storage burden
on the personal communication terminal and causes serious challenges to the
communication bandwidth and security. Therefore, many compressive sensing
(CS) encryption schemes are proposed to solve this problem. However, the
decryption key in these papers needs to be shared with the users and cannot
prevent the receivers from intentionally leaking the key. Once the key is com-
promised, the cloud system could not find the traitor who reveals the key. To
address the problem, we propose the compressive sensing scheme with traitor
tracing for cloud storage, which can ensure information security and simulta-
neously reduce the storage and transmission burden while maintaining low
overhead at the user side. The work presented supports anonymous traitor
tracking that can track any anonymous traitors who reveal their keys, so guar-
antee the security of the key. In addition, our scheme handles the ciphertext
integrity protection and energy leakage in existing CS encryption schemes.
Simulation results show that our scheme improves the overall compression and
recovery performance compared to other CS encryption schemes. Our scheme
can be used to efficiently encrypt sensitive information in online database,
virtual currency, Internet of Things (IoT) and cloud encryption systems.

Keywords: Compressive sensing � Cloud storage security � Online database
Traitor tracing � Security transmission � Energy protection

1 Introduction

Cisco reports that, by the end of 2018, data center traffic will increase to 10.8 ZB per
year (1ZB = 240 GB), and cloud system traffic will account for more than 76% of the
total data center traffic. By 2020, 92% of the global workload will be handled by cloud
data centers, and the market share will reach 38.6 million dollars. The advantage of
cloud over the traditional devices with limited storage capacity such as mobile phones
and static sensors, is its abundant computing resources and huge storage space.
However, the huge volume of information stream imposes heavy burden not only on
personal terminal, but also on the cloud system. And if the collected information is not
properly handled, the cloud system has to waste a lot of space and resources to process
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these uploaded data. What’s more, the transmission of the huge amount of data also
brings severe challenge to the bandwidth of communications.

In order to solve this problem, people try to use the traditional data compression
technique [23] based on the Nyquist sampling theorem. Although the traditional data
compression method can reduce the storage burden, it cannot improve the insufficient
communication bandwidth problem. Compressive sensing (CS) [1–3] is a novel theory
framework for signal description and processing. CS allows accurately or approxi-
mately to reconstruct the original signal with much lower sampling rate than the
Nyquist sampling theorem, thus addressing the problem of insufficient bandwidth.

On the other hand, the security requirements of cloud data are also increasing.
Gartner pointed out that in 2017, the global cyber security industry reached $98.896
billion, and is expected to increase to $106 billion by the end of 2018. The huge
volume of data collected and transmitted to the cloud database often contains sensitive
or private information. Once the sensitive information is leaked, it may cause serious
property loss. In 2017, more than one million Bitcoin stolen events occurred on bitcoin
trading platforms such as Bitfinex and Mt. Gox. The survey results showed that the
companies’ internal staff may have compromised the wallet’s key. The reason for such
a serious property loss is the inability to trace the traitor who reveals the key.

The traitor tracking technique [14–19] can be used to trace the traitor who inten-
tionally leaks the key. Therefore, we consider combining traitor tracking with CS
encryption schemes. In the actual cloud database system, CS is used to achieve efficient
transmission, and traitor tracing is used to track traitor who leaks the key. Thereby, our
scheme can improve the security of private data and save storage space for the cloud.

1.1 Related Works

CS itself can provide certain security protection for the transmission and storage of
information in online databases [9, 22]. In work [4], the theory of measuring matrix as
secret key is proposed. In [5], Rachlin and Baron were the first to formally study
measurement matrix in 2008. However, using the same measurement matrix to encrypt
multiple different signals might result in severe information leakage. Therefore, it is
proposed in [6] and [8] to use the key seed to generate different measurement matrices
through LFSR. And Gao in [7] generates the measurement matrix by the pseudo
random generator to ensure CS security. Consider the issue of protecting the energy
information of the signal. It is pointed out in [9] that the sparse signal should be energy
normalized to protect encrypt signal energy. In [10, 11] and [24] CS-processed data are
uploaded to the cloud to save resources and ensure security. Xue proposes a cloud
encryption scheme based on CS, which supports the functionality of random com-
pression, statistical decryption and accurate decryption [12].

The works mentioned above to some certain extent use CS to achieve the security
of encrypted data. However, in these papers, the matrix as the secret key must be shared
with the receiving users. This may cause the receiving users to deliberately leak the
key. Once the key is compromised, the cloud system could not find the traitor.
Moreover, none of these papers takes the issue of ciphertext integrity protection [25]
into account, the cloud system could not prevent malicious attackers from tampering
the ciphertext. Therefore, it will cause serious security problems in practical.
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1.2 Our Contributions

To address the problems above, we design the compressive sensing encryption scheme
with anonymous traitor tracing for cloud storage security. The work presented in this
paper solves the problems of key security and ciphertext integrity protection while
saving storage resources and ensuring efficient transmission. In our scheme, the
decryption key that the cloud database sends to the user is generated by the secret key,
and the secret key is stored secretly in the cloud database. So the user cannot obtain the
secret key. Even if the user leaks the decryption key to other illegal users, the
anonymous reverse tracking function can also track the traitor. At the same time, in
order to ensure the integrity and security of the ciphertext, we design the CS-based
ciphertext authentication and energy protection function to prevent malicious users
from tampering with ciphertext. Thus improving the security of ciphertext during
transmission and decryption. To summarize, our main contributions are as follows:

• Our scheme firstly combines compressed sensing with traitor tracing. The cloud
database can track the anonymous traitor who leaks the key, while achieving the
user’s anonymous authentication, and improving the security of CS encryption
system. The simulation results show that compared with other CS encryption
schemes, our encryption scheme has better recovery effect while providing stronger
security.

• In this paper, the decryption key that user gets from the cloud database is generated
by the secret key, and the secret key is kept secretly by the cloud database.
Moreover, the user cannot derive any information about the secret key from the
decryption key. Therefore, our scheme can guarantee the security of the secret key
in the cloud storage system.

• CS-based ciphertext authentication and energy encryption are designed. According
to the characteristics of CS, the ciphertext authentication function is designed to
prevent the illegal ones from tampering with the ciphertext. At the same time,
energy standardization makes the energy of the encrypted data indistinguishable
from the energy of the original data.

The rest of the paper is organized as follows. Section 1 introduces compressive`
sensing and traitor tracing briefly. We provide the detailed scheme in Section 2, and
system analysis in Section 3. Section 4 gives our experimental simulation. Finally,
Sect. 5 draws a conclusion remarks.

2 The CS-Based Anonymous Traitor Tracing Scheme

2.1 System Architecture and Process

Figure 1 shows the proposed system framework. First, all users apply for registration in
the cloud database system to obtain their corresponding identity secret values. After
registration, the cloud database system records the user’s identity information, and then
the database system broadcasts the ciphertext information encrypted by CS in the
group. When a registered user wants to order product information from the cloud
database system, the user should verify the integrity of the ciphertext broadcast firstly.

140 P. Zhang et al.



If the encrypted information has not been tampered with, the user performs anonymous
identity authentication with the cloud. The cloud database sends session keys and
decryption keys to the users who pass the anonymous authentication. Note that the
decryption key sent by the cloud database includes the sensing matrix and the secret
key is sparse matrix. And the secret key that generates the decryption key is kept
secretly in the cloud database. Therefore, even if a traitor leaks the decryption key, the
secret key still keeps secure. What’s more, the complex CS-based decryption and
recovery work are offload to the cloud database with a rich computing resource. The
user only needs to use the energy decryption key to recover the original data, thus
saving a large amount of computing resources for the user. When a user (traitor) in a
group intentionally divulges the decryption key to other illegal users, the cloud data-
base system can trace the identity information of the anonymous traitor through col-
lecting the pirate’s decoder. Finally, the cloud database system is allowed to flexibly
delete, recover, and add users without changing the keys of other legitimate users.

2.2 Our Scheme

Our design is based on a trusted third party of cloud database, which can compress the
encrypted data and track the traitor. The details are described as follows.

System Initialization. The cloud database system first randomly selects two large
prime numbers p; q, which satisfy qjðp� 1Þ and q[ n. n denotes the total number of
users in the group, g is a primitive element of Zq. Then the cloud database randomly
chooses a k-degree polynomial f ðxÞ ¼ a0 þ a1xþ . . .þ akxk; k[ n in Zq½x�. We call
the corresponding point ði; f ðiÞÞ in f ðxÞ, i 2 Zqnf0g; f ðiÞ 6¼ 0 as a share, which satis-
fying f ðiÞ 6¼ f ðjÞ for any i 6¼ j. Finally, the cloud database chooses a secure hash
function H1;H2, pseudo-random normal distribution matrix generator C, and publishes
H1;H2 and C to the user group. Here hash function H1 : A ! Z

�
q, where A denotes a set

Register

Alice

Success

Anonymous ID Authentication

Identity Secret Value

Eve

Decoder

Bob

Darth

Trace

Failed

Anonymous ID Authentication

CS Encrypt Data

Fig. 1. System workflow and framework. Alice is a legitimate user to be registered. Bob is a
registered legal user. Eve is an unregistered malicious user, and Darth is the traitor.
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of matrices of size m� n, and the values of m and n are determined by the compressed
value and the size of the packet data. H2 represents the mapping from the real number
field to the Z

�
q. The detailed structure of C is defined in [21].

User Registration. When a new user Ui applies for registration, cloud database ran-
domly selects an unregistered share ði; f ðiÞÞ and send it to user Ui, where f ðiÞ is the
secret value owned by the user. After registration, the cloud database calculates Si ¼
gf ðiÞ and records text ¼ fi k f ðiÞ k Ui k Siji 2 f1; 2; . . .; ngg. Here Si denotes the new
user Ui identity information, text is the set of registered users. And then the cloud
database publishes fg; pg. Note that the secret value is always kept secret by the user.

Compress and Encrypt Data. The cloud database divides the original data in parts
with an equal size. According to the size of the grouped data, the cloud calculates:

W ¼ UKVT ð3Þ

Where W denotes the sparse matrix that is generated through an over complete learning
dictionary which can find the simplest form of a signal. The sparse matrix obtained by
this method has better sparseness and can achieve better reconstruction properties when
the original signal is reconstructed. Here T denotes matrix transpose, K 2 R

n�d con-
tains the singular values in its main diagonal, and U 2 R

n�n and VT 2 R
d�d are

orthonormal matrices. The projection matrix U ¼ UT
m is constructed by taking the first

m columns of the orthogonal matrix U. The size of m is equal to the size of the grouped
data. For more details about the construction of projection matrices, please refer to [12].
It has been shown in [20] that the measurement matrix constructed by this method has a
better performance for reducing the reconstruction error.

The cloud then divides the key generation parameter K into two sub-keys K1 and
K2, where K1 is the first m bits of K and K2 is the remaining bits of K. We use K1 to
compute the random perturbation matrix qi ¼ CðK1 þ iÞ, and use K2 to compute:

ci ¼ pK2ðk Wxi k22Þ ¼ pK2ðk hi k22Þ ¼k hi k22 �K2 ð4Þ

where qi 2 R
m�m is the perturbation matrix, and ci is the energy encryption function,

and xi is the ith group of data. Using the perturbation matrix is to make the cipher texts
different even though the original plaintexts are same. The energy encryption function
prevents the signal energy leakage and guarantees the signal energy security.

Finally, the cloud database uses the above parameters to encrypt the original data,
and then uses the hash function H1;H2 to calculate the verification tag therefore:

y0i ¼ qiUWĥi ¼ qiA
hi

k hi k22
ð5Þ

where y
0
i denotes the ith random compress cipher text, and A ¼ UW is the sensing

matrix, and ĥi is the sparse data after energy encryption, and T1 ¼ H1ðy0iÞ;T2 ¼ H2ðciÞ
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are the verification tags of cipher text and energy cipher text. Then the cloud database
system packages ðyi; ci; T1; T2ÞT and broadcasts to user groups.

Subscribe and Anonymous Authentication. User who wants to subscribe the
information products from the cloud database should first calculate T 0 ¼ H1ðyiÞ, and
then verity whether T 0¼T or not. If equal, the cloud database authenticates the user’s
anonymous identity information, otherwise the subscription is terminated. During the
anonymous authentication phase, the user firstly selects a random number r, and cal-
culates gr; grf ðiÞ and sends fgr k grf ðiÞg to cloud database. Note that r 2 Z

�
q and r�1 is

existed such that r�1 � r � 1ðmod q� 1Þ. After receiving the data sent by the user, the
cloud randomly selects s and calculates D ¼ ðgrÞs and A ¼ ðgrf ðiÞÞs. Then the cloud

database keeps D in secret, and sends A to the user. The user calculates R ¼ ðgrf ðiÞsÞr�1

and sends R to the cloud database after receiving the data. Finally, the cloud uses ðgrÞs
and user registration identity information Si to calculate:

D0 ¼ ðgrÞs þ
Yn

i¼1

ðR� ðSiÞsÞ ð6Þ

Then the cloud database verifies whether D0 ¼ D or not. If D0 ¼ D, anonymous
authentication is passed, otherwise terminated. Since users do not authenticate with
their true identities, but disguised identity information grf ðiÞ. Therefore, the cloud
database does not know which user is authenticated, but the cloud knows that the user
who passes the anonymous authentication must be a registered legitimate user.

Distribute Decryption Key. The cloud records the session key ki ¼ ðgrÞf ðiÞ for
authenticated users. After distributing the session key, the cloud database calculates
y0 ¼ ga0 ; y1 ¼ ga1 ; . . .; yk ¼ gak and publishes public key pub ¼ fp; g; y0; y1; . . .; ykg,
where a0; a1; . . .; ak are the coefficients of polynomial f ðxÞ. Then the cloud database
randomly chooses a; k 2 Z

�
q to construct the filter function fC1ðxÞ;C2g:

C1ðxÞ ¼ ga þ k
Yn

i¼1

ðx� kiÞ ð7Þ

C2 ¼ ððK1 k K2 k AÞðy0Þa � ðy1Þa � . . .� ðykÞaÞ ð8Þ

where a�1 satisfies that a�1 � a � 1ðmod q� 1Þ. The cloud database broadcasts
fC1ðxÞ;C2g in the group. After receiving the broadcast, the user puts
ðC1ðxÞ;C2; ki; f ðiÞÞ into the decoder and calculates C1ðkiÞ ¼ ga. Then obtain the
decryption key:

C2

C1ðkiÞ ¼ ððK1 k K2 k AÞðy0Þa � ðy1Þai � . . .� ðykÞai
k Þ=ððgaÞf ðiÞÞ ¼ ðK1 k K2 k AÞ

ð9Þ
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Decryption. When received cipher text data packet ðyi; ci; T1; T2ÞT and decryption key
ðK1 k K2 k AÞ, the user first locally calculates the verification tag T 0

2 for each group of
data using system parameters H by T 0

2 ¼ H2ðciÞ. Then the user verifies whether T 0
2 ¼

T2 or not. If equal, the user calculates the perturbation matrix qi ¼ CðK1 þ iÞ and
perturbs sensing matrix A0

i ¼ qi � A of each grouped data using the obtained decryption
key K1;A and system parameters C, and then sends A0

i to the cloud database. The cloud

database uses the CS recovery algorithm ĥi ¼ recðyi;A0
iÞ to calculate each set of

energy-encrypted sparse data ĥi, and gets encrypted data x̂i by x̂i ¼ Wĥi. Hereafter, the
cloud database sends the calculated data x̂i to user. At last, the user who receives the
data calculates the encrypted sparse data hi and original data xi by the obtained energy
encryption function ci and decryption key K2 as follows:

k hi k22¼ ci � K2 ð10Þ

xi ¼ x̂i� k hi k22 ð11Þ

Anonymous Traitor Tracing Algorithm. Our anonymous traitor tracing algorithm
finds the true identity of the traitor through the private key of the user hidden in the
pirate decoder. Assume a pirate decoder hides the traitor’s personal information
ðf ðiÞ; kiÞ. When seized to the traitor decoder, the cloud database selects valid M;M�1 2
Z
�
q such that M �M�1 � 1ðmod q� 1Þ and calculates:

C1ðxÞ ¼ ga þ k
Yn

i¼1

ðx� kiÞ ð12Þ

C2 ¼ ðMðy0Þ2a � ðy1Þ2a � . . .� ðykÞ2aÞ ð13Þ

Then the cloud database inputs ðC1ðxÞ;C2Þ into the decoder, the decoder uses the
hidden identity information to calculate M0:

M0 ¼ C2

C1ðkiÞ ¼ ðMðy0Þ2a � ðy1Þ2ai � . . .� ðykÞ2ai
k Þ=ððgaÞf ðiÞÞ ¼ Mgaf ðiÞ ð14Þ

Finally, the cloud database calculates traitor’s identity information S0i by

S0i ¼ ðM�1 �M0Þa�1 ¼ ðM�1 �Mðgaf ðiÞÞÞa�1 ¼ gf ðiÞ. Comparing the calculated identity
S0i with the Si stored in text0, the identity of the traitor user can be determined.

Revocation, Recovery and Add Algorithms. Assuming the set of revoked users is
D ¼ fUi1;Ui2; . . .;Uimg; 1	m	 n, and the set of session keys they hold is
fki1; ki2; . . .; kimg. Since the session keys of the registered users are used when dis-
tributing the decryption key, the cloud database only needs to remove the uses’ session
keys from the filter function and re-selecting �a; �k 2 Z

�
q. Then the cloud database changes

and broadcasts the filter functions ðC0
1ðxÞ;C0

2Þ by C0
1ðxÞ ¼ g�a þ k

Qn

i¼1;Ui 62D
ðx� kiÞ and
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C0
2 ¼ ððK1 k K2 k AÞðy0Þ�a � ðy1Þ�a � . . .� ðykÞ�aÞ. Note that there exists �a�1 such that

�a�1 � �a � 1ðmod q� 1Þ. In this case, the users who have not been revoked do not need
to update the corresponding session keys, and the plaintext can still be obtained
according to the above decryption algorithm. All revoked users will not be able to
recover the plain text because the filter function no longer includes their session keys.

To recover some revoked users, the cloud database only needs to modify the fil-
tering function, i.e., the cloud database adds the session keys of the users who need to
be recovered to C1ðxÞ. For other users, nothing needs to be done. When a new user
makes a registration request, the cloud randomly selects a secret value and sends it to
the new user. After the anonymous authentication and the key distribution are com-
pleted, the cloud database only needs to add the new user’s session key to the filtering
function to complete the add algorithm operation, while other users’ keys and identity
information remain unchanged.

3 System Analysis

3.1 Fully Anonymous Authentication and Tracking

In the anonymous authentication phase, the authentication information received by the
cloud database is fgr k grf ðiÞg, where r 2 Z

�
q is randomly selected by the user. Obvi-

ously, the difficulty that the cloud database obtains the user’s identity information gf ðiÞ

from authentication information fgr k grf ðiÞg is equivalent to CDH problem, so it can
be ensured that the user’s identity authentication process is completely anonymous. At
the same time, since the cloud database could not identify the user’s identity gf ðiÞ, it
cannot pretend to be an honest user to commit fraud. Moreover, each time the user
randomly selects r in the ordering information phase, the cloud cannot identify the
correspondence between orders and users. Therefore, the security of the user’s
anonymous identity can be guaranteed. Finally, when there is a traitor, the cloud system
can track the traitor through a filter function and extract the identity information Si of
the traitor from the anonymous identities hidden in the piracy decoder.

3.2 Key Security

In our scheme, the decryption key sent by the cloud database system includes the
sensing matrix A and the secret key is sparse matrix W. And the secret key sparse
matrix W generating the sensing matrix A has been kept secretly in the cloud database
system. Therefore, even if Eve intercepts the sensing matrix A, he cannot compute any
information about the sparse matrix W. Because it is a NP problem to solve the sparse
matrix W from the sensing matrix A. And it has been analyzed in [4, 11] that an attacker
could not decrypt ciphertext without a sparse matrix W or measurement matrix U. On
the other hand, suppose a taitor intentionally divulges the decryption key to other users
or illegal users, he could only reveal the sensing matrix A. So illegal users also could
not get any information about the sparse matrix W. Therefore, the secret key W in our
scheme has high security.
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3.3 Ciphertext Authentication and Energy Encryption

Compared with the previous CS encryption scheme, we design ciphertext-based
authentication according to the characteristics of CS approximate reconstruction. The
recovery signal is an approximate estimate of the original signal, if you use MAC-then-
CS encryption scheme, it will lead to the failure of ciphertext authentication, and might
leak information about the plaintext. Simultaneously, according to RIP [13], the CS-
encrypted signal has the same energy as the original signal. Our scheme ensures the
signal energy is indistinguishable by encrypting the signal energy. Therefore, the
integrity and confidentiality of encrypted data can be guaranteed.

3.4 Flexibility and Anti-collusion

Our scheme can be flexible to implement revocation, recovery and add algorithm. As
described in chapter III, in the process of add and recovery, the cloud database only
needs to add the user’s session key to the filter function, and the original legitimate
users can still decrypt the broadcast data without changing any key and identity
information. In the process of revocation, Assume that the revocation users’ private key
set is fki1; ki2; . . .; kimg; 1	m	 n. Then the cloud database only needs to remove the
users’ session key from the filter function and then changes the filter parameter a; k,
and other original legitimate users can still decrypt the broadcast data without changing
any key and identity information. And the order of polynomials f ðxÞ is greater than the
total number of users n. According to the Lagrange interpolation formula, our scheme
can completely prevent users’ collusion.

4 Experimental Simulation

We conduct a simulation test on the Intel® Core(TM) i3-6100 CPU @ 3.70 GHz in
DELL. Simulation test is divided into two main aspects, on the one hand is for personal
travel protection, such as personal walking steps per day; on the other hand, the
protection of personal daily privacy, such as the need to upload private photos to the
cloud. The two simulations illustrate that the proposed CS-based anonymous traitor
tracing encryption scheme is secure and feasible.

In the simulation test, we use the cosine function to test the security performance of
our scheme. To be more representative, we select four cosine functions with different
frequencies and amplitudes for the simulation test. Note that, the tested the signal
length is equal to 120 and the compression ratio is 0.5. The four sets of simulation
results in Fig. 2 correspond to four different cosine functions. The latter three cosine
functions are combinations of cosine functions of different frequencies and amplitudes.
The first one on the left represents the original signal figure, the second represents the
encrypted signal figure, the third represents the comparison of the original signal with
the decrypted signal, and the fourth represents the comparison of the decrypted signal
with the undecrypted signal.
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By comparing the original signal with the encrypted signal, we can see that the
signal after the encryption has been completely distorted. So even if a malicious
attacker could get the ciphertext, he cannot find any similarity or association with the
plaintext. From the comparison of the original signal and the decrypted signal, we can
find that the signal curve recovered basically coincides with the original signal curve.
This result shows that our program has very good recovery effect. To further prove the
importance of the energy encryption process, we give the final experimental simulation
comparison chart which shows the comparison of the recovered decrypted signal and
the recovered signal without energy decryption. Obviously, the recovery signal without
decryption is completely different from the original signal. Therefore, if the ciphertext
is not decrypted, no information of the original data can be obtained. Because after
energy normalization, the energy of each signal is protected. If the energy decryption
operation is not performed, the recovered signal values are nearly zero. Therefore, our
scheme can achieve good data security performance.

Fig. 2. Simulation comparison of different curves.

Table 1. Relative error of different curves under different compression.

CR 0.2 0.3 0.4 0.5 0.6

(a) 0.2931 0.1798 0.1248 0.0812 0.0727
(b) 0.1636 0.0501 0.0365 0.0311 0.0248
(c) 0.2381 0.0506 0.0344 0.0249 0.0199
(d) 0.1207 0.0377 0.0134 0.0104 0.0038
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Table 1 shows the relative error of the above four cosine curve at different com-
pression ratios, and it is the average result from 100 simulation tests. From the results in
Table 1, it can be seen that when the compression ratio is 0.5, the relative error of all
the recovery curves is controlled within 10%. Moreover, when the compression ratio is
0.6, the simulation test results show that the relative error is only 0.3%. This means that
our solution can maintain good recovery characteristics while implementing encryption
functions, which is extremely important in practical applications. More encouragingly,
the relative error of the recovery curve decreases as the complexity of the test curve
increases. This shows that our scheme has better applicability in testing huge amounts
of data, and it is very suitable in IOT and cloud encryption system.

Table 2 shows the relative error of the recovery curves of different CSE schemes.
From Table 2, we can see that our scheme can maintain good recovery performance
while achieving better security. Therefore, from the perspective of practical application,
our scheme has great advantages in terms of security and recovery performance. To
further illustrate the accuracy and reliability, we extend the continuous curve distri-
bution test to the discrete point distribution test. Here we use the individual walking
steps collected from WeChat to test the security of our scheme.

Figure 3 shows the comparison between the original walking data and the decrypt
data recovered at a compression ratio of 0.5. It is clear that the recovered motion data
are basically the same as the original data, and the test results show that the relative
error between the two sets of recovery data is 0.013 and 0.0155, respectively. There-
fore, the data recovered by our scheme has a high degree of accuracy. This indicates
that our scheme has good recovery characteristics in more sophisticated equipment.

Table 2. Relative error comparison of different CS encryption (CSE)

CR 0.2 0.3 0.4 0.5 0.6

Common CSE [7, 8] 0.3494 0.0928 0.0366 0.0227 0.0202
Kryptein [12] 0.1904 0.0533 0.0425 0.0375 0.0272
Our scheme 0.1636 0.0501 0.0365 0.0311 0.0248

Fig. 3. Comparison of two groups of walking steps (one month) collected from WeChat.
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Figure 4(a)–(d) show the comparison of simulation results for different images of
size 256� 256. Each set of images includes the original image, the encrypted image,
the undecrypted restored image, and the decrypted restored image, respectively. It can
be seen from the comparison that the restored image has high similarity with the
original image, and the simulation results show that the PSNR of the recovered images
after decryption of the above four groups of images exceeds 30 db, which indicates that
the quality of the recovered images are very high. And it is clear that the encrypted
image is completely different from the original image. From the comparison of the
recovery image without energy decryption and the recovery image after energy
decryption results, we find that the image without energy decryption cannot display any
information of the original image at all. This illustrates that our scheme’s energy
encryption algorithm has good encryption performance for image signals. Therefore,
our scheme can also protect the security of media images.

Table 3 shows the PSNR of the recovered image at different compression ratios for
different CS encryption schemes. The comparison shows that the recovery effect of our
scheme is much better. When the compression ratio exceeds 0.3, the quality of the
image recovered by our solution is close to 30 db. Compared with other solutions, our

(a) lena

(b) barbara

(c) peppers

(d) baboon

Fig. 4. Simulation comparison of different images.
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solution maintains good recovery performance with very low compression ratio. So,
our solution can guarantee good recovery performance while ensuring image security.

Figure 5 gives the PSNR of the recovered images when lena, barbara, peppers and
baboon four different images are not encrypted, encrypted with Kryption [11], and
encrypted with our scheme. It can be seen from the figure that the recovery effect of our
encryption scheme is better than that of no encryption and Kryption. And our
encryption scheme still maintains certain recovery characteristics in the case of low
compression ratios, while the CS method in non-encryption does not recover any image
information at the compression ratio below 0.3.

5 Conclusion

We combine the compressive sensing with traitor tracing for cloud storage, which
ensure information security while reducing the burden on storage and transmission. To
solve the key security problem caused by shared keys in traditional CS encryption
schemes, we provide traitor tracing function which can track the traitor in the group
who reveal the key. Meanwhile, our proposed scheme breaks through the traditional
CS-based scheme that the decryption key must be in the user’s hands, and therefore

Table 3. PSNR (db) comparison of different CS encryption (CSE) schemes.

CR Lena (256 � 256)
0.2 0.3 0.4 0.5 0.6

Common CSE [7, 8] 15.63 20.40 24.61 27.51 29.11
Kryptein [12] 24.81 26.97 29.62 30.76 31.19
Our scheme 25.34 27.57 29.57 31.25 32.24

Fig. 5. Comparison of PSNR of the recovered images in different schemes.
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improves system flexibility. Finally, for the problem of ciphertext security, our paper
designs a CS-based ciphertext authentication scheme and energy encryption function to
ensure the integrity of ciphertext and greatly improve the security of the system.

The simulation results show that our proposed scheme not only has good com-
pression and encryption effects in data signals but also maintains good security and
recovery performance in media image signals. From the comparison, we found that
when dealing with huge amount of data and complex images, the proposed scheme
achieves better recovery effects. This shows that our scheme has better practicality in
processing massive amounts of data. Therefore, it has a wide application range under
the framework of virtual currency, internet of things and cloud encryption systems.
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Abstract. Entity resolution (ER) classifies records that refer to the
same real-world entity and is fundamental to data cleaning. Identifying
approximate but not exact duplicates in database records is a vital task.
These duplicates may refer to the same real-world entity due to; 1. data
entry errors, 2. differences in the detailed schemas of records from mul-
tiple databases, 3. unstandardized abbreviations, among several reasons.
Machine-based techniques have been improving in quality, but still are
a long way from being perfect. On the other hand, crowdsourcing plat-
forms are widely accepted as a means for resolving tasks that machine-
based approaches are not good at. Though they also offer relatively more
accurate results, they are expensive and are slow in bringing human per-
ception into the process.

In this paper, we present a machine-based technique for data dedu-
plication which adopts a novel clustering algorithm under a crowd-based
environment. We propose a non-trivial technique; 1. To reduce the time
the crowd (humans) use in performing deduplication. 2. To reduce the
crowdsourcing overheads and 3. For higher accuracy in data deduplica-
tion. Comparing with some existing human-machine based approaches;
the experiments proved that our proposed approach outperforms some
methods by incurring low crowdsourcing cost and offering a high accu-
racy of deduplication as well as deduplication efficiency.

Keywords: Data deduplication · Clustering · Edge-pivot graphs
Entity resolution · Crowdsourcing

1 Introduction

In database systems, entity resolution also referred to, in other works as
entity reconciliation, duplicate detection or deduplication, record linkage and
merge/purge, is the process of identifying different records that represent the
same real-world entity [1–4]. In data deduplication, records that are identical to
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each other in the real world are clustered into numerous groups. This is a prob-
lem because common identifiers may not exist at all or are noisy, thus accurate
deduplication of records is a challenge. On the contrary, if the records have a
common identifier, this problem is easy to solve. In Table 1 for example, records
r1 and r2 refer to the same real world entity though they have different texts in
the product details.

Numerous algorithms for data deduplication in entity resolution (see [2] for
survey) have been proposed. For each pair of records, a basic machine-based
approach calculates similarities between them using metrics such as Cosine or
Jaccard similarity metrics [30,31]. Pairs of records with their similarity values
higher than a given threshold are considered to be of the same real world entity.
However, when one is presented with records that look highly similar but have
different entities to process, machine-based algorithms often face challenges. Fur-
thermore, machine-based techniques are found to have poor data deduplication
accuracy. Human-based techniques are used to improve the accuracy, because in
solving complex tasks, humans are way better than machines [14].

Given a record with a number of set, crowdsourcing approach is used for
data deduplication by creating all possible pairs of records. Then the crowd
is further used to examine each pair of records to determine duplicates. Huge
overheads are caused by using this approach because of the vast number of pairs
of records to be examined by the crowd. In modern era, due to this problem, a
lot of researchers with easily accessible crowdsourcing platforms, have proposed
human-machine based (hybrid) techniques, some of which aim to cluster the
records relating to the same entity in the real world into several groups [5,6,10].

Table 1. Table of products.

Record ID Product details Price

r1 Huawei P10 16GB Wifi Black 3200Rmb

r2 Huawei Ten 16GB Wifi Black 5550Rmb

r3 Huawei Ascend P One 16GB Wifi White 4000Rmb

r4 Huawei Ascend P1 16GB Wifi White 3200Rmb

r5 Huawei Ascend Y7 Prime 2GB Waterproof White 3900Rmb

The contributions of this paper are summarized as follows:

1. We use a machine-based technique called Cosine similarity to prune the dupli-
cates records.

2. We generate clusters from the records using a proposed algorithm and the
crowd examines the record pairs.

3. We experimentally compare our technique to existing models.
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2 Problem Definition

Let R = (r1, r2, ..., rn) and g be the set of records and a function respectively,
that map ri to the real world entity they represent. The function g, is often
too difficult to obtain in many cases, thus it is assumed that a similarity value
function f: R × R → [0, 1] exists, such that f(ri, rj) is equal to the possibility of ri

and rj representing the same real world entity. Using a machine-based algorithm,
such functions can be constructed. The aim of data deduplication is to partition
the given set of records R, into a set of clusters C = {C1, C2, ..., Ck}. So for
any edge with pair of records selected (ri, rj) ε R, if g(ri) = g(rj) then ri and rj

must be in the same cluster, meaning they may be of the same real world entity.
Otherwise, they are not put in the same cluster and are thus not similar. Like
in existing works [10,32,33], we also adopt in this paper a metric cost Λ(R) on
machine-based deduplication. Equation 1 states;

Λ (R) =
∑

ri,rj ε R.i<j

xi,j . (1 − f (ri, rj)) +
∑

ri,rj ε R.i<j

(1 − xi,j ) . (1 − f (ri, rj))

(1)

Table 2. Example of records with similarity scores.

Pairwise records Similarity score Pairwise records Similarity score

(a, b) 0.75 (b, g) 0.60

(b, f ) 0.72 (d, e) 0.58

(b, c) 0.70 (e, h) 0.55

(c, h) 0.69 (a, g) 0.49

(a, e) 0.65 (c, d) 0.45

(c, e) 0.63 . . . <0.4

If two records pairs ri and rj are in the same cluster, then ri,j = 1, otherwise
ri,j = 0. The metric cost Λ(R) thus assigns a penalty of 1 − f(ri, rj) on a pair
that are put in the same cluster. In Table 2 for example, assuming we have a set
of eight records R = {a, b, c, d, e, f, g, h, i}, with similarity scores. Records pairs
with similarity scores less than the threshold 0.4 are pruned out. Forming triangle
of clusters 〈a, b, f〉 and 〈d, e, h〉 from the records, we can validate that the metric
cost Λ(R) is minimized. In works [10,34], trying to minimize the metric cost
Λ(R) is NP-hard problem. Correlation clustering which was adopted in [10] was
assumed to be NP-hard problem. Thus, Chromatic-correlation clustering [34], an
instance of correlation clustering is also NP-hard problem too. Quite a number
of machine-based algorithms have been proposed to solve the NP-hard problem
but they are unable to handle record pairs that have similar representations but
differ characteristically. Crowdsourcing on the other hand tends to improve the
accuracy thus in this paper we propose a hybrid technique.
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3 Contributions of the Work

Our solution presented for the human-machine based deduplication consists of:

1. Firstly, we use a machine-based algorithm [30,31], specifically Cosine similar-
ity with a threshold on the set of records R to obtain a candidate set S. S can
be defined as a set containing all pairs of records (r1, r2) such that (r1, r2) ≥
threshold. Cosine similarity is defined as

C (x, y) =
−→x .−→y

||x||.||y|| =
∑

i xiyi√|x|.√|y| (2)

2. Secondly, the records pairs in S are clustered into disjoint sets C =
{C1, C2, ..., Ck}. Then based on a proposed algorithm, the crowd examines
the clusters and issues their results.

3. We experimentally compared our technique to some existing models. Our
results showed that our proposed approach outperforms some works by incur-
ring low crowdsourcing cost and offering a high accuracy of deduplication.

3.1 Solitary Cluster Generation Algorithm

This section introduces and discusses the algorithm used in the cluster genera-
tion. Reducing the cost metric is the goal in this section. Crowd confidence [10]
is defined as the fraction of humans who inspected a record pair (r1, r2) and
inferred them to be of the same entity. The crowd-based similarity score is set as
R × R → [0, 1], such that the crowd’s confidence fc(r1, r2) implies that r1 = r2. If
the record pair was eliminated in the machine-based technique step, fc(r1, r2) = 0
is set. Motivated by Bonchi et al. [34] categorical way of clustering in chromatic
correlation clustering, where clusters are formed in triangles, we define in this
paper another crowd confidence ft(r1, r2, r3) where ((r1, r2), (r1, r3), (r2, r3)) ε E
are the set of edges in E, forming a cluster in a form of a triangle. We term this
score as the Triangular crowd confidence. The triangular crowd confidence can
be defined as the sum of all the fc(r1, r2) in a cluster, divided by the number of
total edges in the cluster. If ft(r1, r2, r3) ≥ a set threshold, then the cluster can
be formed and inferred that all the records in the triangle belong to the same
real world entity, otherwise they are not.

Fig. 1. An undirected graph with examples of crowd’s confidence scores.
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a. For example if edge (n,o) is chosen as pivot in Fig. 1A and selecting all other
objects x εR′ for which there is a triangle 〈m,n, o〉, it is impossible to form a
cluster like in Fig. 1B, because the triangle crowd confidence ft(m,n,o) gives
0.4 which is less than the triangle crowd confidence threshold 0.5. This implies
that the records do not belong to the same entity.

b. Whereas in Fig. 1C a cluster can be formed. For example selecting edge (p,q)
as a pivot and all other objects x εR′ for which there is a triangle 〈p, q, r〉,
it is possible to form a cluster. One can notice that the crowd’s confidence
fc(q,r) is less than the crowd’s confidence threshold 0.5. But calculating the
triangle crowd confidence ft(p,q,r) gives 0.5 which is equal to the triangle
crowd confidence threshold 0.5. Hence we assume, though one edge has a
crowd’s confidence less than its threshold, their triangle crowd confidence is
the same or greater than the threshold, thus a cluster can be formed. It is
inferred that the records belong to the same real world entity.

Λ′ (R) =
∑

ri,rjεR.i<j

xi,j . (1 − fc (ri, rj)) +
∑

ri,rjεR.i<j

(1 − xi,j ) . (1 − fc (ri, rj))

(3)
In Eq. 3 if two records pairs ri and rj are in the same cluster, then xi,j =

1, otherwise xi,j = 0. Since chromatic-correlation clustering is an instance of
correlation clustering, and minimization of metric cost Λ′(R) in Eq. 3 is NP-
hard under correlation clustering, we conclude that minimization of metric cost
Λ′(R) in Eq. 3 is NP-hard under chromatic-correlation clustering too. In Fig. 1
for example if all clusters were formed, the solution clusters in Fig. 1B and C
formed from Fig. 1A, will have a cost of 7 which is equal to the number of edges
eliminated. In this paper, under human-machine-based technique, motivated by
the chromatic balls algorithm [34], we adopt an edge as the pivot. This implies
that rather than a single record ri taken as a pivot, a pair of objects (ri and
rj) is chosen. The adoption of the edge as pivot is non-trivial since they are
a categorical algorithm in chromatic balls and clusters are constructed one-by-
one and the i -th (i > 1) cluster is dependent on the first i − 1 clusters. Thus,
employing the edge pivot into our algorithm implies that the clusters are to be
generated one at a time which is time wasting and presents huge crowd overheads.
In this paper, we will present the constructing of multiple clusters, reducing the
total time needed to complete the generation of the clusters.

Our human-edge-pivot pseudo code is summarized in Algorithm1. It is a sim-
ple edge as a pivot algorithm adopted from [34]. It takes into account the edges
in order to build the clusters. The pivot chosen in each iteration of the algorithm
is an edge, a pair of objects, and not a vertex, a single object. The input of the
human-edge-pivot includes an undirected graph G = (Vr and Es), where R con-
tains records of each vertex in Vr and each (ri, rj) εEs that corresponds to a
pair of record in S. Our output is the set of disjoint clusters C = {C1, C2, ..., Ck},
when put together, they form R. A set R’ which is initially equal to R, is initial-
ized to keep all the vertices yet to be assigned to a cluster. At each iteration, an
edge (ri, rj) is randomly selected as a pivot (line 5). With edge (ri, rj) as pivot,



158 C. R. Haruna et al.

Algorithm 1. Human-Edge-Pivot Algorithm
Require: an undirected graph G = (Vr and Es) where Vr are the records in R and Es are the

edges corresponding to a record pair in the candidate set, S.
Ensure: A set of clusters, C.
1: Initialize an empty set, C.
2: Initialize Cc as an empty set.
3: R′ ← R ; i ←1.
4: While there exists (ri, rj) εR′ such that (ri, rj) ε E do.
5: Randomly pick (ri, rj) εR′ as an edge pivot, such that (ri, rj) ε E.
6: Select all other objects rk εR′ for which there is a triangle 〈ri, rj , rk〉.
7: Add (ri, rj), (ri, rk) and (rj , rk) to Cc
8: Issue Cc to the crowd
9: For each edge in Cc do.
10: Calculate fc(ri, rj).
11: If the crowd decides that ft(ri, rj , rk) ≥ 0.5 then
12: Put Cc into C.
13: Remove all edges and vertices in G.
14: C(rk) ← i.
15: i← i+1.
16: return C.

all other edges rk εR′ for which a triangle 〈ri, rj , rk〉 has records belonging to
the same real world entity or not, that is (ri, rj), (ri, rk) and (rj , rk) are selected
and put in Cc and is issued to the crowd (lines 6–8). Where the crowd then
decides which pair of records are equal. In lines 9–11, the algorithm calculates
the crowd’s confidence fc(ri, rj) for all the edges and further calculates the tri-
angular crowd confidence ft(ri, rj , rk). If the result ft(ri, rj , rk) ≥ 0.5 a cluster is
formed around the triangle and all edges and records are removed from G (lines
12 and 13). Otherwise the algorithm recursively selects another edge. In lines
14 and 15, all other edges and objects remaining in R’ are made single clusters.
Finally, a cluster C containing all disjoint clusters is returned and the algorithm
terminates.

Triangle Cluster-Based HIT. In Fig. 2, we show an example of a user inter-
face which we developed for a triangle cluster-based HIT for the crowd. On the
interface, we have a four-labelled column; 1. Record pairs column, which shows
the edges and ID’s of the records. 2. Product details, which has descriptions of
the records. 3. Prices of the products. 4. Your choice, which allows the user to
check the radio buttons after making their comparisons for each pair. The user
checks ‘same’ for the records being identical or ‘not same’ if otherwise. Note that
the submit button is disabled and has a caption of (2 of 3), which means there is
one more choice to be made. The user has not made a choice on the third pair of
records, thus they cannot proceed to submit the answers. After all choices have
been made the submit button will be active and with a click away, the answers
would be submitted.

Computational Complexity. The computational complexities of our algo-
rithm are the pivots selection and building the clusters. Choosing a random
edge as a pivot requires O(m log n) time, where n = |V | and m = |E|. With
random priorities, selecting a random edge as a pivot can be implemented by
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Fig. 2. A triangle cluster-based HIT with three records.

building a priority queue of edges. Whether an edge in the graph is selected as
pivot or not, the edge is removed once from the priority queue. Also, a single
cluster that is being built, needs to access all of its neighbors of the pivot edge
(ri, rj). The neighbors of each pivot edge chosen are not considered again because
forming the current cluster means removing it from the set of uncovered objects
at the end of the iteration. The process of selecting objects into the current
cluster involves visiting each edge at most once and it takes O(m) time. Finally,
we can infer that the complexity in computing our algorithm is O(m log n).

3.2 Compound Clustering

In Algorithm 1, it is evident that in each iteration, a set of edges which may
form a triangular cluster is issued to the crowd for comparisons to determine in
their answers whether the records belong to the same entity. The running time
of our algorithm depends solely on the number of iterations. In order to reduce
the running time, we reduce the number of iterations by simultaneously creating
multiple clusters in each iteration through the selection of only one edge as a
pivot.

In Fig. 3A, all the edges have the same probability of being selected as a
pivot in Algorithm refAlgorithmsps1. Depending on which edge is selected as
pivot, other edges may end up being pruned from the graph and thus not being
issued to the crowd. For example, selecting edge (O,Q) in Algorithm 1 as pivot,
human-edge-pivot will remove triangle 〈O,Q,U〉 and submit it to the crowd.
Assuming a cluster is formed based on the crowd’s results, and then only one
cluster will be formed. That is removing vertex Q from the graph also eliminates
other edges which any of them would have been a good candidate for a pivot to
build multiple clusters around. Implying the problem in executing Algorithm1
still persists.

Our next algorithm, which is motivated by the lazy chromatic balls algorithm
[34], basically tries to minimize the chances of randomly selecting a bad edge as
a pivot. Given a vertex ri εR, let d(ri) be the number of edges incident to ri.
Also, we denote by Δ (ri) = max d(ri) and λ(ri) = arg max d(ri). During each
iteration, firstly, a vertex ri is selected with a probability directly proportional
to Δ(ri). That is a vertex ri with the highest number of edges to it. Secondly,
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Fig. 3. An example of a compound clustering.

among the neighbors of ri with probability proportional to d(rj , λ(ri)), another
vertex rj is selected. With the edge pivot (ri, rj), the algorithm may form clusters
by adding all vertices rk such that 〈ri, rj , rk〉 is a triangle. Furthermore, it keeps
adding vertices rk in the cluster as long as they form a triangle 〈W,X,Z〉, where
X is either ri or rj , and Z can be any other vertex that belongs to the present
cluster. In the Fig. 3, vertices Q and X have the maximum number of edges, with
5 each. We therefore choose one of them as the first pivot vertex with higher
probability than the others. Assuming we set ri =X as first vertex, then among
the neighbors of X, we select rj which has the next higher number of edges with
probability proportional to d(rj , λ(ri)). The higher the edges incident to a vertex,
the higher the chances of the vertex being chosen. Q would likely be chosen as
the second vertex, therefore making (X,Q) the selected edge as pivot. Then,
vertices {Q,X,Z} forms a triangle and a temporary cluster is formed. Then,
vertex U also enters, because it can also form a triangle 〈O,Q,U〉 with O and Q
which is already in the temporary cluster. Vertex T comes in as well because X
is also in the cluster and forms another triangle 〈T,X,Z〉. A temporary cluster
demonstrated in Fig. 3B is finally generated. Then the temporary cluster is then
issued to the crowd to be examined for similarities between the pairwise records
within it, to determine whether the records are of the same real world entity.
After the crowd has calculated the crowd’s confidence fc(r1, r2) of each edge or
pair of records, the triangle crowd confidence ft(p, q, r) of each single triangle
in the big cluster are calculated too. Should triangle crowd confidence ft(p, q, r)
be less than the threshold set, the corresponding triangle is removed from the
cluster and added back to the G = (Vr,Es). The iteration continues until the
algorithm terminates. Finally, the remaining triangles are put in a single cluster
and passed to the crowd to examine whether the records belong to the same real
world entity.

Computational Complexity. Similar to human-edge-pivot, the computa-
tional complexity is the running time which is determined by the selection of the
edge-pivot and further building of the different clusters. In selecting the edge-
pivot, the first vertex to be chosen can be implemented with a priority queue
with priorities Δx rnd, where rnd is any random number. For all objects, it
needs to calculate for Δ which takes O(n +m). To deal with the queue itself
needs O(n log n), because at each iteration each object is either added to or
removed from the queue only once. Having already chosen u as the first vertex,



A Hybrid Data Deduplication in ER Using Chromatic Correlation Clustering 161

v is selected as the second vertex by analyzing all neighbors of u which have not
been chosen. Throughout the execution of one iteration, for each vertex u, its
neighbors are visited only once taking O(m) time. Lastly, to build the clusters
requires O(m) time, because accessing each edge during each visit of the graph
requires O(1) times. The computational complexity is thus O(n(log n) + m).

4 Experiments

In this section, we performed experiments and evaluated the results of the
proposed hybrid approach against existing works; CrowdEr [5], TransM [6],
Transnode [8] and ACD [10], in terms of deduplication accuracy, the number
of crowdsourced record pairs, and the number of iterations performed by the
crowd.

4.1 Setup of Experiment

Three benchmark datasets in crowd-machine based deduplication literature [5–
7]; Paper [35], Product [36] and Restaurant [21] datasets were used. In Table 3
are the number of records and entities in each dataset. In the CrowdEr, the
authors did not indicate the algorithm for clustering crowdsourced record pairs.
Like in the work of ACD, we also adopt the sorted neighbourhood clustering
algorithm [7] on the answers from the crowd to generate clusters. We denote
this implementation as CrowdEr∗ in the experiments of this work. Firstly, we
applied the F-1 measure which was also used in work [6] to scale the deduplication
accuracy of all the approaches. Furthermore, we also evaluated the cost of the
methods used in the experiment in terms of the number of record pairs incurred
in crowdsourcing.

Table 3. Characteristics of datasets and crowd answers.

Datasets # of records # of entities # of
candidate
pairs S

Rate of
errors of
crowds (3w)

Rate of
errors of
crowds (5w)

Paper 997 191 29,581 23% 21%

Product 858 752 4,788 0.8% 0.2%

Restaurant 3,073 1,076 3,154 9% 5%

Similarity-Machine-Based Approach:
In the experiments, we needed to generate a set of candidate pairs S for all the
methods. We used the Cosine similarity function to compute the machine-based
similarity score for the pairs of records. The threshold value was set at t = 0.4.
This implies that, only pairs of records with scores greater than 0.4 are classified
as candidate set S and have been recorded on each dataset in Table 3.
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Crowdsourcing Platform:
We must note that the evaluation method was adopted from previous works
such as in CrowdEr [5], TransM [6] and ACD [10]. In this work, we employed
as a crowdsourcing platform, the Amazon Mechanical Turk (AMT). All pairs
of records in the candidate set S for each dataset were posted to the AMT.
For consistency, all the methods compared in this work used the same answers
which were stored in a local file (for faster retrieval of record pairs instead of
accessing the crowdsourcing platforms several times). We contacted the authors
of CrowdEr [5] and ACD [10] to obtain and reuse in the experimental evaluation,
the answers they obtained from their experiments. The results were as follows:

1. An HIT is made up of twenty (20) pairs of records each. Each record pair
involved inputs from 3 workers (3w), where workers underwent qualification
test before they could work on the HITs, if they passed successfully. They
were paid 2 cents upon completion of a HIT.

2. To reduce the overheads of the crowd, for each record pair, the involvement
of 5 workers (5w) were needed. Each HIT had only 10 pairs of records. In
Table 3, from the results given to us by authors from the previous works,
we show incorrect answers from the crowd under 5w and 3w settings. It can
be seen that the results from the 5w setting effect accurate results but at
a higher cost. The error rate from the answers for product and restaurant
is below 10% and that of Paper is above 20%. This implies that comparing
restaurant and product to paper, they are easier to deduplicate.

4.2 Evaluation with Some Existing Methods

In this subsection of the experiments, we assess and compare some of the existing
methods with the proposed method based on;

1. Deduplication accuracy using the F1-measure which was used in other works.
2. Crowdsourcing overheads. That is the cost incurred in terms of crowdsourcing

the record pairs.
3. Crowdsourcing efficiency. The efficiency is measured in terms of the number

of iterations a crowd examines the record pairs.

Deduplication Accuracy:
In Fig. 4, we showed results of the experiments performed under both 3w and
5w settings, and evaluated the data deduplication accuracy of each method on
the three datasets using the F-1 measure, which is the number of crowdsourced
pairs of records. On all datasets under both settings, comparatively, CrowdEr∗

provided the highest deduplication accuracy, followed by ACD. Our algorithm,
provided the third highest accuracy, thus outperforming TransNode and TransM.
TransNode provided the least accuracy followed by TransM on all datasets. On
paper dataset especially, TransM and TransNode provided very poor accuracy
because these works are prone to errors made by the crowd. On product and
restaurant datasets, they performed better as a result of errors being reduced
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Fig. 4. Comparison of deduplication accuracy.

by the workers. Our algorithm shows the same accuracy as compared to ACD
and CrowdEr∗, with slight differences in the margins. In conclusion, on product
and restaurant, all methods, comparably performed fairly equally which implies
that the crowd may have provided accurate results.

Crowdsourcing Cost:
In Fig. 5, though CrowdEr∗ provided better accuracy as shown (Fig. 4) and
described earlier, it incurs crowdsourcing overheads particularly on paper dataset
under both settings. This could be due to issuing all the candidate set S to
the crowd. Like in data deduplication accuracy results, the algorithm is almost
comparable to ACD when it comes to crowdsourcing cost, though, our technique
incurs a little more cost than ACD. On paper and product under both settings,
TransNode and TransM incur little cost compared to our technique, ACD and
CrowdEr∗. However, on restaurant under both settings, TransNode and TransM
incur more cost compared to our technique and ACD. This could be due to the
fact that during processing of the pairs of records, the crowd made reasonably
smaller number of errors.

Fig. 5. Comparison of crowdsourcing costs.

Crowdsourcing Efficiency: Figure 6 shows the comparisons of all methods’
crowdsourcing efficiency. The graphs illustrate, in each method, the number of
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Fig. 6. Comparison of crowdsourcing efficiency.

crowd iterations. CrowdEr∗ needs the very least number of iterations, less than
2 iterations, because it issues all the candidate set S in one group. The other
methods, as can be seen are all comparable on all datasets under both 3w and
5w settings. Our algorithm’s efficiency is superior to TransM and CrowdEr∗.
ACD is the only method that has better efficiency compared to our method.

We could summarize, based on the experiments and comparisons, that our
algorithm does provide a high data deduplication accuracy incurring relative
crowdsourcing cost compared to some works. Also, we can conclude that the
crowdsourcing efficiency is on a par with some of the existing works. Our work
can therefore be considered good under crowd-based data deduplication.

5 Related Work

Elmagarmid et al. presented a survey [2] on ER deduplication. Other works
were presented on how deduplication benefited from human interaction. An ER
method using active learning, which allows a user to label a training set inter-
actively, was proposed by Sarawagi et al. [12]. Their method showed that the
size of the training set needed to achieve high accuracy could be reduced sig-
nificantly. A study on pay-as-you-go data integration was conducted by Jeffery
et al. [13]. Also, a more scalable active-learning approach to large datasets which
gave probabilistic guarantees on the quality of results was presented by Arasu
et al. [14]. In all these systems, a user verification feedback was needed on some
candidate duplicate pairs of elements that existed. A decision-theoretical app-
roach was thus proposed to determine the order in which the pairs were verified.
Different types of questions to be asked to community members were generated,
as well as a matching schema results from the answers were generated. This
schema matching in online communities was studied by McCann et al. [15].

Significant works have been developed under crowdsourcing under several
platforms for various tasks in both industrial and academic communities (a
recent survey [16]). Relational database query language SQL was extended
to CrowdSQL by enabling crowd-based operators, and developed CrowdDB
database, presented by Franklin et al. [17,18]. Parameswaran et al. [19] devel-
oped a database system with the help of the crowd, to answer declarative queries
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posted over relational data and called it Deco. A hybrid crowd-machine data
integration system was created by Jeffery et al. [13,20].

A data deduplication method, called Crowd-clustering [9] that identifies
records which belongs to the same category was designed. A system, though it
provides high precision of data deduplication, but incurs a huge crowdsourcing
cost was proposed [5]. Other methods which reduce cost but compromise data
deduplication were presented in TransM, GCER and TransNode [6–8]. Finally,
for better accuracy of deduplication and incurring moderate crowdsourcing over-
heads, ACD which adopts a correlation clustering algorithm under a crowd-based
setting was proposed [10]. Li et al. [24] presented a mechanism that firstly, uses
similarity-based and knowledge-based rules to obtain matching pairs, and devel-
oped some algorithms to learn the rules. Verroios et al. [25] proposed an approach
that makes a combination of two common interfaces for the crowd to make some
key observations. In the work of Altowim et al. [27], ProgressER, a progressive
approach to relational ER, was proposed and aimed at producing a result in its
highest quality, given a constraint specified by the user on the resolution budget.

Many research works done in record linkage, targeting link records repre-
senting the same entity across database using crowdsourcing. Records pairs are
pruned based on assumptions. In data deduplication, such assumptions cannot
be inferred, thus irrelevant under data deduplication. Using crowds to do record
linkage of online pages for large collections was proposed by Demartini et al.
[22]. In Gokhale et al. [23], without involving developers, how to do hands-off
crowdsourcing record linkage was studied. Human power was used to build up
classifiers for the dataset in Arasu et al. [14]. In [5], though human power was
used, the technique faced challenges processing the records that presented differ-
ent entities. Existing algorithms were not compared under the same framework
making it hard for practitioners to make the appropriate choice of algorithm.
Thus, Zheng et al. [26] presented a survey on existing algorithms, making com-
parisons and performing comprehensive evaluation. Demartini et al. [28] dis-
cussed an overview of the different existing techniques under the scenarios such
as natural language processing, semantic web, machine learning, data manage-
ment, information retrieval, and multimedia for which human-machine systems
have already been used.

6 Conclusion

In this work, a hybrid deduplication method has been proposed. The hybrid
deduplication method uses cosine similarity and a chromatic correlation cluster-
ing which to the best of our knowledge has not been used in entity resolution. We
experimentally compared the proposed algorithm with other works. In classify-
ing duplicate, one can clearly see it significantly reduced the errors made by the
crowd. Also, compared with some other works, ours improved the deduplication
accuracy efficiently. Finally, the algorithm presented, improved the deduplication
accuracy incurring minimum crowdsourcing cost compared to some of the work.
In future, we can further improve on the clustering, by looking at the output
clustering made up of a pre-defined number of K clusters.
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Abstract. Recently, some researchers adopt key-encrypting key (KEK)
tree to realize efficient ownership management in deduplication scheme.
However, none of the existing schemes realize the data sharing based on
KEK tree. In this paper, we propose a randomized client-side deduplica-
tion scheme that alleviates duplicate-faking attack and uses randomized
file tags to resist the offline brute-force attack launched by outside adver-
sary. Besides, we propose a novel data sharing technique based on KEK
tree. Security and efficiency analyses show that our scheme achieves the
desired security requirements while saving system resource efficiently.

Keywords: Deduplication · Data sharing · Key-encrypting key tree
Ownership management

1 Introduction

The ever-increasing volume of outsourced data challenges the storage capacity
of cloud computing, as well as network bandwidth [1]. Therefore, the service
providers employ client-side deduplication to minimize service overheads, where
the cloud server only requests the users to upload the unduplicated data, and all
valid users access the unique data copy through a link. However, various security
issues surrounding outsourced data are watched closely.

For the privacy of outsourced data in deduplication, Douceur et al. [2] pro-
posed Convergent Encryption (CE) to realize deduplication over encrypted data,
where the data hash value is used as the encryption key to encrypt data. Bellare
et al. [3] presented Message-Locked Encryption (MLE) and gave a formalized
privacy model and corresponding proof for CE. Subject to the limited keyspace,
the MLE-based deduplication schemes are vulnerable to offline brute-force attack
(BFA)[4]. For a predictable file, the adversary can acquire the plaintext with
some knowledge (eg. a hash value) by constructing a lot of candidate files and
verifying them. Bellare et al. [4] try to address this problem by introducing an
additional key server (KS) to extend the key space of data. However, Liu et al.
[5] argued that the KS is very difficult to meet in commercial cloud services.
Thus, how to resist the offline BFA is a challenge that remains to be solved.
c© Springer Nature Singapore Pte Ltd. 2018
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Considering the secure ownership authentication, Halevi et al. [6] presented
a novel notion called Proof-of-Ownership (PoW) and gave three concrete con-
structions based on Merkle Hash tree (MHT). PoW ensures that only the user
who actually owns the file can obtain valid ownership without uploading the file
itself. Li et al. [7] proposed an efficient version, which supports efficient own-
ership authentication by challenging multiple data blocks simultaneously. Even
so, the malicious user who owns the data may launch a duplicate-faking attack
(DFA) by identifying the data and uploads a poison version in the initial upload
phase [8]. Then, the subsequent uploader only can access the poison data after
uploading the data. Wang et al. [8] proposed a novel deduplication scheme, called
TrDup, which can trace the malicious user by incorporating traceable signatures
with MLE. Kim et al. [9] presented a novel solution that requires the cloud server
to generate the second file tag with encrypted data in the initial upload phase.

In the commercial cloud services, the frequent ownership changes weaken the
forward and backward secrecy of the outsourced data. Hur et al. [10] proposed
an ownership management technique that requires the cloud server to update
encrypted data while the ownership changes and the corresponding updated key
is distributed through a key-encrypting key (KEK) tree securely. Jiang et al. [11]
presented a lazy update strategy to improve the performance of KEK-tree-based
ownership management technique. Many other applications of KEK tree in data
deduplication, such as data sharing, are worth exploring.

In this paper, we propose a secure client-side deduplication scheme. Our main
contributions are listed as follows:

– We propose a randomized deduplication scheme that alleviates the duplicate-
faking attack and adopts randomized file tags to deter the offline BFA
launched by outside adversary (Out-offline BFA).

– We present a novel data sharing technique based on the KEK tree [10] while
realizing ownership management.

2 Preliminaries

1. Discrete logarithm problem (DLP): For a group G with prime order p
and generator g, given ga ∈ G, a ∈ Zp, there is no polynomial time algorithm
can compute a with non-negligible probability.

2. The lifted ElGamal encryption [12]:
– Gen(1λ): Inputs the security parameter 1λ, the algorithm outputs a secret

key sk = (G, g, x) and public key pk = (G, g, h), where G is a cyclic group
with prime order p and generator g, x ∈R Zp, h = gx ∈ G.

– Enc(pk,m): Inputs the public key pk and a plaintext m ∈ Zp the algo-
rithm outputs c = (c1, c2) = (gy, gm · hy) where y ∈R Zp.

– Dec(sk, c): Inputs secret key sk and (c1, c2), outputs c2
(c1)

x = gm·hy

gxy = gm.
3. Static KEK tree [10]: For a four-level KEK tree shown in Fig. 1, each node

nj(1 ≤ j ≤ 15) holds a KEK value KEKj . Each valid user ut(1 ≤ t ≤ 8)
maintains a unique leaf node and a set of path keys.(eg. The path keys of
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u1 is PK1 = {KEK1,KEK3,KEK7,KEK15}). Suppose that the ownership
group is G = {u1, u2, u5, u6, u7, u8}, the cloud server will obtain a set of root
node value KEK(G) = {KEK3,KEK14} for the minimum cover set of G.
The elements of KEK(G) are used as KEKs to encrypt the group key.

3 Problem Formulation

3.1 Cloud Storage System

Fig. 2 shows the descriptive system model for cloud storage:

Fig. 1. Static KEK tree. Fig. 2. Cloud storage system.

Cloud Server (CS): CS deduplicates the outsourced data uploaded by users,
and stores the deduplicated data locally.

Data Owner: The entity who wants to outsource data to the cloud server. If the
data do not exist in CS, the data owner is called the initial uploader, otherwise
known as a subsequent uploader. The valid data owners are allowed to share
their data with another user through a data sharing identifier (DSI).

Data Receiver: The user who can access the outsourced data with DSI issued
by valid data owners.

3.2 Adversarial Model

We consider two adversaries [11] in our adversary model.

Outside Adversary: The outside adversary may learn some knowledge of the
outsourced data, and pretends as a common data owner to interact with CS.

Inside Adversary: We regard CS as an honest-but-curious (HBC) inside adver-
sary, which learns as much knowledge of data as possible while executing the
assigned tasks honestly. Besides, S does not collude with outside adversaries.
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3.3 Security Requirements

1. Privacy [10]: Both outside and inside the adversary should be prevented
from accessing the plaintext of outsourced data.

2. Integrity [10]: The proposed scheme should deter malicious adversary to
launch a DFA, and allows data owners to check the tag consistency of data.

3. Forward and backward secrecy [10]: The proposed scheme should guar-
antee the forward and backward secrecy by deterring the revoked users and
unauthorized data owners to access the plaintext of the outsourced data.

4. Out-offline BFA resilience [5]: The proposed scheme should prevent the
outside adversary who obtains the file tag illicitly from acquiring the plaintext
by constructing a lot of candidate files and verifying them.

4 The Proposed Scheme

Setup(1λ): Let G be a multiplicative group with prime order p and generator g.
Let H : {0, 1}∗ → {0, 1}λ be a collision-resilient hash function. Besides, CS picks
a secret key x∈RZp and generates the corresponding public key h = gx ∈ G.

Data Encryption: When a data owner ui wants to upload file Fi to CS, ui

computes the encryption key FKi = H(Fi) and the encrypted data FCi =
E(FKi, Fi), where E is a encryption algorithm of traditional symmetric encryp-
tion scheme. Then, ui generates the first randomized file tag FTi,1 via lifted
ElGamal encryption [12] according to Eq. (1).

FTi,1 = (c1, c2) = (gy, gFKi · hy), (y ∈R Zp). (1)

Fti,1 = gFKi = c2/(c1)x = (gFKi · hy)/gxy. (2)

Data Upload: Upon receiving a upload request, CS computes the first file tag
Fti,1 by Eq. (2), and searches Fti,1 in CS.

1. Initial upload: If Fti,1 is not in CS, uj upload FCi to CS. CS constructs
a MHT based on FCi and retains the root value RFCi

. Then, CS picks a
random access tag FTi and sends to uj . uj retains FKi and FTi.

2. Subsequent upload: If Fti,1 exists in CS, CS triggers Li et al.’s PoW protocol
[7] to verify the ownership of uj . Due to the space limitation, we omit the
detail procedures here.

– If uj proves to CS that she/he owns the data successfully, CS returns
FTi to uj . uj retains FKi and FTi.

– If uj fails, CS requests FC ′
i from uj , and constructs the corresponding

MHT. Then, CS searches the root value RFC′
i

of the new MHT in CS.
If RFC′

i
is not in CS, CS picks and sends a random access tag FT ′

i to uj

and remains FC ′
i. Otherwise, CS deletes FC ′

i and returns FT ′
i to uj .
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Ownership Management: When FCi is uploaded by uj initially, CS creates
an ownership list Li=<Fti,1‖RFCi

‖FTi‖GFCi
> for FCi, and inserts uj into the

ownership group GFCi
. Then, CS picks a random group key GK to re-encrypt

FCi according to Eq. (3), and stores FCi,1 ‖ Ci,1 in cloud storage.

1. For backward secrecy, CS inserts uj into GFCi
after uj is identified as a

subsequent uploader, and obtains an updated ownership group G′
FCi

. As is
illustrated in Eqs. (4) and (5), CS computes the new re-encrypted data FC ′

i,1

with a random group key GK ′. After that, CS updates FCi,1 ‖ Ci,1 with
FC ′

i,1 ‖ C ′
i,1.

2. For forward secrecy, CS removes ut (∈ GFCi
) from GFCi

after uj deletes FCi,
and obtains a new ownership group G′

FCi
. Then, CS computes the updated

data based on Eqs. (4) and (5), and updates FCi,1 ‖ Ci,1 with FC ′
i,1 ‖ C ′

i,1.

FCi,1 = E(GK,FCi), Ci,1 = E(KEK,GK), (KEK ∈ KEK(GFCi
)). (3)

FCi = D(GK,FCi,1), FC ′
i,1 = E(GK ′, FCi). (4)

C ′
i,1 = E(KEK,GK ′), (KEK ∈ KEK(G′

FCi
)). (5)

Data Download: When ut wants to download the outsourced data, uj sends
download ‖ FTi ‖ ut to CS. If ut ∈ GFCi

, CS returns FCi,1 ‖ Ci,1 to uj . Then,
uj decrypts data by Eqs. (6) and (7). uj can check the integrity of data based
on whether the equation FKi = H(F ′

i ) holds.

KEK = KEK(GFCi
) ∩ PKt, GK = D(KEK,Ci,1). (6)

FCi = D (GK,FCi,1) , Fi = D (FKi, FCi) . (7)

Data Sharing: In our scheme, the modification of the leaf node value of uj does
not influence the group key distribution of other users. Based on this character-
istic, we propose a novel data sharing technique. When uj wants to share FCi

stored in cloud storage to a receiver who holds a pair of key k = (w, v), where
w∈RZp, v = gw ∈ G. uj requests CS to replace the leaf node value of uj with v,
and generates data sharing identifier DSIi,j = Ti,j ‖ Ki,j according to Eqs. (8)
and (9).

Ti,j = (c1, c2) = (gr, (FTi ‖ uj) · hr), (r∈RZp). (8)

Ki,j = (c′
1, c

′
2) = (gm, FKi · vm), (m∈RZp). (9)

To access the file Fi, the receiver performs the interactive protocol shown
in Fig. 3. Bounded by the security of lifted ElGamal encryption algorithm [12],
the receiver can only obtain the data encryption key from DSIi,j , and CS only
acquires the FTi ‖ uj from DSIi,j . Besides, when uj deletes the file Fi or changes
the public key of receiver stored in KEK tree, the DSIi,j will be unavailable.
Evidently, the proposed data sharing technique is secure.
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Receiver Cloud server

DSIi,j → Ti,j and Ki,j
DSIi,j−−−−→ DSIi,j → Ti,j and Ki,j

FKi = c′
2

(c′1)w
= FKi·vm

(gm)w FTi‖uj = c2
(c1)x

= (FTi‖uj)·hr

(gr)x

If uj is valid:

GK = GK·vl

(gl)w
FCi,1,C

′
i,1←−−−−−−− C ′

i,1 = (gl, GK · vl), (l∈RZp).
FCi = D(GK,FCi,1)
Fi = D(FKi, FCi)

Fig. 3. Data sharing protocol

5 Security Analysis

5.1 Privacy

Depended on the security of the MLE algorithm [3], our scheme is PRV$-CDA
security if the data is unpredictable. The PRV$-CDA means that the encryptions
of unpredictable data are indistinguishable from a random string of the same
length. Furthermore, CS cannot derive FKi from the first file tag Fti,1 = gFKi

bounded by the DLP. For the malicious outside adversaries, they cannot access
the outsourced data without valid ownership since they never own the data.

5.2 Integrity

During the data upload phase, our scheme can guarantee the normal upload
operation of valid users even if the outside adversary has launched a duplicate-
faking attack on Fi. Specifically, both the valid data and its poison version are
stored in CS. In the download phase, the data owners are allowed to check the
integrity of outsourced data.

5.3 Forward Secrecy and Backward Secrecy

Due to the KEK-tree-based ownership management technique, our scheme real-
izes the identical forward and backward secrecy as that of Hur et al.’s [10] scheme.
Thus, we omit the detailed analysis here due to space limitation.

5.4 Out-Offline BFA Resilience

To illustrate a stronger security, we assume that the outside adversary has
obtained the first randomized file tag FTi,1, or the access tag FTi. Bounded
by the security of lifted ElGamal encryption algorithm [12], the outside adver-
sary is unable to derive the file tags Fti,1 from FTi,1. In this case, there is no
deterministic connection between the plaintext and the eavesdropped tags. Thus,
it is computationally infeasible for outside adversary to obtain the plaintext by
constructing a lot of candidate files and verifying them.
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Table 1. Comparisons of security attributes

Tag con-
sistency

Duplicate-faking
attack

Proof of
ownership

Ownership
management

Out-offline
BFA

Data
sharing

MLE [3]
√ × × × × ×

Kim [9]
√ √ √ × × ×

Hur [10]
√ × × √ × ×

Jiang [11]
√ × √ √ × ×

Ours
√ √ √ √ √ √

6 Efficiency Analysis

6.1 Comparison of Security Attributes

We compare the security attributes of our scheme with some existing schemes in
Table 1. Note that we choose the RCE of MLE as a comparison. Evidently, our
scheme provides more comprehensive security for data than other schemes.

6.2 Theoretical Analysis

For a convincing theoretical analysis, we let n and m be the volume of KEK
tree and ownership group. Let b and l(≤ b) be the number of file blocks and
challenged blocks during PoW phase. Besides, the H,E/D(EK/DK), Enc/Dec
are regard as the evaluation of hash function, symmetric encryption algorithm
on file (key) and ElGamal algorithm. Finally, we regard SK , SF , ST and SEnc as
the size of the key, file F , and file tag, the ciphertext of Enc, respectively.

Table 2. Comparison of computation costs.

Initial upload Subsequent upload Download Data sharing

MLE [3] E + 2H E + 2H D + 2H N/A

Kim [9] E + 2H E + 3H D + 2H N/A

Hur [10] 2E + EK + 2H 2E + D + E + EK + 2H 2D + DK + 2H N/A

Jiang [11] 2E+EK +(2+b)H 2E + D + EK + (2 + l)H 2D + DK + 2H N/A

Ours 2E + EK + H
+Enc + Dec

2E+D+EK +Enc+Dec
+

∑l
i=1 (log b + 2 − i)H

2D + DK + H 3(Enc + Dec)

Computation Costs: Table 2 shows the computation costs of comparison
schemes in different phases. Due to the implementation of ownership manage-
ment, the computation costs of our scheme is similar to that of Hur’s scheme,
Jiang’s scheme. Notably, our scheme invokes additional operations Enc + Dec
during data upload phase to generate randomized file tag to resist offline BFA.
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Communication Overheads: Table 3 summarizes the communication over-
heads of comparison schemes in different phases. Both in the initial and subse-
quent upload, our scheme consumes the least communication overheads. During
the download phase, the communication overhead of our scheme is higher than
that of MLE and Kim’s scheme, but lower than the other two schemes.

Table 3. Comparison of the communication overheads

Initial upload Subsequent upload Download Data sharing

MLE [3] SF + SK + ST SF + SK + ST SF + SK N/A

Kim [9] SF + ST 2ST SF N/A

Hur [10] SF + SK + ST SF + SK + ST SF + ((n − m)log n
n−m

+ 1)SK N/A

Jiang [11] SF + SK + ST SK + (l + 1)ST SF + ((n − m)log n
n−m

+ 2)SK N/A

Ours SF + SEnc SEnc + 2lST SF + (n − m)log n
n−m

SK SF + 2SEnc

7 Conclusion

This paper has proposed a randomized client-side deduplication scheme, which
not only resists the brute-force attack and duplicate-faking attack, but also real-
izes the ownership management and data sharing. We also evaluate the practi-
cality of the proposed scheme via security and efficiency analysis.
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Abstract. Software-defined networking (SDN) is a relatively new app-
roach in network management that proposes to separate the network
control (Control plane) and the forwarding process (Data plane) to opti-
mize the network infrastructure and improve network performance, con-
trollability, manageability and flexibility. However, like every emerging
technology, SDN has brought its own new challenges in terms of secu-
rity. The security of SDN is the premise of its large-scale deployment
and implementation. In this paper, we propose a wireless authentication
and access control security framework under the SDN architecture which
provides an optimal and secure network access with low latency. Consid-
ering the ability of SDN to handle authentication and access control in a
wireless environment, we installed wireless authentication modules into
the Ryu controller. Meanwhile, we added the concept of management
unit to the RBAC model to achieve hierarchical authorization in the
wireless authentication environment. We have implemented and tested
our architecture to show its performance.

Keywords: Software-defined network · RBAC
Wireless authentication · Access control

1 Introduction

SDN has become the focus of computer network. SDN splits data and con-
trol plane enabling networking programmability through a standard protocol
(e.g.OpenFlow), and manages network devices through a centralized controller.
While the advent of SDN has brought new features, it has implicitly brought
some new security challenges. For example, the openness of SDN makes it have
better application prospect, but it also brings a lot of security risks to the archi-
tecture. In the same way, centralized control brings convenience to the architec-
ture, as well as problems such as security vulnerabilities, misconfiguration and
privacy disclosure. This leads to changes in the security measures of the network
architecture. In other words, the SDN architecture can improve the performance
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of the network, but it also brings some unprecedented security problems differ-
ent from traditional network architecture. The security of the SDN is the first
problem that SDN continues to develop and large-scale deployment [1].

At present, multiple research papers have been proposed to tackle SDN secu-
rity issues. For SDN security analysis, in [2] Kreutz et al., analyzed the SDN
network security. The conclusion of its work is that SDN networks must intro-
duce a series of new security mechanisms to resist threat because the nature of
centralized control and network programmability determines, meanwhile it also
proposes a series of security mechanisms for SDN security issues, including net-
work element replication, data diversification and the introduction of security
protection components. In Bowman et al., conducted a corresponding analysis of
the security issues in the actual trials of ProtoGENI [3]. The authors proposed
a series of countermeasures against the malicious messages and flood attacks.
Beijing University of Posts and Telecommunications has proposed a SDN-based
Portal/Radius authentication method, which enables the wireless authentica-
tion. Portal/Radius authentication method ensures that the controller does not
overload in the authentication process while performs poor fine-grained authen-
tication for different levels of users. In SDN-based certification research, in [4]
Matias et al., proposed the flow based network access control (FlowNAC) which
is a Network Access Control solution to perform fine-grained flow-based network
access control. FlowNAC allows users to grant access to the network based on
the requested target service. Each service defined individually as a set of streams
can be independently requested, and can be authorized to multiple services at
the same time. However, in wireless network environment, the authentication
delays can be longer than those of IEEE 802.1X port-based authentication. In
this paper, we proposes an OpenFlow-based SDN wireless authentication and
access control network architecture, and builds an experimental platform to test
and verify its feasibility. For the purpose, we made changes to the Ryu con-
troller. We added the wireless authentication module to the Ryu controller so
that the controller can complete the rights authentication and structural anal-
ysis of the accessing user. Meanwhile, we add the concept of management unit
to RBAC model to achieve hierarchical authorization in wireless authentication
environment.

2 Related Work

2.1 SDN and OpenFlow Protocol

The SDN architecture, as shown in Fig. 1, consists of the application layer, the
control layer and the infrastructure layer. The control layer exchanges data with
the other two layers through the northbound interface and the southbound inter-
face (such as OpenFlow). The control layer invokes the infrastructure layer imple-
mentation function according to the application layer functional requirements.
The infrastructure layer performs data forwarding, storing, or uploading accord-
ing to the instructions issued by the control layer.
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OpenFlow [5], as the standard specification for building SDN network, is
a centralized control model. The elements include the controller, OVS, connec-
tions established via the OpenFlow channel between the controller and OVS, the
OVS flow table [6]. In the SDN, the channels build, device configuration, periodic
interaction implementations are implemented through the OpenFlow message.
OpenFlow supports three types of messages: Controller-to-Switch, Asynchronous
and Symmetric. Among them, Symmetric is the controller and data forward-
ing device that can be independently initiated, Symmetric is a self-initiated
controller and data forwarding device, It is generally used for device initial-
ization, and no request or confirmation is required before sending. Before the
controller and the data forwarding device are connected, the Hello message and
ECHO information used to establish the connection are belonging to Symmet-
ric. Although this type of message is the simplest, it is the most important type
of message for channel establishment and maintaining a stable connection. (see
Fig. 1).

Fig. 1. SDN architecture.

2.2 Role-Based Access Control

Traditional Access Control includes Discretionary Access Control and Manda-
tory Access Control. Role-based Access Control is an extension of traditional
Access Control. In RBAC [7], there is a strong connection between permissions



182 Y. Han et al.

and roles. When the user becomes a certain role, user will get the correspond-
ing authority, which will bring great convenience to the follow-up management
authority. RBAC supports three well-known security principles: which will bring
great convenience to the follow-up management authority. RBAC supports three
well-known security principles: the principle of minimum privilege, separation of
responsibilities and data abstraction. The principle of minimum privilege can set
roles as a minimum group; Separation of duties allows two mutually incompati-
ble roles to accomplish a single task; the principle of data abstraction abstracts
the authority of the role. RBAC believes that granting permissions is actually a
matter of Who, What and How. The model’s access permission triples are who,
what and how, Who operates on what objects?

Who: the owner of the authority (such as Principal, User, Group, Role, Actor,
and so on)
What: The object that the authority targets. (Resource, Class)
How: specific permissions (Privilege, forward authorization and negative
authorization).

The RBAC97 [8] is a role-based role management model. When the
ARBAC97 model was first proposed, its purpose is to use RBAC policy to man-
age all of its data. The model consists of three components: URA97, PRA9 and
RRA97. URA97 is User-Role assignment which plays a crucial role when the
user is assigned to a role, or the user does not need a certain role identity after
completion of the operation. PRA97 is role-permission assignment which creates
a one-to-one correspondence between roles and permissions. In RABC97, there
are many roles including management roles and non-management roles, RRA97
is role-role assignment which aims to manage these roles and to avoid confusion.
If chaos occurs, it will lead to cross-errors so that work will stagnate.

3 System Design

3.1 Network Architecture Design

As shown in Fig. 2, the network security architecture proposed in this paper
consists of Host (supplicant), a legacy switch IEEE 802.1X support, Open-
Flow Switches, RADIUS server, DHCP server, database and SDN controller.
An OpenFlow network might consist of one or more OF- Switches. In the other
part, we have the traditional IEEE 802.1X with OpenFlow-based SDN where
the DHCP and RADIUS servers are placed near the SDN controller for better
performance and latency reduction purposes.

The authentication access control process is as follows:

(1) In a wireless environment, the user issues a wireless authentication request,
and the switch OVS1 captures or injects 802.1X/EAPOL messages from
the requester (host) according to the installed rules. Switch OVS3 sends a
request to the RADIUS server for user authentication, RADIUS server is
compared with the existing definition rules in the database and send the
wireless environment certification results to the switch.
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Fig. 2. Proposed architecture.

(2) The other switch sends the authentication result in the wireless environ-
ment to the controller. According to the result of the certification under
the infinite environment, the controller instructs the OF switch to deliver
the corresponding flow entry and deploy the corresponding specific rule.

In our architecture, the OpenFlow controller is not invoked in the authentica-
tion process, which eliminates the additional workload. We devolved the authen-
tication functionalities to the IEEE 802.1X legacy switch in order to avoid heavy
request load on a SDN controller might result in longer delays. The supplicant
is authenticated only through the legacy switch which is the main entrance door
to SDN. The authentication flow will never reach the SDN.

3.2 Ryu Controller System Design

The Ryu controller side development was done on Ubuntu. The programming
structure of the Ryu controller is object-oriented, each function has a large num-
ber of modules, the core components are all present in the ryu folder consist of
app, cmd, services, tests, base, controller, lib, ofproto, topology and contrib.

In order to implement the authentication and access control modules, this
paper adds new modules to the Ryu program framework to ensure the imple-
mentation of authentication and access control. The wireless-authentication.py
module is added to the app folder, the wireless authentication module is used to
deal with wireless authentication in the wireless environment and access control
after wireless authentication. The WirelessAuthentication class of this module
inherits from the app-manager. RyuApp class, it has the following main func-
tions:

(1) In the wireless environment, change and handle the switch connection state,
while listening StateChange event.
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(2) Depending on the situation and requirements, it sends the appropriate
instructions to the switch. At the same time, the switch OVS changes the
connection status according to the required functions.

(3) Monitor and handle PacketIn events. The controller will call the function
to listen for and handle the event when the event occurs.

(4) Monitor and process PortStatus events.
(5) Add or delete flow table entry functions and perform access control list

processing.
(6) Non-mac address type packet and mac address type packet processing.

3.3 ARBAC97 Model Application Design

ARBAC97 [9] still has two problems in rights management. One is the duplica-
tion of authorization in the respect of user - role, and the second; the management
scope of the management role in ARBAC97 is not clearly defined. To address
the issue of rights management, we have improved the ARABC97 model. We
add the concept of the Administration Unit to the RBAC model. Essentially,
a management unit is a collection of managed objects. Each management unit
consists of a user set, a role set, a permission set and a constraint set. The RBAC
hierarchy model is used in the management unit to realize the allocation of roles
management and permissions. Each management unit contains a basic role. All
roles in the unit must inherit the role.

We rationalize users, permissions and constraints in the traditional RBAC
model into hierarchical management units. Management work is assigned to each
management unit, which helps simplify and smooth management work, mean-
while achieves hierarchical authorization. The theoretical basis for hierarchical
authorization is distributed thinking, which will reduce the workload when is
used in rights management.

In the RBAC hierarchical authorization management system, the manage-
ment unit administrator can assign users and permissions to it, and the manner
of the assignment can be direct or indirect. This granted user and privilege scope
refer only to their own.

The management unit is divided into external operation and internal opera-
tion. An external operation is to create or delete a management unit based on
requirements, add administrative roles or permissions. An internal operation is
to create a role based on requirements, assign a role to it according to a role and
assign a specific role to it depends on the level of the visitor.

When creating a new management unit, the new management unit is blank
for ease of use. After the management unit is created, the operator will design
the corresponding role AR according to the requirements and assign the required
permissions to these roles. After a certain operation is completed, the unused
management unit will be deleted; the roles and permissions will also be deleted.
In addition to deleting or adding the corresponding units, the roles are assigned
to the corresponding user and the assignment relationship is revoked, the corre-
sponding user becomes an ordinary user.
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In this model, sometimes management confusion arises due to unclear per-
mission settings. So as to avoid this problem, the model stipulates that the
indirect manager of the unit can only create its next level of management unit.
The same unit is deleted if it is no longer needed, when deleting, it should be
noted that only the next level of management unit will be deleted. The deleted
user or permission is not discarded directly, but is retrieved by the superior unit
so that it can be called directly next time.

4 System Platform Construction and Testing

4.1 Wireless Authentication and Access Control Module Design

In this system, the behavior of the authentication and access control process
illustrated in Fig. 3 are described as follows:

Fig. 3. Authentication and access control process.

In the network for wireless authentication, user authentication requests first,
then the request message 802.1 X / EAPOL [10] to be captured in the connected
switches to obtain the user’s MAC address, the MAC address is stored in the
logging data in the table, in the transmission process using MD5 encryption algo-
rithm. The switch sends the captured authentication message to other switches.
The switch sends the authentication message to the RADIUS server; RADIUS
will acquire the corresponding role when it compares the received user MAC
address with the list of user roles already in the original database. ARADIUS
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needs to obtain the corresponding role access control list from the database,
the corresponding sql statement: “select * from user role, role where UserID
=“+userID”and user role.RoleID = role.Role ID”.

After the success of the user authentication, the RADIUS server sends a suc-
cessful authentication message to the corresponding switch. The switch encap-
sulates the message as a packet-in message, which contains the packet infor-
mation of the OpenFlow protocol header. The Packet-in message is then sent
to the Ryu controller for controller analysis, and its forward Action: datapath.
Ofproto-parse.OPFActiOnO utput (datapath ofproto. OFPP-CONTROLLER, 0
XFFFF). According to the analytical results, the wireless authentication symbol
and the corresponding access control list are obtained, the Ryu controller deliv-
ers the corresponding flow entry for the access control list. If the user goes offline,
all Layer 2 flow entries related to the host that sends the wireless authentication
request are recovered.

4.2 System Platform Construction and Testing

System Platform Construction. We set up the experimental test platform
according to the topology diagram shown in Fig. 4. The Switch OVS0 is con-
nected to the database server and the wireless authentication server, the con-
troller is connected with each switch separately. Switch OVS1, OVS2 and OVS3
make up the tree network topology.

Fig. 4. Experimental test.
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The system of the controller, switch, wireless authentication server and
database server is Ubuntu. The specific configuration is shown in Table 1. The
window7 system is installed on hosts H1, H2 and H3. The OpenFlow switch
installation uses the online installation method to install Open vSwitch 1.10.0
on Ubuntu Server 12.04 LTS.

Table 1. System configuration.

Equipment Configuration System Software or serve

Controller Xeon E5506, 8G UbuntuDesktop 14.04.2 LTS Ryu3.16

Switches Core 2 Q8200,2G Ubuntu Server 12.04 LTS OpenvSwitch1.11.0

Wireless authentication server Xeon E5506,8G Ubuntu Desktop Radius7.0.20

Database server Xeon E5506,8G Ubuntu Desktop 14.04.2 LTS Mysql5.5.35

As shown in Table 2, there are four types of users, userA, userB, userC and
userD that correspond to four different levels of users. UserA can access all the
hosts on the network. userB can only access host H1. userC can only access host
H2. userD can only access host H3. The new test of the wireless authentication
back-end management system is performed by adding four types of users and
ratings.

Table 2. Experimental user rights.

Username Role introduction

userA Access to all hosts in the network

userB Only the host H1 can be accessed

userC Only the host H2 can be accessed

userD Only the host H3 can be accessed

Test Process and Result Analysis. This system framework has network
bottom layer equipment, end users and various servers. Therefore, the principle
to be followed when starting up is to start the basic equipment first, then the
server, and finally the end user. The specific steps are as follows:

1. The network devices involved need to be configured on demand.
2. Start four OVS switches.
3. Start the wireless authentication server, including the database server.
4. Start the Ryu controller and run the wireless-authentication.py module.
5. Add four levels and corresponding four different levels of users in the back-

ground management system.
6. Compare experiments and analyze the results.
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Fig. 5. Connection status before and after user login.

Figure 5 shows the connection state before and after user login. The result
of the former is login timeout; The latter is the time delay before returning
to normal. Figures 6 and 7 show the comparison between user userA and user
userB when they are authenticated, when accessing host H2. The Fig. 6 shows
the user userA certification process, the use of network resources, time delay is
negative on behalf of the “request timeout”, when the time delay is positive on
behalf of the “request”, on behalf of the user logoff when time delay is zero.
When the user is not authenticated, it is displayed as a request timeout; after
the 10th “request timeout”, the time delay is shown to be positive; After the
authentication access is successful, it will be displayed as “0”, which means
the controller will recycle the network resources immediately. Similarly, Fig. 7
shows the process of authenticating user userB and accessing network resources.
Compared to Figs. 6 and 7, it can be seen that users of different levels have
different access rights to network resources.

In addition to user userA and userB, the user userC and userD were also
compared and tested respectively. By the testing principle, according to the
rules, the user userC and userD to host H2 line access, user userC certification
after success to be able to access the host H2, before and after the visit of state
is the same with the principle of described earlier; In contrast, user userD has
a negative time delay in the entire authentication and access control process,
which means no access to host H2.

Through authentication and access control tests for different levels of users,
it is verified that different levels of users have different access control rights, can
access different network resources, and effectively verify wireless authentication
and access control.
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Fig. 6. UserA authentication and access
to network resources process.

Fig. 7. UserB authentication and access
to network resources process.

5 Summary

Security, although a crucial aspect of networking, has not been extensively stud-
ied in the context of SDN. In this paper, we have proposed a wireless authen-
tication and access control security framework under the SDN architecture. By
devolving the authentication capabilities to the legacy switch, we can solve the
delays and security issues. Moreover, the improvement of the Ryu controller and
the design of the RABC model have achieved the expected effect, which realized
the hierarchical authorization under the wireless environment system.
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Abstract. Wireless body area networks (WBANs) play an important
role in implementing smart health care. Sensors in WBANs are used to
collect and process user-related physiological characteristics data. Only
the authorized legal users can access the corresponding resources. So it’s
important to guarantee the user’s personal privacy data. In this paper, we
design a heterogeneous signcryption scheme (HGSC). In HGSC, sensors
in WBANs belong to the identity-based cryptography (IBC) environment
and users who want to get the sensor’s data belong to a certificateless
cryptography (CLC) environment. According to the HGSC, we propose
an access control scheme for WBANs. The scheme is implemented by
PBC library, which verifies the heterogeneity of the scheme saves the
cryptographic operation time, and has the advantage of computational
cost and communication cost compared with the same type of crypto-
graphic scheme.

Keywords: WBANs · Access control · Heterogeneous signcryption

1 Introduction

As the main technology for the realization of smart medical care, WBANs are
human-centered and consist of some sensors or controllers that can be worn or
implanted in the human body [1]. Sensors can monitor the physical character-
istics (e.g., electrocardiogram, EGC, etc.) and activities of the human body in
real time. Controllers can collect, analyze and transmit human’s privacy data to
a remote network server. The monitoring end (e.g., doctors, etc.) can access the
data through the server.

Because the data monitored by the sensors is mainly the patient’s treatment
data and the body’s physiological data, these all involve the patient’s personal
privacy. Any illegal acquisition, loss and malicious tampering of this data will
have serious consequences. Currently, most network attacks can intrude or inter-
fere with the normal application of WBANs in reality, such as unauthorized
access. Most of the current high-mature, high-security information protection
methods cannot be directly applied to the actual deployment of the WBANs. In
c© Springer Nature Singapore Pte Ltd. 2018
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order to ensure that confidential information will not be unauthorized accessed,
we need to achieve the confidentiality and integrity of the data; in order to ensure
only authorized user can access the specified user data, we need to achieve the
authenticity of the data. Therefore, implementing data access control must be
solved in the actual deployment of WBANs.

1.1 Related Work

In 2014, Zhao [2] designed an identity-based and efficient anonymous authen-
tication protocol for WBANs. The scheme is based on IBC. The scheme does
not require a certificate authority. At the same time, it also provides mutual
authentication between the client and the application to ensure the anonymity
of the user. The public key/private key of the user in the IBC is generated by
the private key generator (PKG). Among them, the user’s identity may include
personal information such as the user’s mailbox communication address, ID num-
ber, and computer IP address. PKG is a third party trust agency. The authen-
ticity of the public key is clearly verified without a certificate, so IBC elimi-
nates the issue of the certificate management of the public key infrastructure
(PKI), including certificate distribution, storage, verification, and revocation.
Lightweight IBC schemes are well suited for use in WBANs. However, because
PKG knows the private keys of all users in the IBC, it has key escrow prob-
lems. PKG can decrypt any ciphertext in the identity-based encryption (IBE)
scheme and can forges the signature of any message in the identity-based signa-
ture (IBS) scheme. Therefore, IBC is only suitable for small networks, such as
in-body com-munication in WBANs; while for large-scale networks, such as the
Internet, IBC is not suitable. In 2016, Li et al. [3] proposed an efficient access
control scheme for WBANs. The solution is based on certificateless signcryption
(CLSC), which reduces the amount of computation while ensuring confidential-
ity, reliability, integrity, and other security features. In addition, the program
also eliminates the issue of public certificates and key escrow. Signcryption [4] is
a cryptographic technique capable of simultaneously acquiring encryption and
digital signatures in the same logical steps. Its cost is significantly lower than
the traditional “encryption-signature” or “signature-encryption” method.

In order to adapt to the real application environment, some heterogeneous
access controls are proposed. In 2010, a PKI-IBC and an IBC-PKI scheme were
proposed by Sun et al. [5]. However, Sun et al.’s agreement cannot guarantee the
non-repudiation of the message because it is only safe for outsiders. Recently,
some heterogeneous access control schemes for the Internet of Things have been
proposed, and two online/offline heterogeneous access control schemes have been
proposed in [6] and [7] respectively, both of which are based on the IBC-PKI
environment.

1.2 Motivation and Contribution

Because the size of the human sensor part in the WBANs is relatively small and
the key escrow problem is not serious, in order to save computing time, we have
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designed a heterogeneous signcryption scheme for WBANs. Here we call it the
HGSC scheme. One side is the user A, which belongs to the IBC environment;
the other side is the user B, which belongs to a CLC environment. The PKG can
only generate partial private key of the user B, so even if the ciphertext sent by
the user A is intercepted, the PKG cannot decrypt the ciphertext. At the same
time, the PKG cannot falsify the user B to send an illegal signature to the user
A for verification by the user B.

1.3 Organization

The rest of the paper is arranged as follows. The network model and security
requirements are introduced in Sect. 2. The HGSC scheme is proposed in Sect. 3.
The access control scheme for WBANs is given in Sect. 4 and its performance
analysis is given in Sect. 5. Finally, the conclusions are given in Sect. 6.

2 Preliminaries

2.1 Network Model

The heterogeneous access control scheme proposed in this paper consists of an
IBC and a CLC system. Figure 1 shows a simple network model. In this network
model, the heterogeneity of the scheme can be clearly demonstrated. Among
them, KMC represents the key management center. It not only acts as the KGC
in the CLC system, but also acts as the PKG in the IBC system.

Fig. 1. Heterogeneous network model
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2.2 Security Requirements

The secure communication of data in the WBANs needs to meet the following
security requirements: (1) confidentiality. Privacy data can only be accessed by
authorized users; (2) integrity. Data will not be tampered by illegal attackers; (3)
identity authentication. The sending and receiving of data must be legitimate
users. The authentication includes the legal authentication of the user and the
legal authentication of the device; (4) non-repudiation. Users cannot deny the
data they sent or received.

3 A Heterogeneous Signcryption Scheme

In 2016, Li et al. [8] proposed a CLSC scheme. Since the network size of the
human sensor part of the WBANs is small and the key escrow problem is not
serious. The CLSC scheme in [8] is not very suitable for this circumstance. In
order to save the computing time, we have improved this CLSC scheme to design
a HGSC scheme applicable for the WBANs. The sender is a sensor node belongs
to the IBC environment; the receiver is a controller node and belongs to the CLC
environment. The heterogeneous signcryption schemes proposed by us include
the establishment of a system (Setup), the extraction of the user’s partial pri-
vate key in a CLC environment (CLC-EPK), the generation of a user’s public
key in a CLC environment (CLC-UPK), the setting of a user’s full private key
in a CLC environment (CLC-USK), the extraction of a user’s key in the IBC
environment (IBC-KG), signcryption (SC), and unsigncryption (USC). Among
them, we assume that the sender’s identity is IDs and the receiver’s identity is
IDr. The specific algorithm is described as follows.

– Setup: Let k be the safety parameter, G1 is the cyclic additive group gen-
erated by P , the order is p, and G2 is a cyclic multiplicative group with
the same order p, which is a bilinear map. The KMC randomly selects a
master key s and calculates Ppub = sP and g = ê(P, P ), n is the num-
ber of bits used to transmit data. H1 : {0, 1}∗ → Z∗

p , H2 : G1 → Z∗
p ,

H3 : G2 → {0, 1}n, H4 : {0, 1}n × {0, 1}∗ × G2 → Z∗
p are four secure

Hash functions. {G1, G2, p, ê, n, P, Ppub, g,H1,H2,H3,H4} are public system
parameters. The KMC exposes them and saves s.

– CLC-EPK: The receiver submits his identity to KMC. KMC calculates par-
tial private key Dr = 1

H1(IDr)+sP , and return the Dr to the receiver.
– CLC-UPK: The receiver selects xr ∈ Z∗

p randomly and calculates PKr =
xr(H1(IDr)P + Ppub) as its own public key.

– CLC-USK: The receiver’s full private key Sr = 1
xr+H2(PKr)

Dr is generated
by the receiver’s partial private key Dr, random secret value xr, the user’s
public key PKr, and the receiver’s identity IDr.

– IBC-KG: The sender submits his own IDs to the KMC. The KMC calculates
the sender’s private key Sr = 1

H1(IDs)+sP , and returns Ss to the sender.
– SC: Determine the sent message m ∈ {0, 1}n, the sender’s private key Ss and

identity IDs. The receiver’s IDr and his public key PKr, the algorithm steps
are as follows:
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1. Randomly select x ∈ Z∗
p .

2. Calculate r = gx, c = m ⊕ H3(r).
3. Calculate h = H4(m, IDs, r).
4. Calculate S = (x + h)Ss.
5. Calculate T = x(PKr + H2(PKr)(H1(IDr)P + Ppub)).

The ciphertext is σ = (c, S, T ).
– USC: The receiver R has ciphertext σ, the sender’s identity IDs and his own

private key Sr. The algorithm steps are as follows:
1. Calculate r = ê(T, Sr).
2. Calculate m = c ⊕ H3(r).
3. Calculate h = H4(m, IDs, r).
4. If and only if the equation r = ê(S,H1(IDs)P + Ppub)g−h is established,

can receive information m; otherwise the error symbol ⊥ is output.

The biggest difference between the HGSC scheme and the CLSC scheme
in [8] is that our scheme has a heterogeneous nature, which is very suitable for
the transmission of WBANs. The HGSC scheme satisfies confidentiality (IND-
CCA2) and unforgeability (EUF-CMA). The proof process is similar to the Li et
al. [3]. The biggest difference between CLSC and HGSC scheme’ security proof
is we only need to solve the difficult problem of q-SDH if we want to win a
EUF-CMA game in the HGSC scheme. The proof is omitted because of page
limitation. The full version is available by contacting the authors.

4 A Secure and Achievable Heterogeneous Access
Control Scheme

In this section we design a heterogeneous access control scheme for WBANs
based on the HGSC algorithm. KMC can generate the complete private key of
the node in the WBANs. But for users (doctors, nurses, etc.), KMC can only
generate their partial private keys, so KMC cannot eavesdrop the private infor-
mation sent by the sensor node to the users. The scheme consists of four parts:
initial phase, registration phase, verification and authorization phase, withdrawal
phase. Figure 2 summarizes these four phases.

– Initial phase: At this phase, the KMC runs Setup algorithms to deploy
WBANs. The KMC configures an identifier IDC and a private key SC for
the controller C. The private key SC can be transmitted online or offline. If
the key is transmitted online, the secure socket layer protocol can be used to
ensure the confidentiality of the key during transmission.

– Registration phase: A user needs to register with KMC to gain access to
WBANs. The user U first submits his own IDU to the KMC, and then KMC
detects whether the IDU is a valid user identity. If the IDU is not valid,
the KMC rejects the user’s registration request. Otherwise, the KMC sets an
access validity ED for the user U , and then runs the CLC-PSK algorithm
to generate the user’s partial private key DU = 1

H1(IDU‖ED)+sP and returns
it to the user. Here, ‖ denotes a connection symbol. After user U receives
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Fig. 2. The proposed access control scheme

the DU , verifies whether the formula ê(DU ,H1(IDU ‖ ED)P + Ppub) = g is
equal. If they are equal, the DU is the valid partial private key of the user U ,
otherwise the DU is the invalid for the user U . After receiving the DU , the
user U runs the CLC-UPK algorithm to generate the user public key PKU ,
and runs the CLC-USK algorithm to generate the user full private key SU .
The user exposes PKU without a certificate.

– Verification and authorization phase: When a user U wants to access the
data monitored by the sensors in the WBANs, the user U needs to create a
query request message q. In order to resist replay attacks and gain anonymity,
user U generates a new message q∗ = q ‖ TS ‖ IDU ‖ PKU using time stamp
TS. After C receives the signature, it verifies σ to see if σ is a valid signature.
If it is not, it is discarded. Otherwise, the patient data m is processed by
m∗ = m ‖ TS ‖ IDC ‖ PKC according to the user query information
q. After that, C runs the SC algorithm and output the signing message
σ = (c, S, T ). Finally, the C sends the σ to the user U . After user U receives
σ, calculates r = ê(T, SU ), then uses m ‖ TS ‖ IDC ‖ PKC = C ⊕ H3(r)
to recover m, and runs a USC algorithm. Where, if and only if the equation
r = ê(S,H1(IDs ‖ ED)P + Ppub)g−h is true, the user accepts the sensor
information m sent by the C; otherwise outputs ⊥.

– Withdrawal phase: User registration will be automatically revoked due to
the expiration of the due date ED. For example, if the deadline is “2018-
03-25”, then the user can only access the controller before March 25, 2018.
After this deadline, the user’s partial private key and full private key will
automatically expire. If due to some special reasons, the deadline is advanced.
Then the KMC will send an identifier to the controller to revoke the user’s
identity. The controller will create a table to save the identity of these invalid
users. At the same time, we can also use the methods of Tsai and Tseng [9]
to revoke the power of user access.
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5 Performance Analysis

This section discusses and analyzes the performance of the HGSC system. Our
scheme is a heterogeneous signcryption system, in which one side adopted the
IBC-based system and one side adopted the CLC system. After consulting the
data, we compared it with the schemes in [10], [11], and [8]. Paper [10] proposes
a signing scheme is based on the IBC system. The signcryption schemes in [11]
and [8] are based on the CLC system. Table 1 shows the security comparison
of each signcryption scheme. The “

√
” symbol in the table indicates that this

signcryption scheme has security features, and the “×” sign indicates that this
signcryption scheme does not have security features. Because exponentiation,
pairing, and dot multiplication are the most expensive in the entire project, other
computations can be neglected compared to their computations. Therefore, we
use these three as the basic operations for calculating the cost of the solution in
this section.

Table 1. Comparison of scheme’s security

Scheme Confidentiality Authenticity
Integrity
Non-repudiation

Key escrow Environment

[8]
√ √ √

CLC

[10]
√ √ × IBC

[11] × √ √
CLC

Ours
√ √ √

IBC+CLC

Table 2 shows the comparison of the calculation costs and communication costs
of these schemes. Here, we use PM to denote the dot multiplication operation in
the group G1, use Exp to denote the exponent operation in the group G2, and use
P to denote the pairing operation on the bilinear map. For communication costs,
we use |m| to denote the number of bits of message m, |G1| indicates the number
of bits of an element in group G1, |G2| indicates the number of bits of an element
in group G2,

∣
∣Z∗

p

∣
∣ indicates the number of bits of an element in the ring, |ID| indi-

cates the number of bits of the group. From Table 2, we can see that our solution
is less demanding in the computational cost of the controller than the solutions
in [11] and [8]. Here, we take the experimental results in [9], and its experimen-
tal environment is equipped with an ATMerga128 clocked at 7.3728 MHz on the
MICA2, an 8-bit processor, 4 KB of RAM, and 128 KB of ROM. In [9], we know
that the pairing computation time on the bilinear map is 1.9 s, and the exponent
computation time in group G2 is 0.9 s. Therefore, for computation costs, our plan
is also smaller than [10]. And the scheme in [10] completely adopts the IBC and
has obvious key escrow problem. In terms of communication cost, we set |m|=160
bits, |ID|=80 bits, and use a curve with groups G1 and G2 whose prime order
length is 252 bits on the binary domain. Among them, the [9] points out that |G1|
= 542 bits, |G2| = 1084 bits,

∣
∣Z∗

p

∣
∣= 32 bits.
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Table 2. Comparison of scheme’s performance

Scheme Computation cost Communication cost

User Controller

[8] 4PM+Exp 2PM+Exp+2P 3|G1| + |m| + |ID|
[10] 3PM+P PM+3P 2|G1|+|m|+|ID|
[11] 4PM+Exp PM+2Exp+3P 4|G1|+2

∣
∣Z∗

p

∣
∣+|m|+|ID|

Ours 4PM+Exp PM+Exp+2P 3|G1|+|m|+|ID|

Figure 3(a) shows the communication costs of these schemes. It can be seen
from the figure that the scheme communication cost in [10] is the smallest,
followed by scheme [8] and our scheme, and the scheme communication cost is
the largest in [11]. Although the demand for communication cost is greater
than that in [10], our solution is still in an acceptable range, and our solution
is not based on a single basis. Key escrow problems are not as serious as those
in the [10]. Therefore, the proposed HGSC heterogeneous signcryption scheme
is suitable for application in WBANs.

(a) communication cost (b) computation cost

Fig. 3. Comparison of schemes

Also, we use the PBC library to implement the HGSC scheme and the
CLSC signcryption scheme in [8]. In order to make the experimental values
more representative, we cycled the entire schemes 100 times to get the average
time. Figure 3(b) shows the comparison of computation cost between the HGSC
scheme and the CLSC scheme. From Fig. 3(b), it can be seen that our HGSC
scheme has clear advantages over the CLSC scheme in terms of computational
costs.

6 Conclusions

In this paper, we designed a heterogeneous access control scheme for WBANs.
The scheme adopted the heterogeneous signcryption scheme we proposed, in
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which the sender in the IBC environment, and the receiver in the CLC environ-
ment. So it prevented the key escrow problem in the receiving part. We used the
PBC library to implement our proposed scheme and other signcryption schemes,
and showed our proposed scheme have smaller computation cost and communi-
cation cost.
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Abstract. The anomaly detection and its knowledge expression of the intelli-
gent vehicle are studied. includes Detection rules are divided into simple rules
based on features or statistical characteristics and complex sequence rules based
on neural networks. The former can effectively detect the specific CAN com-
mand and flooding, replay attacks, the latter uses neural networks to learn the
characteristics of CAN commands, which can effectively detect the complex
attacks. The simple detection rules are standardized by SOEKS knowledge
expression and the complex detection rules storage in Neural Knowledge DNA
framework. With this unified knowledge expression, the detection rules can be
shared and inherited easily. A secure gateway for intelligent vehicle is also
designed. The gateway is placed between the external network and the vehicle
bus network and it prevent all suspicious external data. The simulations of real
car data prove the feasibility of the methods.

Keywords: Vehicle system security � CAN bus security � Anomaly detection
Neural network � SOEKS

1 Introduction

Movie ‘Fast & Furious 8’ described a terrible scene for us: attackers hacked in intelligent
vehicles and remotely controlled these vehicles to surround and attack targets. With the
improvement of vehicle intelligence, similar scene may come true soon. So, the security
technology of intelligent vehicles receives more and more attentions in recent years.
Research hotspots in the field can be roughly divided into the following categories:

(1) Driving behavior analysis. The researchers studied driving behavior for two
main purposes: (1) predicting driving behavior and conducting traffic control [1,
2]; (2) To distinguish drivers by driving behavior characteristic [3, 4].

(2) Threat and defense technology of vehicular ad hoc network (VANET).VANET
is a special ad hoc network that lacking infrastructure and communicating entities
move with various accelerations. Accordingly, it is hard to establish reliable end-to-
end communication paths and having efficient data transfer [5]. Thus, VANETs
have more severe security challenges than other wireless networks, such as the high
mobility make VANET nodes requires the less execution time of security protocols,
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and VANET nodes lack enough compute capacity to execute complexity security
algorithms [6]. Up to now, security study of VANETs are focus on secure routing
algorithm design, secure message transmission design, low complexity encryption
algorithm design [5–8], attack taxonomy of VANET [9] and so on.

(3) Security technology of In-Vehicle Network. In-vehicle network refers to an
intranet that is connected by the CAN (Controller Area Network) bus through
each ECU (Electronic Control Units) within the vehicle. For vehicle itself secu-
rity, new security architecture and authentication protocol of in-vehicle network
have been proposed [10–12]. In Vehicle, all commands need ECU to receive/sent
and execute, however, under the current architecture, it is impossible to know
which ECU sent the command. So, ECUs Identification methods also have been
studied [13, 14] which is part of Intrusion Detection study. And various Intrusion
Detection System (IDS) have been proposed to discover abnormal action that
compromised ECUs [15, 16].

Once attacks compromise in-vehicle ECUs, attackers can control the vehicle
maneuver and force vehicle do danger actions without driver’s permission! In severe
cases, the driver’s life may be endangered. Attacks from out of vehicle whether through
Internet via VANET should compromise ECUs before it can control the whole vehicle.
So, in-vehicle security is more important than outside ones, but little attention has been
devoted to in-vehicle security. The existing research payed attention to the algorithm
itself, and ignored the knowledge representation, which leads to the difficult sharing
and inheritance of the existing experience. In this paper, we studied on in-vehicle
anomaly detection method and the knowledge representation of security experience
which can easily share and inherit security knowledge.

2 The Neural Knowledge DNA

The NK-DNA uses four essential elements, namely, States, Actions, Experiences, and
Networks, as Fig. 1 shows.

NK-DNA

SOEKS

ActionsStates

Networks

Fig. 1. Conceptual structure of the NK-DNA
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To store and represent knowledge captured in intelligent systems that use neural
networks. The core of the model is networks in which store details of neural networks
used for training, such as the network structure, weights, bias [17]. Actions are used to
store the domain’s decisions set; and the Experiences, which are described by the Set of
Experience Knowledge Structure (SOEKS) [18, 19], contain domain’s historical
operation segments with feedbacks from the outcomes. The last component—the States
are situations in which a decision can be performed.

Each state (represented as S1, S2, … Sn) can have connections with a set of actions
(represented as a1, a2, … an). The connection between a state and an action means the
action is an available option in that state. To a specific state, there are multiple actions
can be selected, and which one is the best choice is stored in trained neural network.
Finally, series selections and their feedbacks of outcomes constitute experience which
describe as SOEKS structure. The SOEKS is the combination of four components that
characterize decision making actions (see Fig. 2) [20]:

Variables (represented as V1, V2 … Vn) are the source of the other components,
and use an attribute-value language (i.e. by a vector of variables and values) to rep-
resent knowledge;

Functions (represented as F1, F2 … Fr) describe associations between a dependent
variable and a set of input variables;

Constraints (represented as C1, C2 … Cm) are the limitation of variables;
Rules (represented as C1, C2 … Cm) are suitable for representing inferences, or for

associating actions with conditions. They are relationships between a condition and a
consequence connected by the statements IF-THEN-ELSE.

3 Intelligent Vehicle Knowledge Representation Based
on NK-DNA

In-vehicle security technologies usually take the CAN bus data as data source. And
many experiences of CAN bus data have already been discovered [13–16, 21]. We also
found some experience of CAN data. In this section, we use NK-DNA to describe those

Fig. 2. Set of experience knowledge structure
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experiences so that experiences can be easily shared and inherited. The CAN packages
used for examples are collected from the real car-2010 Ford Escape [21].

Experience can be divided into simple experience and complex experience. The
former one can simply be described as one SOEKS record, and the latter one need
Networks, SOEKS even Actions and States to describe.

3.1 Simple Experience Representation

1. The experience of single CAN package

One of the most common and simple experiences is about specific single CAN
package. Here is an example, one CAN package as follow:

ID: O3B1 Len:08 DATA: 00 00 00 00 00 00 00 00
A CAN package of 2010 Ford Escape usually has 11 bytes. The first two bytes are

the ID of CAN package, and the third byte tells the length of DATA filed. For the
length of common CAN package data is 8 bytes, so the third byte’ value is always 08.
The last filed is contains the data of CAN package.

The 03B1 CAN package is used to detect if all the doors have been closed. When
no door is ajar, the value of DATA filed is “00 00 00 00 00 00 00 00” and it is safe for
vehicle security. If any door is ajar, the value of will change. This is a typical rule of
single CAN package and can be described by SOEKS structure as:

The value ‘0’ of state represents that this CAN package is safe for vehicle security,
and ‘1’ represents that this CAN package is unsafe for vehicle security.

This kind of experiences are abstracted as follows:

2. The experience of CAN ID count

The second simple experience is about the count of CAN ID. In normal driving, the
count of each CAN ID shows obviously regularity that the count limit to a certain
range. If the count over range, there are likely flood attacks.

<03B1>
<variables>00 00 00 00 00 00 00 00 </variables >
<constraints>NULL</constraints >
<functions> NULL</functions >
<rules>IF variables==0 THEN state=0 ELSE state = 1 </rules >

</03B1>

<CAN ID>
<variables > Values </variables >
<constraints> Constraints </constraints >
<functions> Functions </functions >
<rules> Rules</rules >

</CAN ID>
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We also took 2010 Ford Escape for example. Reference [21] offered kinds of
normal driving data, and we got ID count from every 254 CAN packages for packages
lack of timestamp and about 254 CAN packages produced in 1 s. Some ID count
shown in Fig. 3.

We can easily see every ID’count limitation: ID:0217 2 [4, 5], ID:0215 2 [22,
23], ID:211 2 [11,12], ID:03C4 2 [22, 23]. And the count limitation can be descri-
bed as following SOEKS:

Taking 0215 for example, its count is from 22 to 23, and can be described as

0

10

20

30

40

50

60

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

ID count of every 254 packages

217 074 215 073 211 3 C4

Fig. 3. ID count range

<COUNT>
<variables>CAN ID</variables >
<constraints>count limit to [min, max]</constraints >
<functions> NULL</functions >
<rules>IF count>=min and count<=max THEN state=0 ELSE state =1 </rules >

</COUNT>

<COUNT>
<variables>0215 </variables >
<constraints>count limit to [22,23]</constraints >
<functions> NULL</functions >
<rules>IF count>=22 and count<=23 THEN state=0 ELSE state =1 </rules >

</COUNT>
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There may be other types of simple experiences, we just used these tow common
ones to explain how to describe simple experiences by SOEKS structure. If there is new
type joining, we can easily add a new type of SOEKS as:

3.2 Complex Experience Representation

In many case, whether CAN packages are anomaly or not, cannot be judged by simple
experience, for driving is complex behavior that need driver-vehicle-road cooperation.
Kinds of attack need complex experience to detect. Using the steering command as an
example: if there is no turning on the ahead road and no obstruction ahead the car, then
the abrupt steering command is unusual. For similar complex situation need complex
detection mechanism. We used neural network to study and store complex experiences
follow the NK-DNA framework in order to unify the simple experience together.

For efficiency reasons, we designed a neural network with only three layers: input
layer, hidden layer and Output layer (see Fig. 5):

The output layer: the simplest layer, only has two neurons, that ‘0’ neuron repre-
sents vehicle is safe, and ‘1’ neuron represents vehicle is unsafe.

The hidden layer: neuron number of hidden layer depending on situation.
The input layer is the most important layer, and its neurons are divided into two

parts: the CAN package neurons and surrounding neurons. The former ones represent
the condition of the vehicle itself and the latter ones take surrounding information into
assessment, includes weather condition, road condition and surrounding vehicle con-
dition, etc. As mentioned in Sect. 2.1.1, there are 11 bytes in CAN package, and each
byte has specific meaning, such as the first two bytes is the CAN ID. We used 11
neurons represent each byte respectively. Similarly, the weather condition (e.g. sunny,
raining, cloudy…) is described in one neuron. Other complex condition, like road
condition, need several neurons to represent whether there is obstruction or not, there is
turning on the ahead road or not, and so no. In a word, the neuron number of input layer
according to the purpose of the study. Different neural network structures represent
different complex experiences which are the Networks of NK-DNA framework
(Fig. 4).

3.3 Experience Reusing and Sharing

By using NK-DNA framework to describe vehicle security experience formally, we can
easily reuse and share these experiences. We only defined experiences of 2010 Ford
Escape, and these experiences can be used by other Ford Escape series for them have
the similar vehicle architecture. Maybe some special single CAN package rules need

<new type name>
<variables> new type variable </variables >
<constraints> constraints of variable </constraints >
<functions> functions of variable </functions >
<rules> rules of variable </rules >

</ new type name >
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update, and most of simple experiences can be reused directly. Neural network of
complex experiences also can be reused after re-training weights and biases with the
same layer architecture.

To different series, even different car brand, the types and architectures of expe-
riences can be reused and shared, at least. For example, the 0215 ID count in 2010 Ford
Escape is limited from 22 to 23 which was described in SOEKS record, see Sect. 2.1.
And in Toyota Prius, the CAN ID count also exist, just the ID and limitation value are
different. So, we can describe Toyota Prius’ ID count experience in a similar way,
using ID 0825 as an example:

By using unified describe structure, we can use the same detection method by only
updating some variable. That is what we said sharing and inheritance.

4 Intelligent Vehicle Anomaly Detection Based on NK-DNA

This section gives an anomaly detection algorithm based on NK-DNA using both
simple experience and complex experience as the Fig. 5 shows.

V1

V2

...

Vn

H1

...

Hn

1

0

Input hidden Output

Fig. 4. Complex experience stored in neural network structure

<COUNT>
<variables>0825 </variables >
<constraints>count limit to [14,18]</constraints >
<functions> NULL</functions >
<rules>IF count>=14 and count<=18 THEN state=0 ELSE state =1 </rules >

</COUNT> 
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Collecting data from both in-vehicle and out-vehicle and checking those data every
second by simple experience firstly. IF any CAN package cannot pass simple expe-
rience detect, it will be aborted and an alert will be sent. Then the rest of CAN packages
which pass the simple experience detect and surrounding information will be detected
by complex experience. Similarly, any abnormal CAN package will be abort and
trigger an alert, and normal CAN packages will be sent to CAN bus.

This anomaly detection process executed in a gateway that add to the CAN bus
inside the vehicle as the Fig. 6 shows. In fact, there are many kinds of bus in the
vehicle, and the CAN buses are divided into high-speed CAN and low-speed CAN.
The entertainment information system is connected with the high-speed CAN bus.
However, this paper focuses on abnormal detection of the data from outside the vehicle,
so we simplifying the internal structure of vehicles.

All ECUs can send and receive commands from CAN bus for no gateway in
vehicle system. Entertainment information system is the weak point of the system for it
directly connect to the CAN bus and connect to Internet by WIFI or 4G. Then hack can
intrusion into vehicle system by Internet through entertainment information system.
Another way to hack into vehicle is through Vehicular Adhoc Network (VANET) by
RFID or Bluetooth Communications Protocol. The gateway detect abnormal packages
before them injected into CAN bus. All suspected messages are blocked outside the
CAN bus by the gateway, especially messages related to drive.

Simple Experience Detect

Complex Experience Detect

One second CAN data of vehicle and 
surrounding information

End and alert

Anomaly  Detected

PASS

Anomaly
Detected

End

PASS

Fig. 5. Anomaly detection flow
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5 Simulations and Analysis

The simulation data include two categories:

(1) the driving CAN packages were captured over 22 min from real car- the Ford
Escape on the high speed CAN bus with tools KvaserCAN Leaf Light V2 and
BusMaster, and included starting and stopping the engine, driving, braking, etc.
[21]. To distinguish these normal data from attack data, we added a flag named
label to each package and set it to 0 as the Fig. 7 shows. The IDH represents the
ID’s higher byte and IDL is the ID’s lower byte. The 1-8 represent the 8 bytes data.

Gateway

Power and 
Transmission

System

CAN bus

Chassis Safety
System

Entertainment
Information

System

Vehicle Control 
System

Attack

WIFI 4G...

Internet

Hacker

Attack

Attack

RFID
Bluetooth

...

Hacker

Attack

Attack

Fig. 6. Gateway to prevent outside attack

Fig. 7. Driving CAN packages with label
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(2) the simulated attack CAN packages that we created with Python language,
pycharm IDE have the label “1”. We created kinds of attacks CAN packages and
injected all of them randomly into above driving CAN packages. And checked
whether our anomaly detection algorithm can find out these attacks or not. The
types of simulated attacks include:

1. single package attack:
Attack CAN package like this: ID:03B1, Len:08, Data:80 00 00 00 00 00 00 00
which used to fool driver to believe the driver’s door is ajar, if so the driver may be
distracted to switch the door and cause traffic accidents. We repeated the attack 10
times and injected them into normal driving traffic.

2. replay attack: replay times from 1 to 10
This attack is simply cope normal CAN packages and re-transmits them into real-
time CAN traffic to fool the receiver into thinking they have successfully completed
the protocol run such as: ID:0200, Len:8, DTA:0,39,13,39,88,39,01,1D, which
means the brake is pressed. And we replayed this package from 1 time to 10 times.

3. flood attack: flood package number from 100–1000
Flood attack, also named DoS attack (denial-of-service attack) is to inject too many
CAN packages into CAN bus and make the receiving ECUs run out of computing
resources and fail to accept new commands. For the lower the ID value, the higher
the priority of CAN package, the 0000 ID packages have the highest priority to be
received by all ECUs. We created 100 to 10000 packages which ID is 0000 to see if
our algorithm can detect this flood attack or not.

4. complex series order attack:
This kind of attack need several commands work together, like pedaling, slow down
and turning. We made some fake acceleration which had no relation to other
commands, and label them with “1”.

All the data include normal and attack data were cut to 80% and 20% parts, and
former ones used to train and latter ones used to test. We checked the detection rate for
those situations which means how many attack packages can be find out of all attack
packages. The detection rates as the Table 1 shows, and inside the parenthesis is the
class name of the rules:

Table 1. Detection rates

Attack type Detection rate Experience type

Single package attack 100% Simple experience (VALUE)
Replay attack 80% Simple experience (COUNT)
Flood attack >97% Simple experience (COUNT)
Series order attack 98.2% Complex experience (relu)
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The simulation results show the single package attack and flood attack can be easily
find out by simple experience which SOEKS class name are value and count. Value
rules check CAN value filed gave 100% detection rate. And if the replay times less than
3 the count experience cannot detect the replay attack, so the detection rate of replay is
only 80%. Similar to this situation, the flood packages less than certain amount are
considered normal. The experiments reveal that COUNT rules can find out mess
abnormal packages but can do nothing with few abnormal packages which can only be
detected by complex experience.

We took one byte as one input neuron, and the complex experience which using
neural networks structure and it detection rates are varies according to different acti-
vation function.

We choose three commonly used activation functions, relu, sigmoid, tanh, to find
which one is fit for detection anomaly in vehicle. Their accuracy and loss as following
figures show, the X axis is learning steps number (Figs. 8 and 9):

Fig. 8. The accuracy of sigmoid function

Fig. 9. The loss of sigmoid function
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The accuracy of sigmoid is only from 8%–63%, the average value is about 30%,
and the loss is far greater than 0 at last, obviously the sigmoid is not a good choice
(Figs. 10 and 11).

The accuracy of tanh is only from 25%–75%, the average value is about 44%, and
the loss is far greater than 0 at last, so the tanh also is not a good choice.

The sigmoid and tanh functions are continuous and nonlinear, they make large
signal gain on the center than sides. The simulations show these kinds of activation
function are not fit for detect CAN package. So, we choose another kind of activation
function which are continuous but not differentiable everywhere, such as relu (Figs. 12,
and 13).

The accuracy of relu rises rapidly, and stabilized at 100% at last, and the loss drops
to 0 quickly which proved that Neural Network Architecture with relu activation
function can detect complex attack in vehicle. The average detection rate of this neural
network is 98.2%.

Fig. 10. The accuracy of tanh function

Fig. 11. The loss of tanh function
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6 Conclusions and Future Work

This paper we discussed the knowledge representation of vehicle security experience
and how to detect attacks on CAN bus in vehicle based on various experience, simple
or complex. By formally describing the experience as NK-DNA framework, new
experiences can be easily added into this framework and can also be easily migrated to
another type of vehicle. Then an anomaly detection algorithm based on NK-DNA was
proposed which detect in-vehicle anomaly by simple experiences firstly. After
removing detected abnormal CAN packages, the remaining CAN packages and sur-
rounding information were checked by complex experience which stored in neural
network structure. And the neural network structure can be adjusted according to
different demands. Simulations show that our approach has high detection rate and can
deal with various attacks. However, in-vehicle anomaly detection based on NK-DNA is
at its early research stage, we plan to improve its efficiency and study and model more
surrounding information and incorporate them into the complex experiences.

Fig. 12. The accuracy of relu function

Fig. 13. The loss of relu function
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Abstract. Violent behavior detection has become a hot topic within computer
vision. The problems such as diversity of monitoring scene, different crowd
density and mutual occlusion among crowds etc. result in a low recognition rate
for violent behavior detection. In order to solve these problems, this work proposes
an improved method to detect violence sequences. Features which are obtained by
combining a streakline model with a variational model are used to discriminate
fight and non-fight sequences. Finally, the validity and accuracy of the algorithm
are verified via a large amount of challenging real-world surveillance videos.

Keywords: Streakline � Streak flow � Violent behavior detection
Support vector machine

1 Introduction

With the development of social economy, density of population in the city is higher and
higher. The occurrence of violent behavior will pose a hazard to social public security.
Therefore, violent behavior detection becomes a topic in video monitoring with great
value for study. However, it is difficult to detect abnormal crowd behavior owing to
following factors: low resolution, camera jitter, large numbers of crowd targets, dif-
ferent velocity of crowd objects, occlusion among objects, obvious variances in dif-
ferent crowd objects, etc.

At present, scholars at home and abroad have made many achievements on violent
behavior detection. Some approaches based on hidden Markov model [1, 2], Lagran-
gian coherent structures [3], social force model [4], Markov random field [5], chaotic
invariants [6] and kinematic features [7] have been proposed to detect the abnormal
behavior in crowded scenes and can provide excellent performance on some bench-
marks [4, 6]. Therefore, understanding the crowd behaviors in whole scene, without
knowing the actions of individuals, is often advantageous. However, in the situations
when the videos (such as VIF database [8]) have very low resolution, camera jitter, or
the speed of objects in the video is too fast or too slow, etc., they may fail to detect the
abnormal behavior in crowded scenes.
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Recently, the Violent Flows (ViF) method was proposed by Hassner et al. [9] to
identify violent crowds in densely populated areas (VIF database) using changes in
optical flow magnitude. Gao et al. [10] introduced a variant of the ViF descriptor
(OViF) that utilizes both orientation and magnitude of optical flow to detect violent
behavior. It was shown that ViF offers greater classification ability on crowded data
when compared to OViF, but when combined they achieve greater accuracy. However,
the recognition accuracy of violent behavior detection using these two methods needs
to be enhanced because of the poor ability of the optical flow computation methods
used in these two algorithms in obtaining spatial and temporal changes of flow in
crowded scenes.

Comparing with the optical flow computation method, the streakline model pro-
posed by Mehran et al. [11] can represent spatial and temporal changes of flow in
crowded scenes more accurately. With the rapid development of crowd behavior
analysis, this model has drawn a great deal of attention recently [12–19]. However, the
streakline model is based on the traditional Lucas Kanade method to compute the
optical flow information between frames which will bring serious deviations in some
scenes because of the poor anti-interference ability of Lucas Kanade method.

The high accurate variational model and motion evaluation system proposed by
Brox et al. [20, 21] could enhance the accuracy of optical flow field and had strong
anti-interference ability. This variational model estimated the motion flow field using a
continuous function, and it was convenient to the analysis of global and local flow field.

The aim of this work is to devise a violent behavior detection algorithm that can
perform well in challenging real-world surveillance videos with high crowd density.
For the sake of accomplishment of this goal, we firstly modify the streakline model
with the variational model to obtain the motion features, and then combine the features
with the ViF. Finally, we propose an improved method to detect the violent behaviors
in crowded scenes. The remainder of this paper is organized as follows. Sections 2 and
3 describe the variational model and streakline model respectively. In Sect. 4, we
present the process of our improved violent behavior detection algorithm. Experimental
results and analysis are provided in Sects. 5 and 6 concludes this paper.

2 The Variational Model

Let I1; I2 : ðX � R
3Þ ! R be the first and the second frame to be aligned. x: = (x; y; tÞT

denotes a point in the image domain X and w: = (u; v; 1ÞT is the searched displacement
vector between an image at time t and another image at time tþ 1. A common
assumption is that corresponding points should have the same gray value. This can be
expressed by the energy

Egrayðu; vÞ ¼
Z
X
wð I2ðx + wÞj �I1ðxÞj2Þdx, ð1Þ

which penalizes deviations from this assumption. The robust function wðs2Þ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 þ e2

p
, e ¼ 0:001, can be used to deal with occlusions and other non-Gaussian
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deviations of the matching criterion. It corresponds to a Laplace distribution which has
longer tails than the Gaussian distribution. The advantage of the Laplace distribution is
that the corresponding penalizer is still convex, simplifying the optimization.

Due to illumination effects, matching the gray value is not always reliable.
Therefore, it has been suggested to supplement the constraint in (1) by a constraint on
the gradient of the image grey value, which can be assumed not to vary due to the
displacement. This can be expressed by the energy

Egradientðu; vÞ ¼
Z
X
wð rI2ðx + wÞj �rI1ðxÞj2Þdx, ð2Þ

where r ¼ ð@x; @yÞT denotes the spatial gradient.
Both (1) and (2) enforce the matching of only weakly descriptive features. Just

optimizing the sum of these two energies would result in many ambiguous solutions.
Hence, this underlines the importance of introducing a smoothness constraint to
describe the model assumption of a piecewise smooth flow field. This is achieved by
penalizing the total variation of the flow field, which can be expressed as

Esmoothðu; vÞ ¼
Z
X
wð r3j uj2 þ r3j vj2Þdx, ð3Þ

where r3 :¼ ð@x@y@tÞT denotes the spatio-temporal gradient.
The total energy is the weighted sum of all of these constraint

Eðu; vÞ ¼ Egrayðu; vÞþ cEgradientðu; vÞþ aEsmoothðu; vÞ ð4Þ

where c and a are tuning parameters which steer the importance of gradient constancy
and smoothness. These parameters can be determined manually according to qualitative
evidence on a large variety of videos, or be estimated automatically from truth data
[22].

The final goal is to find the parameters of u and v to minimize energy function in
(4). This energy is non-convex and can only be optimized locally. According to the
calculus of variations, corresponding Euler-Lagrange equations are used to fulfill the
minimizer of (4). More implementation details are available in [20].

3 Streakline Model

In fluid mechanics and flow visualization, streakline is well known as a tool for
measurement and analysis of the flow. A streakline is the collection of all particles
which are initialized at a particular pixel. To explain how streaklines are calculated, let
ðxpi ðtÞ; ypi ðtÞÞ be a particle position at time t, initialized at point p and frame i for i,
t ¼ 0; 1; 2; . . .; T . The position of particle through point p at any time instant t is
computed as described in Ref. [11].
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xpi ðtþ 1Þ ¼ xpi ðtÞþ uðxpi ðtÞ; ypi ðtÞ; tÞ
ypi ðtþ 1Þ ¼ ypi ðtÞþ vðxpi ðtÞ; ypi ðtÞ; tÞ;

ð5Þ

where u and v are optical flow field. This brings a family of curves, all starting at point
p and tracing the path of the flow from that point in frame i.

As invented for visualization purposes, streaklines in fluids transport a color
material along the flow, meaning they propagate changes in the flow along their path.
Similarly, we allow streaklines to propagate velocities, given by the instantaneous
optical flow X ¼ ðu; vÞT at the time of initialization, along the flow like a material. To
this end, we define an extended particle i as a set of position and initial velocity

Pi ¼ fxiðtÞ; yiðtÞ; ui; vig; ð6Þ

where ui ¼ uðxpi ðiÞ; ypi ðiÞ; iÞ and vi ¼ vðxpi ðiÞ; ypi ðiÞ; iÞ. In the whole scene, we consider
only streaklines comprising extended particles.

To represent the flow more completely in whole scene, a new motion field, named
as streak flow Xs ¼ ðus; vsÞT

� �
, is constructed based on streaklines. Streak flow can

provide motion information of the flow for a period of time and capture crowd motions
better in a dynamically changing flow. The computation of us is described as follows,
and the computation of vs is similar. Given data in the vector

U ¼ ½ui�; ð7Þ

where ui 2 Pi,8i; p, the streak flow in the x direction at each pixel is computed.
Equation (5) implies that each particle Pi has three neighboring pixels (nearest

neighbors). It is reasonable to consider ui being the linear interpolation of the three
neighboring pixels. Hence, the definition of ui is as follows

ui ¼ a1usðk1Þþ a2usðk2Þþ a3usðk3Þ; ð8Þ

where kj is the index of a neighboring pixel, and aj is the known basis function of the
triangulation of the domain for the j-th neighboring pixel. Each usðkiÞ is computed
using a triangular interpolation formula. For all the data points in U, a linear system of
equations is formed using (8)

Aus ¼ U; ð9Þ

where ai are entries of the matrix A, and us is the least square solution of (9). More
details can be found in Ref. [11].

4 Improved Violent Behavior Detection Algorithm

In this paper, we substitute the Lucas Kanade method with this variational model to
compute the optical flow field between frames in the streakline framework. The
obtained streaklines and streak flow ðu0sx;y;t ; v0sx;y;tÞ also have strong anti-interference
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performance and can provide a better way to recognize flow spatio-temporal changes
more accurately in the scene. Figure 1 shows two successive frames in one of UMN
datasets [23]. Figure 2 shows the comparison of two optical flow methods. Figure 2(a)
represents the optical flow field of these two successive frames obtained by Lucas
Kanade method. Figure 2(b) is the corresponding result obtained by the variational
model. From the comparison, we note that the latter can provide more dynamic motion
information completely and accurately in the scene.

In Ref. [9], for a given sequence of video frames Seq ¼ ff1; f2; � � �; fTg, the optical
flow between consecutive frames is firstly calculated. Compared with the single optical
flow, the streak flow combing with the variational model is better able to describe
information of the whole scene accurately. Therefore, in our algorithm, we substitute
the optical flow vector in the original with the streak flow vector ðu0sx;y;t ; v0sx;y;tÞ so as to

describe the motion information of the whole scene. x; y; t respectively represent
location and coordinate of pixel px;y;t as well as subscript of the video frame, u0sx;y;t
denotes the value of streak flow at px;y;t in x direction and v0sx;y;t denotes the value of
streak flow at px;y;t in y direction. Refer to Ref. [9], the magnitudes of these vectors are
considered

Fig. 1. Two consecutive frames

Fig. 2. Comparison of two optical flow methods. (a) The optical flow field obtained by Lucas
Kanade method. (b) The optical flow field obtained by high accurate variational model.
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m0
x;y;t ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu02sx;y;t þ v02sx;y;tÞ

q
ð10Þ

Although flow vectors encode meaningful temporal information, their magnitudes
are arbitrary quantities. In order to describe the scene information better, the similarities
of flow-magnitudes are considered. For each pixel, we obtain a binary indicator B0

x;y;t,
reflecting the significance of the change of magnitude between frames:

B0
x;y;t ¼ 1 if m0

x;y;t � m0
x;y;t�1

��� ���� thr

0 otherwise

(
ð11Þ

where thr is mean of the magnitude variations of the streak flow between frames,
shown as follows

thr ¼

Px¼rows;y¼cols

x¼0;y¼0
ðjm0

x;y;t � m0
x;y;t�1jÞ

rows� cols
ð12Þ

where rows and cols respectively indicates the number of rows and columns.

Fig. 3. The architecture of our improved method
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Equation (11) provides us with a binary, magnitude-change, significance map for
each frame. For each pixel, a mean magnitude-change map by simply averaging these
binary values is computed as follows

B
0
x;y ¼

1
T

X
t

B0
x;y;t: ð13Þ

For a given sequence of frames Seq, our improved descriptor is a vector of fre-
quencies of quantized values B0

x;y. Each such vector is then classified as representing an
either abnormal or normal video using support vector machines (SVM). In order to
understand the detection process better, the architecture of our method is illustrated in
Fig. 3. Detailed experimental results and the accuracy comparison will be discussed in
Sect. 5.

5 Experiments and Discussions

Some experiments are done to verify the validity and accuracy of our improved method
for violent behavior detection by comparing with ViF and OViF algorithm. The VIF
database is used, in which video is artificially divided into video clips including normal
behaviors and abnormal behaviors. For the accomplishment of target proposed in
Sect. 1, 120 video clips including 60 normal videos and 60 abnormal videos are
selected from the database. In the experiment, we choose 30% of normal and abnormal
videos respectively as a training set, and rest 70% as a test set. The mean prediction
accuracy (ACC) is adopted as an assessment index for the algorithm, according to ROC
curve theory,

ACC ¼ TPþ TN
PþN

: ð14Þ

where TP is the number of true positive samples, TN is the number of true negative
samples, P is the number of positive samples and N is the number of negative samples.

The accuracy comparison of different algorithms according to (14) is shown in
Table 1. From this table, it is shown that the algorithm in our paper can get a higher
accuracy on violent behavior detection. Recognition results of partial normal videos
obtained by using our algorithm for detecting abnormal behaviors are shown in Fig. 4,
marked as “Normal”, while recognition results of partial abnormal videos acquired by
using our algorithm for detecting abnormal behaviors are shown in Fig. 5, marked as
“Abnormal”.

Table 1. Accuracy comparison of different algorithms

Method Accuracy

ViF [9] 77.4%
OviF [10] 80.9%
Our method 92.8%
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6 Conclusion

In order to improve the accuracy of violent behavior detection, an improved algorithm
combining the streakline model based on variational model with ViF method is pro-
posed in our paper. The algorithm adopts magnitude variation of the streak flow to
describe the crowd behavior in the scene, and combines with SVM to detect and
identify violent behavior. Finally, many challenging real-world videos are used to
validate our improved algorithm. Experimental results show that our method can
performs better in the accuracy of violent behavior detection.
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Abstract. In recent years, digital rights management (DRM) in Peer to Peer
(P2P) network becomes more and more important. We propose a novel DRM
scheme based on P2P to protect valuable digital content. The digital content is
firstly encrypted with a symmetric cryptographic algorithm, and then the sym-
metric key is encrypted by the RSA scheme such that any unpaid user cannot
access the digital content. The symmetric key is only held by the content pro-
vider for avoiding the risk of the server leaking the symmetric key. By
exploiting Bitcoin system, the content provider and the user have the ability to
make a direct payment without relying on the server. Moreover, the payment is a
timely payment, that is, when the user’s payment is completed, he/she will
obtain the private key of RSA immediately. In our scheme, users can download
ciphertext of the digital content from any peer who owns the digital content
early. In addition, a payment voucher is used to verify users who have paid for
the digital content, which can also against the collusion attack. We anonymize
the authentication process for protecting the users’ privacy. The security analysis
shows that our scheme can provide message confidentiality, anonymity of users,
and can resist poisoning attack and collusion attack. The simulation shows that
our scheme is efficient and practical.

Keywords: Digital rights management � Bitcoin system � Peer to peer (P2P)
Transaction

1 Introduction

With the development of Internet, the valuable digital contents, such as music data,
picture data and video data, are very easy to be pirated due to the easy replication.
Digital rights management (DRM) can ensure legal consumption of digital contents
through some methods such as encryption and licensing, which permit authorized users
to access these digital contents. Early DRM is based on a client-server model [3, 4, 8].
The digital content is encrypted by a dedicated server. In addition, the server is
responsible for managing and authenticating all users in the system [20]. It also dis-
tributes the key that can decrypt a ciphertext of the digital content to the authorized
users. However, it is vulnerable to a single point of attack, and the more users, the
heavier the load on the server, which will increase the burden of communication and
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decrease the efficiency of the system. Especially when transferring large amount of
digital content, the efficiency drops significantly [1, 21, 22]. Peer to Peer (P2P) network
is a distributed architecture that can transmit large amount of digital content in high
speed. Moreover, it is not affected by the number of users. Researchers have combined
P2P network and DRM scheme for addressing the problem of heavy load on server and
achieving efficient transmission in various degrees. Generally speaking, P2P based
DRM schemes are divided into three categories. i.e., centralized P2P based DRM
scheme [6, 7, 23], semi-distributed P2P based DRM scheme [2, 5] and distributed P2P
based DRM scheme [13]. We will give a brief summary on these related works.

Centralized P2P Based DRM Scheme. This method is very similar to the traditional
client-server architecture. Compared with client-server architecture, the only difference
is that encrypted digital content can be downloaded not only from the server but also
from any user, namely a peer, who owns the digital content. However, there are some
problems that if the server is attacked, information stored on the server will be leaked,
including digital content. What is more, the server could be a bottleneck when the
number of peers becomes large.

Semi-distributed P2P Based DRM Scheme. This scheme allows users to download
an encrypted digital content from the content provider. But the content provider has to
communicate with the server for verifying users and getting the decryption key. And
then, users can access the digital content after paying. Since only the content provider
interacts with the server, the load on server is significantly reduced. However, it is hard
for the server to detect a user’s status and revoke illegal users.

Distributed P2P Based DRM Scheme. In distributed P2P based DRM architecture,
there is no server to manage users’ authentication. When the content provider intends to
publish a digital content, he broadcasts the information about the digital content. A user
who is authenticated by the server or the content provider can download the digital
content, and then obtain the decryption key from the content provider. The distributed
method makes the service load very low. But the disadvantage of the scheme is that no
one can see the income situation about the digital content.

1.1 Our Contributions

To address the problems above, we propose a novel DRM scheme based on P2P. We
focus on the security of the digital content, so the symmetric key is only held by the
content provider. We anonymize the authentication process by removing the require-
ment to submit real identities. Regarding billing, we use Bitcoin system [9] to
implement peer to peer and transparent transactions between users and the content
provider. To summarize, our main contributions are as follows:

• Our scheme combines DRM and Bitcoin system [10, 11]. The Bitcoin system can
create an open and transparent transaction. Based on the programmability of Bitcoin
scripts, we exploit a special script for secure transmission of the private key.

• A RSA encryption [25] is used to protect the digital content. The content provider
encrypts the digital content with a symmetric key firstly, and then encrypts infor-
mation of the symmetric key with the RSA.
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• A payment voucher is used to authenticate a user in an anonymous way. We
guarantee the anonymity of users while preventing illegal users who are unpaid
from accessing the digital content. In addition, we implement revocation of mali-
cious users through a list maintained by the server.

The rest of the paper is organized as follows. We give our system model in Sect. 2.
Section 3 is a detailed description about the DRM scheme. Section 4 shows security,
performance and efficiency of the scheme. Finally, Sect. 5 concludes our work.

2 System Model

2.1 Symbols

The following notations shown in Table 1 will be used in this paper:

2.2 The Model

As shown in Fig. 1, the DRM system model based on P2P involves three types of
entities: the proxy server (PS), the peers, which are users, and the content provider
(CP).

Peers: The peers are users in P2P network who can download the encrypted digital
content from the CP. These users who already obtain the content can also share
encrypted digital content to others.

Content Provider (CP): The content provider offers digital content. The digital
content is encrypted by CP and stored locally. CP can obtain money through selling the
content.

Proxy Server (PS): The proxy server is a semi-trusted entity who publishes content
information. Moreover, PS manages all users who have downloaded the digital content,
supervises these users and deletes malicious users.

As we have described above, our DRM scheme includes three phases: content
publish, content purchase and content access.

(1) Content publish
The content publish stage mainly finishes encrypting the digital content and
issuing a message about the digital content.

(2) Content purchase
The content purchase phase mainly realizes that a peer, namely a user, downloads
the encrypted digital content and completes the payment for it to get private key.

(3) Content access
The content access is mainly to complete the user’s online decryption of the
encrypted digital content and to deny service to unpaid users.

A Novel Digital Rights Management in P2P Networks 229



2.3 Introduction About Security Requirements

In our scheme, we show that the encryption of symmetric key K provides IND-CCA2
secure. Our scheme can provides message confidentiality because of the encryption of
symmetric key K is IND-CCA2 secure. And the proxy server (PS) cannot get any
information about the digital content of CP. Our scheme can resist the poisoning attack

Table 1. The symbols

m The digital content
hð�Þ The collision-resistance one-way hash function [12], where

h : f0; 1g� ! f0; 1gl
desm The description of m
TPU The Bitcoin transaction of the user, which is unexpended
pkrsacp; skrsacp RSA private and public keys of the content provider which is used to

encrypt a message
pkrsacp0 ; skrsacp0 RSA private and public keys of the content provider which is used to

sign a message
pkrsaps; skrsaps RSA private and public keys of the proxy server which is used to

encrypt a message
pkB; skB Elliptic curve private and public keys of the user which is used to sign

a message [16]
AEð�Þ;ADð�Þ RSA encryption and decryption algorithms
SEð�Þ; SDð�Þ Symmetric encryption and decryption functions such as AES-128
sigð�Þ; verð�Þ RSA message signature and verification algorithms
sigecdsað�Þ; verecdsað�Þ Elliptic curve signature and verification algorithms

Fig. 1. System model of the DRM scheme.
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by comparing the hash of ciphertext from other peer with that from CP. Our scheme
can avoid collusion attack by verifying the payment. We anonymize the authentication
process by removing the requirement to submit real identities.

We will provide detailed proof of these security requirements in Sect. 4.3.

3 The DRM Scheme Based on P2P

3.1 Content Publish

System Setup. The algorithm takes a security parameter k as input, and generates RSA
key pairs for CP and PS. All public keys are certified by Certificate Authority (CA) and
known by all participants.

Digital Content Encryption. After CP gets a RSA key pair, he can process digital
content m. Specific steps are as follows:

(1) The CP needs to generate a symmetric key K and a random number r such that
K ¼ ðkajjkbÞ and kaj j ¼ kbj j ¼ rj j ¼ l

2, jj is a concatenation operation.
(2) Compute b ¼ ðkbjjrÞ and a ¼ ðkajj1l=2Þ � hðbÞ, where a and b are used to hide

the symmetric key K and restore the symmetric key K under certain conditions.
(3) Compute three values. Once a user gets skrsacp0 , he/she can calculate the sym-

metric key K with these:

u ¼ hðaÞ � b ð1Þ

v ¼ AEðpkrsacp; rÞ ð2Þ

w ¼ hðuÞ � a ð3Þ

Where r ¼ sigðskrsacp0 ; uÞ.
(4) The CP encrypts the digital content m as follow:

C ¼ SEðK;mÞ ð4Þ

(5) The CP provides the digital content identification information CID as follows:

CID ¼ fdesmjjlmjjwjjvjjpricejjCg ð5Þ

rCID ¼ sigðskrsacp0 ;CIDjjTmÞ ð6Þ

Where lm is the length of the digital content file, Tm is a time stamp.
6) The CP sends fCIDjjrCIDg to the PS.

Information Issuance. When the PS receives the message fCIDjjrCIDg, he verifies
the correctness of the signature rCID and checks whether Tm is valid. If these operations
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are successful, PS broadcasts fdesm; lm; priceg to all peers in P2P network. At the same
time, PS saves fv;w;Cg. Otherwise, PS refuses to provide service.

3.2 Content Purchase

Digital Content Download. In P2P network, the user can download the encrypted
digital content C from any peer who has the content. The whole steps of digital content
download are described as follows:

(1) The user, as shown in Fig. 1, peer B wants to download the encrypted digital
content C. He chooses a random number nB such that nBj j ¼ l and computes:

req ¼ AEðpkrsaps; nBjjdesmjjTreqÞ ð7Þ

rreq ¼ sigecdsaðskB; reqÞ ð8Þ

And he sends freqjjrreqjjpkBg to the PS.
(2) By the ECDSA signature rreq, PS can be aware of whether the user has enough

bitcoins or not. If the signature is correct, PS decrypts req as follow, Otherwise,
PS will terminate the download step.

ADðskrsaps; reqÞ ¼ nBjjdesmjjTreq ð9Þ

(3) PS chooses a number s such that sj j ¼ l, then he computes an identification code
TagB of the user as follows:

TagB ¼ hðnBjjsÞ ð10Þ

(4) Assume that some peers have already downloaded the encrypted digital content C,
and PS maintains a peers list L that includes these peers. PS encrypts the list L and
sends CL to the user.

CL ¼ SEðnB; LÞ ð11Þ

(5) The user decrypts the CL using nB.

L ¼ SDðnB;CLÞ ð12Þ

(6) The user randomly selects a peer from the list L to download the ciphertext C, the
list contains the hash of identification code hðTagiÞ. The user sends hðTagiÞ to PS.
Note that the user may choose the CP or other peers. Since other peers may be
malicious that it is possible to provide false ciphertext, but CP is not. So there are
two situations to be discussed. (1) If the CP is selected, the user asks the CP for
the ciphertext C directly; (2) If another peer, namely peer D,is selected, PS sends
fhðCÞjjhðTagDÞg to the user. Then, the user obtains ciphertext C from peer D.
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Payment. Once the encrypted digital content, namely ciphertext C, is downloaded, the
user can initiate a payment request to the CP in order to get the symmetric key K. The
user needs to obtain skrsacp firstly. Assume the price of digital content is d bitcoins, the
user needs to build a payment transaction that contains d bitcoins. When the user
completes the payment, CP will provide the private key skrsacp immediately [24].

(1) The user and CP exchange a blind factor y such that yj j ¼ logN2 by Diffie-Hellman
key exchange protocol.

(2) CP computes hðxÞ ¼ hðskrsacp � yÞ and sends s ¼ hðxÞ to the user.
(3) The user creates a payment transaction using s. As shown in Fig. 2, the payment

transaction Tpay redeems the transaction TPU . The input script is a signature for the
body of Tpay. The output script shows the condition how the payment transaction
can be redeemed. Next, the user creates a new transaction called Trefund by
interacting with CP, the transaction redeems Tpay and the user publishes the
transaction Trefund shown in Fig. 3. When the lock time t is reached, Trefund will be
added to the ledger only if the transaction Tpay has not been redeemed through
other condition.

(4) When the payment transaction Tpay is confirmed on the ledger, CP receives d
bitcoins as his profit. Then CP transfers the private key skrsacp by creating a new
disclosure transaction Ttf shown in Fig. 3 that redeems the payment transaction
Tpay before time t and posts it to the ledger. When the transaction Ttf is public, the
user can obtain x from input script of Ttf . He computes skrsacp ¼ x� y.

(5) If step (4) is not executed when the lock time t is reached, the transaction Trefund
will be posted to the ledger, the user gets his money back.

The payment transactions can be built by Bitcoin scripts language, the specific output
script implementation process is shown in Fig. 4.

3.3 Content Access

Data Decryption. After the user gets the private key skrsacp from CP, he can send a
decryption request to PS. The steps of data decryption are as follows:

Fig. 2. The structure of the payment transaction Tpay
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(1) The user computes payment voucher and sends it to PS. The payment voucher is:

Cdec ¼ SEðnB; rdecjjpkBÞ ð13Þ

Where rdec ¼ sigecdsaðskB; nBjjTdecjjdesmÞ.
(2) PS firstly decrypts the ciphertext Cdec using nB and then verifies the signature rdec

using pkB. The time stamp Tdec also needs to be checked. The detail is:

rdec ¼ SDðnB;CdecÞ ð14Þ

verecdsaðpkB; rdecÞ ¼ 1 ð15Þ

(3) Finally, PS accesses the public ledger to check the payment record for pkB. If step
(2) fails, PS sends ? to the user which means PS terminates service. Otherwise,
PS sends symmetric key information {v.w} to the user.

(4) The user needs to recover the symmetric key K from the fv;wg.
(4-1) The user obtains r ¼ ADðskrsacp; vÞ and recovers u ¼ verðpkrsacp0 ; rÞ.
(4-2) Computes three values a ¼ hðuÞ � w, b ¼ hðaÞ � u, e ¼ a� hðbÞ.
(4-3) if the rightmost l=2 bits of e are “1”, the left l=2 bits are ka. Otherwise the

user can terminate the process.
(4-4) The left l=2 bits of b are kb. Therefore, the symmetric key K ¼ ðkajjkbÞ.
(4-5) The user gets m ¼ SDðK;CÞ.

Fig. 3. The structure of the disclosure transaction and refund transaction

Fig. 4. The constructed output script of the payment transaction
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4 Security and Performance Analyses

4.1 Security Model

Let A be an adversary of probabilistic polynomial time (PPT) and C be a challenger.
We employ the following security model [17, 25]:

IND-CCA2 Model: The model is descripted by an interactive game. Assuming A is
an IND-CCA2 adversary, the game process is as follows:

Setup: The challenger C firstly determines the system parameters pp and then
generates a public and private key pair ðpkrsacp; skrsacpÞ of CP. The private key skrsacp is
kept secret while pp and pkrsacp is public to the adversary A.

Training stage 1: The adversary A makes multiple adaptive encryption and
decryption queries to the challenger C (or an oracle).

Encryption oracle: The adversary A sends a symmetric key K and two distin-
guishable public keys fpka; pka0 g to the encryption oracle. If the public keys fpka; pka0 g
is generated in setup phase and pka, pka0 are sender’s public keys, the oracle returns the
symmetric key information fv;wg to the adversary. Otherwise, the oracle terminates
the query.

Decryption oracle: The adversary A sends symmetric key information fv;wg and
two distinguishable public keys fpka; pka0 g to the decryption oracle. If the public keys
fpka; pka0 g is indeed generated in setup phase and pka, pka0 are sender’s public keys and
the decryption is successful, the adversary A gets symmetric key K. Otherwise, the
oracle terminates the query.

Challenge: The adversary A outputs a symmetric key pair fK0;K1g to the chal-
lenger C, where K0j j ¼ K1j j ¼ l. The Challenger C selects a random bit b f0; 1g
and creates target symmetric key information fvb;wbg based on Kb for the sender a.

Training stage 2: The adversary A queries a number of encryption and decryption
that is the same as training stage 1, but the query of fvb;wbg is prohibited.

Guess: The adversary A output it’s guess b0, if b0 ¼ b, we think that the adversary
A is successful.

The advantage of the adversary A is defined as:

AdvIND�CCA2ðAÞ ¼ Pr½b0 ¼ b� � 1=2j j: ð16Þ

4.2 Security Analysis

Firstly, we show that the encryption of symmetric key K provides IND-CCA2 secure.
Based on RSA assumption [14], we have the following theorem.

Theorem 1. Based on above security model, if there exists a PPT algorithm that can
attack the IND-CCA2 security with advantage at least AdvIND�CCA2ðAÞ, then there
exists another PPT algorithm that can break RSA assumption.

Proof: Assume that there is a PPT algorithm O that can attack the IND-CCA2
security. We construct a PPT algorithm P that can solve RSA assumption. Suppose P
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has known ciphertext C and corresponding public key pk based on RSA. Algorithm P
runs the algorithm O as a subroutine to find m such that C ¼ AEðpk;mÞ. The following
steps describe the simulation process:

In the simulation, The algorithm O answers the adversary A by looking up the
tables fh1; h2g.

The setup phase of the simulation is the same as in the security model.
In encryption phase, when the adversary submits a symmetric key K ¼ ðkajjkbÞ and

two distinguishable public keys fpka; pka0 g, the oracle chooses a random number r and
computes b ¼ ðkbjjrÞ. If hðbÞ ¼ hb is not contained in h1, the oracle selects a random
number hb, then computes a ¼ ðkajj1l=2Þ � hb. Construct a value l ¼ verðpka0 ; rÞ,
where r is a random number. If hðlÞ ¼ hl is not contained in h1, the oracle selects a
random number hl. Finally, the oracle computes w ¼ hl � a and adds fw; rg to h2.
hðaÞ ¼ l� b is computed and it will be added to h1. Return the symmetric key
information fv;wg, where v ¼ AEðpka; rÞ.

In decryption phase, the oracle tries to find a tuple fw; �g in h2, if it does not exist,
the oracle selects a random number r, otherwise, r will be found. Compute
l ¼ verðpka0 ; rÞ, if hðlÞ ¼ hl is not contained in h1, the oracle selects a random
number hl. Then computes a ¼ hl � w and searches hðaÞ in h1, if not, sets hðaÞ ¼ ha
that is selected randomly. Finally, the oracle computes b ¼ hðaÞ � l, if hðbÞ ¼ hb is
not contained in h1, the oracle selects a random number hb. The oracle gets e ¼ a� hb.

After the challenge, a target symmetric key information fvb;wbg such that vb ¼ C
and wb is a random number is obtained by O. Finally, the algorithm O outputs b0.

The algorithm P queries the decryption oracle with fvb;wbg to get b00. If b00 ¼ b0,
P looks for fwb; rg such that vb ¼ AEðpka; rÞ. If O can break the IND-CCA2 security,
then P can solve RSA assumption. Since the RSA is hard problem, there is no such
adversary O can break IND-CCA2 security. Therefore the encryption of symmetric key
K in our scheme is IND-CCA2 secure.

Theorem 2. The proposed DRM scheme provides message confidentiality.

Proof: In our scheme, we use AES-128 to instantiate symmetric encryption. Notice
that there is no efficient algorithm can solve AES-128 so far. And based on Theorem 1,
the encryption of symmetric key K is IND-CCA2 secure. In summary, the probability
of the adversary obtaining the digital content m is negligible. The message confiden-
tiality is guaranteed.

Theorem 3. The proxy server (PS) cannot get any information about the digital
content of CP.

We assume that PS is semi-trusted in our system which means that PS will perform
various computations honestly but he is curious. During the content publish phase, PS
gets CID ¼ fdesmjjlmjjwjjvjjpricejjCg from CP. From Theorem 1, we have proved the
encryption of symmetric key K is IND-CCA2 secure, so PS cannot obtain any infor-
mation about K. From Theorem 2, it is impossible for PS to solve AES-128. Therefore
our DRM scheme keeps the digital content private from PS.

Poisoning Attack. In our scheme, the malicious peer such as peer D, may send invalid
or false ciphertext C0 during the digital content download phase. To resist the poisoning
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attack, the user computes the hash of C0 denoted hðC0Þ, and compares it with hðCÞ
saved in advance. If two hash values are not equal, the user sends
fhðTagDÞjjTfalsejjsigðpkD;C0jjTsendÞg to PS. PS checks the time stamp Tfalse, Tsend and
the signature for C0. If these are valid, PS deletes all information of peer D which is
means that he cannot access to the digital content m freely. Finally, PS sends ciphertext
C to the user to complete the download process.

Collusion Attack. We mainly analyze the symmetric key sharing collusion attack.
A user a may share his symmetric key K to an unpaid user u. When the user u tries to
access the digital content m, he needs to use secret key in cryptocurrency to generate a
signature that is a payment voucher. If the user a sends his secret key to u, he must leak
his part of identification code na in order to make u access the digital content suc-
cessfully. This is equivalent to the user’s identity being compromised. Therefore the
attack will be avoid.

Anonymity. When a user downloads the encrypted content, he just submits a random
number to complete the certification. The PS cannot obtain any real identity infor-
mation from the random number. There is no identity information involved in the
content access phase. Therefore the proposed protocol ensures anonymity for users.

4.3 Performance Evaluation

This section mainly analyzes the performance of our scheme and compares it with
related methods [1–7]. And the compare results are shown in Table 2.

Compared to other schemes, the load on server in our scheme is the lowest. Only
our scheme and Jing Feng’s scheme [6] provide a function of illegal user revocation.
For higher security, re-encryption method is used in [3, 7]. However, this method not
only increases the load on server, but also decreases the efficiency of the scheme.
Unlike these, the proposed scheme achieves the same security without the need for re-
encryption. Motoki [1] provides a DRM scheme based on Bitcoin, but it’s billing is
complicated. Therefore the proposed scheme is practical for digital rights management
in P2P network.

Table 2. Performance comparison

Server
load

Distributed
scheme

User
revocation

Not need to
re-encrypt

Complexity
of the billing

Anonymity

[1] Middle � � ✓ Hard �
[2] Low Semi � ✓ Easy �
[3] High � � � Easy �
[4] High � � ✓ Easy ✓

[5] High Semi � ✓ Easy �
[6] Low � ✓ ✓ Easy �
[7] High � � � Easy �
Our Lower ✓ ✓ ✓ Easy ✓
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4.4 Efficiency Analysis

Table 3 shows the computation time of some cryptographic algorithms under the same
security level. We use the Java security API to implement these operations. The
implement platform is a laptop with a Intel Core i3-6100, 3.70 GHz processor. The
notations TDES, TRSA-e=v, TRSA-d=s, Tme, TCPABE-e, TCPABE-d , TElG-e, and TElG-d in Table 3
represent one DES encryption/decryption with a 128 bits [15], one RSA
encryption/verification with a 1024 bits modulus [14], one RSA decryption/signing
with a 1024 bits modulus., one modular exponentiation, one CP-ABE encryption [18],
one CP-ABE decryption [18], one ElGamal encryption with a 1024 bits modulus [19],
and one ElGamal decryption with a 1024 bits modulus [19] respectively.

Figure 5 shows the main computational cost of the proposed scheme and previous
studies in [4, 7]. As shown in Fig. 5, we calculate the total computational cost for the
user and the server at each stage.

We have compared the number of basic operations of the three schemes: the
number of basic operation of the content publish, content purchase and content access
are 10, 6 and 11 times, which is 5, 8 and 7 times in the scheme [4], and 5*N, 4*N and
3*N times in the scheme [7]. (N is the pieces which the AS breaks the content into).

Table 3. Computational cost of cryptographic algorithms

Operations Time (Millisecond)

DES encryption/decryption TDES 0.08
RSA encryption/verification TRSA-e=v 4

RSA decryption/signing TRSA-d=s 172

Modular exponentiation Tme 142
CP-ABE encryption TCPABE-e 720
CP-ABE decryption TCPABE-d 113
ElGamal encryption TElG-e 12
ElGamal decryption TElG-d 4
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Fig. 5. The main computational cost
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5 Conclusion

Aiming at protecting the digital content in network,we propose a novel DRM scheme
based on P2P. Specifically, the RSA encryption algorithm ensures the confidentiality of
digital content. And the symmetric key is only held by the content provider. In addi-
tion, we use the Bitcoin system for a direct and transparent payment. The content
provider and the user no longer rely on the server to achieve billing. Moreover, this
payment is a timely payment, i.e., when the user’s payment is completed, the private
key will be obtained immediately. In addition, for privacy of users, we guarantee the
anonymity of users while preventing illegal users who are unpaid from accessing the
digital content.

We also give a detailed analysis of the proposed scheme. The security analysis
shows that the scheme can provide high security. The performance evaluation indicates
that our scheme has lower load on the server and protects the privacy of users. From the
comparison with other schemes, we find that the proposed scheme has a higher effi-
ciency in practical. Anyone can utilize the scheme to protect their property.
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Abstract. Two-dimensional barcodes have commonly penetrated into
our lives. QR (Quick Response) code is the most widely used two-
dimensional barcode in many scenarios, such as information dissemina-
tion, online payment, account login, device authentication and so forth.
Because of the openness of QR code, QR code security issues have become
prominent. However, there exist challenges in designing the QR code
security mechanisms. In this paper, we propose lightweight secure QR
code (LWSQR), to resist the information leakage attack, QR code replace
attack and malicious message attack. We divide the QR code application
scenarios into two types: online scenario and offline scenario, and divide
the adversaries into four types. Under five combined scenarios, we utilize
the geometric pattern of two level QR code, the identity based cryptog-
raphy and short signature to establish schemes of lightweight secure QR
code. We have implemented these schemes and the experiment results
show that these schemes are feasible in practice.

Keywords: QR code · Security · IBE · Short signature · Lightweight

1 Introduction

QR code was designed by DENSOWAVE in 1994 for applications such as vehicle
tracking in industrial manufacturing [4]. Compared to one-dimensional barcodes,
QR code stores information bits in two-dimensional image space, not only having
greater storage capacity, but also having advantages of fast reading from arbi-
trary direction and so forth. QR code is used in many applications, especially
smart phone-related applications. In smart phone app market, WeChat, AliPay
and other apps utilize QR codes for business card sharing, cashless payments
and so forth. In 2013, Google filed for a patent that uses a trusted device to
scan QR codes for secure login from untrusted device [2]. QR code is used usu-
ally to encode and deliver URLs. Through scanning QR code with devices such
as smart phone to link to the URLs, it greatly extends the applications on the
Internet, occurring some new applications such as QR code scanning ordering
food and shopping. Indeed, any devices, equipped with camera and correspond-
ing software, could link the physical world and network utilizing the QR code
as a medium.
c© Springer Nature Singapore Pte Ltd. 2018
F. Li et al. (Eds.): FCS 2018, CCIS 879, pp. 241–255, 2018.
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However, because of the openness of QR code, QR code security issues have
become prominent. (1) Many applications are designed improperly to store the
private messages such as login credentials in QR code in plain text. It is easy
for the QR code scanning devices (such as Google Glass, etc.) to obtain these
private messages. (2) QR code is a type of machine-readable code, not human
readable code. Once replaced or modified, it is difficult for human to distinguish
from the QR codes. Criminals secretly replace the merchant’s QR code of receipt
of payment and spoof the users to obtain the QR code of payment to seek illegal
money. The official QR codes on the popular sharing bicycle are covered by
fake QR codes, leading to users’privacy leakage and mistaken money transfer.
(3) Due to the difficulty for users to verify whether the QR code is credible or
not, QR code could be used as an attack vector to deliver malicious messages,
especially suitable for use in QRishing or malware distribution [15,16]. Even
though knowing that the URL in QR code is unfamiliar, most users still access
the URL after scanning the QR code [15]. Meanwhile, URL shortening service
(such as bit.ly, goo.gl etc.) hides the eventual URL in QR code and nearly 8%
of the URLs are shortened [13]. Thus, attackers obtain more chances to use this
attack vector to get devices’ higher privilege.

Secure QR code schemes based on certificate in PKI require a large storage
space [9], but the capacity of QR code is limited. The RSA and DSA certificates
with version 3 occupy more than 600 bytes. Even the common used DSA sig-
natures occupy 40 bytes. Whereas, the average message bytes of common QR
codes are less than 60 [13]. Longer message makes the QR code scanning process
prone to be wrong. In other hand, the cost of certificate management is relatively
high. As for malicious message detection, existing schemes rely on a trust third
party service with query-answer mechanism to detect the message of QR code.
However, the third party service is the system’s bottleneck, and it is difficult to
cover all the malicious messages because of the diversity of the message.

Kui Ren et al. utilize the physical nature of devices to propose a secure QR
code scheme without encryption operations to resist the information leakage [17].
However, this scheme is only suitable for specific application scenarios.

In this paper, we focus on the security of the communication channel between
the code scanner and the QR code (Scanner-QR Channel). We divide the QR
code application scenarios into two types: online scenario and offline scenario,
and divide the adversaries into four types: Adversary I, Adversary II, Adversary
III, and Adversary IV. Under five combined scenarios, we utilize the geomet-
ric pattern of two level QR code, the identity based cryptography and short
signature to establish schemes of lightweight secure QR code.

Contributions:

1. Utilize the geometric pattern of QR code to provide security mechanism and
propose lightweight secure QR code schemes.

2. Combine the identity based cryptography and short-signature mechanisms to
propose certificateless secure QR code schemes. These schemes could reduce
the amount of additional data required for secure QR codes.

3. Divide the QR code application scenarios into two types: online scenario
and offline scenario, and divide the adversaries into four types. Under five
combined scenarios, propose lightweight secure QR code schemes respectively.
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The rest of this paper is organized as follows. The QR code structure and
encoding/decoding principle are introduced in Sect. 2. The QR code threat model
is described in Sect. 3. We describe in detail two level QR code and Scanner-QR
channel, and then propose lightweight secure QR code schemes under five com-
bined scenarios in Sect. 4. We implement these schemes and conduct experimen-
tal evaluation in Sect. 5. The related work is discussed in Sect. 6. We conclude
our paper in Sect. 7.

2 Background

For convenience, we firstly introduce the QR code structure and encod-
ing/decoding principle. QR code is a two-dimensional image consisting of
white/black blocks, divided into these components: finder structure, format
information, alignment, data and error correction code etc. The version num-
ber of QR code is from version 1 to 40. QR code with version 1 consists of
21× 21 white/black blocks, but version 40 is 177× 177. If the version number
is increased by one, the number of white/black blocks is increased by four. The
error correction code of QR code is a kind of specific BCH error correction code
based on Reed-Solomon codes. The error correction code has four error correc-
tion levels: L (7%), M (15%), Q (25%) and H (30%). To ensure the readability,
the most commonly used QR code’s version number is less than 10 in practice.
However, at the ‘L’ level, QR code with version 10 can store only 271 characters.

QR code encoding steps consist of data analysis, data coding, error correction
coding, adding mask template and module padding etc. Firstly, analyze the data
format and utilize corresponding type of code scheme to encode data. QR code
support Numeric, Alphanumeric, 8-bit Byte and Kanji data encoding modes.
After data encoding, add BCH error correction code based on RS code. In order
to improve the success rate of scanning process, utilize the mask template to
generate optimal white/black blocks distribution (close to 1:1). There are eight
kinds of mask templates in QR code. Each mask template is used to obtain the
best mask result outputted as the final code.

QR code decoding steps consist of image preprocessing, QR code location,
removing mask code, error correction, decoding data etc. After image preprocess-
ing, the image obtained by the scanning process is converted into black/white
image for the convenience of location. Through searching for the finder structure,
the QR code is located. The format information could be obtained for parsing
the mask template, error correction level etc. Then, utilize the mask template
to remove the mask code. After error correction and data decoding, the original
message string is obtained finally.

3 Threat Model

The attacks based on QR code are commonly occurring and there exist a signif-
icant amount of malicious QR codes in the network [5]. In this paper, we focus
on the threat model about the QR code itself, taking no care of the threats
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of system applying QR code, such as scanning app’s vulnerabilities, QRLJack-
ing [5] etc. We will analyze the threat model from attack surface and security
challenges.

3.1 Attack Surface

As shown in Fig. 1, Si represents the ith attack surface. In the rest of this section,
we will analyze S1, S2, S3 respectively to model the threats and security needs.

Fig. 1. QR code attack surface.

1. S1: QR code standard does not provide authentication mechanisms. The QR
code may not be generated by the claimed producer. Attackers could disguise
as legitimate producers to generate illegal QR codes. Thus, the QR codes
could be easily forged.

2. S2: Attackers could modify the presented QR codes by taking some measures
such as changing some white blocks into black blocks to change the message
in QR code [12] etc. Meanwhile, due to the nature of QR code, the message
is prone to be eavesdropped.

3. S3: Because of lacking message verification mechanisms, attackers could uti-
lize malicious messages (e.g. malicious URL) to implement the attack schemes
such as QRishing attack [15].

By analyzing the QR code’s attack surface, we could draw the security
requirements shown as follows:

1. Identity authentication of QR code generator.
2. Confidentiality of QR code message.
3. Integrity of QR code.
4. Malicious message verification.

3.2 Challenges of Designing QR Code Security Mechanism

Due to the features of QR code and related applications, designing QR code
security mechanism has challenges. The main features are as follows:

1. The nature of QR code itself: limited storage capacity, easily leaked message,
not human readable etc.

2. Message diversity: QR code could represent many types of messages and it is
a difficult issue to detect malicious ones from large unpredictable messages,
e.g. detecting malicious URL.
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3. The independence of function modules: the implementations of function mod-
ules (QR code generation, presentation, decoding and action) are indepen-
dent, making QR code vulnerable.

4. Variety of application requirements: depending on the role of QR code in
applications, the security requirements may be very different. For example,
the confidentiality of QR code is unnecessary in applications of public message
sharing. The different security requirements make the security mechanisms
complex.

4 Lightweight Secure QR Code

In this paper, we focus on the security of the communication channel between
scanning device and QR code (Scanner-QR channel). We classify the QR code
application scenarios into two classes: online scenario and offline scenario and
classify the attackers into four classes. We propose lightweight secure QR code
schemes especially in five attacker-scenario combinations. The basic idea is uti-
lizing geometric pattern of two level QR code and utilizing identity based encryp-
tion and short signature to provide lightweight secure QR code schemes.

4.1 Two Level QR Code

Two level QR code is as shown in Fig. 2. The two level QR code structure
is based on [14], but in contrast to [14], we only embed two geometric pat-
terns: q1 and q2 (represent bit 0 and 1 respectively, shown in Fig. 2) to pro-
mote efficiency and accuracy of pattern recognition. The center parts of two
patterns are black block, and other parts are complementary. Let (i, j) repre-
sents the dot in qk(k = 1, 2), where qk = white or black(white = black). If
(i, j) ∈ centerpart, then q1(i, j) = q2(i, j) = black, otherwise q1(i, j) �= q2(i, j).
The second level geometric patterns have no influence on the standard QR
code scanning process. Meanwhile, these patterns could be used to share private
messages.

Fig. 2. Two level QR code
structure.

Fig. 3. Two levels message format.
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Message Encoding. It needs at least 16 pixels to represent one bit in the
second level QR code. Meanwhile in order to promote efficiency and accurate
of recognition, we do not embed any information in the black blocks in specific
modules (such as finder module, format information module and timing module
etc.). We utilize RS code to correct the errors in the second level bits. The error
correction capacity in the second level QR code is same as that of the first level.
Let bits : {0, 1}∗ represents the second level message, B = {B0, B1} represents
the block pattern in first level, where B0 stands for black block and B1 stands
for white block. Let G = {G0, G1, G2}represents the second level geometric
pattern, where Gi = i(i = 0, 1) stands for the embed pattern and G2 stands for
the original block. The coded second level message is: bits||RSenc(bits), where
RSenc stands for the RS coding function. The message format is as shown in
Fig. 3. Let M = M1||M2, where M1 is the first level message and M2 is the
second level message. Message encoding algorithm-MsgEncode(M) is described
in Algorithm 1.

Algorithm 1. Message encoding algorithm
1: M2 = M2||RSenc(M2)
2: Utilize the standard QR code encoding algorithm to encode M1 : Code1
3: Utilize the Template to obtain the embed area B = Code1

⊙
Template

4: i = 0.
5: for item ∈ B do
6: if i == length(M2) then break;
7: end if
8: if item == B0 then item = GM2(i)

9: end if
10: i = i + 1
11: end for
12: According to B, generate the last QR code image Code2
13: Return Code2

Message Decoding. Message decoding process depends on the standard QR
code decoding process. We first recognize and decode the first level QR code
(standard QR code) and then based on the first level code, we decode the second
level code. The captured QR code image is Code2. We utilize the standard QR
code decoding process to locate and to segment the QR code in Code2. According
to the fixed order, we extract the black blocks by executing pattern recognition
to recognize the second level bits. After RS error correction, we could obtain the
decoded message. Message decoding algorithm-MsgDecode(Code2) is described
in Algorithm 2.

The two level QR code encode/decode is as shown in Fig. 4.
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Algorithm 2. Message decoding algorithm
1: Utilize standard QR code decoding algorithm to get Code1 and M1

2: Utilize the Template to obtain the embed area B = Code1
⊙

Template
3: State = Failure
4: i = 0
5: for item ∈ B do
6: if B is empty then break
7: end if
8: if item == B0 then
9: M2(i) = recognize(item)

10: i = i + 1
11: end if
12: end for
13: (M2, State) = Rsdec(M2)
14: if State == Failure then Return null
15: end if
16: Return M2

Fig. 4. Two level QR code encode/decode.

4.2 Scanner-QR Channel

As shown in Fig. 5, Scanner-QR channel is a light communication channel
between Scanner and QR code. Scanner adv denotes scanning attacker. Scanner
is normal scanning party. QR code is the two level QR code presented on some
media such as screen. dmax and αmax denote the valid scanning distance and
angle respectively. When d > dmax or α > αmax, the Scanner/Scanner adv
could not distinguish the second level pattern and could obtain nothing of the
second level message, as shown in Fig. 6. Let d1 and α1 denote the maximum
valid scanning distance and angle respectively, thus dmax < d1, αmax < α1.
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Fig. 5. Scanner-QR channel. Fig. 6. Second level geometric pattern
in different distances.

Let AreaSecure = {(d, α)|d ≤ dmax, α ≤ αmax} denote the secure scan-
ning area, and Let location of Scanner/Scanner adv be Location = (d, α). If
Location /∈ AreaSecure, we view this type of code scanning attacker as the first
class attacker (Adversary I) that could recognize the first level QR code and
could not recognize the second level message, otherwise we view as the second
class attacker (Adversary II) that could recognize all the two level messages.
Moreover, there exist the third class attacker (Adversary III ) that could tamper
the QR code and the fourth class attacker (Adversary IV) that provide malicious
QR code.

Applications (such as private message sharing, online payment, login and
OTM etc.) usually occur between the scanning device equipped with camera
and corresponding software (such as smart phone) and electronic screen. Due to
the short communication time and commonly network application scenario, we
view this type of application scenario as Online scenario in which information
leakage is a common attack. Adversary I and Adversary II all contribute to the
information leakage attack. Applications such as offline payment, offline message
sharing etc. usually do not require network context and in these applications,
the QR codes do not change during a long time. Thus, we view this application
scenario as Offline scenario. In Offline scenario, Adversary I disappear because
attacker could obtain all level messages in QR code, even tampering the QR
code. Adversary III and Adversary IV contribute to attacks in all Online and
Offline scenarios.

According to the application scenario and attacker type, we mainly focus on
these five class combinations: Online scenario- Adversary I (Scenario 1), Online
scenario- Adversary I/III (Scenario 2), Offline scenario- Adversary III(Scenario
3), Offline scenario- Adversary II/III(Scenario 4) and Online/ Offline scenario-
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Adversary IV (Scenario 5). We propose lightweight secure QR code schemes in
these five combinations respectively.

4.3 Secure QR Code Schemes

Bilinear Mapping. Let G1 denote an additive group of prime order q and G2

denote a multiplicative group of the same order. Let P denote a generator in
G1. Let ê : G1 × G1 → G2 be a bilinear mapping with the following properties:

1. Bilinear: ê(aP, bQ) = ê(P,Q)ab, for all P,Q ∈ G1, a, b ∈ Zq.
2. Non-degenerate: there exist P,Q ∈ G1 that make ê(P,Q) �= 1.
3. Efficiently computable: the map ê is efficiently computable.

Overview. Let IDg be the identity of QR code generator, IDs be the identity
of scanner, and KGC be the key generator center. IDg and IDs register their
own identities in KGC to obtain the corresponding private keys: dIDg

and dIDs
.

The first level message in QR code is M1 and the second level message is M2.
σ is the signature. MMDP is the malicious message detection party. PKIDg

is
the temporary public key. The secure QR code system overview is as shown in
Fig. 7. The message format is as shown in Fig. 8. According to the application
requirements, the fields in message may be different. For example, if the IDg is
known for the Scanner, it is not necessary to obtain the IDg field in message.
Similarly, other fields may be empty according to the requirements.

Fig. 7. Secure QR code system. Fig. 8. Message format.

Initialization. We need to initialize firstly to establish the system parameters
and private keys of the generators and scanners. The initialization contains two
steps: Setup and Private-Key-Extract.

1. Setup: Let (G1,GT ) be bilinear group of prime order p and ê : G1×G1 → GT

be a bilinear mapping. Hash functions: H0,H1 : {0, 1}∗ → G
∗
1,H2 : GT →

{0, 1}n. KGC select a random number s ∈ Z
∗
p, and a random element P ∈ G1.

The main public key of KGC is Ppub = sP and the main private key of KGC
is s. The system parameters are{G1,GT , p, ê, P,H0,H1,H2, Ppub}.
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2. Private-Key-Extract: IDg requests private key dIDg
from KGC:QIDg

=
H1(IDg) ∈ G

∗
1, dIDg

= sQIDg
. IDs requests private key dIDs

from KGC:
QIDs

= H1(IDs) ∈ G
∗
1, dIDs

= sQIDs
.

Scenario 1. In this scenario, Adversary I could obtain the first level message
in QR code but could not distinguish the second level message. Thus, we could
utilize the second level geometric pattern to resist the information leakage attack.
The scheme in this scenario (Scheme 1) is as follows:

1. Select a random number r ∈ Z
∗
q .

2. Compute the key for encryption: key = PRF (H1(r||timestamp), timestamp
is for replay attack.

3. Encode the second level message: M2 = RSenc(key).
4. Encrypt the first level message:C1 = M1 ⊕ M2.
5. Decrypt the first level message: M1 = C1 ⊕ RSdec(M2).

Security analysis: Adversary I obtains only the first level message, that is, Adver-
sary I could not obtain the key in the second level message. If the adversary want
to know the plain text, he/she must guess the right key. Moreover, due to the
timestamp, the keys are different every time, so it could resist the replay attack.
Meanwhile, this scheme only needs Hash, PRF, XOR and RS encode/decode
lightweight operations. Thus, this scheme is lightweight.

Scenario 2. In this scenario, except for the information leakage attack imple-
mented byAdversary I, Adversary III could counterfeit the generator’s identity
to produce QR code. Thus, we need to authenticate the QR code generator?s
identity except for encryption. The scheme in this scenario (Scheme 2) is as
follows:

1. Set-Secret-Value: IDg selects random number xIDg
∈ Z

∗
p.

2. Set-Public-Key: IDg computes the temporary public key PKIDG
= xIDg

P .
3. Sign: σ = dIDg

+ xIDg
H1(PKIDg

||IDg||M1), signature is (PKIDg
, σ).

4. M
′
1 = PKIDg

||IDg||σ||M1.
5. IDg selects random number r ∈ Z

∗
q .

6. key = PRF (H1(r||timestamp)),timestamp is for replay attack.
7. M2 = key.
8. Encryption:C1 = M∗

1 ⊕ M2.
9. Decryption:M

′
1 = C1 ⊕ M2.

10. QIDg
= H1(IDg) ∈ G

∗
1.

11. Verify:
sig1 = ê(σ, P ), sig2 = ê(QIDg

, Ppub)ê(PKIDg
,H1(PKIDg

||IDg||M1)). If
sig1 is equal to sig2, verify success, otherwise verify failure.

Security analysis: Although Adversary I could obtain C1, he/she could not obtain
the M

′
1, i.e., the adversary could not know IDg. This scheme could also protect

the privacy of the identity of QR code generator. Even though Adversary III tries
to counterfeit the legal generator, he/she could not forge the signature because
of the unknown private key of the generator.
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Scenario 3. In this scenario, we could embed short signature into the QR
code to resist attack from Adversary III. The signature scheme we adopt is the
Scheme1 in [10]. The scheme in this scenario (Scheme 3) is as follows:

1. Set-Secret-Value: IDg selects random number xIDg
∈ Z

∗
p.

2. Set-Public-Key: IDg computes the temporary public key: PKIDg
= xIDg

P .
3. Sign: σ = dIDg

+ xIDg
H1(PKIDg

||IDg||M1).
4. Verify:sig1 = ê(σ, P ), sig2 = ê(QIDg

, Ppub)ê(PKIDg
,H1(PKIDg

||IDg||M1)).
If sig1 is equal to sig2, verify success, otherwise verify failure.

Scenario 4. Because Adversary II could obtain all level messages in this sce-
nario, the geometric pattern in the second level in QR code is useless. Thus,
we need to operate the message in the QR code directly to resist attacks. The
scheme in this scenario (Scheme 4) is as follows:

1. Set-Secret-Value: IDg selects random number xIDg
∈ Z

∗
p.

2. Set-Public-Key: IDg computes the temporary public key: PKIDg
= xIDg

P .
3. Sign:σ = dIDg

+ xIDg
H1(PKIDg

||IDg||M1), signature is (PKIDg
, σ).

4. Encrypt: QIDs
= H1(IDs) ∈ G

∗
1, Key = PRF (H1g

xIDg

IDs
, C = (IDg||σ||M) ⊕

Key Where gIDs
= ê(QIDs

, Ppub) ∈ G
∗
T .

5. Decrypt: QIDs
= H1(IDs) ∈ G

∗
1, gIDs

= ê(dIDs
, PKIDg

) ∈ G
∗
T , Key =

PRF (H1(gIDs
)), IDg||σ||M = C ⊕ Key.

6. Verify: QIDg
= H1(IDg) ∈ G

∗
1, sig1 = ê(σ, P ), sig2 = ê(QIDg

, Ppub)
ê(PKIDg

,H1(PKIDg
||IDg||M1)). If sig1 is equal to sig2, verify success, oth-

erwise verify failure.

Security analysis: The same as the Scheme 1 in Scenario 1, this scheme could also
protect the privacy of the QR code generator’s identity. Through the encryption
process, IDg is encrypted and others could know nothing about IDg.

Scenario 5. In this scenario, we need to detect malicious QR code. The scheme
in this scenario (Scheme 5) is as follows:

MMDP accepts the requests for malicious message detection and responses
the detection result to the requester. Meanwhile, MMDP maintains a black
and white list. If some identities produce malicious QR code, MMDP add them
into black list. IDs applies regularly to MMDP for an updated black/white list.
If IDg is included in black list, IDs regards the corresponding message in QR
code as malicious message. If IDg is included in white list, then IDs regards the
corresponding message in QR code as clean message. If IDg is neither in black
list nor in white list, then IDs requests MMDP to detect the message and adds
IDg into the native black list when the message is detected as a malicious one.

4.4 Other Considerations

The identities attached with time stamp (such as alice@googlemail.com||
current − date) are applied in secure mail system [6] to send mails which could
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only be read in the future. The same identities could be used as well in our secure
QR code schemes. Moreover, we could utilize the identities with limited validity
period to shorten the length of signature. Because the valid period of identi-
ties is limited, we could truncate part of the signature appropriately without
compromising security.

5 Experimental Evaluation

Based on the open source library zxinglib [8] and JPBC [3], we have implemented
the schemes in this paper on smart phone Meizu S3 equipped with android
operation system. The QR code image size is 600 × 600. The smart phone face
the QR code on the front within the distance 0.6 m. This is a proof of concept
experiment only in order to compare the efficiency of the encoding and decoding
process among the schemes in this paper and the standard QR code schemes.
Thus, we have not optimized the code in zxinglib and the encoding and decoding
time will be a little longer than that on some practical apps such as WeChat
and AliPay.

The experiment results are as shown in Fig. 9. Si(i = 1, 2, 3, 4) denotes the
ith scheme, Standard denotes the standard QR encoding/decoding scheme. In
Fig. 8a, the parts corresponding with the maximum encoding time 5000 ms rep-
resent the nonexistent situations. The parts corresponding with the maximum
decoding time 2000 ms are also the nonexistent situations in Fig. 8b. As the QR
code version increases, the time overhead of the encoding process grows faster
than the decoding process. This is because the error correction decoding is easier
from the high quality image than the encoding process. In the encoding process,
time overheads of S1, S2, S3 and S4 are greater than the standard QR code
encoding scheme, but the average cost increased by only 7.8%. In the decoding
process, time overheads of S1, S2, S3 and S4 are also greater than the standard
decoding scheme. The time overhead of S1 is closest to the standard scheme
with the average cost increased by only 173 ms. In comparison with the stan-
dard decoding scheme, the average costs of S2, S3 and S4 have increased by only
557 ms.

Due to the storage space limitation, when the QR code version number is
greater than 14, the geometric pattern in S1 scheme is not that distinguishable
than that in less version number QR code. When the QR code version is less
than 12, there is not that enough space to storage data in S2, S3 and S4 if we
put all the fields in QR code. However, because the QR code version number is
less than 10 in the majority of practical applications, S1 scheme is feasible in
practice. The extra data required inS2, S3 and S4 is no more than 80 byte, so it
only requires up to two more versions to storage the extra data. Therefore, S2,
S3 and S4 are also feasible in practice.
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(a) Average encoding time

(b) Average decoding time

Fig. 9. Comparison of average encoding/decoding time.

6 Related Work

The current works about the security of QR code mainly focus on creden-
tial, integrity and malicious message authentication. As for credential, the main
method is encryption including symmetric and asymmetric encryption. In 2011,
Google has used symmetric encryption on the login applications [1]. Kevin Peng,
Harry Sanabria et al. proposed the encryption schemes, i.e. SEQR and PKEQR
[7]. SEQR uses symmetric encryption directly and the generator and the code
scanner own the same key. PKEQR combines the RSA public key encryption
and AES in which the message is encrypted by the AES and the key of AES



254 L. Li et al.

is encrypted by RSA. The encrypted message and AES key are putted in the
QR code. These two schemes all modify the QR code standard and lead to extra
overhead. The overhead of SEQR is the time consumption in QR code generation
and recognition. The overhead of PKEQR is time and storage space consump-
tions. As for Integrity, the main method is digital signature. Kevin Peng, Harry
Sanabria et al. proposed the signature scheme, i.e. SQR [7]. SQR utilize the RSA
signature to sign the message and query a trusted third party online to obtain the
signer?s public key to verify the signature. However, the frequent queries have
large communication overhead and the additional long data has a large space
overhead. When we use the version 1 QR code, the message length of SQR will
be the length of version 7 QR code [11]. Raed M.Bani-Hani et al. proposed secure
QR code system using PKI-based digital signature to authenticate the identity
of QR code generator and querying the certificate online or storing certificate
offline in QR code [9]. Whereas, this is only an example of SQR and consumes
large additional storage space. The large storage space consumption is a bottle-
neck because of the limited storage space in QR code that limits the security
applications of QR code. As for malicious message authentication, the current
schemes also rely on a trusted third party and need frequent queries [9]. This
leads to large communication overhead. Kui Ren et al. proposed a lightweight
secure barcode scheme that utilizes the physical feature of the screen of smart-
phone to establish geometric security model without calculation of encryption
function [17]. However, this scheme is only suitable in specific scenarios.

7 Conclusion

In this paper, we analyzed the threat model of QR code and the security of
the channel between QR code and scanning device. We divided the application
scenarios into two types: online scenario and offline scenario and divided the
adversaries into four types: Adversary I, Adversary II, Adversary III, and Adver-
sary IV. We utilized the two level QR code geometric pattern, IBE and short
signature to propose lightweight secure QR code schemes in the five application
scenario-adversary combinations respectively. The experiment results show that
these lightweight secure QR code schemes are feasible in practice. The schemes
in this paper could be used in many scenarios, especially the applications pre-
senting QR code in electronic screen. However, these schemes require a unified
identity management center, and it needs to pay a big overhead to maintain a
separate center. In the future, we plan to explore new technologies to overcome
the limitation of storage and promote the security application of QR code.
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Abstract. With the increasing use of smart mobile devices, users can
connect and coordinate with local people or events that match their inter-
ests through geosocial networking applications. This calls for techniques
to support processing the Multiple-User Location-based Query (MULQ),
which returns a group of users with k Point of Interests (POIs) based
on their locations and individual preferences. When the query process-
ing is outsourced to a service provider capable of handling voluminous
spatial data objects, the query authentication becomes highly desirable
because the service provider is beyond the administrative domain of a
data owner. In this paper, we design an MRS-tree to index POIs, based
on which, we propose a MULQ processing and authentication solution.
We further proposed a bitmap-based dominance relationship comparison
algorithm to improve its efficiency. A set of experiments are carried out,
which shows the validity of our solutions under various parameters.

Keywords: Location-based Query · Data outsourcing
Query authentication

1 Introduction

With the proliferation of location-based services (LBSs), mobile users can eas-
ily share their real-time locations to various location-based social networking
applications, such as Facebook Place, Meetup and Google Map. Using these
applications, users can issue the Multiple-User Location-based Query (MULQ),
which returns k Point of Interests (POIs) to a group of users by considering both
their locations and individual preferences.

In data outsourcing scenarios, a data owner (DO) delegates his data to a
service provider (SP), which indexes the data and processes users’ location-
based queries. In the rest of this paper, we will use the terms service provider and
server interchangeably. Because the service provider is beyond the administrative
domain of the data owner, it may return inaccurate or incorrect query results,
either intentionally or unintentionally. Therefore, Query Authentication [1], i.e.,
c© Springer Nature Singapore Pte Ltd. 2018
F. Li et al. (Eds.): FCS 2018, CCIS 879, pp. 256–270, 2018.
https://doi.org/10.1007/978-981-13-3095-7_20
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which helps guarantee query result soundness, correctness, and completeness on
the user’s side, is highly desirable.

Various studies have been conducted which address query processing and
authentication, such as [2–4]. However, these techniques can hardly be applied
to MULQ. When processing a MULQ request, the server needs to compute each
user’s preference. The computation results rather than the raw data are then
checked against the query criteria. The data owner cannot sort or sign the compu-
tation results beforehand because the individual preferences and query locations
are provided by users, they are unknown when the dataset is outsourced to the
server. This dynamic characteristic causes MULQ results to differ with respect
to different query locations and individual preferences. A straightforward app-
roach is to compute the possible results, sort and digitally sign them with exist-
ing authentication techniques. Obviously, this approach would generate an over-
whelming amount of data for the data owner that would dramatically increase
the cost of data outsourcing. Instead, this problem requires an efficient and effec-
tive authenticated data structure (ADS) construction and verification mechanism,
performed through verification objects (V Os). Our contributions include:

– We propose an MRS-tree to index POIs, based on which, we propose an
MULQ processing and authentication algorithms.

– We propose a bitmap-based dominance relationship comparison algorithm to
improve the efficiency of dominance relationship comparison.

– We conduct comprehensive experiments on a real dataset to evaluate the
effectiveness of our solutions.

The rest of the paper is organized as follows. We review the related works
in Sect. 2 and state the MULQ problem in Sect. 3. We propose an MRS-tree-
based solution for MULQ processing in Sect. 4. The experimental evaluations
are presented in Sect. 5. Finally, we draw brief conclusions in Sect. 6.

2 Related Work

A Top-k query ranks objects according to a specified scoring function and returns
the k objects with the highest scores. Zhang et al. [5,6] devised authentication
schemes for continuous location-based Top-k queries using multiple Merkle Hash
Trees (MHT). For extended Top-k queries, the work [7] and [8] verify the results
returned from Top-k keyword spatial queries. However, the ranking functions
of Top-k queries must be specified by the users, which is impractical when the
users are non-experts. Imprecise ranking functions will lead to inaccurate or even
incorrect results that cause Top-k queries to have meaningless results.

Papadias et al. [9] attempted to search for a POI that minimizes the total
distance between a POI and a group of query users for k aggregated nearest
neighbor (kANN) queries. More recently, Yang et al. [10] proposed authenticated
user-defined querying function processing techniques that can deal with queries
over data computed by user-defined math functions. However, these queries focus
on a single query user associated with a given location and ignore the problem
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Fig. 1. An example of a POI dataset

of user’s individual preferences. For one user, it is convenient to obtain results
that focus on his/her individual preferences. However, using this method, it is
infeasible to simultaneously consider various individual preferences from a group
of users. We need more formal and flexible query processing algorithms that can
find optimal results for a group of users.

Compared with the closest work in [11] and [4] the main differences lie in two
folds. (1) We improve the MULQ capability that allows users expressing their
individual preferences with exemplary POIs. (2) We propose an MRS-tree to
index POIs and a bitmap-based dominance relationship comparison algorithm
which improves the processing and authentication efficiency.

3 Problem Formulation

Without loss of generality, we consider a set of spatial POIs, Ω, |Ω|=s. A POI,
p ∈ Ω, can be represented as p = {pid, x, y,Θ}, where pid is p’s identifier and
x and y are p’s latitude and longitude respectively, Θ = {θ0, θ1, . . . , θm} is p’s
attribute set, where θ0 is p’s spatial attribute (the sum of distance between p
and all the query users) and θ1, . . . , θm are p’s non-spatial attributes (e.g. cus-
tomer rating, price, etc.). Specifically, θ0 is unknown before a query is submitted,
because the distance can’t be computed without querying a user’s location. Each
non-spatial attribute value, θi (1 ≤ i ≤ m), is normalized to [0, 1] such that for
each attribute dimension, there exists a POI (p ∈ Ω) whose value on this dimen-
sion is equal to 1.0. For discussion purposes, we assume that a smaller value
in each attribute dimension is preferable. Fig. 1 illustrates a dataset of 9 POIs,
Ω = {p0, p1, . . . , p8}, each of which represents a POI with three attributes: dis-
tance, customer rating and price. The non-spatial attributes of the POIs are
normalized to [0, 1] as shown in Table 1.

3.1 Multiple-User Location-Based Queries (MULQ)

Different from the problem statements in [11] and [4], we re-formulate the MULQ
that allows users expressing their individual preferences with exemplary POIs.
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Table 1. POI attributes

Pid Location
<x, y>

Distance
θ0

Customer rating

θ1

Price θ2

p0 〈1, 6〉 4.1 0.3 0.6

p1 〈2, 7〉 4.3 0.1 0.9

p2 〈3, 4〉 3.1 0.2 0.1

p3 〈6, 6〉 3.0 0.5 0.3

p4 〈8, 9〉 4.6 0.7 0.5

p5 〈10, 3〉 3.2 0.6 0.1

p6 〈4, 11〉 5.5 0.8 0.4

p7 〈12, 10〉 8.2 1.0 0.7

p8 〈15, 10〉 9.1 0.7 1.0

A MULQ can be formulated as Q = {qid,U , Φ,Ω, k}, where qid is the query
identifier, Ω = {p0, p1, . . . , ps−1} is the set of POIs, and U = {u0, u1, . . . , un−1}
is the group of querying users. Each user in the group, ui ∈ U , recommends an
existing POI, p

′
i(p

′
i ∈ Ω), as his or her individual preference. These recommended

POIs forms the group preferences set Φ = {p
′
0, p

′
1, . . . , p

′
n−1}. Hence, p

′
i(0 ≤ i ≤

(n − 1)) is a recommendation from user ui, obviously, Φ ⊂ Ω. A MULQ query
result set R is the subset of Ω with ‖R‖ = k.

It is worth noting that ∀p ∈ Ω, p.θ0 is calculated according to the locations
of the users in the group:

p.θ0 = f(p,U) (1)

where f(p,U) can be any function that denotes the spatial distance between p
and the group’s users, U .

Based on these prerequisites, the dominance relationship [15] between POIs
is introduced below.

Definition 1 (Dominance relationship). Given two POIs pa and pb (a �= b),
pa dominates pb, denoted as pa ≺ pb, if the following two conditions hold: (1)
∀θi ∈ Θ, pa.θi is not worse than pb.θi, i.e., pa.θi ≤ pb.θi; (2) ∃θi ∈ Θ, pa.θi is
better than pb.θi, i.e., pa.θi < pb.θi.

In the above definition, the smaller the value the better POI. Taking Fig. 1
as an example, POI p3 is said to dominate POI p8 because p3.θ0 < p8.θ0, p3.θ1 <
p8.θ1, and p3.θ2 < p8.θ2. However, POIs p3 and p0 do not dominate each other,
because p3.θ1 > p0.θ1 while p3.θ2 < p0.θ2. Note that the dominance relationship
is transitive as mentioned in [12].

Taking the individual preferences of each user in the group into consideration,
assume that there is a weight matrix W = {w0, w1, . . . , wn−1}T , where the weight
vector wi = {wi0, wi1, . . . , wim} corresponds to the attribute set Θ of Ω with

cardinality ‖Θ‖ = m + 1, and
m∑

k=0

wik = 1.0. For user ui, a smaller wij indicates

more emphasis on θj .
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We formalize the preference score of a POI, p in Definition 2 and formalize
MULQ on a spatial data set in Definition 3 based on Definition 1.

Definition 2 (Preference score). Given a spatial POI set Ω with the attribute
set Θ, the preference score ♦(p) of POI p is determined by aggregating the partial
scores ♦ui

(p,wi) with respect to user ui’s weight vector wi on each attribute θi

of the attribute set Θ: ♦(p) = agg{♦ui
(p,wi)|i ∈ [0, n − 1]}.

The preference score defined in Definition 2 is meaningful. The aggregate
function (agg) can be any monotonic function such as sum, max and min. An
intuitive definition of the partial score is the weighted sum of the attributes of p
on the weight vector wi, i.e., ♦ui

(p,wi) =
∑m

j=0 wij ·θj . We utilize the algorithm
in [11] to transform the group’s user recommendations Φ into a numeric weight
matrix W, which provides a convenient method of expressing user’s individual
preferences. Given two POIs pa and pb, if pa ≺ pb, we have ♦(pa) < ♦(pb).
Otherwise, when pa and pb do not dominate each other, ♦(pa) < ♦(pb) indi-
cates that group’s users prefer pa rather than pb. Note that the preference score
calculation can be flexibly tuned for different real-life applications as mentioned
in [13].

Definition 3 (The optimal points for the MULQ results). Given a set of
spatial POIs Ω, a MULQ retrieves the set R ⊂ Ω with k POIs, none of which are
dominated by any other object in Ω and have the lowest preference score values,
i.e., R ⊂ Ω and ‖R‖ = k and ∀p ∈ R, ∀p′ ∈ (Ω − R), p ≺ p′ or ♦(p) < ♦(p′).

Table 2. Preference score calculation of the POIs

POI Preference score ♦(p)

p0 4.60

p1 3.38

p2 3.64

p3 5.26

p4 1.95

p5 2.33

p6 3.65

p7 5.81

p8 8.30

Consider the dataset shown in Fig. 1 again. The group’s user set is U =
{u0, u1, u2}. Suppose u0, u1 and u2 recommend p1, p2 and p3, respectively, to
indicate their individual preferences. The calculated preference score of each POI
is shown in Table 2. The group’s users launch a MULQ with k = 3, according to
Definition 3. The result set R is {p1, p2, p5} because those are not dominated by
any other POIs and have the lowest preference scores, ♦(p).
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3.2 MULQ Authentication Tasks

MULQ authentication Q is intended to guarantee that the users always receive
correct results. The server may return incorrect results either on purpose (e.g.,
to save computation and communication costs) or unknowingly (e.g., it has been
compromised by hackers). Hence, the authentication problem is intended to pro-
vide a guarantee for the querying users that the server has executed all the
queries credibly in terms of three authenticity conditions: (1) soundness: the
returned result set R is the genuine MULQ result set and has not been tam-
pered with; (2) completeness: no applicable MULQ results are missing; and (3)
correctness: each POI in the result set R satisfies all the user’s preferences.

Thus, the authentication involves three correlated issues: (1) ADS design and
signature generation by DO; (2) On-line query processing and V O construction
for groups of users by SP; and (3) Result verification based on the received V Os.

4 An MRS-tree-Based Solution

The brute force solution is to enumerate each combination of POIs and check
whether they satisfy the conditions mentioned in Definition 3. When k POIs are
selected from Ω, we would consider Ck

s combinations at the most and compute
preference scores for s POIs. The time complexity of this approach is O(m · (k!) ·
Ck

s ). Obviously, the running time is factorial, which quickly becomes intolerable
when s is large, which is typical in real spatial datasets.

To solve this problem, instead of examining each possible combination and
computing a preference score for each POI, we consider them only when neces-
sary. Therefore, we propose the MRS-tree-based solution, which consists of three
stages: (1) constructing an authenticated data structure between a data owner
and the server; (2) query processing and VO construction between users and the
server; and (3) query results verification by users.

4.1 MRS-tree Construction

We use an MRS-tree to index the POIs for the MULQ processing and authen-
tication. DO groups the POIs in Ω by their spatial attributes (latitude and
longitude). Each POI group, termed a minimum bounding rectangle (MBR), is
indexed as a leaf node of an MRS-tree with a corresponding digest and range of
attributes. The digest is calculated as follows:

h = hash(p1.pid|p2.pid| · · · |pt.pid)

where hash(·) is a one-way cryptographic hash function such as SHA-1 [14], “|”
is a concatenation operator, and pi is the i-th POI in the MBR.

An MBR, denoted as Ni, has an attribute range, termed Θex
i , that includes

the maximum/minimum attribute values among the covered objects in each
attribute dimension and is computed as follows:

Θ+
i = {θ+i0, θ

+
i1, . . . , θ

+
im} (2)
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and
Θ−

i = {θ−
i0, θ

−
i1, . . . , θ

−
im} (3)

For non-spatial attributes of MBR Ni,

θ+ik = max
oj∈Ni

(Ni.oj .θk) k = 1, 2, . . . ,m

and
θ−

ik = min
oj∈Ni

(Ni.oj .θk) k = 1, 2, . . . ,m

where Ni.oj .θk represents the k-th attribute value of an object oj covered by the
MBR Ni. The minoj∈Ni

(Ni.oj .θk) and maxoj∈Ni
(Ni.oj .θk) are the minimum and

maximum values on the k-th dimension of the POIs contained by Ni, respectively.

Fig. 2. The distance between MBR N6 and user u2

The spatial attribute θ+0 , θ−
0 of MBR Ni is computed respectively. MBR Ni’s

rectangular vertexes are denoted as N1
i , N2

i , N3
i and N4

i , referring to the red
points in Fig. 2. Though these vertices may not correspond to actual POIs, they
are convenient for expressing the MBRs. The spatial attributes θ+i0 and θ−

i0 in
Ni’s range of attributes Θex

i are computed as follows:

θ−
i0 =

n−1∑

j=0

Dis−
ij (4)

and

θ+i0 =
n−1∑

j=0

Dis+ij (5)

where Dis+ij/Dis−
ij is the maximum/minimum spatial distance between user uj

and MBR Ni. Referring to Fig. 2, Dis+ij/Dis−
ij is computed as follows:

Dis−
ij = min(||uj , N

k
i ||) k = 1, 2, 3, 4 (6)
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and
Dis+ij = max(||uj , N

k
i ||) k = 1, 2, 3, 4 (7)

Its preference score is computed by

♦(Ni) = agg{♦uj
(Ni,Wj)}

=
m∑

k=0

(
n−1∑

j=0

wjk · θ−
ik)

(8)

Likewise, each internal node is a larger MBR that contains child MBRs, its
corresponding digest, and its range of attributes. The range of attributes for
an internal node is calculated according to Eqs. (2) and (3). The digest of an
internal node is computed by

h = hash(N1.pid|h1|N2.pid|h2| · · · |Nt.pid|ht)

where Ni is the i-th child MBR, Ni.pid is its identifier, and hi is the correspond-
ing digest, which summarizes the child nodes’ MBRs and their digests.

An MRS-tree � is constructed recursively by DO from leaf to root. Only the
root node is signed by DO as Sig(hroot) using its private key. Figure 3 shows an
original MRS-tree � built from the POIs in Fig. 1.

Fig. 3. An illustration of an MRS-tree

4.2 MULQ Processing and V O Construction

Before executing MULQ, we introduce another definition for dominance. Because
each node in the MRS-tree has (m + 1) dimensional attributes, the distance
between a user and a POI is different than that between a user and an MBR.
Therefore, the notion of the dominance relationship in Definition 1 is not suit-
able for the MBRs in the MRS-tree. The definition for the MBR dominance
relationship is given below.

Definition 4 (MBR dominance relationship). Given two MBRs Na and Nb

(a �= b), based on their attribute range in Eq. (2)/(3), if: (1) ∀θ ∈ Θ, Na.θ+ai ≤
Nb.θ

−
bi, and (2) ∃θ ∈ Θ, Na.θ+ai < Nb.θ

−
bi, then Na dominates Nb, denoted as

Na ≺ Nb.
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Based on Definition 4, we traverse the MRS-tree from the top to down. First,
a candidate min-priority heap (L) is initiated to maintain the objects that need
to be visited. Then, starting from the root node of the MRS-tree, SP calculates
the preference scores of all the child objects of the root node using Eq. (8). These
objects are inserted into L in ascending order of their preference scores. Next,
SP checks the dominance relationships among these objects. If one object is
dominated by another, the POIs it dominates are all dominated by the other
POI. Therefore, this object will have no result POIs; consequently, it is pruned
from L and added into SV O. After pruning all the dominated objects in this child
node group, SP retrieves the child nodes of the first element of L, and calculates
their preference scores. It then checks whether these MBRs are dominated by
any MBR in L. All dominated objects are removed, and the remaining objects
are inserted into L based on their preference scores. When the first element is a
POI, it is added into the result set R. The iteration ends when the result set R
has k elements. The objects remaining in L are added into SV O for verification.

Algorithm 1 illustrates the details of the MULQ processing and V O con-
struction algorithm.

Algorithm 1. MULQ Processing and V O Construction
Require:

U : the user set
Ω: the POI set
W: the weight matrix
k: the requested number of result POIs

Ensure:
R: the result set
SV O: the verification object set

1: R = ∅, SV O = ∅
2: initiate min-priority heap: L = ∅
3: calculate the preference score of all the child nodes of root node
4: L ← all the child nodes of the root node with ascending order of preference score
5: while ‖R‖ < k do
6: check the dominance relationship among objects in L
7: if an object is dominated by any other object then
8: the dominated object is pruned from L
9: SV O ← the dominated object
10: end if
11: current ← X .pop
12: if current is a POI then
13: R ← current
14: else
15: calculate the preference score of all the child nodes of current
16: L ← all the child nodes of current
17: end if
18: end while
19: SV O ← remaining objects in L

4.3 Results Verification

MULQ, they have same result verification processing in this section. When the
groups of users receive the result set R along with the verification object set SV O,
each user verifies the soundness, completeness and correctness of the results as
follows.
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First, each user reconstructs the MRS-tree and computes the digest of the
root node based on R and SV O, by comparing the computed digest with the
original digest signed by the data owner, the soundness of R can be guaranteed.

Then, the users check whether the number of POIs in R equals the users’
requested number of POIs (k). Next, the users verify the correctness of the results
in R by examining their dominance relationships. If they are not dominated by
each other, the correctness of R is guaranteed.

Finally, users verify the dominance relationships between POIs in R and
SV O. If (1) none of the POIs in SV O can dominate the POIs in R, and (2)
the POIs in SV O have worse values of ♦(p) than all the POIs in R, then the
completeness of R is also guaranteed.

Algorithm 2 illustrates the verification process. Steps 2 to 5 verify the sound-
ness of R by comparing the computed root digest with the original one. Steps 6
to 9 examine the number of POIs in R. For the results in R, steps 10 to 13 verify
the correctness of R by examining the dominance relationships among the POIs
in R. Steps 14 to 20 verify the completeness of R by examining the dominance
relationships and comparing ♦(p) between the POIs in R and SV O.

Algorithm 2. Result Verification
Require:

R: the result set
SV O: the verification object set

Ensure:
Auth: the state of verification

1: for each user ui ∈ U do
2: calculate the root digest based on SV O and R
3: if computed root digest �= original root digest then
4: return Auth = fail
5: end if
6: examine R’s size
7: if ‖R‖ �= k then
8: return Auth = fail
9: end if
10: examine the dominance relationship between POIs in R
11: if ∃pi, pj ∈ R such that pi is dominated by pj then
12: return Auth = fail
13: end if
14: examine the dominance relationship between POIs in R and objects in SV O

15: if ∃ pi(ei) ∈ SV O such that pi(ei) dominates any POIs in R then
16: return Auth = fail
17: end if
18: if ∃pi ∈ SV O such that ♦(pi) < maxpj∈R(♦(pj)) then

19: return Auth = fail
20: end if
21: return Auth = success
22: end for

Again, consider the example in Fig. 1 when k = 3. The result set is R =
{p1, p2, p5}, and the V O set is SV O = {p6, p7, p8, p0, p3, p4}. Upon receiving R
and SV O, the user computes the root digest from the bottom up to obtain hroot,
by comparing hroot with the signed root digest Sig(eroot) published by the data
owner, the users can verify the soundness of the results. If any item in R or SV O

was missed or modified by the SP, the comparison will fail.
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Next, the users verify that the size of R equals their requirements, namely,
that ||R|| = 3. Then, they verify the correctness of the results in R by checking
the dominance relationship of R (i.e., none of the POIs {p1, p2, p5} in R should
be dominated by each other).

Finally, the users verify the completeness condition by checking the dom-
inance relationship between R and SV O. That is, none of the POIs in R =
{p1, p2, p5} should be dominated by any POI in SV O = {p6, p7, p8, p0, p3, p4}. If
the SP were to return p6 instead of p2, the dominance verification would fail,
because p6 is dominated by p2. Finally, each POI in SV O should have a larger
♦(p) value than ♦(p1), ♦(p2), and ♦(p5), otherwise, the SP has removed correct
POIs from R during query processing.

If all these verifications succeed, the users can be sure that the soundness,
completeness and correctness of the results are guaranteed.

5 Experimental Evaluations

A set of experiments were conducted to evaluate the effectiveness of authenti-
cated MULQ processing solutions. We used the Gowalla dataset from the Stan-
ford large network dataset collection [15], which contains 6,442,890 user check-
ins at 1,280,989 unique locations. Their non-spatial attributes are normalized to
[0, 1]. By default, we set the fan-out of the MRS-tree to 100. The experiments
were executed on a PC with an Intel Core i5-3450 processor and 8 GB RAM
running Windows 7 x64 Server Pack 1. The code for the experiments was imple-
mented and executed in JDK 1.7 64-bit. The Java Virtual Machine heap was set
to 6 GB. A 256 bit SHA-256 algorithm was used.

Evaluation Metrics. We use the processing time and the consumed memory
space as metrics, which evaluate the overheads of MRS-tree based-solution. The
I/O time was included in the processing time, because the index was constructed
from the disk directly. The consumed memory space is measured in bytes.

5.1 The Cost at the Data Owner

Figures 4 and 5 plot the index construction time and index size of the MRS-tree
referring to the data cardinality. The results show that the index construction
time and index size of the MRS-tree grow linearly as the dataset size increases.
For 100K of POI objects, these operations require approximately 40 min, which
is consistent with the experimental results of [8]. In terms of index size, for 100K
of POI objects, the MRS-tree requires approximately 4.0 MB. Considering that
the index construction is performed off-line and that our source code was not
optimized, it is acceptable in practical applications.

5.2 The Performance Evaluations

In Figs. 6, 8, and 10, “GWMG” is the time cost of “group users weight matrix
generation”, and “MPVC” is that of “MUSQ processing and VO construction”.
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Fig. 4. Index construction time vs.
data cardinality

Fig. 5. Index size vs. data cardinality

Fig. 6. Query processing time vs. data
cardinality

Fig. 7. VO size vs. data cardinality

Both of them burdens the server. “RV” represents the time cost of “result veri-
fication”, which is the overhead of the users.

Figures 6 and 7 show the scalability of our solution with respect to increas-
ing numbers of POIs. For the MRS-tree-based solution, both the server CPU
time and the user CPU time increase as the cardinality of the dataset grows.
Nonetheless, even when the cardinality reaches 50K, their CPU times are less
than 1.4 s. A similar trend is observed in the VO size. For small and medium-
sized data cardinalities (e.g., smaller than 20K), the VO size is less than 2 MB,
while for a large data size (e.g., equal to 50K), the VO size is still less than
4 MB. Because it does not need to compute preference scores ♦(p) for each POI,
the MRS-tree-based solution performs better, especially when dealing with large
data cardinality. Obviously, the VO size increases linearly with the dataset car-
dinality. The determining factor is that VO is mainly occupied by POIs. The
top left corner of Fig. 7 shows the remaining objects when the POIs are removed
from the verification object set.

Figure 8 illustrates the overall query processing and results verification time
with respect to the group user set size. Figure 9 shows the VO size with respect to
the group user set size. For our solution, the time to generate the weight matrix
obviously increases as the group user set size increases. In addition, a larger
group user set size means a longer individual preference score computation time,
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Fig. 8. Query processing time vs.
group user set size

Fig. 9. VO size vs. group user set size

Fig. 10. Query processing time vs.
number of attributes

Fig. 11. VO size vs. number of
attributes

which leads to longer processing time and result verification time. Because we
calculate spatial distances between MBRs and users (Eq. (6) and (7)) in the
MRS-tree-based solution, the processing time rises with the increasing of group
user set size. In addition, the size of VO is nearly stable. This is because no
component in Svo is influenced by the number of group users.

Figure 10 plots the overall query processing and results verification time with
varying numbers of POI attributes. Figure 11 shows the VO size with respect to
varying numbers of POI attributes. Similar to the increases in the group user set
size, more POI attributes consume more time of computing preference scores,
which leads to the growing trend of MULQ processing and results verification
time in our solution. In addition, the time of generating the weight matrix for the
group’s users increases as the number of attributes arises. Note that the VO size
increases from 4 to 10 in Fig. 11. This result occurs because when the number of
attributes increases, the space that each POI occupies rises accordingly, which
causes the VO size to rise. Nevertheless, when there are 2 attributes, the VO
size does not obey this rule because two attributes make it easier to generate the
dominance relationship between POIs, which leads to more POIs being pushed
into the VO set.
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6 Conclusion

In this paper, we analyze the problem of multiple-user location-based query
processing and authentication. We improve the capability of MULQ by allow-
ing group users to express their individual preferences with exemplary POIs. A
query processing and authentication solution for MULQ is proposed. We believe
this work advances practical applications of multiple-user query processing and
authentication.
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Abstract. Information security of smart grid has received increasing attention
with more and more attack incidents. Security chip plays an important role in
smart grid, such as in smart meter and electrical terminals. Now security chip is
facing great challenges from invasive attacks, which could tamper or steal
sensitive information by physical methods. Security shield is considered as a
necessary guard to defend invasive attacks on security chips. In this work, a
divide-and-conquer and dynamic programming optimized algorithm
(DCDPOA) is introduced and a useful tool for security shield generation is
developed. A detective mechanism for security shield is also designed and
discussed in this work. Then the generated metal shield topology and full-chip
layout with active shield are demonstrated. At last, the chip is taped out to
manufacture.

Keywords: Security chips � Active shield � Detective circuit

1 Introduction

In the last few years, security chip has successfully achieved in aspects of high per-
formance and low cost. Due to security requirements of smart grid, security chips play
an important role in electrical system, such as in smart meter and electrical terminals.
However, with the aggressively development of attack technology, security chips are
facing great challenges on protecting the security and confidentiality of sensitive
information [1–3]. It is also a critical issue concerned in smart grid. Many attack
methods have been developed, such as non-invasive and invasive attacks [4, 5]. With the
help of invasive attacks, attackers can steal or spy the sensitive information in a chip. In
recent years, many effects have been devoted into developing effective countermeasures
against invasive attacks [6–9]. Among these countermeasures, security shield has been
considered as an important protection against invasive attacks [7–9].

As shown in Fig. 1, a security shield is a mesh of dense metal wires at the top-layer
of an integrated circuit (IC) [8]. The metal wires could prevent invasive attacks,
especially Focused Ion Beam (FIB) [6], on sensitive circuits. The attacker could not
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tamper circuits under the shield unless the active shield is removed or invalid. If metal
wires of the shield are routed without high complexity, attackers can alter or tamper the
shield easily by FIB, which is shown in Fig. 2. Many researchers focused on the
routing algorithm of shield wires [8–12]. However, an algorithm with high complexity
and efficiency in wire routing is still unavailable. The active shield based on Hamil-
tonian path has been proposed in [8, 9], which shows high complexity. But the effi-
ciency of this path generation shows agonizingly low. Cycle Merging algorithm(CMA)
[10], in which classic random Hamiltonian path was proposed, is incapable of large
shield generation. So it is necessary to develop a more efficient algorithm for practical
shield generation. In additional, to detect attacks, a security shield is usually connected
to a detective circuit, which is designed to check the integrity of security metal shield.
According to different detective mechanisms, security shield can be divided into two
categories, passive shield and active shield [8]. A passive shield is checked by analogue
measurement, such as by capacitance or resistance. However, passive detective
mechanism is not safe enough to protect the metal mesh [8, 9]. Some alteration of the
shield can not be detected. Therefore, the active shield is a more effective method to
check the integrity of a shield in practice. In active detective mechanism, digital
sequence is injected into shield mesh. If the shield mesh is altered or attacked, the
digital sequence at the endpoint of the metal wire will be changed. Then, the detective
circuit will output alarm signal.

Therefore, in our work, an active shield generation algorithm is discussed and
evaluated. A divide-and-conquer and dynamic programming optimized algorithm
(DCDPOA) is introduced for shield mesh generation, which has high execution effi-
ciency and wide adaptability. Based on this algorithm, a shield generation tool is
developed and employed in chip physical design. Then, the structure of a detective
circuit is presented and the chip with active shield is taped out.

Metal mesh

Protected area

Top layer 

Substrate

Detecting 
sensor

Fig. 1. The structure of active shield protection layer

Fig. 2. FIB attack on active shield layer
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The rest of this paper is organized as follows. In Sect. 2, we will present the
introduction of an active shield routing algorithm and an active shield generation tool.
Then, the generated metal shield topology is demonstrated. Moreover, the structure of a
detective circuit is designed and discussed. Finally, full-chip layout with active shield
are demonstrated. In Sect. 3. we conclude this paper.

2 Design of Active Shield

2.1 DCDPOA Algorithm

In our previous work, a high-efficient generation algorithm of random Hamiltonian path
is proposed named DCDPOA algorithm [12]. To evaluate shield quality, we use the
entropy as an indicator. The equation to compute the entropy is shown below [13].

H Cð Þ ¼
X

d2 x;yf g �P dð Þlog2 dð Þ ð1Þ

In Eq. (1), P(d) is the probability for the mesh path to the direction. The optimal
value of the entropy is 1 bit for a 2-D shield. In Fig. 3, four mesh topologies are given,
which are spiral path, Piano path, Hilbert path and random Hamiltonian path,
respectively. To compare the shield quality, the entropies of the four mesh topologies
are computed. The results show that random Hamiltonian path has best shield quality
among the four topologies, which is 0.9955. It can be found that other three topologies
have obvious rules, so attackers can easily short or break metal wires in shield layer.
Once the active shield is invalid, sensitive circuits under the shield will lose protection.
Because random Hamiltonian path is complex enough, it is hard to find the routing rule
of metal wires within short time.

Fig. 3. Demonstration of different routing path: (a) Spiral path; (b) Piano path; (c) Hilbert path;
(d) Random Hamiltonian path
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Main steps of DCDPOA are shown in Fig. 4. Firstly, parameters for sub-path
generation are computed. The target path can be composed of an array of sub-paths of
M rows and N columns. x, h are the width and height of each sub-path, respectively.
The remained vertices are p and q, which will be merged at last step. The equations are
solved to obtain suitable values. Then, the sub-paths are generated and combined. In
step2, M sub-paths are combined in the vertical direction to form a high sub-path. In
step3, N high sub-paths are combined in the horizontal direction to form a wide path.
At last, remained vertices are merged and combined with sub-paths. The generation
process is finished.

The execution time of the DCDPOA is compared with the Cycle Merging algo-
rithm (CMA), in which classic random Hamiltonian path is firstly proposed. Wire
routing with the CMA is carried out by merging small cycles into a big cycle. But
according to the theoretical simulation, it is found that the CMA is not proper for the
generation of a large Hamiltonian area, which is also shown in Fig. 5. With the shield
area increased, the efficiency of routing will be significantly reduced. Then, DCDPOA
is proposed which has high efficient and good randomness [12]. As shown in Fig. 5,
the execution time of the DCDPOA shows phenomenal growth while size is up to 106.
While for the CMA, the similar size number is just over 1600. So DCDPOA is capable
of large shield generation with high efficiency.

Fig. 4. Main steps of DCDPOA
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2.2 Active Shield Generation Tool

An active Shield generation tool is developed on MATLAB platform (Fig. 6). As the
flow chat given in Fig. 7, the procedure starts with the selection of wire path type. In the
active shield generation tool, three kinds of path types can be generated. Single line path
and multi-parallel lines are only routed on the top metal layer, and the main difference is
the number of lines. The other path type is multi-parallel lines with order transposition.
When this line type is selected, the order of lines will be changed in the sub-top metal
layer at some positions. So the order of lines at start point is different with that at
endpoint, which largely enhances the security of the shield. It is should be pointed that
order transposition may affect the metal interconnection on sub-top metal, so the
position for order transposition should be carefully selected. Then, several important
parameters are defined, including the area of metal shield, the process parameters, order
transposition definition and start-end points. In practical ICs, metal shield should cover

Fig. 5. The comparison of execution time between CMA and DCDPOA

Fig. 6. Active shield generation tool
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all the area except pads and logos for security consideration. The area could be defined
by height and width, or by reading the GDS file from VIRTUSO tool. The positions of
start-end points and order transposition can be defined for security and layout consid-
eration. Moreover, the number of order transposition can be set for different design.

Main process parameters include the size of via, the space between mesh grids and
metal-layer definition. After all the parameters are set, the program can start. There is a
check for the rationality of parameters. If some parameters are not properly set, the
program will stop. When the parameter self-check completed, the program will begin
routing for all the chip. The details of DCDPOA algorithm and the procedure for full-
chip shield generation can be found in [12]. The time for shield generation is only
about several minutes. After finishing shield generation, checks on the integrity and
connectivity are carried on. All lines are well routed and placed without any short-
connect or broken point. The requirements on security and layout should be met
without any violation. After above checks, the coordinates of shield lines are outputted
to layout tool.

Start

select path type 

parameters input 

parameters are
proper?

generate paths 

no short points or
broken points?

meet secure
requirement ?

output path coordinates 

Y

N

N

Y

Y

Finish

N

Fig. 7. The flow chat of active shield generation tool
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The output of the active Shield generation tool is shown in Fig. 8. The graph is
composed of 5 metal lines for demonstrating topology clearly here, which are gener-
ated by DCDPOA algorithm. In practical IC design, it is recommended to place more
lines as shield, such as 32 lines, which are thought more security against FIB attack. All
shield lines are in random Hamiltonian path. The shield lines will be placed on the top
metal. The start points and endpoints are all well hid inside the wires. The order of 32
metal wires are also changed at some position. From overlook on the shield layer, it is
hard to find routing rule of shield lines for attackers when generation algorithm is
employed. The shield lines demonstrated in Fig. 8 will be placed on full chip.

2.3 Detective Circuits

For shield design, another important issue is the detective mechanism which is nec-
essary for security. As described in Sect. 1, active shield detective mechanism is more
practical to chip design. In an active shield, detective circuits work on monitoring the
shield layer as soon as the power is on. All the endpoints of the shield lines should be
connected to a check circuit. When a tamper or attack on shield happens, the check
circuit will give alarm and then the chip will be reset and in safety mode. In active
shield design, the digital detective mechanism is employed to dynamically monitor the
condition of shield layer. As shown in Fig. 9, digital bit streams are injected into shield
lines. Bit streams imported into metal lines should be random numbers. To reduce
power consumption during detecting operation, digital bit streams are import into each
line in successively. If all the lines are not broken or shorten, bit streams received at
endpoints will be the same as that imported at start points. It should be pointed that the
difference of a few bits can be ignored which is caused by signal disturb or environ-
ment noise. Due to time delay in metal wires, the clock cycle should be large enough to
ensure the setup time and delay time. Another issues should be paid attention is the
output load of metal lines and antenna effects of layout, which are arisen from the long
length of shield wires. In practical design, the routing length of each metal could be up
to several millimeters. To solve these issues, the circuits for enhancing the driving
ability and weakening antenna effects should be designed.

Fig. 8. The output of generated metal shield topology
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2.4 Chip Layout with Active Shield

At last, the layout of the active shield is shown in Fig. 10. The design has been taped
out at UMC-55 nm process. From full-chip layout, the green area in center is active
shield and the pads and logos are around the shield area. The shield is composed of 32
metal lines generated in random Hamiltonian path. In this chip, two mesh routing are
placed. At the bottom-left corner, more order transpositions are presented which bring
more security and complexity. But the space in sub-top metal layer will left less for
interconnection. There will be a trade-off on area cost and security. The local graph
shows the different wire routing methods of an active shield in Fig. 10.

Bit stream 
Generator

Bit stream 
Checker Output

Paths

CLK

Fig. 9. Detective circuit for active shield

Fig. 10. Full-chip layout of active shield layer (Color figure online)
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3 Conclusion

In this work, an active shield generation tool is developed with a high efficient gen-
eration algorithm, DCDPOA. The detective circuit for the active shield is designed and
discussed, which could monitor any attack or temper on shield layer. The generated
metal shield topology and full-chip layout with shield layouts are demonstrated.
Finally, a chip with active shield is taped out to manufacture.
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Abstract. In today’s information-based society, network security is becoming
more and more crucial. Access authentication is an important way to ensure
network security. Radio frequency fingerprints reflect the essential characteris-
tics of wireless devices in physical layer and are difficult to be cloned, which
could achieve a reliable identification of wireless devices and enhance wireless
network access security. As the existing RFECTF (Radio Fingerprint Extraction
based on Constellation Trace Figure) technology has some uncertain parameters
and its correct recognition rate and anti-noise performance could be further
improved, a radio frequency fingerprint extraction method based on cluster
center difference is proposed. Combining this method with a random forest
classifier, the effectiveness of the method was verified by constructing an actual
RF fingerprinting system. Experiments show that when the SNR is 15 dB, the
correct recognition rate of the system can reach 97.9259%, and even reaches
99.6592% while the SNR increases to 30 dB.

Keywords: Radio frequency fingerprint � Constellation trace figure (CTF)
Feature extraction � Device authentication � Cluster center

1 Introduction

Wireless networks make it possible for people to access the Internet at anytime and
anywhere. Current wireless networks are found in everywhere of human society.
However, their openness makes network security face severe challenges. Access
authentication is an important way to ensure network security and most existing
authentication schemes use MAC (Media Access Control) address or IMEI (Interna-
tional Mobile Equipment Identity) to identify wireless devices. This authentication
method is vulnerable to the cloning attack of the attacker.

The RF (Radio Frequency) fingerprint is the result of the conversion of the received
wireless signal carrying the hardware information of the transmitter of the wireless
device. The tolerance effect [1] of the wireless device is the material basis it depends
on. Figure 1 shows the structure of a typical digital wireless transmitter [2], among
them, the device tolerance of the analog circuit part is the source of RF fingerprint
generation. After the digital signal processing of the baseband signal, the signal formed
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by the analog circuit will carry the hardware characteristics of the wireless transmitter.
As the RF fingerprint embodies the essential characteristics of the physical layer of the
wireless device, it is difficult to clone and can resist most of cloning attacks. The radio
frequency fingerprint-based authentication method can achieve reliable identification of
wireless devices and enhance wireless network access security at the physical layer.

Currently there are two types of RF fingerprint extraction methods, one is based on
transient signals and the other is based on steady-state signals. Generally, the latter is an
ideal method compared with the former for its stability of signal characteristics.
However, the existing scheme [3] have some uncertain parameters and its correct
recognition rate and anti-noise performance could be further improved. Based on the
analysis of the RFECTF scheme, this paper proposed a method for RF fingerprint
feature extraction based on the clustering center difference. Compared with RFECTF,
the RFF (Radio Frequency Fingerprint) features extracted by this method make the RF
fingerprint recognition system have better correct recognition rate and noise resistance.

The structure of this paper is as follows: Sect. 2 introduces the main RF fingerprint
extraction technologies. Section 3 describes RFECTF method and analyzes it by
experiments. Section 4 introduces the RF fingerprint features extraction method based
on cluster center difference. Section 5 analyzes the performance of this method and
compares it with the RFECTF scheme. Section 6 summarizes and outlooks this paper.

2 RF Fingerprinting Technology Overview

The extraction of RFF features and feature sets is the key to radio frequency finger-
printing technology and directly affects the performance of the entire radio frequency
fingerprinting system. With different processing methods, the radio signals of the same
wireless transmitter are processed differently, and various RF fingerprint characteristics

Digital 
Signal 
Proce-
ssing

Baseband
Signal D/A

IF Filtering Up Conversion

RF Local Oscillator

Antenna

Power Amplifier

Analog Circuit Section

RF Filtering

Fig. 1. The typical structure of digital radio transmitter
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for identifying the wireless transmitter can be obtained. RFF features can be classified
into two categories: RFF characteristics based on transient signals and on steady-state
signals.

(1) RFF extraction technology based on transient signals

All wireless transmitters have transient signals. As early as 1995, Toonstra studied
transient signals and obtained wavelet coefficients to identify VHF FM transmitters [4].
In literature [5], the duration of the transient signal was used as the RFF. While in [6],
the frequency spectrum obtained by the Fourier transform of the signal was used as the
RFF. The literature [7] used the same method as [6] to obtain the power spectral density
and defined it as a RFF feature. Hippenstiel [8] and Bertoncini [9] transform the signal
to the wavelet domain and use the calculated wavelet coefficients as the RFF, while the
RFF feature used in [10] is fractal dimension. In summary, RFF features that embody
transmitter hardware information based on transient signals include time domain
envelopes, spectral features, wavelet coefficients, fractal dimensions and duration.

Transient signal duration is nanosecond or sub-microsecond, and its signal acqui-
sition requires high accuracy of the acquisition equipment and high acquisition costs.
The detection accuracy of the transient signal is very important for the performance of
the RF fingerprinting recognition system. However it is difficult to accurately detect the
starting point of the transient signal, although there are some methods such as the
Bayesian step change detection, frequency domain detection, threshold detection, etc.
Further more, the exact detection of the transient starting point is still a difficult
problem.

(2) RFF extraction technology based on steady-state signals

Steady-state signals have received more and more attentions since 2008, and many
RFF extraction and identification methods based on them have been researched and
proposed. Kennedy [11] first studied the steady-state signal. He derived spectral fea-
tures from the preamble and used it as RFF. The literature [12] identified the wireless
network card by using the modulation domain parameters, such as constellation point
and frequency offset. The wavelet coefficients based on dual-tree complex wavelet
transform were used as radio frequency fingerprints in [13]. Peng et al. [3] clustered the
corresponding regions in CTF to obtain the clustering center, and used the clustering
center as the RFF. Cui et al. [14] combined the research of radio frequency finger-
printing and the image technology and extracted two types of RFF feature, edge
contour features and high density distribution features.

In short, the RFF features that embody transmitter hardware information based on
steady-state signals include frequency offset, modulation domain characteristics, fre-
quency spectrum characteristics, time domain envelope, and wavelet coefficients.

The duration of the steady-state signal is more than microseconds, which is longer
than the duration of the transient signal. The requirements for the acquisition equipment
are lower than that of the transient signal. The RF fingerprint extracted from the steady-
state signal contains enough hardware information of the wireless transmitter and can
be used to identify wireless transmitters.
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3 RFECTF Method Analysis

3.1 RFECTF Method Overview

The CTF refers to oversampling the received signal at a sampling rate greater than that
of transmitter and plotting the oversampled signal on a complex plane. In contrast to
constellation figure, CTF contains not only the sampling points used for decision but
also the variation between the sampling points used for the decision.

When the CTF is drawn, since the carrier frequency of the transmitter and the
receiver have a frequency deviation, the oversampled baseband signal cannot be
directly plotted on the complex plane, or the constellation figure will rotate. Peng et al.
[3] explained and analyzed the phenomenon in their paper:

If the baseband signal of the transmitter is XðtÞ, the carrier frequency at transmitter
is fcTx, and then the signal sent from transmitter TðtÞ can be shown as Eq. (1):

TðtÞ ¼ XðtÞe�j2pfcTxt ð1Þ

Ideally, the signal received by receiver RðtÞ ¼ TðtÞ. Denote the frequency at
receiver and the phase offset between transmitter and receiver as fcRx and u respec-
tively, then the received signal after demodulation can be shown as Eq. (2):

YðtÞ ¼ RðtÞej2pfcRxtþu

¼ TðtÞej2pfcRxtþu
ð2Þ

However, in actual environment, fcTx 6¼ fcRx. Let the deviation between receiver and
transmitter be h ¼ fcRx � fcTx, then the received signal after demodulation can be shown
as:

YðtÞ ¼ XðtÞej2phtþu ð3Þ

In Eq. (3), the received signal after demodulation has a frequency difference offset
h, so each sampled point of the baseband signal contains a rotation factor ej2pht that
varies with t. It will cause continuous rotation in CTF. In order to solve this problem,
Peng et al. [3] proposes a method which is shown as Eq. (4):

DðtÞ ¼ YðtÞ � Y�ðtþ nÞ
¼ XðtÞej2phtþu � Xðtþ nÞe�j2phðtþ nÞ�u

¼ XðtÞ � Xðtþ nÞe�j2phn

ð4Þ

where Y� is the conjugate value and n is the interval between each symbol. From (4), it
can be seen that the rotation factor e�j2phn is only related to the differential interval n,
and does not change with t. After differential process, a stable CTF can be obtained.
Based on the stable CTF, Peng et al. [3] proposed RFECTF method as follows:
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Step 1: The receiver gets baseband signal of the transmitter by the oversampling
rate, and then performs delay and difference operations to obtain stable CTF
according to Eq. (4).
Step 2: Divide the obtained CTF into M � N quadrilateral area blocks with the
same size; Count the sampling points of each area block, and record values in a
matrix Z, normalize all elements in matrix Z according to Eq. (5), then matrix Z 0 is
obtained; Select a threshold a, according to Eq. (6), the elements in matrix Z 0 are
judged to get the matrix Q after judgment.

Z 0½m; n� ¼ Z½m; n�
maxðZ½m; n�Þ 0\m�M; 0\n�N ð5Þ

Q½m; n� ¼ 1; Z 0½m; n�[ a
Q½m; n� ¼ 0; Z 0½m; n�\a

0\m�M; 0\n�N

�
ð6Þ

Step 3: Use k-means clustering algorithm to cluster elements with a value of 1 in
the matrix Q to obtain cluster centers with a number T, The obtained cluster centers
are arranged in anti-clockwise or clockwise phases as the characteristics of RFF.
Step 4: Store the RFF characteristics of the wireless transmitter to be registered in
the RFF database.
Step 5: According to Eq. (7), calculate the Euclidean distance sum of the radio
frequency fingerprint characteristics i of the transmitter and the RFF characteristics
j in the RFF database, and then identify the transmitter according to the distance
value.

Si;j ¼
XT
t¼1

ðdðKi
t � K j

t ÞÞ ð7Þ

Peng et al. [3] used the Ettus USRP N210 and CBX daughter board as the receiver,
and 12 CC2530 Zigbee modules produced by TI as transmitters. According to the
RFECTF scheme, extract and identify the 12 CC2530 Zigbee modules by using
OQPSK (Offset Quadrature Phase Shift Keying) modulation. When artificial white
noise is added and SNR is greater than 15 dB, the correct recognition rate is above
95%, and when the system’s SNR is greater than 30 dB, the correct recognition rate
can reach above 99%.

3.2 RFECTF Method Experimental Analysis

This section validates and analyzes the RFECTF method through experiments. The
experiment was run on a 3.20 GHz Intel(R) Core(TM) i5-6500 CPU, 8 GB RAM
desktop, with the Windows 7 Ultimate 64-bit operating system, and the signal pro-
cessing tool was MATLAB R2017a. The transmitter and receiver are both USRP B210.
The transmitted signal is QPSK (Quadrature Phase Shift Keying) modulation signal.

Transmitter uses the MATLAB Simulation module as shown in Fig. 2 to send the
QPSK signal, the sampling rate is 200 KS/s. The receiver uses the MATLAB
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Simulation module as shown in Fig. 3 to receive the QPSK signal at a sampling rate of
400 KS/s for a duration of 1 s. The oversampled signal and the delayed oversampled
signal are respectively stored in two files. As shown in Fig. 3, the value of differential
interval n is 100. The same acquisition was performed 10 times, and two files were
obtained each time.

Energy normalization and differential processing are performed on the signals in the
two files obtained each time. For each sampling signals, 0 rows are removed, and the
signal is divided into multiple samples by 4000 points as a sample.

Observing the CTFs of many samples, we can figure out the phenomena shown in
Figs. 4 and 5. It can be seen from the two figures that there is a difference in rotation
angle between the CTF of sample 1 and sample 2. From Eq. (4), we can see that the

Fig. 2. QPSK signal transmission module

Fig. 3. QPSK signal reception module
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rotation factor e�j2phn is only related to the differential interval n. In this experiment, the
value of differential interval n is 100, and e�j2phn is a fixed value theoretically. How-
ever, due to the hardware tolerance effect of USRP equipment and the experimental
environment, the frequency deviation h between the transmitter and receiver is not a
fixed value. There is a certain degree of fluctuation and the two CTFs shown in Figs. 4
and 5 have a difference in rotation angle.

According to the RFECTF method, samples 1 and 2 are processed in the case where
the number of divisionsM = N = 40, threshold a = 0.05, and the number of cluster is 5.
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Fig. 4. CTF of sample 1
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Fig. 5. CTF of sample 2
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The cluster centers obtained from sample 1 is shown in Fig. 6, and the cluster
centers obtained from sample 2 is shown in Fig. 7 where “�” denotes a cluster center.
Comparing Fig. 6 with Fig. 7, it can be seen that there are some differences between
the cluster centers of sample 1 and sample 2.

The RFECTF method divides the CTF into M � N small areas of the same size.
When determining the values of M and N, many times experiments are needed to
determine. The general values of M and N are larger. This method uses the Euclidean
distance sum between the RFF features to be identified and the RFF in the fingerprint
database. It requires setting a determination threshold. The value of the threshold can be
obtained from a lot of experiments. In addition, the determination of the threshold a also
requires a large number of experiments, which undoubtedly increases the workload.
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Fig. 6. Cluster centers obtained from sample 1
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Fig. 7. Cluster centers obtained from sample 2
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From the above analysis, although the RFECTF scheme has achieved good
recognition performance, there are still some deficiencies: (1) The selection of RF
fingerprint features is flawed and needs to be improved; (2) The number of uncertain
parameters is large, resulting in a large workload.

4 RFF Extraction Method Based on Cluster Center
Difference

4.1 Method Details

Aiming at the deficiencies of RFECTF method, an RF fingerprint feature extraction
methodbasedon cluster center difference is proposed. The specific steps are as followings.

Step 1: The receiver receives the baseband signal from the transmitter at the
oversampling rate, and then performs delay and difference operations to obtain
stable CTF according to Eq. (4).
Step 2: Calculate the amplitude di of points in the constellation trace according to
Eq. (8),

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þQ2

p
i ¼ 1; 2; � � � ;m: ð8Þ

In Eq. (8), m is the total number of sample points in the CTF, I and Q are the
coordinates of the sampling points.
Step 3: Calculate the average of the amplitudes of all the sample points and delete
the sample points whose amplitude is more than 3 times the average value. Cal-
culate the amplitude of the m0 remaining sample points: d01; � � � ; d0i ; � � � ; d0m0 .
According to formula (9), get the maximum distance dM ,

dM ¼ maxðd01; � � � ; d0i ; � � � ; d0m0 Þ i ¼ 1; 2; � � � ;m0: ð9Þ

Step 4: Divide dM into NðN� 2Þ equal parts, and calculate the distance between
each point of division and the origin of coordinates according to Eq. (10). Take
(0,0) as center and Dt as radius for a circle, the resulting concentric circles divide
the CTF into a circular sub-region and N � 1 annular sub-regions, where

Dt ¼ t
N
� dM t¼ 1; 2; � � � ;N: ð10Þ

Step 5: Determine whether the number of points in the outermost annular region
satisfies expression 11. If it is satisfied, the area division is completed and perform
Step 7.Otherwise, calculate the average of the amplitudes of all the sample points in
the outermost annular zone according to Eq. (12) and take this value as the max-
imum distance dM ,

n� m0

20
: ð11Þ
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In expression (11), n is the number of sampling points in the outermost annular
region, and m0 is the total number of remaining sample points in the CTF.

P ¼
Xn
i¼1

Ai

,
n i ¼ 1; 2; � � � ; n ð12Þ

In Eq. (12), P is the average of amplitudes of all sample points in the outermost
annular region, Ai is the amplitude of the point i in the outermost region, and n is the
number of sampling points in the outermost annular region.

Step 6: Step 4 and Step 5 are repeated until n satisfies expression (11), and the final
P is regarded as the maximum distance. The point outside the circle with radius
P does not participate in the calculation of the cluster center.
Step 7: Use the k-means clustering algorithm, start from the sub-region closest to
the origin, the points in each sub-region are k-clustered sequentially from the inside
out to obtain Nk cluster centers. The cluster centers are first ranked according to
their amplitudes and then in terms of their phase in the interval ½�p; p� from small
to large. The ordered cluster centers are
K1;K2; � � �Kk;Kkþ 1;Kkþ 2; � � � ;K2k; � � � ;KNk.
Step 8: The points inside the circle with radius P are k-clustered by k-means
clustering algorithm, thus obtaining k cluster centers, sort them in the same way as
Step 7. The ordered cluster centers are ðK 0

1;K
0
2; � � � ;K 0

kÞ.
Step 9: According to Eq. (13), calculate cluster center difference, and take
ðDK1;DK2; � � � ;DKk;DKkþ 1;DKkþ 2; � � � ;DK2k; � � � ;DKNkÞ as RFF.

DK1 ¼ K1 � K 0
1;DK2 ¼ K2 � K 0

2; � � � ;DKk ¼ Kk � K 0
k

DKkþ 1 ¼ Kkþ 1 � K 0
1;DKkþ 2 ¼ Kkþ 2 � K 0

2; � � � ;DK2k ¼ K2k � K 0
k

..

.

DKðn�1Þkþ 1 ¼ Kðn�1Þkþ 1 � K 0
1;DKðn�1Þkþ 2 ¼ Kðn�1Þkþ 2 � K 0

2; � � � ;DKnk ¼ Knk � K 0
k

8>>><
>>>:

ð13Þ

4.2 Method Implementation

The experimental operating environment in this section is the same as in Sect. 3. The
signal processing tool is MATLAB R2017a. The wireless receiver is USRP B210
30B1FA6, the wireless transmitter is USRP B210 30F7D88, and the transmitted signal
is QPSK modulation signal.

Figures 8, 9 and 10 show the main implementation of the RFF extraction method
based on the cluster center difference. Figure 8 is the CTF of delayed differential signal,
and Fig. 9 is the CTF after the division of the area. Figure 10 is the cluster centers
obtained after clustering points in the sub-areas (for the QPSK signal, clustering of 4
clusters).
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Fig. 8. CTF of delayed differential signal
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Fig. 9. CTF after the division of the area
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Fig. 10. Cluster centers obtained after clustering points in the sub-areas
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5 Experimental Results and Analysis

5.1 Experimental Results

The experimental operating environment and processing tool in this section are the
same as Sect. 3. The wireless receiver is USRP B210 30B1FA6, and the wireless
transmitters are USRP B210 30F7D88, 30F7DD7, and 30F7DDE, which are the same
series of devices of the same model. In addition, in order to facilitate subsequent RFF
identification of the fingerprints marks the three devices respectively: the 30F7D88
device is marked as device 1, the 30F7DD7 device is marked as device 2, and the
30F7DDE device is marked as device 3. In this experiment, the signals sent by device
1, device 2, and device 3 are QPSK modulation signals. The experimental equipment
and experimental environment are shown in Fig. 11.

The baseband signals of device 1, device 2 and device 3 were respectively collected
for 20 times. In order to test the system performance, Gaussian white noise is added to
control the SNR after energy-normalizing the received signal. Combined with the
random forest classification algorithm, 30 experiments were performed on each equal
number when the maximum distance equal numbers were 2, 3, 4, 5, and 6, respectively.
That is, 150 experiments were performed on the five equal numbers. The experimental
results with the SNR of 30 dB are shown in Fig. 12.

Fig. 11. Experimental equipment and experimental environment
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The experimental results show that the correct recognition rate of the system
increases first and then becomes stable as the maximum distance equal number
increases from 2 to 6. From the experimental results, it can be seen that when the
maximum distance equal number is 4, it has a very good recognition performance, the
correct recognition rate is 99.6592%, and when the maximum distance equal number is
5, the system’s correct recognition rate reaches 99.6859%. When the equal number is 6,
the correct recognition rate of the system can reach 99.7094%. The experimental results
verify the effectiveness of the proposed scheme and highlight its good performance.

Using the same sample data set as in Fig. 12, the correct recognition rate of the
system was tested at SNR of 10 dB, 15 dB, 20 dB, 25 dB, 30 dB, and 35 dB,
respectively. When the maximum distance equal number is 4, in addition to 30 dB, 10
times RFF extraction and recognition experiments were performed for each SNR, and
the experimental results obtained are shown in Fig. 13.

As shown in Fig. 13, with the increase of SNR, the correct recognition rate of the
system increases gradually. Experiments results show that when the equal number is 4,
the correct recognition rate is 95.8012% when the SNR is 10 dB, and the correct
recognition rate is 97.9259% when the SNR is 15 dB. When the SNR is 30 dB, the
correct recognition rate is 99.6592%. In a word, when the method of this paper is used
in the environment with SNR higher than 10 dB, the correct recognition rate of the
system is above 95.5%.
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Fig. 12. Relationship between the equal number and the correct recognition rate
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5.2 Comparative Analysis

(1) Comparison of methods details (Table 1).

In the selection of RFF, it can be known from the analysis in Sect. 3 that e�j2phn is
theoretically a fixed value, but because of the hardware tolerance effect of the USRP
equipment and the influence of the experimental environment, the frequency deviation
h between the transmitter and receiver equipment is not a fixed value. There is a certain
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Fig. 13. Relationship between the SNR and the correct recognition rate

Table 1. Comparison of methods details

Scheme CTF Regional division Constellation point
screening

Clustering
algorithm

RFF Identification
method

Number of
uncertain
parameters

Correct
recognition
rate

RFECTF Differential
CTF

M � N quadrilateral
area blocks with the
same size

Elements above
the threshold
participate in
clustering

k-means Sorted
cluster
centers

Threshold of
sum of
European
distances

4 About
95.2% (15
dB)
About
99.24% (30
dB)

This
paper

Differential
CTF

A circular sub-region
and N-1 annular sub-
regions

Points outside the
outermost circle
do not participate
in clustering

k-means Difference
of sorted
cluster
centers

Random
forest
classification
algorithm

2 About
97.9259%
(15 dB)
About
99.6592%
(30 dB)
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fluctuation, making e�j2phn a certain degree of fluctuation, and resulting in the sample
CTFs exist a rotation angle difference. The RFECTF method takes the cluster centers as
its RFF, so there is a deviation between the RFFs derived from the CTFs, and then the
correct recognition rate of the radio frequency fingerprint recognition system will be
reduced. In this paper, the cluster center difference is used as the characteristics of radio
frequency fingerprints, which can reduce the influence of the rotation angle difference
between the sample CTFs and improve the correct recognition rate.

In the aspect of identification method selection, the method of this paper adopts a
mature random forest classification algorithm to identify and identify RF fingerprint
features, and the RFECTF method recognizes by calculating the Euclidean distance
sum between the identified RF fingerprint feature vector and all sample vectors in the
fingerprint database. It is necessary to set a threshold for its Euclidean distance sum,
and the setting of the threshold requires a large number of experiments to determine,
which undoubtedly increases the workload.

In terms of uncertain parameters, the RFECTF method has four uncertain param-
eters such as the number of divided regions, the regional density threshold, the number
of cluster centers, and the Euclidean distance sum threshold used for identification. The
method of this paper only has two uncertain parameters: the number of divided regions
and the number of cluster centers. The more uncertain parameters there are, the more
experiments that need to be performed, resulting in a larger workload of the RFECTF
scheme.

In terms of the correct recognition rate of the system, in the case of a SNR of
15 dB, the method of this paper enables the correct recognition rate of the system to
reach 97.9259%, which is about 3% higher than that of the RFECTF scheme. Under the
condition that the SNR is 30 dB, the method of this paper makes the correct recog-
nition rate of the system is 99.6592%, which is about 0.4% higher than the RFECTF
scheme.

From the above analysis, it can be seen that the proposed method in this paper
reduces the number of uncertain parameters in the existing scheme and improves the
noise immunity and correct recognition rate of the RF fingerprinting system.

(2) Comparison of time consumption

The time consumption of the scheme is related to the number of samples when the
RF fingerprint feature is extracted. It can be known from Table 2 that, when the
number of samples is the same (test samples: training samples = 1:2), the method of
this paper is more time-consuming than the RFECTF method. When the number of
samples is less than 200, the time difference between the two methods is within 0.5 s.
When the number of samples is 500 or more, the time consumption of the method of
this paper is about two times or more than that of RFECTF. In practical applications, in
order to make the RF fingerprinting system have a higher correct recognition rate, it is
worthwhile to sacrifice some time. The implementation of the method of this paper has
higher requirements on computing resources. Due to the limitation of computing
resources, the experimental results in Table 2 are not very optimistic. With sufficient
computing resources, it takes less time to extract and identify radio frequency finger-
print features in the enhanced solution.
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6 Summary and Outlook

Based on the experimental analysis of the RFECTF scheme, this paper points out that
the radio frequency fingerprint features are not properly selected and the number of
uncertain parameters is too many. In view of its shortcomings, an RF fingerprint feature
extraction method based on cluster center difference is proposed. Experiments show
that using the cluster center difference as a radio frequency fingerprint can improve the
correct recognition rate and noise resistance of the radio frequency fingerprint recog-
nition system. Compared with the RFECTF method, although the proposed method in
this paper improves the correct recognition rate of the system at low SNR, the result is
still not optimistic. How to improve the correct recognition rate of the RF fingerprinting
system in the case of low SNR needs to be improved by further research in the future.
In addition, the current research on RF fingerprint systems is mostly based on the
experimental environment, and the actual application environment is very complex.
Future research work can be carried out around the effects of temperature, humidity,
various noise, and multi-path effects on the system performance in actual environments.
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