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Preface

Fixed point theory is a fundamental tool in nonlinear analysis and many other
branches of modern mathematics. In particular, when we deal with the solvability of
a certain functional equation (differential equation, fractional differential equation,
integral equation, matrix equation, etc.), we formulate the problem in terms of
finding a fixed point of a certain mapping. This theory has many applications,
particularly in biology, chemistry, economics, game theory, optimization theory,
physics, etc.

A fixed point problem can be stated as follows:
Let X be a given set, and let (M, N) be a pair of nonempty subsets of X such that

M \N 6¼ ;. For a given mapping T : M ! N, when does a point x 2 M such that
Tx ¼ x, also called a fixed point of T, exist? And if such a point exists, is it unique
and how can we approximate it?

We can distinguish three major approaches in fixed point theory: metric
approach, topological approach, and discrete approach. Historically, these
approaches were initiated by the discovery of three major theorems: Banach fixed
point theorem, Brouwer fixed point theorem, and Tarski fixed point theorem. In this
book, we are concerned with the first approach, that is, metric fixed point theory.

Metric fixed point theory is an important mathematical discipline because of its
applications in different areas such as variational and linear inequalities, opti-
mization theory, boundary value problems. The aim of this book is to present some
recent advances in this theory with some applications in nonlinear analysis,
including matrix equations, integral equations, and polynomial approximations.

Most of the results presented in this book are up to date. In order to make easy
the lecture of this monograph, in each chapter, the basic definitions and mathe-
matical preliminaries are provided before presenting and proving the main results.
This monograph should be of interest to graduate students seeking a field of
interest, to mathematicians interested in learning about the subject, and to
specialists.

The book is organized in ten chapters where in Chap. 1, we discuss Banach
contraction principle and its converse. Some applications of this famous principle,
including mixed Volterra–Fredholm-type integral equations and systems of
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nonlinear matrix equations, are presented. In Chap. 2, we are concerned with Ran–
Reurings fixed point theorem and its applications to nonlinear matrix equations.

In Chap. 3, we investigate the existence of fixed points for the class of ða;wÞ-
contractions. Three fixed point theorems are established for this class of operators.
The results extend well-known fixed point theorems due to Banach, Kannan,
Chatterjee, Zamfirescu, Berinde, Suzuki, Ćirić, Nieto, López, and many others. We
show that ða;wÞ-contractions unify large classes of contraction-type operators,
whose fixed points can be obtained by means of Picard iteration. Moreover, some
applications to quadratic integral equations are provided. In Chap. 4, we are con-
cerned with the study of fixed points for the class of cyclic mappings. An
improvement result is presented by weakening the closure assumption that is
usually supposed in the literature. As applications, we study the existence of
solutions to certain systems of functional equations. In Chap. 5, we present a recent
generalization of Banach contraction principle on the setting of Branciari metric
spaces, which is due to [2]. In Chap. 6, we are concerned with the existence of fixed
points for a class of mappings defined on a set equipped with two metrics, satisfying
an implicit contraction. In Chap. 7, we introduce a class of extended simulation
functions, which is larger than the class of simulation functions, recently introduced
by Khojasteh et al. [3]. We prove a u-admissibility result involving extended
simulation functions, for a new class of mappings, with respect to a lower
semi-continuous function. Next, some fixed point theorems in partial metric spaces
are deduced, including Matthews fixed point theorem. Moreover, we answer three
open problems posed by Rus [4]. In Chap. 8, we deal with the solvability of a
coupled fixed point problem under a finite number of equality constraints. In Chap.
9, we discuss a recent concept of generalized metric spaces due to [1], for which we
extend some well-known fixed point results. In Chap. 10, we establish a new fixed
point theorem, which will be used to establish Kelisky–Rivlin-type results for q-
Bernstein polynomials and modified q-Bernstein polynomials.

Jaipur, India Praveen Agarwal
Riyadh, Saudi Arabia Mohamed Jleli
Riyadh, Saudi Arabia Bessem Samet
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Chapter 1
Banach Contraction Principle
and Applications

Banach contraction principle is a fundamental result in Metric Fixed Point Theory.
It is a very popular and powerful tool in solving the existence problems in pure
and applied sciences. In this chapter, Banach contraction principle and its converse
are presented. Moreover, various applications of this famous principle, including
mixed Volterra-Fredholm-type integral equations and systems of nonlinear matrix
equations, are provided. Some results of this chapter appeared in [3, 5, 13, 19].

1.1 Introduction

Let X be a given set and let T : M → N be a given mapping, where M and N are
nonempty subsets of X such that M ∩ N �= ∅. Let us consider the problem

{
Find x ∈ M such that
T x = x .

(1.1)

We denote by Fix(T ) the subset of M defined by

Fix(T ) = {x ∈ M : x is a solution to (1.1)} .

Then any element of the set Fix(T ) is said to be a fixed point of the mapping T .
Observe that if M ∩ N = ∅, then Fix(T ) = ∅. In Fixed Point Theory, we are inter-
ested in solving Problem (1.1). More precisely, we are interested on the following
questions:

• Existence: When does Problem (1.1) have at least one solution?
• Uniqueness: If Problem (1.1) has a solution, when is such solution unique?

© Springer Nature Singapore Pte Ltd. 2018
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2 1 Banach Contraction Principle and Applications

• Approximation: In the case of uniqueness, provide a numerical algorithm that
converges to the solution to Problem (1.1).

Fixed Point Theory is one of the most useful tools in Nonlinear Analysis. In
particular, when we deal with the solvability of a functional equation (differential
equation, fractional differential equation, integral or integro-differential equation,
etc), we formulate the problem in terms of finding a fixed point of a certain mapping.
This theory has several applications, particularly in biology, chemistry, economics,
game theory, optimization theory, physics, etc.

In Fixed Point Theory, we can distinguish three main approaches:

• Metric Fixed Point Theory,
• Topological Fixed Point Theory,
• Discrete Fixed Point Theory.

Historically, the above approaches were initiated by the discovery of three major
theorems:

• Banach contraction principle [1],
• Brouwer’s fixed point theorem [6],
• Tarski’s fixed point theorem [24].

In this book, we will focus mainly on the first approach, that is, Metric Fixed Point
Theory approach.

1.2 Banach Contraction Principle

Banach contraction principle is a very important tool in the theory of metric spaces.
It provides sufficient conditions for the existence and uniqueness of fixed points of
certain classes of self-mappings and provides a numerical algorithm to approximate
those fixed points. The theorem is named after Banach (1892–1945) and was first
stated by him in 1922 [1]. Before presenting this famous result, let us recall briefly
some topological tools of metric spaces. For more details, we refer the reader to the
books [12, 23, 25].

Definition 1.1 Let X be a nonempty set, and let d : X × X → [0,∞) be a given
mapping. We say that d is a metric on X if the following conditions are satisfied:

(d1)d(x, y) = 0 ⇔ x = y, for all (x, y) ∈ X × X .
(d2)d(x, y) = d(y, x), for all (x, y) ∈ X × X .
(d3)d(x, y) ≤ d(x, z) + d(z, y). for all (x, y, z) ∈ X × X × X .

In this case, the pair (X, d) is said to be a metric space.

Further, let us give some standard examples of metric spaces.



1.2 Banach Contraction Principle 3

Example 1.1 Let X be a nonempty set. Define d : X × X → [0,∞) by

d(x, y) =
{
1 if x �= y,
0 if x = y.

Then d is a metric on X , and (X, d) is a discrete metric space.

Example 1.2 Let (X, d) be a metric space and let Y be a nonempty subset of X . The
restriction of d: X × X → [0,∞) to d : Y × Y → [0,∞) induces a metric on Y .

Example 1.3 Let X = R
N (N ≥ 1). Define the mapping d : X × X → [0,∞) by

d((x1, x2, . . . , xN ), (y1, y2, . . . , yN )) =
N∑
i=1

|xi − yi |.

Then d is a metric on X .

Example 1.4 Let X = R
N (N ≥ 1). Define the mapping d : X × X → [0,∞) by

d((x1, x2, . . . , xN ), (y1, y2, . . . , yN )) = max{|xi − yi | : i = 1, 2, . . . , N }.

Then d is a metric on X .

Example 1.5 Let (X, ‖ · ‖) be a normed space. Define the mapping d : X × X →
[0,∞) by

d(x, y) = ‖x − y‖.

Then d is a metric on X .

Example 1.6 Given a metric space (X, d) and an increasing concave function f :
[0,∞) → [0,∞) such that f (x) = 0 if and only if x = 0, then f ◦ d is also a metric
on X .

Example 1.7 If G is an undirected connected graph, then the set V of vertices of G
can be turned into a metric space by defining d(x, y) to be the length of the shortest
path connecting the vertices x and y.

Definition 1.2 Let (X, d) be a metric space. Let {xn} be a sequence in X . We say
that the sequence {xn} converges to x ∈ X if

lim
n→∞ d(xn, x) = 0.

In this case, we say that x is the limit of {xn}.
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Remark 1.1 Observe that if {xn} ⊂ X converges to x ∈ X , then x is the unique limit
of {xn}. Indeed, suppose that there exists a pair of elements (x, y) ∈ X × X such that

lim
n→∞ d(xn, x) = lim

n→∞ d(xn, y) = 0.

From the inequality

d(x, y) ≤ d(xn, x) + d(xn, y), for all n,

passing to the limit as n → ∞, we obtain d(x, y) = 0, which yields x = y.

Definition 1.3 Let (X, d) be a metric space. A nonempty subset A of X is said to
be closed if for every sequence {xn} ⊂ A, we have

lim
n→∞ d(xn, x) = 0, x ∈ X =⇒ x ∈ A.

Definition 1.4 Let (X, dX ) and (Y, dY )be twometric spaces.Amapping f : X → Y
is continuous at a point x ∈ X if for every sequence {xn} ⊂ X , we have

lim
n→∞ dX (xn, x) = 0 =⇒ lim

n→∞ dY ( f xn, f x) = 0.

The mapping f is continuous if it is continuous at every element of X .

Let us denote by N the set of all natural numbers, i.e.,

N = {0, 1, 2, . . .}.

Definition 1.5 A sequence {xn} of points in a metric space (X, d) is a Cauchy
sequence if

(∀ ε > 0)(∃ N ∈ N)[(m, n ≥ N ) =⇒ (d(xn, xm) < ε)].

Definition 1.6 A subset E of a metric space (X, d) is complete if for any Cauchy
sequence of points {xn} in E there exists x ∈ E such that lim

n→∞ d(xn, x) = 0.

Proposition 1.1 Let (X, d) be a metric space, and let E be a subset of X.

(i) If E is complete then E is closed.
(ii) If X is complete, and E is closed, then E is complete.

Example 1.8 The set of real numbers R with the usual metric d(x, y) = |x − y| is
a complete metric space.

Example 1.9 Let X = C([a, b];R) be the set of real-valued and continuous func-
tions in [a, b] (a < b). Define the mapping d : X × X → [0,∞) by
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d( f, g) = max{| f (t) − g(t)| : t ∈ [a, b]}.

Then (X, d) is a complete metric space.

Example 1.10 Let (X, ‖ · ‖) be a Banach space. Define the mapping d : X × X →
[0,∞) by

d(x, y) = ‖x − y‖.

Then (X, d) is a complete metric space.

In order to present Banach contraction principle, we need to introduce the concept
of Lipschitz mappings.

Definition 1.7 Let (X, d) be a metric space. The mapping T : X → X is said to be
Lipschitzian if there exists a constant k > 0 (called Lipschitz constant) such that

d(T x, T y) ≤ kd(x, y), (x, y) ∈ X × X.

A Lipschitzian mapping with a Lipschitz constant k < 1 is called contraction.

Banach contraction principle can be stated as follows.

Theorem 1.1 (Banach contraction principle) Let (X, d) be a complete metric space.
Let T : X → X be a contraction mapping, with Lipschitz constant k < 1. Then

(i) T has a unique fixed point x∗ ∈ X.
(ii) For every x ∈ X, the Picard sequence {T nx} converges to x∗.
(iii) We have the following estimate: For every x ∈ X,

d(T nx, x∗) ≤ kn

1 − k
d(x, T x), n ∈ N.

Proof Let x ∈ X be an arbitrary point. Using the fact that T is a Lipschitzianmapping
with Lipschitz constant k, we obtain

d(T 2x, T x) ≤ kd(T x, x).

Again, we have

d(T 3x, T 2x) ≤ kd(T 2x, T x) ≤ k2d(T x, x).

Continuing this process, by induction we obtain

d(T n+1x, T nx) ≤ knd(T x, x), n ∈ N. (1.2)
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Using (1.2), for (n,m) ∈ N × N\{0}, we have

d(T nx, T n+mx) ≤ d(T nx, T n+1x) + d(T n+1x, T n+2x) + · · · + d(T n+m−1x, T n+mx)

≤ (kn + kn+1 + · · · + kn+m−1)d(x, T x)

= kn
(
1 − km

1 − k

)
d(x, T x)

≤ kn

1 − k
d(x, T x) → 0 as n → ∞ (since 0 < k < 1). (1.3)

Therefore {T nx} is a Cauchy sequence. Since (X, d) is complete, there exists x∗ ∈ X
such that

lim
n→∞ d(T nx, x∗) = 0. (1.4)

On the other hand, we have

d(T x∗, x∗) ≤ d(T x∗, T n+1x) + d(T n+1x, x∗) ≤ kd(x∗, T nx) + d(T n+1x, x∗).

Passing to the limit as n → ∞ and using (1.4), we obtain d(T x∗, x∗) = 0, i.e.,
T x∗ = x∗. Therefore, x∗ ∈ X is a fixed point of T . Suppose now that y∗ ∈ X is
another fixed point of T , that is,

T y∗ = y∗ and d(x∗, y∗) > 0.

In this case, we obtain

d(x∗, y∗) = d(T x∗, T y∗) ≤ kd(x∗, y∗) < d(x∗, y∗),

which is a contradiction. Then x∗ ∈ X is the unique fixed point of T . Therefore, we
proved (i) and (ii). Finally, in order to obtain the estimate (iii), we have just to let
m → ∞ in (1.3).

1.3 The Converse of Banach Contraction Principle

In 1959, Bessaga [5] established the following converse of Banach contraction prin-
ciple.

Theorem 1.2 (Bessaga) Let X be a nonempty set, T : X → X and k ∈ (0, 1). Then

(a) If T n has at most one fixed point for every n ∈ N, then there exists a metric d
such that d(T x, T y) ≤ kd(x, y), for all x, y ∈ X.

(b) If, in addition, some T n has a fixed point, then there is a complete metric d such
that d(T x, T y) ≤ kd(x, y), for all x, y ∈ X.
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In order to prove the above result, Bessaga [5] used a special form of the Axiom
of Choice. Note that there are many other proofs of this result involving different
techniques. For more details, we refer the reader to Deimling’s book [9], Wong [28],
Janos [14], and Jachymski [13].

In this section, we give the proof of part (b) of Theorem 1.2 following Jachymski’s
technique [13].

1.3.1 A Technical Lemma

Lemma 1.1 Let T be a self-mapping of a set X and k ∈ (0, 1). The following state-
ments are equivalent:

(i) There exists a complete metric d such that d(T x, T y) ≤ kd(x, y), for all x, y ∈
X.

(ii) There exists a function ϕ : X → [0,∞) such that ϕ−1({0}) is a singleton and

ϕ(T x) ≤ kϕ(x), x ∈ X.

Proof (i) =⇒ (ii). By Banach contraction principle, T has a unique fixed point
x∗ ∈ X . Define the function ϕ : X → [0,∞) by

ϕ(x) = d(x, x∗), x ∈ X.

Then
ϕ(x) = 0 ⇐⇒ x = x∗.

Therefore, ϕ−1({0}) = {x∗}. On the other hand, for every x ∈ X , we have

ϕ(T x) = d(T x, T x∗) ≤ kd(x, s∗) = kϕ(x), x ∈ X.

(ii) =⇒ (i). Define the mapping d : X × X → [0,∞) by

d(x, y) =
{

ϕ(x) + ϕ(y) if x �= y,
0 if x = y.

It is not difficult to check that d is ametric on X .Moreover, for every (x, y) ∈ X × X ,
we have

d(T x, T y) ≤ kd(x, y).

Now, we shall prove that (X, d) is a complete metric space. In order to do this, let us
take a Cauchy sequence {xn} ⊂ X . Without loss of the generality, we may assume
that the set {xn : n ∈ N} is infinite (otherwise, {xn} contains a constant subsequence
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and then {xn} converges). Then {xn} admits a subsequence {xnk } such that

xnp �= xnq , p �= q.

Therefore,
d(xnp , xnq ) = ϕ(xnp ) + ϕ(xnq ), p �= q

which yields
lim
p→∞ ϕ(xnp ) = 0 = ϕ(z),

for some z ∈ X . Then
lim
p→∞ d(xnp , z) = 0,

which implies that also {xn} converges to z.

1.3.2 Proof of Part (b) of Theorem 1.2

At first, let us recall the following result, which is known as Kuratowski–Zorn
Lemma.

Lemma 1.2 (Kuratowski–Zorn Lemma) Suppose a partially ordered set P has the
property that every chain has an upper bound in P. Then the set P contains at least
one maximal element.

For the proof of the above result, we refer to [26]. Now, we give the proof of part (b)
of Theorem 1.2.

Proof By hypothesis, some T n has a unique fixed point z ∈ X . Therefore, we have

T n(T z) = T T nz = T z.

Then T z is a fixed point of T n . By uniqueness, we obtain T z = z. Hence by (a), z is
a unique fixed point of each iterate of T . Now, using the Kuratowski–Zorn Lemma
we will show that there exists ϕ : X → [0,∞) such that ϕ−1({0}) = {z} and

ϕ(T x) ≤ kϕ(x), x ∈ X. (1.5)

Define

φ = {ϕ : Dϕ → [0, ∞) : {z} ⊂ Dϕ ⊂ X, ϕ−1({0}) = {z}, T (Dϕ) ⊂ Dϕ, (1.5) holds in Dϕ}.
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Observe that φ �= ∅. In fact, setting Dϕ∗ = {z} and ϕ∗(z) = 0, we have ϕ∗ ∈ φ. We
endow φ with the following partial ordering:

ϕ1 � ϕ2 ⇔ Dϕ1 ⊂ Dϕ2 , ϕ2|Dϕ1
= ϕ1.

Suppose that φ0 is a chain in (φ,�). Let us consider the set

D =
⋃
ϕ∈φ0

Dϕ.

We claim that
T D ⊂ D.

In fact, let x ∈ D. Then x ∈ Dϕ for some ϕ ∈ φ0. Since T (Dϕ) ⊂ Dϕ , we have
T x ∈ Dϕ ⊂ D. Therefore, T x ∈ D, and our claim is proved. Let ψ : D → [0,∞)

be the function defined by

ψ(x) = ϕ(x), x ∈ Dϕ, ϕ ∈ φ0.

Let us prove thatψ is an upper bound for φ0. It is clear thatψ ∈ φ. Now, let ϕ0 ∈ φ0.
We have

Dϕ0 ⊂ D

and
ψ|Dϕ0

= ϕ0.

Therefore, by the definition of the partial ordering �, we have

ϕ0 � ψ.

This proves that ψ is an upper bound for φ0. By the Kuratowski–Zorn Lemma, there
exists a maximal element θ0 : D0 → [0,∞) in (φ,�). Hence, by Lemma 1.1, It
suffices to show that D0 = X . We argue by contradiction. Suppose, on the contrary,
that there is an x0 ∈ X\D0. Set

O(x0) = {T n−1x0 : n ∈ N\{0}}.

We claim that
D0 ∩ O(x0) �= ∅.

In order to prove our claim, we argue by contradiction. So, let us suppose that
D0 ∩ O(x0) = ∅. Then the elements T n−1(x0) for n ∈ N\{0} are distinct. In fact,
suppose that
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T p−1(x0) = T p+q−1(x0), for some (p, q) ∈ N\{0} × N\{0}.

Therefore, T p−1x0 is the unique fixed point of T q , which yields z = T p−1x0 ∈
O(x0) ∩ D0, a contradiction. Define

Dϕ = D0 ∪ O(x0), ϕ|D0 = θ0, ϕ(T n−1x0) = kn−1, n ∈ N\{0}.

Then ϕ ∈ φ and ϕ �= θ0. Moreover, we have θ0 � ϕ, which is a contradiction with
the fact that θ0 is a maximal element in (φ,�). Therefore, our claim is proved. Set

N = {n ∈ N\{0} : T nx0 ∈ D0}.

From the previous step, it is clear thatN �= ∅. So, we can define

m = minN .

Then m − 1 /∈ N , i.e., Tm−1x0 /∈ D0. Define

Dϕ = {Tm−1x0} ∪ D0.

Then
T Dϕ = {Tmx0} ∪ T D0 ⊂ D0 ⊂ Dϕ.

Now, we will define a function ϕ : Dϕ → [0,∞). Set

ϕ|D0 = θ0.

We have two possible cases.

Case 1. If Tmx0 = z.
In this case, we set

ϕ(Tm−1x0) = 1.

Observe that ϕ ∈ φ. Moreover, we have θ0 � ϕ and θ0 �= ϕ, which is a contradiction
with the fact that θ0 is a maximal element in (φ,�).

Case 2. If Tmx0 �= z.
In this case, we set

ϕ(Tm−1x0) = θ0(Tmx0)

k
.

As in the previous case, we observe easily that ϕ ∈ φ, θ0 � ϕ and θ0 �= ϕ, which is
a contradiction with the fact that θ0 is a maximal element in (φ,�).

As consequence, we infer that D0 = X , which proves the desired result.
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1.4 Some Applications

Some applications of Banach contraction principle are presented in this section. To
be more precise, we study the solvability of a class of integral equations and of
systems of nonlinear matrix equations involving Lipschitzian mappings.

1.4.1 Solvability of a Mixed Volterra–Fredholm-Type
Integral Equation

In this part, we deal with the existence of solutions to the following general mixed
Volterra–Fredholm-type integral equation

u(t, x) = f (t, x) +
∫ t

0

∫
Ω

F(t, x, s, y, u(s, y)) dy ds, (t, x) ∈ D, (1.6)

where f : D → R
N , F : D × D × R

N → R
N , D = [0, T ] × Ω , T > 0 and Ω is

a nonempty bounded and closed subset of the Euclidean space R
N equipped with

convenient norm ‖ · ‖. Equations of the type (1.6) arise from the theory of nonlinear
parabolic boundary value problems, the mathematical modeling of the spatiotempo-
ral development of an epidemic [10, 20], and various physical and biological models.
Following the techniques used in Pachpatte [19] and using Banach contraction prin-
ciple, an existence result will be established for (1.6).

Let S be the set of functions φ : D → R
N , which are continuous in D and satis-

fying the condition

‖φ(t, x)‖ = O (exp (μ(t + ‖x‖))) , (t, x) ∈ D, (1.7)

where μ > 0 is a constant. We endow the space S with the norm

|φ| = sup
(t,x)∈D

[‖φ(t, x)‖ exp (−μ(t + ‖x‖))] , φ ∈ S.

Then (S, | · |) is a Banach space (see [7]). Note that from (1.7), there exists some
constant M > 0 such that

‖φ(t, x)‖ ≤ M exp (μ(t + ‖x‖)) , (t, x) ∈ D.

Therefore, we have
|φ| ≤ M, φ ∈ S. (1.8)

Equation (1.6) is investigated under the following assumptions:
(A1) The functions f : D → R

N and F : D × D × R
N → R

N are continuous.
(A2) There exists a continuous function h : D × D → [0,∞) such that
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‖F(t, x, s, y, u1) − F(t, x, s, y, u2)‖ ≤ h(t, x, s, y)‖u1 − u2‖,

for all (t, x, s, y, ui ) ∈ D × D × R
N , i = 1, 2.

(A3) There exists a constant Q ∈ (0, 1) such that

∫ t

0

∫
Ω

h(t, x, s, y) exp (μ(s + ‖y‖)) dy ds ≤ Q exp (μ(t + ‖x‖)) , (t, x) ∈ D.

(A4) There exists a constant N > 0 such that

‖ f (t, x)‖ +
∫ t

0

∫
Ω

‖F(t, x, s, y, 0)‖ dy ds ≤ N exp (μ(t + ‖x‖)) , (t, x) ∈ D.

We have the following existence result.

Theorem 1.3 Under Assumptions (A1)–(A4), (1.6) has a unique solution u∗ ∈ S.
Moreover, for any u0 ∈ S, the Picard sequence {un} defined by

un+1(t, x) = f (t, x) +
∫ t

0

∫
Ω

F(t, x, s, y, un(s, y)) dy ds, (t, x) ∈ D

converges with respect to the norm | · | to u∗.

Proof Set

(Tu)(t, x) = f (t, x) +
∫ t

0

∫
Ω

F(t, x, s, y, u(s, y)) dy ds, u ∈ S, (t, x) ∈ D.

We shall prove that T maps S into itself. So, let u be an element of S. It is easy to
observe that Tu : D → R

N is a continuous mapping. We have to check that (1.7) is
satisfied. Using the considered assumptions, for all (t, x) ∈ D, we have

‖(Tu)(t, x)‖ ≤ ‖ f (t, x)‖ +
∫ t

0

∫
Ω

‖F(t, x, s, y, u(s, y))‖ dy ds

≤ ‖ f (t, x)‖ +
∫ t

0

∫
Ω

‖F(t, x, s, y, u(s, y)) − F(t, x, s, y, 0)‖ dy ds

+
∫ t

0

∫
Ω

‖F(t, x, s, y, 0)‖ dy ds

≤
∫ t

0

∫
Ω

h(t, x, s, y)‖u(s, y)‖ dy ds + N exp (μ(t + ‖x‖))

≤ M
∫ t

0

∫
Ω

h(t, x, s, y) exp (μ(s + ‖y‖)) dy ds + N exp (μ(t + ‖x‖))
≤ (MQ + N ) exp (μ(t + ‖x‖)) .

Therefore, (1.7) holds and T : S → S is well defined.
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Now, we verify that T : S → S is a contraction. So, let (u, v) be a pair of elements
in S. For all (t, x) ∈ D, we have

‖(Tu − T v)(t, x)‖ ≤
∫ t

0

∫
Ω

‖F(t, x, s, y, u(s, y)) − F(t, x, s, y, v(s, y))‖ dy ds

≤
∫ t

0

∫
Ω

h(t, x, s, y)‖u(s, y) − v(s, y)‖ dy ds

≤
(∫ t

0

∫
Ω

h(t, x, s, y) exp (μ(s + ‖y‖)) dy ds
)

|u − v|
≤ Q exp (μ(t + ‖x‖)) |u − v|.

Therefore,
‖(Tu − T v)(t, x)‖ exp (−μ(t + ‖x‖)) ≤ Q|u − v|.

Hence, we obtain

|Tu − T v| ≤ Q|u − v|, (u, v) ∈ S × S.

Now, byBanach contraction principle, themapping T has a uniquefixedpointu∗ ∈ S.
Moreover, for any u0 ∈ S, the Picard sequence {T nu0} converges to u∗ in (S, | · |).
This completes the proof of the theorem.

1.4.2 Solving Systems of Nonlinear Matrix Equations
Involving Lipschitzian Mappings

In this part, both theoretical results and numerical methods are derived for solving
different classes of systems of nonlinear matrix equations involving Lipschitzian
mappings. Our main tool in this study is Banach contraction principle. The main
reference for this work is the paper Berzig and Samet [3].

We first review the Thompson metric on the open convex cone P(n) (n ≥ 2),
the set of all n × n Hermitian positive definite matrices. We endow P(n) with the
Thompson metric defined by:

d(A, B) = max {lnM(A/B), lnM(B/A)} ,

where M(A/B) = inf{λ > 0 : A ≤ λB} = λ+(B−1/2AB−1/2), the maximal eigen-
value of B−1/2AB−1/2. Here, X ≤ Y means that Y − X is positive semi-definite
and X < Y means that Y − X is positive definite. Thompson [27] (cf. [17, 18]) has
proved that P(n) is a complete metric space with respect to the Thompson metric d
and d(A, B) = ‖ log(A−1/2BA−1/2)‖, where ‖ · ‖ stands for the spectral norm. The
Thompson metric exists on any open normal convex cones of real Banach spaces
[17, 27], in particular, the open convex cone of positive definite operators of a Hilbert
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space. It is invariant under the matrix inversion and congruence transformations, that
is,

d(A, B) = d(A−1, B−1) = d(MAM∗, MBM∗)

for any nonsingular matrix M . The other useful result is the nonpositive curvature
property of the Thompson metric, that is,

d(Xr ,Y r ) ≤ r d(X,Y ), r ∈ [0, 1].

By the invariant properties of the metric, we then have

d(MXrM∗, MYrM∗) ≤ |r | d(X,Y ), r ∈ [−1, 1]

for any X,Y ∈ P(n) and nonsingular matrix M .

Lemma 1.3 For all A, B,C, D ∈ P(n), we have

d(A + B,C + D) ≤ max{d(A,C), d(B, D)}.

In particular,
d(A + B, A + C) ≤ d(B,C).

We refer to [16] for the proof of the above lemma.

In the last few years, there has been a constantly increasing interest in developing
the theory and numerical approaches for Hermitian positive definite (HPD) solutions
to different classes of nonlinearmatrix equations (see [2–4, 8, 11, 15, 16, 21, 22, 29]).
In this study, we consider the following problem: Find (X1, X2, . . . , Xm) ∈ (P(n))m

solution to the system of nonlinear matrix equations

Xri
i = Qi +

m∑
j=1

(
A∗

j Fi j (X j )A j
)αi j

, i = 1, 2, . . . ,m, (1.9)

where ri ≥ 1, 0 < |αi j | ≤ 1, Qi ≥ 0, Ai are nonsingular matrices and Fi j : P(n) →
P(n) are Lipschitzian mappings, that is,

sup
X,Y∈P(n),X �=Y

d(Fi j (X), Fi j (Y ))

d(X,Y )
= ki j < ∞.

If m = 1 and α11 = 1, then (1.9) reduces to the problem: Find X ∈ P(n) solution to

Xr = Q + A∗F(X)A.

Such equation was studied by Liao et al. [15]. Now, we introduce the following
definition.
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Definition 1.8 We say that System (1.9) is Banach admissible if the following hy-
pothesis is satisfied:

max
1≤i≤m

{
max
1≤ j≤m

{|αi j |ki j/ri }
}

< 1.

Our main result is the following.

Theorem 1.4 Suppose that (1.9) is Banach admissible. Then

(i) (1.9) admits one and only one solution (X∗
1, X

∗
2, . . . , X

∗
m) ∈ (P(n))m.

(ii) For any (X1(0), X2(0), . . . , Xm(0)) ∈ (P(n))m, the sequences (Xi (k))k≥0, 1 ≤
i ≤ m, defined by

Xi (k + 1) =
(
Qi +

m∑
j=1

(A∗
j Fi j (X j (k))A j )

αi j

)1/ri

,

converge respectively to X∗
1, X

∗
2, . . . , X

∗
m.

(iii) The following estimate:

max
{
d(X1(k), X

∗
1), d(X2(k), X

∗
2), . . . , d(Xm(k), X∗

m)
}

≤ qk
m

1 − qm
max {d(X1(1), X1(0)), d(X2(1), X2(0)), . . . , d(Xm(1), Xm(0))}

holds, where

qm = max
1≤i≤m

{
max
1≤ j≤m

{|αi j |ki j/ri }
}
.

Proof Define the mapping G : (P(n))m → (P(n))m by

G(X1, X2, . . . , Xm) = (G1(X1, X2, . . . , Xm),G2(X1, X2, . . . , Xm),

. . . ,Gm(X1, X2, . . . , Xm)),

for all X = (X1, X2, . . . , Xm) ∈ (P(n))m , where

Gi (X) =
(
Qi +

m∑
j=1

(A∗
j Fi j (X j )A j )

αi j

)1/ri

, i = 1, 2, . . . ,m.

We endow (P(n))m with the metric dm defined by

dm((X1, X2, . . . , Xm), (Y1, Y2, . . . , Ym)) = max {d(X1, Y1), d(X2, Y2), . . . , d(Xm , Ym)} ,

for all X = (X1, X2, . . . , Xm),Y = (Y1,Y2, . . . ,Ym) ∈ (P(n))m . Obviously,
((P(n))m, dm) is a complete metric space. For all X,Y ∈ (P(n))m , we have
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dm(G(X),G(Y )) = max
1≤i≤m

{d(Gi (X),Gi (Y ))}. (1.10)

On the other hand, for a fixed i ∈ {1, 2, . . . ,m} and X,Y ∈ (P(n))m ,

d(Gi (X),Gi (Y ))

= d

((
Qi +

m∑
j=1

(A∗
j Fi j (X j )A j )

αi j

)1/ri

,

(
Qi +

m∑
j=1

(A∗
j Fi j (Y j )A j )

αi j

)1/ri )
.

Using the properties of the Thompson metric, after some computations (see [3] for
the details), we obtain

d(Gi (X),Gi (Y )) ≤ max
1≤ j≤m

{|αi j |ki j/ri } dm(X,Y ).

Now, using the above inequality and (1.10), we deduce that

dm(G(X),G(Y )) ≤ qm dm(X,Y ), for all X,Y ∈ (P(n))m .

Applying Banach contraction principle to the mapping G, the desired result follows.

Now, we present some examples and numerical results in order to illustrate our
obtained result.

The Matrix Equation: X =
( (

(X1/2 + B1)
−1/2 + B2

)1/3 + B3

)1/2

We consider the problem: Find X ∈ P(n) solution to

X =
( (

(X1/2 + B1)
−1/2 + B2

)1/3 + B3

)1/2

, (1.11)

where Bi ≥ 0, for all i = 1, 2, 3.
Solving (1.11) is equivalent to: Find X1 ∈ P(n) solution to

Xr1
1 = Q1 + (A∗

1F11(X1)A1)
α11 , (1.12)

where r1 = 2, Q1 = B3, A1 = In (the identity matrix), α11 = 1/3 and F11 : P(n) →
P(n) is given by

F11(X) = (X1/2 + B1)
−1/2 + B2.

Proposition 1.2 F11 is a Lipschitzian mapping with k11 ≤ 1/4.

Proof Using the properties of the Thompson metric, for all X,Y ∈ P(n), we have
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d(F11(X), F11(Y )) = d((X1/2 + B1)
−1/2 + B2, (Y

1/2 + B1)
−1/2 + B2)

≤ d((X1/2 + B1)
−1/2, (Y 1/2 + B1)

−1/2)

≤ 1

2
d(X1/2 + B1,Y

1/2 + B1)

≤ 1

2
d(X1/2,Y 1/2) ≤ 1

4
d(X,Y ),

which yields the desired result.

Proposition 1.3 (1.12) is Banach admissible.

Proof We have
|α11|k11

r1
≤

1
3

1
4

2
= 1

24
< 1,

which implies that (1.12) is Banach admissible.

We have the following solvability result for (1.12).

Theorem 1.5 Equation (1.12) has one and only one solution X∗
1 ∈ P(n). For any

X1(0) ∈ P(n), the sequence (X1(k))k≥0 defined by

X1(k + 1) =
( (

(X1(k)
1/2 + B1)

−1/2 + B2
)1/3 + B3

)1/2

, (1.13)

converges to X∗
1 . Moreover, the following estimate:

d(X1(k), X
∗
1) ≤ qk

1

1 − q1
d(X1(1), X1(0))

holds, where q1 = 1/4.

Proof It follows immediately from Propositions 1.2, 1.3 and Theorem 1.4.

Now, we give a numerical example to illustrate our result given by Theorem 1.5.
We consider the 5 × 5 positive matrices B1, B2, and B3 given by

B1 =

⎛
⎜⎜⎜⎜⎝

1.0000 0.5000 0.3333 0.2500 0
0.5000 1.0000 0.6667 0.5000 0
0.3333 0.6667 1.0000 0.7500 0
0.2500 0.5000 0.7500 1.0000 0
0 0 0 0 0

⎞
⎟⎟⎟⎟⎠ , B2 =

⎛
⎜⎜⎜⎜⎝

1.4236 1.3472 1.1875 1.0000 0
1.3472 1.9444 1.8750 1.6250 0
1.1875 1.8750 2.1181 1.9167 0
1.0000 1.6250 1.9167 1.8750 0
0 0 0 0 0

⎞
⎟⎟⎟⎟⎠
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and

B3 =

⎛
⎜⎜⎜⎜⎝

2.7431 3.3507 3.3102 2.9201 0
3.3507 4.6806 4.8391 4.3403 0
3.3102 4.8391 5.2014 4.7396 0
2.9201 4.3403 4.7396 4.3750 0
0 0 0 0 0

⎞
⎟⎟⎟⎟⎠ .

We use the iterative algorithm (1.13) to solve (1.11) for different values of X1(0):

X1(0) = M1 =

⎛
⎜⎜⎜⎜⎝

1 0 0 0 0
0 2 0 0 0
0 0 3 0 0
0 0 0 4 0
0 0 0 0 5

⎞
⎟⎟⎟⎟⎠ , X1(0) = M2 =

⎛
⎜⎜⎜⎜⎝

0.02 0.01 0 0 0
0.01 0.02 0.01 0 0
0 0.01 0.02 0.01 0
0 0 0.01 0.02 0.01
0 0 0 0.01 0.02

⎞
⎟⎟⎟⎟⎠

and

X1(0) = M3 =

⎛
⎜⎜⎜⎜⎝

30 15 10 7.5 6
15 30 20 15 12
10 20 30 22.5 18
7.5 15 22.5 30 24
6 12 18 24 30

⎞
⎟⎟⎟⎟⎠ .

For X1(0) = M1, after nine iterations, we get the unique positive definite solution

X1(9) =

⎛
⎜⎜⎜⎜⎝

1.6819 0.69442 0.61478 0.51591 0
0.69442 1.9552 0.96059 0.84385 0
0.61478 0.96059 2.0567 0.9785 0
0.51591 0.84385 0.9785 1.9227 0
0 0 0 0 1

⎞
⎟⎟⎟⎟⎠ ,

and its residual error is given by

R(X1(9)) =
∥∥∥∥∥X1(9) −

(((
X1(9)

1/2 + B1
)−1/2 + B2

)1/3 + B3

)1/2
∥∥∥∥∥ =6.346 × 10−13.

For X1(0) = M2, after nine iterations, the residual error is

R(X1(9)) = 1.5884 × 10−12.

For X1(0) = M3, after nine iterations, the residual error is

R(X1(9)) = 1.1123 × 10−12.
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Fig. 1.1 Convergence
history for Eq. (1.11)
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The convergence history of the algorithm for different values of X1(0) is given by
Fig. 1.1, where c1 corresponds to X1(0) = M1, c2 corresponds to X1(0) = M2, and
c3 corresponds to X1(0) = M3.

System of Three Nonlinear Matrix Equations

We consider the problem: Find (X1, X2, X3) ∈ (P(n))3 solution to

(S) :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

X1 = In + A∗
1(X

1/3
1 + B1)

1/2A1 + A∗
2(X

1/4
2 + B2)

1/3A2 + A∗
3(X

1/5
3 + B3)

1/4A3,

X2 = In + A∗
1(X

1/5
1 + B1)

1/4A1 + A∗
2(X

1/3
2 + B2)

1/2A2 + A∗
3(X

1/4
3 + B3)

1/3A3,

X3 = In + A∗
1(X

1/4
1 + B1)

1/3A1 + A∗
2(X

1/5
2 + B2)

1/4A2 + A∗
3(X

1/3
3 + B3)

1/2A3,

where Ai are n × n nonsingular matrices.
Solving (S) is equivalent to: Find (X1, X2, X3) ∈ (P(n))3 solution to

Xri
i = Qi +

3∑
j=1

(A∗
j Fi j (X j )A j )

αi j , i = 1, 2, 3, (1.14)

where r1 = r2 = r3 = 1, Q1 = Q2 = Q3 = In and for all i, j ∈ {1, 2, 3}, αi j = 1,

Fi j (X j ) = (X
θi j
j + B j )

γi j , θ = (θi j ) =
⎛
⎝ 1/3 1/4 1/5
1/5 1/3 1/4
1/4 1/5 1/3

⎞
⎠ , γ = (γi j ) =

⎛
⎝ 1/2 1/3 1/4
1/4 1/2 1/3
1/3 1/4 1/2

⎞
⎠ .

Proposition 1.4 For all i, j ∈ {1, 2, 3}, Fi j : P(n) → P(n) is a Lipschitzian map-
ping with ki j ≤ γi jθi j .
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Proof For all X,Y ∈ P(n), since θi j , γi j ∈ (0, 1), we have

d(Fi j (X), Fi j (Y )) = d((X θi j + Bj )
γi j , (Y θi j + Bj )

γi j )

≤ γi j d(X θi j + Bj ,Y
θi j + Bj )

≤ γi j d(X θi j ,Y θi j )

≤ γi jθi j d(X,Y ),

which implies that Fi j is a Lipschitzian mapping with ki j ≤ γi jθi j .

We have the following Banach admissibility property.

Proposition 1.5 System (1.14) is Banach admissible.

Proof We have

max
1≤i≤3

{
max
1≤ j≤3

{|αi j |ki j/ri }
}

= max
1≤i, j≤3

ki j

≤ max
1≤i, j≤3

γi jθi j

= 1/6 < 1,

which implies that (1.14) is Banach admissible.

Next, we deduce the following existence result for System (S).

Theorem 1.6 System (S) has one and only one solution (X∗
1, X

∗
2, X

∗
3) ∈ (P(n))3.

For any (X1(0), X2(0), X3(0)) ∈ (P(n))3, the sequences (Xi (k))k≥0, 1 ≤ i ≤ 3,
defined by

Xi (k + 1) = In +
3∑
j=1

A∗
j Fi j (X j (k))A j , (1.15)

converge respectively to X∗
1, X

∗
2, X

∗
3 . Moreover, the error estimate is given by

max
{
d(X1(k), X

∗
1), d(X2(k), X

∗
2), d(X3(k), X

∗
3)

}

≤ qk
3

1 − q3
max {d(X1(1), X1(0)), d(X2(1), X2(0)), d(X3(1), X3(0))} ,

where q3 = 1/6.

Proof It follows from Propositions 1.4, 1.5 and Theorem 1.4.

Now, we give a numerical example to illustrate our obtained result given by
Theorem 1.6.
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We consider the 3 × 3 positive matrices B1, B2, and B3 given by

B1 =
⎛
⎝ 1. 0.5 0
0.5 1 0
0 0 0

⎞
⎠ , B2 =

⎛
⎝ 1.25 1 0
1 1.25 0
0 0 0

⎞
⎠ and B3 =

⎛
⎝1.75 1.625 0
1.625 1.75 0
0 0 0

⎞
⎠ .

We consider the 3 × 3 nonsingular matrices A1, A2, and A3 given by

A1 =
⎛
⎝ 0.3107 −0.5972 0.7395
0.9505 0.1952 −0.2417
0 −0.7780 −0.6282

⎞
⎠ , A2 =

⎛
⎝ 1.5 −2 0.5

0.5 0 −0.5
−0.5 2 −1.5

⎞
⎠

and

A3 =
⎛
⎝−1 −1 1

1 −1 1
−1 −1 −1

⎞
⎠ .

We use the iterative algorithm(1.15) to solve (S) for different values of (X1(0),
X2(0), X3(0)):

X1(0) = X2(0) = X3(0) = M1 =
⎛
⎝ 1 0 0
0 2 0
0 0 3

⎞
⎠ ,

X1(0) = X2(0) = X3(0) = M2 =
⎛
⎝0.02 0.01 0
0.01 0.02 0.01
0 0.01 0.02

⎞
⎠

and

X1(0) = X2(0) = X3(0) = M3 =
⎛
⎝ 30 15 10
15 30 20
10 20 30

⎞
⎠ .

The error at the iteration k is given by

R(X1(k), X2(k), X3(k)) = max
1≤i≤3

∥∥∥∥∥∥Xi (k) − I3 −
3∑
j=1

A∗
j Fi j (X j (k))A j

∥∥∥∥∥∥ .

For X1(0) = X2(0) = X3(0) = M1, after 15 iterations, we obtain
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Fig. 1.2 Convergence
history for (S)

0 5 10 15

10−10

10−5

100

Iteration

E
rr
or

c1
c2
c3

X1(15) =
⎛
⎝ 10.565 −4.4081 2.7937

−4.4081 16.883 −6.6118
2.7937 −6.6118 9.7152

⎞
⎠ , X2(15) =

⎛
⎝ 11.512 −5.8429 3.1922

−5.8429 19.485 −7.9308
3.1922 −7.9308 10.68

⎞
⎠

and

X3(15) =
⎛
⎝ 11.235 −3.5241 3.2712

−3.5241 17.839 −7.8035
3.2712 −7.8035 11.618

⎞
⎠ .

The residual error is given by

R(X1(15), X2(15), X3(15)) = 4.722 × 10−15.

For X1(0) = X2(0) = X3(0) = M2, after 15 iterations, the residual error is given by

R(X1(15), X2(15), X3(15)) = 4.911 × 10−15.

For X1(0) = X2(0) = X3(0) = M3, after 15 iterations, the residual error is given by

R(X1(15), X2(15), X3(15)) = 8.869 × ×10−15.

The convergence history of the algorithm for different values of X1(0), X2(0), and
X3(0) is given by Fig. 1.2, where c1 corresponds to X1(0) = X2(0) = X3(0) = M1,
c2 corresponds to X1(0) = X2(0) = X3(0) = M2, and c3 corresponds to X1(0) =
X2(0) = X3(0) = M3.
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Chapter 2
On Ran–Reurings Fixed Point Theorem

In order to study the existence of solutions to a certain class of nonlinear matrix
equations, Ran and Reurings [38] established an extension of Banach contraction
principle to metric spaces equipped with a partial order. In this chapter, we present
another proof of Ran–Reurings fixed point theorem using Banach contraction prin-
ciple. Next, we present some applications of this result to the solvability of some
classes of matrix equations.

2.1 Preliminaries

In this section, we present some basic definitions that will be used later.

Definition 2.1 Let X be a nonempty set. Any nonempty subsetR of the product set
X × X is said to be a binary relation on X .

For (x, y) ∈ X×X , the notation xRy means that the pair of points (x, y) belongs
toR.

Let X be a nonempty set and R be a binary relation on X .

Definition 2.2 We say that R is reflexive if

xRx, x ∈ X.

Definition 2.3 We say that R is transitive if

xRy, yRz =⇒ xRz, (x, y, z) ∈ X × X × X.

Definition 2.4 We say that R is antisymmetric if

xRy, yRx =⇒ x = y, (x, y) ∈ X × X.

© Springer Nature Singapore Pte Ltd. 2018
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Definition 2.5 We say thatR :=� is a partial order on X if it is reflexive, antisym-
metric, and transitive. In this case, the pair (X,�) is said to be a partially ordered
set.

Example 2.1 The set of real numbers R equipped with the standard order ≤ is a
partially ordered set.

Example 2.2 Let Y be a nonempty set. Let X = P(Y ) be the set of all the subsets
of Y . Define the binary relation � on X by

A, B ∈ X, A � B ⇐⇒ A ⊆ B.

Then (X,�) is a partially ordered set.

Example 2.3 Let X = R
2. Define the binary relation � on X by

(x, y), (z,w) ∈ X, (x, y) � (z,w) ⇐⇒ x ≤ z, y ≤ w.

Then (X,�) is a partially ordered set.

Example 2.4 Let X = C([a, b];R) be the set of real-valued and continuous func-
tions in [a, b] (a < b). Define the binary relation � on X by

f, g ∈ X, f � g ⇐⇒ f (t) ≤ g(t), t ∈ [a, b].

Then (X,�) is a partially ordered set.

Definition 2.6 Let (X,�) be a partially ordered set, and let T : X → X be a given
mapping.

(i) T is said to be a nondecreasing mapping if

(x, y) ∈ X × X, x � y =⇒ T x � T y.

(ii) T is said to be a decreasing mapping if

(x, y) ∈ X × X, x � y =⇒ T y � T x .

(iii) T is said to be a monotone mapping if it is a decreasing or nondecreasing
mapping.

Definition 2.7 Let (X,�) be a partially ordered set, and let F : X × X → X be a
given mapping. Then F is said to be a mixed monotone mapping if

(x, y), (z,w) ∈ X × X, x � z, y 	 w =⇒ F(x, y) � F(z,w).
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Remark 2.1 Let (X,�) be a partially ordered set, and let F : X × X → X be a
given mapping. We endow the product set Z := X × X with the binary relation �2

defined by

(x, y), (z,w) ∈ Z , (x, y) �2 (z,w) ⇔ x � z, y 	 w.

Then it can be easily checked that (Z ,�2) is a partially ordered set. Moreover, the
following statements are equivalent:

(i) F is a mixed monotone mapping.
(ii) The mapping T : (Z ,�2) → (Z ,�2) defined by

T (x, y) = (F(x, y), F(y, x)), (x, y) ∈ Z

is nondecreasing.

2.2 Ran–Reurings Fixed Point Theorem

In this section, we state and prove Ran–Reurings fixed point theorem [38]. We give
a nonstandard proof of this theorem, based on an application of Banach contraction
principle, which is due to Samet [40].

Theorem 2.1 (Ran–Reurings fixed point) Let (X,�) be a partially ordered set, and
let d be a metric on X such that (X, d) is a complete metric space. Let T : X → X
be a given mapping. We suppose that the following conditions are satisfied:

(i) T is continuous.
(ii) T is nondecreasing.
(iii) There exists x0 ∈ X such that x0 � T x0.
(iv) There exists a constant λ ∈ (0, 1) such that

(x, y) ∈ X × X, x � y =⇒ d(T x, T y) ≤ λd(x, y).

Then the Picard sequence {T nx0} converges to a fixed point of T .

Proof Let us consider the subset ΛT (x0) of X defined by

ΛT (x0) = {T nx0 : n = 0, 1, 2, . . .}.

Let
Z = ΛT (x0)

be the closure of ΛT (x0) with respect to the metric d. Clearly, (Z , d) is a complete
metric space. We claim that
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T (Z ) ⊆ Z .

Let z ∈ Z . From the definition ofZ , there exists a sequence {T nk x0}k that converges
to z with respect to the metric d. The continuity of T yields {T nk+1x0}k converges
to T z with respect to the metric d. Since {T nk+1x0}k ⊆ Z and Z is closed, then
T z ∈ Z , which proves our claim.

Now, let (x, y) be an arbitrary pair of points in Z × Z . From the definition of
Z , there exists a sequence {T nk x0}k that converges to x with respect to the metric
d. Similarly, there exists a sequence {T np x0}p that converges to y with respect to the
metric d. On the other hand, the monotony of T yields

x0 � T x0 � T 2x0 � · · · � T nx0 � T n+1x0 � · · ·

Then T nk x0 and T np x0 are comparable with respect to the partial order � for every
natural numbers p and k. Thus, we have

d(T nk+1x0, T
np+1x0) ≤ λd(T nk x0, T

np x0), for all k, p.

Letting k → ∞ and p → ∞ in the above inequality, using the continuity of T and
the metric d, we obtain

d(T x, T y) ≤ λd(x, y).

As consequence, we have

d(T x, T y) ≤ λd(x, y), (x, y) ∈ Z × Z .

Finally, since x0 ∈ Z , by Banach contraction principle, the Picard sequence {T nx0}
converges to some x∗ ∈ Z , which is the unique fixed point of T in Z . Note that
the uniqueness is obtained just in the subspaceZ of X . So, T has at least one fixed
point in the hole space X . This ends the proof.

Remark 2.2 It is not difficult to observe that Theorem 2.1 holds true if we replace
Assumptions (ii) and (iii) by

(ii)’ T is a decreasing mapping.
(iii)’ There exists x0 ∈ X such that x0 	 T x0.

2.3 An Extension of Ran–Reurings Fixed Point Theorem
to Noncontinuous Mappings

Nieto andRodríguez-López [33] extended Theorem 2.1 to the class of noncontinuous
mappings. Before stating and proving Nieto–Rodríguez-López fixed point theorem,
we need to introduce the following concept.
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Definition 2.8 Let (X, d) be a metric space, and let � be a partial order on X .
We say that (X, d) is �-regular if the following condition is satisfied: If {xn} is a
nondecreasing sequence (with respect to �) in X such that {xn} converges to some
x ∈ X , then xn � x , for all n ∈ N.

Example 2.5 Let X = C([a, b];R) be the set of real-valued and continuous func-
tions in [a, b] (a < b). Define the partial order � on X by

f, g ∈ X, f � g ⇐⇒ f (t) ≤ g(t), t ∈ [a, b].

We endow X with the metric d defined by

d( f, g) = max{| f (t) − g(t)| : t ∈ [a, b]}, ( f, g) ∈ X × X.

Then (X, d) is �-regular.

Theorem 2.2 (Nieto–Rodríguez-López fixed point theorem) Let (X,�) be a par-
tially ordered set, and let d be a metric on X such that (X, d) is a complete metric
space. Let T : X → X be a given mapping. We suppose that the following conditions
are satisfied:

(i) (X, d) is �-regular.
(ii) T is nondecreasing.
(iii) There exists x0 ∈ X such that x0 � T x0.
(iv) There exists a constant λ ∈ (0, 1) such that

(x, y) ∈ X × X, x � y =⇒ d(T x, T y) ≤ λd(x, y).

Then the Picard sequence {T nx0} converges to a fixed point of T .

Proof Using the considered assumptions, we have

T nx0 � T n+1x0, n ∈ N.

Therefore, by (iv), we have

d(T n+1x0, T
nx0) ≤ λnd(x0, T x0), n ∈ N.

Since λ ∈ (0, 1), the Picard sequence {T nx0} is Cauchy in the complete metric
space (X, d). Then there exists some x∗ ∈ X such that {T nx0} converges to x∗. The
�-regularity of (X, d) implies that

T nx0 � x∗, n ∈ N.

Using the above inequality and (iv), we obtain
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d(x∗, T x∗) ≤ d(x∗, T n+1x0) + d(T n+1x0, T x
∗) ≤ d(x∗, T n+1x0) + λd(T nx0, x

∗), n ∈ N.

Passing to the limit as n → ∞, we obtain d(x∗, T x∗) = 0, i.e., x∗ is a fixed point of
T .

As it was proved in [33], under an additional assumption on the partially ordered
set (X,�), the fixed point of T is unique in both Theorems 2.1 and 2.2.

Definition 2.9 Let (X,�) be a partially ordered set. We say that (X,�) satisfies the
property (H) if the following condition is satisfied:

∀ (x, y) ∈ X × X, ∃ z ∈ X : x � z, y � z.

Example 2.6 Let X = C([a, b];R), and consider the partial order � on X defined
by

f, g ∈ X, f � g ⇐⇒ f (t) ≤ g(t), t ∈ [a, b].

Then (X,�) satisfies the property (H).

Theorem 2.3 In addition to the assumptions of Theorem 2.1 (resp. Theorem 2.2)
suppose that (X,�) satisfies the property (H). Then T has a unique fixed point in X.

Proof Suppose that x∗ and y∗ are two fixed points of T , i.e.,

x∗ = T x∗ and y∗ = T y∗.

From the property (H), there exists some z ∈ X such that x∗ � z and y∗ � z. From
the monotony of T , we have

x∗ � T nz, n ∈ N.

Therefore,

d(x∗, T nz) = d(T x∗, T nz) ≤ λd(T x∗, T n−1z) ≤ · · · ≤ λnd(x∗, z),

for all n ∈ N. Passing to the limit as n → ∞, we obtain

lim
n→∞ d(x∗, T nz) = 0.

Using a similar argument, we obtain

lim
n→∞ d(y∗, T nz) = 0.

By the uniqueness of the limit, we deduce that x∗ = y∗.
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2.4 Some Consequences: Fixed Point Results for Mixed
Monotone Mappings

In this section, as consequences of the theorems presented previously, some existence
results for the system of functional equations

{
F(x, y) = x
F(y, x) = y

(2.1)

are presented, where F : X × X → X is a given mapping.

Definition 2.10 Any pair of points (x, y) ∈ X × X satisfying (2.1) is said to be a
coupled fixed point of the mapping F .

The following straightforward result proves the equivalence between the existence
of a coupled fixed points for a given mapping and of fixed points for another related
mapping.

Lemma 2.1 Let X be a nonempty set, and let F : X × X → X be a given mapping.
Then (x, y) ∈ X × X is a coupled fixed point of F if and only if (x, y) ∈ X × X is
a fixed point of the mapping T : X × X → X × X defined by

T (x, y) = (F(x, y), F(y, x)), (x, y) ∈ X × X.

Definition 2.11 Let X be a nonempty set, and let F : X × X → X be a given
mapping. Any element x ∈ X satisfying

x = F(x, x)

is said to be a fixed point of the mapping F .

The coupled fixed point’s concept was introduced by Opoitsev [34, 35] and then
by Guo and Lakshmikantham [19] in connection with coupled quasisolutions of an
initial value problem for ordinary differential equations. Various existence results
of coupled fixed points for different classes of operators were obtained by many
authors. The motivation of such contributions is the usefulness of the coupled fixed
point approach in studying the existence of solutions to nonlinear functional equa-
tions. For more details on coupled fixed point theory, we refer the reader to [6–8,
19–22, 39, 42, 43] and the references therein.

We shall use Ran–Reurings fixed point theorem in order to prove the following
result which is due to Bhaskar and Lakshmikantham [8]. Our proof [41] is different
to the one in [8].

Theorem 2.4 Let (X,�) be a partially ordered set, and let d be a metric on X such
that (X, d) is a complete metric space. Let F : X × X → X be a given mapping.
We suppose that the following conditions are satisfied:



32 2 On Ran–Reurings Fixed Point Theorem

(i) F is continuous.
(ii) F is mixed monotone.
(iii) There exists (x0, y0) ∈ X × X such that x0 � F(x0, y0) and y0 	 F(y0, x0).
(iv) There exists a constant λ ∈ (0, 1) such that

(x, y), (u, v) ∈ X×X, x � u, y 	 v =⇒ d(F(x, y), F(u, v)) ≤ λ

2
[d(x, u)+d(y, v)].

Then the sequences {xn} and {yn} defined by

xn+1 = F(xn, yn), yn+1 = F(yn, xn), n ∈ N

converge respectively to x∗ ∈ X and y∗ ∈ X, where (x∗, y∗) ∈ X × X is a coupled
fixed point of F.

Proof Let Z = X × X . We define the partial order �2 on Z by

(x, y), (z,w) ∈ Z , (x, y) �2 (z,w) ⇔ x � z, y 	 w.

Define the mapping T : Z → Z by

T (x, y) = (F(x, y), F(y, x)), (x, y) ∈ Z .

By Remark 2.1, the mapping T is nondecreasing with respect to the partial order �2

on Z . From (iii), we have z0 �2 T z0, where z0 = (x0, y0) ∈ Z . Next, we endow Z
with the metric d2 defined by

d2((x, y), (z,w)) = d(x, z) + d(y,w), (x, y), (z,w) ∈ Z .

Obviously, (Z , d2) is a complete metric space. Take two elements z1 = (x, y) and
z2 = (u, v) in Z such that z1 �2 z2, i.e.,

x � u and y 	 v.

From (iv), we have

d(F(x, y), F(u, v)) ≤ λ

2
[d(x, u) + d(y, v)]. (2.2)

Similarly, we have

d(F(v, u), F(y, x)) ≤ λ

2
[d(v, y) + d(u, x)]. (2.3)

Adding (2.2) to (2.3), we get
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d(F(x, y), F(u, v)) + d(F(y, x), F(v, u)) ≤ λ[d(x, u) + d(y, v)],

which implies that

d2(T z1, T z2) ≤ λd2(z1, z2), (z1, z2) ∈ Z × Z , z1 �2 z2.

Note that form (i), the mapping T : Z → Z is continuous. Now, using Ran–Reurings
fixed point theorem and Lemma 2.1, we obtain the desired result.

Definition 2.12 Let (X, d) be a metric space, and let � be a partial order on X . We
say that (X, d) is �2-regular if the metric space (Z ,�2) is �2-regular.

Using Theorem 2.2, we deduce the following coupled fixed point result for non-
continuous mappings.

Theorem 2.5 Let (X,�) be a partially ordered set, and let d be a metric on X such
that (X, d) is a complete metric space. Let F : X × X → X be a given mapping.
We suppose that the following conditions are satisfied:

(i) (X, d) is �2-regular.
(ii) F is mixed monotone.
(iii) There exists (x0, y0) ∈ X × X such that x0 � F(x0, y0) and y0 	 F(y0, x0).
(iv) There exists a constant λ ∈ (0, 1) such that

(x, y), (u, v) ∈ X × X, x � u, y 	 v =⇒ d(F(x, y), F(u, v)) ≤ λ

2
[d(x, u) + d(y, v)].

Then the sequences {xn} and {yn} defined by

xn+1 = F(xn, yn), yn+1 = F(yn, xn), n ∈ N

converge respectively to x∗ ∈ X and y∗ ∈ X, where (x∗, y∗) ∈ X × X is a coupled
fixed point of F.

We can introduce a condition similar to property (H) in order to ensure the unique-
ness of a coupled fixed point.

Definition 2.13 Let (X,�) be a partially ordered set. We say that (X,�) satisfies
the property (H2) if the following condition is satisfied:

∀ ((x, y), (u, v)) ∈ Z × Z , ∃ (z,w) ∈ Z : (x, y) �2 (z,w), (u, v) �2 (z,w).

Remark 2.3 Note that the above definition implies that we demand the existence of
lower and upper bounds for any two elements in (X,�).

Using Theorem 2.3, we deduce the following uniqueness result.
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Theorem 2.6 In addition to the assumptions of Theorem 2.4 (resp. Theorem 2.5)
suppose that (X,�) satisfies the property (H2). Then F has a unique coupled fixed
point in X × X.

An immediate consequence of Theorem 2.6 is the following fixed point result.

Theorem 2.7 In addition to the assumptions of Theorem 2.4 (resp. Theorem 2.5)
suppose that (X,�) satisfies the property (H2). Then the sequences {xn} and {yn}
defined by

xn+1 = F(xn, yn), yn+1 = F(yn, xn), n ∈ N

converge to x∗ ∈ X, which is the unique fixed point of F.

Proof From Theorem 2.6, F has a unique coupled fixed point (x∗, y∗) ∈ X × X .
However, (y∗, x∗) is also a coupled fixed point of F . Therefore, by uniqueness, we
have x∗ = y∗.

2.5 Positive Definite Solution to the Matrix Equation
X = Q − A∗X−1A + B∗X−1B

The main reference for this section is the paper [4].
We consider the matrix equation

X = Q − A∗X−1A + B∗X−1B, (2.4)

where Q is an n × n Hermitian positive definite matrix, and A and B are arbitrary
n×n matrices. Equation (2.4) is a special stochastic rational Riccati equation arising
in stochastic control theory, and it can be described below. Some stochastic control
problems lead to computing the positive definite solution of the following stochastic
rational Riccati equation [45]:

C∗XC − X + S + Π1(X)

− (L + C∗X P + Π12(X))(R + P∗X P + Π2(X))+(L + C∗X P + Π12(X))∗ = 0,
(2.5)

where Z+ stands for the Moore–Penrose inverse of a matrix Z and C, P, S, R, and
L are given matrices of size n × n, n × m, n × n,m × m, and n × m, respectively,
such that

T =
(

S L
L∗ R

)

is a Hermitian matrix, and the operator
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Π(X) =
(

Π1(X) Π12(X)

Π12(X)∗ Π2(X)

)

is positive, i.e., X ≥ 0 implies Π(X) ≥ 0. Consider the following case: C is the
identitymatrix, P is an n×n nonsingularmatrix, S is an n×n positive definitematrix,
L is the zero matrix, and Π12(X) = Π2(X) = 0, Π1(X) = (R + P∗X P)−1, where
R + P∗X P is positive definite for all positive semi-definite matrices X . Meanwhile,
the stochastic rational Riccati Equation (2.5) has the form

S + (R + P∗X P)−1 − X P(R + P∗X P)−1P∗X = 0. (2.6)

Set
Y = R + P∗X P, (2.7)

then
P−∗(Y − R) = X P. (2.8)

By Eqs. (2.6)–(2.8), we have

S + Y−1 − P−∗(Y − R)Y−1(Y − R)P−1 = 0,

which implies that

Y + R∗Y−1R − P∗Y−1P = 2R + P∗SP.

Set
Q = 2R + P∗SP, A = R, B = P,

then Eq. (2.6) can be equivalently written as Eq. (2.4). Therefore, Eq. (2.4) is a spe-
cial stochastic rational Riccati equation (2.5). Moreover, some special cases of
Eq. (2.4) are also problems of practical importance, such as the matrix equation
X + M∗X−1M = Q that arises in the control theory, ladder networks, dynamic pro-
gramming, stochastic filtering, statistics, and so on [15, 23, 46]. The matrix equation
X−M∗X−1M = Q arises in the analysis of stationaryGaussian reciprocal processes
over a finite interval [2, 16].

Since 1993, the matrix equations X + M∗X−1M = Q and X − M∗X−1M = Q
have been extensively studied, and the research results mainly concentrated on the
following:

(a) sufficient conditions and necessary conditions for the existence of a (unique)
positive definite solution [14–16, 47];

(b) numerical methods for computing the (unique) positive definite solution [2,
16–18, 27, 31, 32, 46];

(c) properties of the positive definite solution [15, 46]; and
(d) perturbation bound for the positive definite solution [23, 44].
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In addition, other nonlinear matrix equations such as AX2 + BX + C = 0 [1],

Xs ± A∗X−t A = Q [10, 29], X +
m∑
i=1

A∗
i X

−1Ai = I [25, 30], X ± A∗X−q A = Q

[5, 11, 23, 24, 26, 28, 36, 37], X −
m∑
i=1

A∗
i X

δi Ai = Q [12], X + A∗F(X)A = Q

[3, 13] have been investigated by many authors. However, results on the general
nonlinear matrix equation (2.4) are few as far as we know.

In this section, using Bhaskar–Lakshmikantham fixed point theorem, a sufficient
condition for the existence of a unique positive definite solution toEq. (2.4) is derived.
Moreover, an iterative method is constructed to compute the unique Hermitian posi-
tive definite solution, and the error estimation formal is also given. In the end, we use
some numerical examples to illustrate that the proposed iterative method is feasible
to compute the unique positive definite solution to Eq. (2.4).

Throughout this section, we denote by M (N ) and H (N ) the set of N × N
complex and N × N Hermitian matrices, respectively. For A, B ∈ H (N ), A ≥ 0
(A > 0) means that A is positive semi-definite (positive definite). Moreover, A ≥ B
(A > B) means that A − B ≥ 0 (A − B > 0), and X ∈ [A, B] means A ≤ X ≤ B.
A∗ and r(A) denote the complex conjugate transpose and the spectral radius of A,
respectively. We denote by ‖ · ‖ the spectral norm, i.e., ‖A‖ = √

λ+(A∗A), where
λ+(A∗A) is the largest eigenvalue of A∗A. The N ×N identity matrix will be written
as I . We denote by ‖ · ‖tr the trace norm. Recall that this norm is given by

‖A‖tr =
N∑
j=1

σ j (A),

where σ j (A), j = 1, . . . , N are the singular values of A.
The following lemmas will be useful later.

Lemma 2.2 (See [38]) Let A ≥ 0 and B ≥ 0 be N × N matrices, then

0 ≤ tr(AB) ≤ ‖A‖ tr(B).

Lemma 2.3 (See [9]) If 0 < θ ≤ 1, and P and Q are positive definite matrices of
the same order with P, Q ≥ bI > 0, then for every unitarily invariant norm

|||Pθ − Qθ ||| ≤ θbθ−1|||P − Q|||

and
|||P−θ − Q−θ ||| ≤ θb−(θ+1)|||P − Q|||.

Lemma 2.4 (See [9]) Let A ∈ H (N ) satisfying −I < A < I , then ‖A‖ < 1.

Suppose that there exist a > 0, b > 0 (real numbers), such that the following
assumptions are satisfied:
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(1) a−1A∗A + aI ≤ Q ≤ bI
(2) bA∗A − aB∗B ≤ ab(Q − aI )
(3) bB∗B − aA∗A ≤ ab(bI − Q)

(4) 2A∗A < a2 I , 2B∗B < a2 I .

We denote by Ω the set of matrices defined by

Ω = {X ∈ H (N ) : X ≥ aI }.

Our main result is discussed below.

Theorem 2.8 Under the assumptions (1)–(4), we have

(I) Equation (2.4) has a unique solution X ∈ Ω .
(II) X ∈ [Q + b−1B∗B − a−1A∗A, Q + a−1B∗B − b−1A∗A].
(III) The sequences {Xn} and {Yn} defined by

{
X0 = aI
Xn+1 = Q − A∗X−1

n A + B∗Y−1
n B

;
{
Y0 = bI
Yn+1 = Q − A∗Y−1

n A + B∗X−1
n B

converge to X, that is,

lim
n→∞ ‖Xn − X‖tr = lim

n→∞ ‖Yn − X‖tr = 0,

and the error estimation is given by

max
{‖Xn − X̂‖tr, ‖Yn − X̂‖tr

} ≤ δn

1 − δ
max

{‖X1 − X0‖tr, ‖Y1 − Y0‖tr
}
,

where 0 < δ < 1.

Proof For all X,Y ∈ H (N ), let

F(X,Y ) = Q − A∗X−1A + B∗Y−1B.

We claim that F(Ω × Ω) ⊂ Ω . Indeed, let X,Y ∈ Ω , that is, X ≥ aI and Y ≥ aI .
This implies that

Q − A∗X−1A + B∗Y−1B ≥ Q − A∗X−1A ≥ Q − a−1A∗A.

On the other hand, from (1), we have

Q − A∗X−1A ≥ aI.

Thus, we have
F(X,Y ) = Q − A∗X−1A + B∗Y−1B ≥ aI,
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which implies that F(X,Y ) ∈ Ω . Then, our claim holds.
Now, the mapping F : Ω ×Ω → Ω is well defined. Let X,Y,U, V ∈ Ω be such

that X ≥ U and Y ≤ V . We have

‖F(X,Y ) − F(U, V )‖tr = ‖A∗(U−1 − X−1)A + B∗(Y−1 − V−1)B‖tr
≤ ‖A∗(U−1 − X−1)A‖tr + ‖B∗(Y−1 − V−1)B‖tr
= tr

(
A∗(U−1 − X−1)A

) + tr
(
B∗(Y−1 − V−1)B

)
= tr

(
AA∗(U−1 − X−1)

) + tr
(
BB∗(Y−1 − V−1)

)
.

Since U−1 − X−1 ≥ 0 and Y−1 − V−1 ≥ 0, using Lemma 2.2, we get

‖F(X,Y ) − F(U, V )‖tr ≤ ‖AA∗‖tr(U−1 − X−1) + ‖BB∗‖tr(Y−1 − V−1).

On the other hand, since X,Y,U, V ≥ aI , using Lemma 2.3, we have

tr(U−1 − X−1) ≤ a−2tr(X −U )

and
tr(Y−1 − V−1) ≤ a−2tr(V − Y ).

Thus, we get

‖F(X,Y ) − F(U, V )‖tr ≤ ‖AA∗‖
a2

‖X −U‖tr + ‖BB∗‖
a2

‖V − Y‖tr.

This implies that

‖F(X,Y ) − F(U, V )‖tr ≤ δ

2

(‖X −U‖tr + ‖V − Y‖tr
)
,

where

δ = 2

a2
max

{‖AA∗‖, ‖BB∗‖} .

From (4) and Lemma 2.4, we can easily show that 0 ≤ δ < 1. Now, taking X0 = aI
and Y0 = bI , from (2) and (3), we can easily show that X0 ≤ F(X0,Y0) and
Y0 ≥ F(Y0, X0). On the other hand, for every X,Y ∈ H (N ), there is a greatest
lower bound and a least upper bound. Note also that F is a continuousmapping. Now,
(I) and (III) follow immediately from Theorem 2.7. Let X be the unique solution to
Eq. (2.4) in Ω .

To prove (II), we shall use Schauder fixed point theorem. We define the mapping
G : [F(aI, bI ), F(bI, aI )] → Ω by

G(X) = F(X, X), for all X ∈ [F(aI, bI ), F(bI, aI )].
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We claim that

G([F(aI, bI ), F(bI, aI )]) ⊆ [F(aI, bI ), F(bI, aI )].

Let X ∈ [F(aI, bI ), F(bI, aI )], that is,

F(aI, bI ) ≤ X ≤ F(bI, aI ).

Using the mixed monotone property of F , we get

F(F(aI, bI ), F(bI, aI )) ≤ F(X, X) = G(X) ≤ F(F(bI, aI ), F(aI, bI )).
(2.9)

On the other hand, from (2) and (3), we have

aI ≤ F(aI, bI ) and bI ≥ F(bI, aI ).

Again, using the mixed monotone property of F , we get

F(F(bI, aI ), F(aI, bI )) ≤ F(bI, aI ) and F(F(aI, bI ), F(bI, aI )) ≥ F(aI, bI ). (2.10)

From (2.9) and (2.10), it follows that

F(aI, bI ) ≤ G(X) ≤ F(bI, aI ).

Thus, our claim that G([F(aI, bI ), F(bI, aI )]) ⊆ [F(aI, bI ), F(bI, aI )] holds.
Now, G maps the compact convex set [F(aI, bI ), F(bI, aI )] into itself. Since G
is continuous, it follows from Schauder fixed point theorem that G has at least one
fixed point in this set. However, fixed points of G are solutions of Eq. (2.4), and we
proved already that Eq. (2.4) has a unique solution in Ω . Thus, this solution must be
in the set [F(aI, bI ), F(bI, aI )], that is,

X ∈ [Q + b−1B∗B − a−1A∗A, Q + a−1B∗B − b−1A∗A].

Thus, we proved (II). This makes end to the proof.

The following results are immediate consequences of Theorem 2.8.

Theorem 2.9 Consider Eq. (2.4) with Q = I . Suppose that

(1) 0 < a ≤ 1

2
, b ≥ 1 + a

2
; and

(2) A∗A <
a2

2
I , B∗B <

a2

2
I .

Then, (I)–(III) of Theorem 2.8 hold.

Theorem 2.10 ConsiderEq. (2.4)with A and B which are unitarymatrices. Suppose
that
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(1)
√
2 < a < b; and

(2) (a−1 + a)I ≤ Q ≤ (b + b−1 − a−1)I .

Then, (I)–(III) of Theorem 2.8 hold.

Theorem 2.11 Consider Eq. (2.4) with A = 0. Suppose that

(1) a I ≤ Q ≤ bI ;
(2) B∗B ≤ a(bI − Q); and

(3) B∗B <
a2

2
I .

Then, (I)–(III) of Theorem 2.8 hold.

Theorem 2.12 Consider Eq. (2.4) with B = 0. Suppose that

(1) a−1A∗A + aI ≤ Q ≤ bI ;
(2) A∗A ≤ a(Q − aI ); and

(3) A∗A <
a2

2
I .

Then, (I)–(III) of Theorem 2.8 hold.

Now, we present some numerical results in order to illustrate the above theorems.
All programs are written in MATLAB version 7.1.

Example 2.7 In this example, we consider Eq. (2.4) with

Q =
⎛
⎝ 7 −0 1

−0 7 1
1 1 8

⎞
⎠ , A =

⎛
⎝ 2.11 0.01 0.01

−0.05 1.98 −0.18
0.1 0.19 2.38

⎞
⎠ , B =

⎛
⎝ −3.09 0.01 0.01

−0.01 −3.15 −0.09
0.04 0.1 −2.94

⎞
⎠ .

All the hypotheses of Theorem 2.8 are satisfied with a = 5 and b = 14. We consider
the sequences {Xn} and {Yn} defined in item (III) of Theorem 2.8 with X0 = aI and
Y0 = bI . For each iteration k, we consider the errors

R(Xk) = ‖Xk − (Q − A∗X−1
k A + B∗X−1

k B)‖,

R(Yk) = ‖Yk − (Q − A∗Y−1
k A + B∗Y−1

k B)‖

and
Rk = max{R(Xk), R(Yk)}.

After 23 iterations, we get

X ≈ X23 = Y23 =
⎛
⎝ 7.68020112227005 0.02950633669680 0.88917486612500
0.02950633669680 7.79693817383459 0.92560452577454
0.88917486612500 0.92560452577454 8.34452699090856

⎞
⎠

with
R23 = 2.42861287e − 017.
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Example 2.8 In this example, we consider Eq. (2.4) with

Q =
⎛
⎝ 1 0 0
0 1 0
0 0 1

⎞
⎠ , A =

⎛
⎝ 0.3 0.01 0.01

0 0.28 −0.02
0.02 0.03 0.34

⎞
⎠ , B =

⎛
⎝−0.34 0 0

0 −0.34 0
0.01 0.01 −0.32

⎞
⎠ .

All the hypotheses of Theorem 2.9 are satisfied with a = 0.5 and b = 5. After 20
iterations, we get X ≈ X20 = Y20 =
⎛
⎝ 1.02444745949421 −0.003561623099836826 −0.01296282338345968

−0.003561623099836826 1.034823675282171 −0.008218578980308637
−0.01296282338345968 −0.008218578980308639 0.9861513844061653

⎞
⎠

with
R20 = 2.09918957e − 016.

Example 2.9 We consider Eq. (2.4) with

Q =
⎛
⎝ 10 5 3.4

5 10 6.7
3.4 6.7 10

⎞
⎠ , A =

⎛
⎝0.0591 0.0737 0.0328
0.0737 −0.0328 −0.0591
0.0328 −0.0591 0.0737

⎞
⎠ ,

and

B =
⎛
⎝ 0.591 0.737 0.328
0.737 −0.328 −0.591
0.328 −0.591 0.737

⎞
⎠ .

In this case, A and B are unitary matrices. All the hypotheses of Theorem 2.10 are
satisfied with a = 1.514 and b = 101.5. After 7 iterations, we get

X ≈ X7 = Y7 =
⎛
⎝ 10.06412689941009 5.013263723550349 3.345079324929884
5.013263723550349 10.13999944657551 6.719887939894802
3.345079324929884 6.719887939894802 10.29931432720346

⎞
⎠

with
R7 = 1.77635684e − 015.

Example 2.10 We consider Eq. (2.4) with

Q =
⎛
⎝ 100 50 34

50 100 67
34 67 100

⎞
⎠ , A =

⎛
⎝ 0 0 0
0 0 0
0 0 0

⎞
⎠ , B =

⎛
⎝ 1 0.5 0
0.5 1 0
0.5 0.5 1.5

⎞
⎠ .
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All the hypotheses of Theorem 2.11 are satisfied with a = 3.5 and b = 300. After 3
iterations, we get

X ≈ X3 = Y3 =
⎛
⎝ 100.0104629987089 50.00450680062249 34.00435076795997
50.00450680062249 100.0105221759655 66.99538011209222
34.00435076795997 66.99538011209222 100.0407917033456

⎞
⎠

with
R3 = 3.00990733e − 014.

Example 2.11 We consider Eq. (2.4) with

Q =
⎛
⎝ 10 5 3.4

5 10 6.7
3.4 6.7 10

⎞
⎠ , A =

⎛
⎝ 0.5 0.25 0
0.25 0.5 0
0.25 0.25 0.75

⎞
⎠ , B =

⎛
⎝0 0 0
0 0 0
0 0 0

⎞
⎠ .

All the hypotheses of Theorem 2.12 are satisfied with a = 2 and b = 100. After 10
iterations, we get

X ≈ X10 = Y10 =
⎛
⎝ 9.973738915336433 4.988761264228204 3.388819129012571
4.988761264228204 9.973542675753565 6.712061714363009
3.388819129012571 6.712061714363009 9.89541012219485

⎞
⎠

with
R10 = 1.32107728e − 014.
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Chapter 3
The Class of (α,ψ)-Contractions and
Related Fixed Point Theorems

The class of (α, ψ)-contractions was introduced by Samet et al. [26]. In this chapter,
we prove three fixed point theorems for this class of mappings. The presented results
are extensions of those obtained in [26]. Moreover, we show that the class of (α, ψ)-
contractions includes as special cases several types of contraction-type mappings,
whose fixed points can be obtained by means of Picard iteration. As an application,
the existence and uniqueness of solutions to a certain class of quadratic integral
equations is discussed. The main references of this chapter are the papers [24, 26].

3.1 Introduction

In [26], Samet et al. introduced the class of (α, ψ)-contractions and studied the
existence of fixed points for this class of mappings. Let us recall the main results
obtained in [26].

Let Ψ be the set of functions ψ : [0,∞) → [0,∞) satisfying the following
properties:

(P1) ψ is nondecreasing;
(P2)

∑∞
k=0 ψk(t) < ∞, for all t > 0, where ψk is the kth iterate of ψ .

Definition 3.1 Let (X, d) be a metric space and T : X → X be a given mapping.
Let ψ ∈ Ψ and α : X × X → R be a given function. We say that T is an (α, ψ)-
contraction if

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X. (3.1)

Definition 3.2 Let X be a nonempty set, T : X → X be a given mapping and
α : X × X → R. We say that T is α-admissible if

© Springer Nature Singapore Pte Ltd. 2018
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(x, y) ∈ X × X, α(x, y) ≥ 1 =⇒ α(T x, T y) ≥ 1. (3.2)

The obtained results in [26] can be summarized as follows.

Theorem 3.1 Let (X, d) be a complete metric space and T : X → X be a given
mapping. Suppose that there exist α : X × X → R and ψ ∈ Ψ such that

(i) (3.1) is satisfied;
(ii) T is α-admissible;
(iii) There exists x0 ∈ X such that α(x0, T x0) ≥ 1;
(iv) T is continuous; or
(v) For every sequence {xn}n∈N ⊂ X satisfying α(xn, xn+1) ≥ 1 for n ∈ N, if

{xn}n∈N converges to x ∈ X, then α(xn, x) ≥ 1 for n ∈ N.

Then T has a fixed point. Moreover, if in addition we suppose that for every pair
(u, v) ∈ X × X, there exists w ∈ X such that α(u,w) ≥ 1 and α(v,w) ≥ 1, we have
a unique fixed point.

For other related results, we refer the reader to [14–16, 18, 22, 25] and the references
therein.

In [26], it was shown that some fixed point results in a metric space with a partial
order can be deduced from Theorem 3.1. In this chapter, an extension of Theorem
3.1, without condition (3.2), is proposed. Moreover, we show that the presented
results unify the most existing fixed point theorems in the literature, where the fixed
points can be obtained by means of Picard iteration. As an application, we discuss
the existence and uniqueness of solutions to a certain class of quadratic integral
equations.

3.2 Main Results

If T : X → X is a given mapping, we denote by Fix(T ) the set of its fixed points;
that is,

Fix(T ) = {x ∈ X : x = T x}.

The following lemma will be useful later.

Lemma 3.1 ([4]) Let ψ ∈ Ψ . Then

(i) ψ(t) < t , t > 0.
(ii) ψ(0) = 0.
(iii) ψ is continuous at t = 0.

For a given ψ ∈ Ψ , let Σψ be the set defined by

Σψ = {σ ∈ (0,∞) : σψ ∈ Ψ }.
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Proposition 3.1 Let (X, d) be a metric space and T : X → X be a given mapping.
Suppose that there exist α : X × X → R and ψ ∈ Ψ such that T is an (α, ψ)-
contraction. Suppose that there exists σ ∈ Σψ , and for some positive integer p, there
exists a finite sequence {ξi }pi=0 ⊂ X such that

ξ0 = x0, ξp = T x0, α(T nξi , T
nξi+1) ≥ σ−1, n ∈ N, i = 0, . . . , p− 1. (3.3)

Then {T nx0} is a Cauchy sequence in (X, d).

Proof Let ϕ = σψ . By definition of Σψ , we have ϕ ∈ Ψ . Let {ξi }pi=0 be a finite
sequence in X satisfying (3.3). Consider the sequence {xn}n∈N in X defined by xn+1 =
T xn , n ∈ N. We claim that

d(T rξi , T
rξi+1) ≤ ϕr (d(ξi , ξi+1)), r ∈ N, i = 0, . . . , p − 1. (3.4)

Let i ∈ {0, 1, . . . , p − 1}. From (3.3), we have

σ−1d(T ξi , T ξi+1) ≤ α(ξi , ξi+1)d(T ξi , T ξi+1) ≤ ψ(d(ξi , ξi+1)),

which implies that
d(T ξi , T ξi+1) ≤ ϕ(d(ξi , ξi+1)). (3.5)

Again, we have

σ−1d(T 2ξi , T
2ξi+1) ≤ α(T ξi , T ξi+1)d(T (T ξi ), T (T ξi+1)) ≤ ψ(d(T ξi , T ξi+1)),

which implies that
d(T 2ξi , T

2ξi+1) ≤ ϕ(d(T ξi , T ξi+1)). (3.6)

Since ϕ is a nondecreasing function (from property (Ψ1)), from (3.5) and (3.6), we
obtain that

d(T 2ξi , T
2ξi+1) ≤ ϕ2(d(ξi , ξi+1)).

Continuing this process, by induction, we obtain (3.4). Now, using the triangle in-
equality and (3.4), for every n ∈ N, we have

d(xn, xn+1) = d(T nx0, T
n+1x0)

≤ d(T nξ0, T
nξ1) + d(T nξ1, T

nξ2) + · · · + d(T nξp−1, T
nξp)

=
p−1∑

i=0

d(T nξi , T
nξi+1)

≤
p−1∑

i=0

ϕn(d(ξi , ξi+1)).
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Thus, we proved that

d(xn, xn+1) ≤
p−1∑

i=0

ϕn(d(ξi , ξi+1)), n ∈ N,

which implies that for n < m,

d(xn, xm) ≤
m−1∑

j=n

d(x j , x j+1)

≤
m−1∑

j=n

p−1∑

i=0

ϕ j (d(ξi , ξi+1))

=
p−1∑

i=0

m−1∑

j=n

ϕ j (d(ξi , ξi+1)).

On the other hand, from property (P2), we have

p−1∑

i=0

m−1∑

j=n

ϕ j (d(ξi , ξi+1)) → 0 as n,m → ∞.

Thenwe proved that d(xn, xm) → 0 as n,m → ∞; that is, {xn} is a Cauchy sequence
in the metric space (X, d).

The first main theorem is the following fixed point result obtained under the
continuity assumption of the mapping T .

Theorem 3.2 Let (X, d) be a complete metric space and T : X → X be a given
mapping. Suppose that there exist α : X × X → R and ψ ∈ Ψ such that T is an
(α, ψ)-contraction. Suppose also that (3.3) is satisfied. Then {T nx0} converges to
some x∗ ∈ X. Moreover, if T is continuous, then x∗ is a fixed point of T .

Proof From Proposition 3.1, we know that {T nx0} is a Cauchy sequence. Since
(X, d) is a complete metric space, there exists x∗ ∈ X such that

lim
n→∞ d(T nx0, x

∗) = 0.

Since T is continuous, we have

lim
n→∞ d(T n+1x0, T x

∗) = 0.

By the uniqueness of the limit, we obtain x∗ = T x∗.

The next theorem does not require the continuity assumption of T .
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Theorem 3.3 Let (X, d) be a complete metric space and T : X → X be a given
mapping. Suppose that there exist α : X × X → R and ψ ∈ Ψ such that T is an
(α, ψ)-contraction. Suppose also that (3.3) is satisfied. Then {T nx0} converges to
some x∗ ∈ X. Moreover, if there exists a subsequence {T γ (n)x0} of {T nx0} such that

lim
n→∞ α(T γ (n)x0, x

∗) = 
 ∈ (0,∞),

then x∗ is a fixed point of T .

Proof From Proposition 3.1 and the completeness of the metric space (X, d), we
know that {T nx0} converges to some x∗ ∈ X . Suppose now that there exists a
subsequence {T γ (n)x0} of {T nx0} such that

lim
n→∞ α(T γ (n)x0, x

∗) = 
 ∈ (0,∞). (3.7)

Since T is an (α, ψ)-contraction, we have

α(T γ (n)x0, x
∗)d(T γ (n)+1x0, T x

∗) ≤ ψ(d(T γ (n)x0, x
∗)), n ∈ N.

Letting n → ∞ in the above inequality, using (3.7), properties (ii) and (iii) of Lemma
3.1, we obtain


 d(x∗, T x∗) ≤ ψ(0) = 0,

which implies that x∗ is a fixed point of T .

The next theorem gives us a sufficient condition for the uniqueness of the fixed
point.

Theorem 3.4 Let (X, d) be a metric space and T : X → X be a given mapping.
Suppose that there exist α : X × X → R and ψ ∈ Ψ such that T is an (α, ψ)-
contraction. Suppose also that

(i) Fix(T ) 
= ∅;
(ii) For every pair (x, y) ∈ Fix(T ) × Fix(T ) with x 
= y, if α(x, y) < 1, then

there exists η ∈ Σψ and for some positive integer q, there is a finite sequence
{ζi (x, y)}qi=0 ⊂ X such that

ζ0(x, y) = x, ζq(x, y) = y, α(T nζi (x, y), T
nζi+1(x, y)) ≥ η−1,

for n ∈ N and i = 0, . . . , q − 1.

Then T has a unique fixed point.

Proof Let ϕ = ηψ ∈ Ψ . Suppose that u, v ∈ X are two fixed points of T such that
d(u, v) > 0. We consider two cases.

Case 1. If α(u, v) ≥ 1.
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Since T is an (α, ψ)-contraction, we have

d(u, v) ≤ α(u, v)d(Tu, T v) ≤ ψ(d(u, v)).

From property (i) of Lemma 3.1, we have ψ(d(u, v)) < d(u, v), which yields
d(u, v) < d(u, v), leading to a contradiction.

Case 2. If α(u, v) < 1.
By assumption, there exists a finite sequence {ζi (u, v)}qi=0 in X such that

ζ0(u, v) = u, ζq(u, v) = v, α(T nζi (u, v), T nζi+1(u, v)) ≥ η−1,

for n ∈ N and i = 0, . . . , q − 1. As in the proof of Proposition 3.1, we can establish
that

d(Tr ζi (u, v), Tr ζi+1(u, v)) ≤ ϕr (d(ζi (u, v), ζi+1(u, v))), r ∈ N, i = 0, . . . , q − 1.
(3.8)

Using the triangle inequality and (3.8), we have

d(u, v) = d(T nu, T nv)

≤
q−1∑

i=0

d(T nζi (u, v), T nζi+1(u, v))

≤
q−1∑

i=0

ϕn(d(ζi (u, v), ζi+1(u, v))) → 0 as n → ∞

Then u = v, which contradicts the assumption d(u, v) > 0.

3.3 Consequences

In this section, we will show that the most existing fixed point results in the literature,
where the fixed points can be obtained by means of Picard iteration are particular
cases of the main theorems established in the previous section.

3.3.1 The Class of ψ-Contractions

The class of ψ-contractions is defined as follows.

Definition 3.3 Let (X, d) be a metric space. A mapping T : X → X is said to be a
ψ-contraction, if there exists a function ψ ∈ Ψ such that

d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X. (3.9)
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Theorem 3.5 Let (X, d) be a metric space and T : X → X be a given mapping.
Suppose that there exists ψ ∈ Ψ such that T is a ψ-contraction. Then there exists
α : X × X → R such that T is an (α, ψ)-contraction.

Proof Consider the function α : X × X → R defined by

α(x, y) = 1, (x, y) ∈ X × X. (3.10)

Clearly, from (3.9), T is an (α, ψ)-contraction.

Corollary 3.1 ([4, Theorem 2.8]) Let (X, d) be a complete metric space and T :
X → X be a ψ-contraction for some ψ ∈ Ψ . Then T has a unique fixed point.

Proof From (i) Lemma 3.1, we have

d(T x, T y) ≤ d(x, y), (x, y) ∈ X × X,

which implies that T is a continuous mapping. From Theorem 3.5, T is an (α, ψ)-
contraction, where α is defined by (3.10). Clearly, (3.3) is satisfied with p = 1 and
σ = 1. By Theorem 3.2, T has a fixed point. The uniqueness follows immediately
from (3.10) and Theorem 3.4.

Remark 3.1 Note that Banach contraction principle follows immediately from
Corollary 3.1 with ψ(t) = k t , t ≥ 0, k ∈ (0, 1).

3.3.2 The Class of Rational Contractions

3.3.2.1 Dass–Gupta Contraction

Definition 3.4 Let (X, d) be a metric space. A mapping T : X → X is said to be a
Dass–Gupta contraction, if there exist constants λ,μ ≥ 0 with λ + μ < 1 such that

d(T x, T y) ≤ μd(y, T y)
1 + d(x, T x)

1 + d(x, y)
+ λd(x, y), (x, y) ∈ X × X. (3.11)

Theorem 3.6 Let (X, d) be a metric space and T : X → X be a Dass–Gupta
contraction. Then there exist ψ ∈ Ψ and α : X × X → R such that T is an
(α, ψ)-contraction.

Proof From (3.11), for all x, y ∈ X , we have

d(T x, T y) − μd(y, T y)
1 + d(x, T x)

1 + d(x, y)
≤ λd(x, y),

which yields
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(

1 − μ
d(y, T y)(1 + d(x, T x))

(1 + d(x, y))d(T x, T y)

)

d(T x, T y) ≤ λd(x, y), (x, y) ∈ X × X, T x 
= T y.

(3.12)
Consider the functions ψ : [0,∞) → [0,∞) and α : X × X → R defined by

ψ(t) = λ t, t ≥ 0 (3.13)

and

α(x, y) =
{
1 − μ

d(y,T y)(1+d(x,T x))
(1+d(x,y))d(T x,T y) , if T x 
= T y,

0, otherwise.
(3.14)

From (3.12), we have

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X.

Then T is an (α, ψ)-contraction.

Corollary 3.2 (Dass–Gupta [7]) Let (X, d) be a complete metric space and T :
X → X be a given mapping. Suppose that there exist constants λ,μ ≥ 0 with
λ + μ < 1 such that (3.11) is satisfied. Then T has a unique fixed point.

Proof Let x0 be an arbitrary point in X . If for some r ∈ N, T r x0 = T r+1x0, then
T r x0 will be a fixed point of T . So, we can suppose that T r x0 
= T r+1x0, for all
r ∈ N. From (3.14), for all n ∈ N, we have

α(T nx0, T
n+1x0) = 1 − μ

d(T n+1x0, T n+2x0)(1 + d(T nx0, T n+1x0))

(1 + d(T nx0, T n+1x0))d(T n+1x0, T n+2x0)

= 1 − μ > 0.

On the other hand, from (3.13), we have

(1 − μ)−1ψ(t) = λ

1 − μ
t, t ≥ 0.

Since λ + μ < 1, we have (1 − μ)−1ψ ∈ Ψ ; that is, (1 − μ)−1 ∈ Σψ . Then (3.3)
is satisfied with p = 1 and σ = (1 − μ)−1. From the first part of Theorem 3.3,
the sequence {T nx0} converges to some x∗ ∈ X . Without loss of generality, we can
suppose that there exists N ∈ N such that

T n+1x0 
= T x∗, n ≥ N .

Otherwise, x∗ will be a fixed point of T . From (3.14), for all n ≥ N , we have

α(T nx0, x
∗) = 1 − μ

d(x∗, T x∗)(1 + d(T nx0, T n+1x0))

(1 + d(T nx0, x∗))d(T n+1x0, T x∗)
→ 1 − μ as n → ∞.



3.3 Consequences 53

From the second part of Theorem 3.3 (with 
 = 1− μ), we deduce that x∗ is a fixed
point of T . For the uniqueness, observe that for every pair (x, y) ∈ Fix(T )×Fix(T )

with x 
= y, we have α(x, y) = 1. By Theorem 3.4, x∗ is the unique fixed point of T .

3.3.2.2 Jaggi Contraction

Definition 3.5 Let (X, d) be a metric space and T : X → X be a given mapping.
We say that T is a Jaggi contraction, if there exist constants λ,μ ≥ 0 with λ+μ < 1
such that

d(T x, T y) ≤ μ
d(x, T x)d(y, T y)

d(x, y)
+ λd(x, y), (x, y) ∈ X × X, x 
= y. (3.15)

Theorem 3.7 Let (X, d) be a metric space and T : X → X be a given mapping.
Suppose that T is a Jaggi contraction. Then there exist ψ ∈ Ψ and α : X × X → R

such that T is an (α, ψ)-contraction.

Proof From (3.15), for all x, y ∈ X with x 
= y, we have

d(T x, T y) − μ
d(x, T x)d(y, T y)

d(x, y)
≤ λd(x, y),

which yields

(

1 − μ
d(x, T x)d(y, T y)

d(x, y)d(T x, T y)

)

d(T x, T y) ≤ λd(x, y), (x, y) ∈ X × X, T x 
= T y.

(3.16)
Consider the functions ψ : [0,∞) → [0,∞) and α : X × X → R defined by

ψ(t) = λt, t ≥ 0 (3.17)

and

α(x, y) =
{
1 − μ

d(x,T x)d(y,T y)
d(x,y)d(T x,T y) , if T x 
= T y,

0, otherwise.
(3.18)

From (3.16), we have

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X.

Then T is an (α, ψ)-contraction.

Corollary 3.3 (Jaggi [12]) Let (X, d) be a complete metric space and T : X → X
be a continuous mapping. Suppose that there exist constants λ,μ ≥ 0with λ+μ < 1
such that (3.15) is satisfied. Then T has a unique fixed point.
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Proof Let x0 be an arbitrary point in X . without loss of generality, we can suppose
that T r x0 
= T r+1x0, for all r ∈ N. From (3.18), for all n ∈ N, we have

α(T nx0, T
n+1x0) = 1 − μ

d(T nx0, T n+1x0)d(T n+1x0, T n+2x0)

d(T nx0, T n+1x0)d(T n+1x0, T n+2x0)
= 1 − μ > 0.

On the other hand, from (3.17), for all t ≥ 0, we have

(1 − μ)−1ψ(t) = λ

1 − μ
t.

Since λ + μ < 1, we have (1− μ)−1ψ ∈ Ψ ; that is, (1− μ)−1 ∈ Σψ . Then (3.3) is
satisfied with p = 1 and σ = (1 − μ)−1. By the first part of Theorem 3.2, {T nx0}
converges to some x∗ ∈ X . Since T is continuous, by the second part of Theorem
3.2, x∗ is a fixed point of T . Moreover, for every pair (x, y) ∈ Fix(T ) × Fix(T )

with x 
= y, we have α(x, y) = 1. Then by Theorem 3.4, x∗ is the unique fixed
point of T .

3.3.3 The Class of Berinde Mappings

In [3], Berinde introduced the concept of weak contractions and studied the ex-
istence of fixed points for this class of mappings. Moreover, he proved that sev-
eral contraction-type mappings (Kannan contraction [13], Chatterjee contraction [5],
Zamfirescu contraction [29], Hardy–Rogers contraction [10], and many others) are
weakly contraction-type mappings. In this section, we will show that any weak con-
traction is an (α, ψ)-contraction. Moreover, we will show that Berinde fixed point
theorem can be deduced immediately from Theorem 3.3.

Definition 3.6 Let (X, d) be a metric space. A mapping T : X → X is said to be a
weak contraction, if there exist λ ∈ (0, 1) and L ≥ 0 such that

d(T x, T y) ≤ λ d(x, y) + L d(y, T x), (x, y) ∈ X × X. (3.19)

Theorem 3.8 Let (X, d) be a metric space and T : X → X be a given mapping. If
T is a weak contraction, then there exist α : X × X → R and ψ ∈ Ψ such that T is
an (α, ψ)-contraction.

Proof From (3.19), we have

d(T x, T y) − L d(y, T x) ≤ λd(x, y), (x, y) ∈ X × X,

which yields
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(
1 − L

d(y, T x)

d(T x, T y)

)
d(T x, T y) ≤ λd(x, y), (x, y) ∈ X × X, T x 
= T y. (3.20)

Consider the functions ψ : [0,∞) → [0,∞) and α : X × X → R defined by

ψ(t) = λt, t ≥ 0,

and

α(x, y) =
{
1 − L d(y,T x)

d(T x,T y) , if T x 
= T y,

0, otherwise.
(3.21)

From (3.20), we have

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X.

Then T is an (α, ψ)-contraction.

Corollary 3.4 (Berinde [3]) Let (X, d) be a complete metric space and T : X → X
be a given mapping. Suppose that there exist constants λ ∈ (0, 1) and L ≥ 0 such
that (3.19) is satisfied. Then T has a fixed point.

Proof Let x0 be an arbitrary point in X . Without loss of generality, we can suppose
that T r x0 
= T r+1x0, for all r ∈ N. From (3.21), for all n ∈ N, we have

α(T nx0, T
n+1x0) = 1 − L

d(T n+1x0, T n+1x0)

d(T n+1x0, T n+2x0)
= 1.

Then (3.3) holds with σ = 1 and p = 1. From the first part of Theorem 3.3, the
sequence {T nx0} converges to some x∗ ∈ X . Without loss of generality, we can
suppose that there exists some N ∈ N such that

T n+1x0 
= T x∗, n ≥ N .

From (3.21), for all n ≥ N , we have

α(T nx0, x
∗) = 1 − L

d(x∗, T n+1x0)

d(T n+1x0, T x∗)
→ 1 as n → ∞.

By the second part of Theorem 3.3 (with 
 = 1), we deduce that x∗ is a fixed point
of T .

Remark 3.2 Note that in general, we don’t have uniqueness for the fixed points of
Berinde mappings (see [4, Example 2.11]).
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3.3.4 Ćirić Mappings with a Nonunique Fixed Point

Definition 3.7 Let (X, d) be a metric space and T : X → X be a given mapping.
We say that T is a Ćirić mapping, if there exists λ ∈ (0, 1) such that for all x, y ∈ X ,
we have

min{d(T x, T y), d(x, T x), d(y, T y)} − min{d(x, T y), d(y, T x)} ≤ λ d(x, y).
(3.22)

Theorem 3.9 Let (X, d) be a metric space and T : X → X be a given mapping.
Suppose that there exists λ ∈ (0, 1) such that (3.22) is satisfied. Then there exist
α : X × X → R and ψ ∈ Ψ such that T is an (α, ψ)-contraction.

Proof Consider the functions ψ : [0,∞) → [0,∞) and α : X × X → R defined
by

ψ(t) = λt, t ≥ 0 (3.23)

and

α(x, y) =
{
min

{
1, d(x,T x)

d(T x,T y) ,
d(y,T y)
d(T x,T y)

} − min
{ d(x,T y)
d(T x,T y) ,

d(y,T x)
d(T x,T y)

}
, if T x 
= T y,

0, otherwise.
(3.24)

From (3.22), we have

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X, (3.25)

which implies that T is an (α, ψ)-contraction.

Corollary 3.5 (Ćirić [6]) Let (X, d) be a complete metric space and let T : X → X
be a continuous Ćirić mapping. Then T has a fixed point.

Proof Let x0 ∈ X be an arbitrary point. Without loss of generality, we can suppose
that T r x0 
= T r+1x0, for all r ∈ N. From (3.24), for all n ∈ N, we have

α(T nx0, T
n+1x0) = min

{

1,
d(T nx0, T n+1x0)

d(T n+1x0, T n+2x0)
,
d(T n+1x0, T n+2x0)

d(T n+1x0, T n+2x0)

}

− min

{
d(T nx0, T n+2x0)

d(T n+1x0, T n+2x0)
,
d(T n+1x0, T n+1x0)

d(T n+1x0, T n+2x0)

}

= min

{

1,
d(T nx0, T n+1x0)

d(T n+1x0, T n+2x0)

}

.

Suppose that for some n ∈ N, we have

α(T nx0, T
n+1x0) = d(T nx0, T n+1x0)

d(T n+1x0, T n+2x0)
.
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In this case, from (3.23) and (3.25), we have

d(T nx0, T
n+1x0) ≤ λd(T nx0, T

n+1x0).

This implies (from the assumption T r x0 
= T r+1x0, for all r ∈ N) that λ ≥ 1, which
leads to a contradiction. Then

α(T nx0, T
n+1x0) = 1, for all n ∈ N.

Then (3.3) is satisfied with p = 1 and σ = 1. By Theorem 3.3, we deduce that the
sequence {T nx0} converges to a fixed point of T .

Remark 3.3 Note that in general, a Ćirić mapping does not have a unique fixed point
(see [6]).

3.3.5 The Class of Suzuki Mappings

We define Suzuki mappings as follows.

Definition 3.8 Let (X, d) be a metric space. A mapping T : X → X is said to be a
Suzuki mapping, if there exists r ∈ (0, 1) such that

(1 + r)−1d(x, T x) ≤ d(x, y) =⇒ d(T x, T y) ≤ r d(x, y), (x, y) ∈ X × X.

(3.26)

Theorem 3.10 Let (X, d) be a metric space and T : X → X be a given mapping.
Suppose that there exists r ∈ (0, 1) such that (3.26) is satisfied. Then there exist
α : X × X → R and ψ ∈ Ψ such that T is an (α, ψ)-contraction.

Proof Consider the functions ψ : [0,∞) → [0,∞) and α : X × X → R defined
by

ψ(t) = r t, t ≥ 0

and

α(x, y) =
{
1, if (1 + r)−1d(x, T x) ≤ d(x, y),

0, otherwise.
(3.27)

From (3.26), we have

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X.

Then T is an (α, ψ)-contraction.

Corollary 3.6 (Suzuki [27]) Let (X, d) be a complete metric space, and suppose
that T : X → X is a Suzuki mapping. Then T has a unique fixed point.



58 3 The Class of (α, ψ)-Contractions and Related Fixed Point Theorems

Proof Let x0 ∈ X be an arbitrary point. For all n ∈ N, we have

(1 + r)−1d(T nx0, T (T nx0)) ≤ d(T nx0, T
n+1x0), (3.28)

which implies that α(T nx0, T n+1x0) = 1, for all n ∈ N, where α is defined by (3.27).
Then (3.3) is satisfied with p = 1 and σ = 1. From the first part of Theorem 3.3,
the sequence {T nx0} converges to some x∗ ∈ X . From (3.26) and (3.28), we have

d(T (T nx0), T
2(T nx0)) ≤ r d(T nx0, T (T nx0)), for all n ∈ N,

which implies from [28, Lemma 2.1] that there exists a subsequence {γ (n)} of {n}
such that

(1 + r)−1d(T γ (n)x0, T
γ (n)+1x0) ≤ d(T γ (n)x0, x

∗), for all n ∈ N.

From (3.27), we have

α(T γ (n)x0, x
∗) = 1, for all n ∈ N.

By the second part of Theorem 3.3 (with 
 = 1), x∗ is a fixed point of T . On the
other hand, from (3.27), for every pair (x, y) ∈ Fix(T ) × Fix(T ) with x 
= y, we
have α(x, y) = 1. By Theorem 3.4, x∗ is the unique fixed point of T .

3.3.6 The Class of Cyclic Mappings

In [23] (see also [17]), the following notion was introduced.

Definition 3.9 Let (X, d) be ametric space,m be a positive integer, and T : X → X
be an operator. We say that X = ∪m

i=1Xi is a cyclic representation of X with respect
to T if

(i) Xi , i = 1, . . . ,m are nonempty sets;
(ii) T (X1) ⊆ X2, . . . , T (Xm−1) ⊆ Xm, T (Xm) ⊂ X1.

Definition 3.10 Let (X, d) be a metric space, A1, . . . , Am ∈ Pcl(X), Y = ∪m
i=1Ai ,

with m a positive integer, and T : Y → Y be an operator. We say that T is a cyclic
ψ-contraction for some ψ ∈ Ψ , if

(i) ∪m
i=1Ai is a cyclic representation of Y with respect to T ;

(ii) for all i = 1, . . . ,m, we have

d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ Ai × Ai+1,

where Am+1 = A1.
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Here, Pcl(X) denotes the collection of nonempty closed subsets of (X, d).

We have the following result.

Theorem 3.11 Let (X, d) be a metric space, m be a positive integer, A1, . . . , Am ∈
Pcl(X), Y = ∪m

i=1Ai and T : Y → Y be a cyclic ψ-contraction for some ψ ∈ Ψ .
Then there exists a function α : Y × Y → R such that

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ Y × Y. (3.29)

Proof Define the function α : Y × Y → R by

α(x, y) =
{
1, if (x, y) ∈ Ai × Ai+1 for some i = 1, . . . ,m,

0, otherwise.
(3.30)

From (ii) Definition 3.10, we obtain (3.29).

Corollary 3.7 (Păcurar and Rus [20]) Let (X, d) be a complete metric space, m be
a positive integer, A1, . . . , Am ∈ Pcl(X), Y = ∪m

i=1Ai , ψ ∈ Ψ and T : Y → Y be
an operator. Suppose that

(i) ∪m
i=1Ai is a cyclic representation of Y with respect to T ;

(ii) T is a cyclic ψ-contraction.

Then T has a unique fixed point x∗ ∈ ∩m
i=1Ai .

Proof Let x0 ∈ A1 be an arbitrary point. From condition (i) and (3.30), we have

α(T nx0, T
n+1x0) = 1, for all n ∈ N.

Then (3.3) is satisfied with p = 1 and σ = 1. By the first part of Theorem 3.3,
the sequence {T nx0} converges to some x∗ ∈ Y . By (i), the sequence {T nx0} has an
infinite number of terms in each Ai , i = 1, . . . ,m, so from each Ai , i = 1, . . . ,m,
one can extract a subsequence {T γi (n)x0} ⊂ Ai of {T nx0}. Since {Ai }mi=1 ⊂ Pcl(X),
it follows that x∗ ∈ ∩m

i=1Ai . Then by (3.30), for a fixed j = 1 . . . ,m, we have
α(T γ j (n)x0, x∗) = 1, for all n ∈ N. By the second part of Theorem 3.3 (with 
 = 1),
we deduce that x∗ is a fixed point of T . On the other hand, observe that

Fix(T ) × Fix(T ) ⊂ ∩m
i=1Ai × ∩m

i=1Ai ,

which implies from (3.30) that

α(x, y) = 1, for all (x, y) ∈ Fix(T ) × Fix(T ).

By Theorem 3.4, we deduce that x∗ is the unique fixed point of T .
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3.3.7 Edelstein Fixed Point Theorem

Another consequence of the main results presented in this chapter is the following
generalized version of Edelstein fixed point theorem [9].

Corollary 3.8 Let (X, d) be complete and ε-chainable for some ε > 0; i.e., given
x, y ∈ X, there exist a positive integer N and a sequence {xi }Ni=0 ⊂ X such that

x0 = x, xN = y, d(xi , xi+1) < ε, for i = 0, . . . , N − 1. (3.31)

Let T : X → X be a given mapping such that

(x, y) ∈ X × X, d(x, y) < ε =⇒ d(T x, T y) ≤ ψ(d(x, y)), (3.32)

for some ψ ∈ Ψ . Then T has a unique fixed point.

Proof It is clear that from (3.32), the mapping T is continuous. Now, consider the
function α : X × X → R defined by

α(x, y) =
{
1, if d(x, y) < ε,

0, otherwise.
(3.33)

From (3.32), we have

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X.

Let x0 ∈ X . For x = x0 and y = T x0, from (3.31) and (3.33), for some positive
integer p, there exists a finite sequence {ξi }pi=0 ⊂ X such that

x0 = ξ0, ξp = T x0, α(ξi , ξi+1) ≥ 1, for i = 0, . . . , p − 1.

Now, let i ∈ {0, . . . , p − 1} be fixed. From (3.33) and (3.32), we have

α(ξi , ξi+1) ≥ 1 =⇒ d(ξi , ξi+1) < ε

=⇒ d(T ξi , T ξi+1) ≤ ψ(d(ξi , ξi+1)) ≤ d(ξi , ξi+1) < ε

=⇒ α(T ξi , T ξi+1) ≥ 1.

Again,

α(T ξi , T ξi+1) ≥ 1 =⇒ d(T ξi , T ξi+1) < ε

=⇒ d(T 2ξi , T
2ξi+1) ≤ ψ(d(T ξi , T ξi+1)) ≤ d(T ξi , T ξi+1) < ε

=⇒ α(T 2ξi , T
2ξi+1) ≥ 1.

By induction, we obtain
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α(T nξi , T
n+1ξi+1) ≥ 1, for all n ∈ N.

Then (3.3) is satisfiedwithσ = 1. FromTheorem3.2, the sequence {T nx0} converges
to a fixed point of T . Using a similar argument, we can see that condition (ii) of
Theorem 3.4 is satisfied, which implies that T has a unique fixed point.

3.3.8 Fixed Point Theorems in Partially Ordered Sets

In this section, we use the main results of this chapter to establish some fixed point
theorems in a metric space with a partial order. Let (X, d) be a metric space and �
be a partial order on X . Let

� = {(x, y) ∈ X × X : x � y or y � x}.

Corollary 3.9 Let T : X → X be a givenmapping. Suppose that there existsψ ∈ Ψ

such that
d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ �. (3.34)

Suppose also that

(i) T is continuous;
(ii) For some positive integer p, there exists a finite sequence {ξi }pi=0 ⊂ X such that

ξ0 = x0, ξp = T x0, (T nξi , T
nξi+1) ∈ �, n ∈ N, i = 0, . . . , p − 1.

(3.35)

Then {T nx0} converges to a fixed point of T .

Proof Consider the function α : X × X → R defined by

α(x, y) =
{
1, if (x, y) ∈ �,

0, otherwise.
(3.36)

From (3.34), we have

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X.

Then the result follows from Theorem 3.2 with σ = 1.

Corollary 3.10 Let T : X → X be a given mapping. Suppose that

(i) There exists ψ ∈ Ψ such that (3.34) holds;
(ii) Condition (3.35) holds.

Then {T nx0} converges to some x∗ ∈ X. Moreover, if
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(iii) There exist a subsequence {T γ (n)x0} of {T nx0} and N ∈ N such that

(T γ (n)x0, x
∗) ∈ �, n ≥ N ,

then x∗ is a fixed point of T .

Proof We continue to use the same function α defined by (3.36). From the first part
of Theorem 3.3, the sequence {T nx0} converges to some x∗ ∈ X . From (iii) and
(3.36), we have

lim
n→∞ α(T γ (n)x0, x

∗) = 1.

By the second part of Theorem 3.3 (with 
 = 1), we deduce that x∗ is a fixed point
of T .

Corollary 3.11 Let T : X → X be a given mapping. Suppose that

(i) There exists ψ ∈ Ψ such that (3.34) holds;
(ii) Fix(T ) 
= ∅;
(iii) For every pair (x, y) ∈ Fix(T ) × Fix(T ) with x 
= y, if (x, y) /∈ �, there exist

a positive integer q and a finite sequence {ζi (x, y)}qi=0 ⊂ X such that

ζ0(x, y) = x, ζq(x, y) = y, (T nζi (x, y), T
nζi+1(x, y)) ∈ �,

for n ∈ N and i = 0, . . . , q − 1.

Then T has a unique fixed point.

Remark 3.4 The above corollary follows from Theorem 3.4 with η = 1. Observe
that in the above results, it is not supposed that T is monotone or T preserves order,
as it was assumed in many papers (see, e.g., [11, 19, 21]).

3.4 Existence Results for a Class of Nonlinear Quadratic
Integral Equations

Quadratic integral equations are often applicable in the theory of radiative transfer, in
the kinetic theory of gases, in the theory of neutron transport, and in the traffic theory.
The quadratic integral equations can be very often encountered in many applications
(see, e.g., [1, 2, 8]).

Here, we are concerned with the nonlinear quadratic integral equation

x(t) = a(t) + λ

∫ t

0
k1(t, s) f1(s, x(s)) ds

∫ t

0
k2(t, s) f2(s, x(s)) ds, t ∈ [0, T ], T > 0.

(3.37)



3.4 Existence Results for a Class of Nonlinear Quadratic Integral Equations 63

Let X = C([0, T ];RN ) be the set of continuous functions from [0, T ] toRN . We
endow X with the metric

d(x, y) = max
{|x(t) − y(t)| : t ∈ [0, T ]}, (x, y) ∈ X × X.

It is well known that (X, d) is a complete metric space. We consider the norm on X
defined by

‖x‖∞ = max
{|x(t)| : t ∈ [0, T ]}, x ∈ X.

We endow R
N with the partial order

u = (u1, u2, . . . , uN ) ≤RN v = (v1, v2, . . . , vN ) ⇐⇒ ui ≤ vi , i = 1, 2, . . . , N .

We consider the following assumptions:

(i) a : [0, T ] → R
N is continuous;

(ii) fi : [0, T ] × R
N → R

N are continuous;
(iii) For almost all t ∈ [0, T ], we have

| fi (t, u) − fi (t, v)| ≤ L |u − v|, u ≤RN v,

where L > 0 is a constant;
(iv) There exist two functions mi : [0, T ] → R such that mi ∈ L1[0, T ] and

| fi (t, u)| ≤ mi (t), t ∈ [0, T ], u ∈ R
N ;

(v) For all t ∈ [0, T ], we have

u, v ∈ R
N , u ≤RN v =⇒ f (t, u) ≤RN f (t, v);

(vi) ki : [0, T ] × [0, T ] → [0,∞) are continuous,

Ki = max{ki (t, s) : (t, s) ∈ [0, T ] × [0, T ]};

(vii) There exists a constant K > 0 such that

∫ t

0
ki (t, s)mi (s) ds ≤ K , t ∈ [0, T ];

(viii) There exists x0 ∈ X such that

x0(t) ≤RN a(t) + λ

∫ t

0
k1(t, s) f1(s, x0(s)) ds

∫ t

0
k2(t, s) f2(s, x0(s)) ds, t ∈ [0, T ].

We have the following result.
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Theorem 3.12 Suppose conditions (i)–(viii) are satisfied. If

0 < λ < (LKT (K1 + K2))
−1,

then the quadratic integral Eq. (3.37) has a unique solution x∗ ∈ C([0, T ];RN ).

Proof We introduce the mapping T defined by

T x(t) = a(t) + λ

∫ t

0
k1(t, s) f1(s, x(s)) ds

∫ t

0
k2(t, s) f2(s, x(s)) ds, x ∈ X, t ∈ [0, T ].

We consider several steps for the proof.

Step 1. The operator T maps X into itself. Let x ∈ X , let t1, t2 ∈ [0, T ] be such that
t1 < t2. After simple manipulation, we obtain

|T x(t2) − T x(t1)|
≤ |a(t2) − a(t1)| + λK

(∫ t2

0
|k2(t2, s) − k2(t1, s)|m2(s) ds +

∫ t2

t1
k2(t1, s)m2(s) ds

)

× λK
( ∫ t2

0
|k1(t2, s) − k1(t1, s)|m1(s) ds +

∫ t2

t1
k1(t1, s)m1(s) ds

)
.

Using the dominated convergence theorem and assumptions (i)–(viii), we obtain

lim|t2−t1|→0
|T x(t2) − T x(t1)| = 0,

which implies the continuity of T x in [0, T ]. This proves that T : X → X .

Step 2. T is an (α, ψ)-contraction. Let α : X × X → R be the function defined by

α(x, y) =
{
1, if x(t) ≤RN y(t), t ∈ [0, T ],
0, otherwise.

Consider the function ψ : [0,∞) → [0,∞) defined by

ψ(t) = λK LT (K1 + K2) t, t ≥ 0.

It is easy to show that ψ ∈ Ψ . We shall prove that T is an (α, ψ)-contraction; that
is,

α(x, y)d(T x, T y) ≤ ψ(d(x, y)), (x, y) ∈ X × X.

Let x, y ∈ X . If the condition x(t) ≤RN y(t) is not satisfied, then the above inequality
holds immediately. So we can suppose that x(t) ≤RN y(t), for all t ∈ [0, T ]. In this
case, for all t ∈ [0, T ], we have
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|T x(t) − T y(t)|
≤ λ

∫ t

0
k1(t, s)| f1(s, x(s))| ds

∫ t

0
k2(t, s)| f2(s, x(s)) − f2(s, y(s))| ds

+ λ

∫ t

0
k2(t, s)| f2(s, y(s))| ds

∫ t

0
k1(t, s)| f1(s, x(s)) − f1(s, y(s))| ds

≤ λK L
( ∫ t

0
k2(t, s)|x(s) − y(s)| ds +

∫ t

0
k1(t, s)|x(s) − y(s)| ds

)

≤ λK LT (K1 + K2)d(x, y) = ψ(d(x, y)).

Then T is an (α, ψ)-contraction.

Step 3. α(T nx0, T n+1x0) = 1, n ∈ N. From (viii), we have α(x0, T x0) = 1. Then
our claim holds for n = 0. On the other hand, from condition (v), we have

α(x, y) = 1 =⇒ α(T x, T y) = 1, (x, y) ∈ X × X.

Then by induction, we obtain easily our claim.

Step 4. Convergence of the Picard sequence {T nx0}. Using Theorem 3.3, we obtain
the existence of x∗ ∈ X such that the Picard sequence {T nx0} converges to x∗ with
respect to the metric d. Then from the previous step, we obtain

α(T nx0, x
∗) = 1, n ∈ N.

Step 5. Existence of a solution. Now, we can apply Theorem 3.3 to deduce that x∗
is a fixed point of T ; that is, x∗ ∈ X is a solution to the integral Eq. (3.37).

Step 6. Uniqueness of the solution. Let us consider an arbitrary pair (x, y) ∈ X × X
given by

x(t) = (x1(t), x2(t), . . . , xN (t)), y(t) = (y1(t), y2(t), . . . , yN (t)), t ∈ [0, T ].

For every i = 1, 2, . . . , N , let

zi (t) = max{xi (t), yi (t)}, t ∈ [0, T ].

Clearly, we have α(x, z) = α(y, z) = 1. Therefore, the uniqueness follows imme-
diately from Theorem 3.4.
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Chapter 4
Cyclic Contractions: An Improvement
Result

In this chapter, we give an improvement fixed point result for cyclic contractions
by weakening the closure assumption that is usually supposed in the literature. As
applications, we discuss the existence of solutions to certain systems of functional
equations. The main reference of this chapter is the paper [4].

4.1 Introduction

In [6], Kirk et al. proved the following result.

Theorem 4.1 Let (X, d) be a complete metric space and (Ai )
p
i=1 be a finite number

of nonempty closed subsets of X. Let T : ⋃p
i=1 Ai → ⋃p

i=1 Ai be a given mapping.
Suppose that the following conditions are satisfied:

(i) T Ai ⊆ Ai+1, for i = 1, 2, . . . , p, with Ap+1 = A1.
(ii) The mapping T satisfies a cyclic contraction; i.e., there exists some constant

k ∈ (0, 1) such that

d(T x, T y) ≤ kd(x, y), (x, y) ∈ Ai × Ai+1, i = 1, 2, . . . , p.

Then

(I)
⋂p

i=1 Ai is nonempty.
(II) T has a unique fixed point in

⋂p
i=1 Ai .

Observe that Banach contraction principle follows immediately fromTheorem4.1
by taking Ai = X , for every i = 1, 2, . . . , p. Observe also that (II) is an immediate
consequence of (I) and Banach contraction principle. More precisely, if

⋂p
i=1 Ai is

nonempty, from (i), we have T
(⋂p

i=1 Ai
) ⊆ ⋂p

i=1 Ai . Moreover, from (ii), we have

d(T x, T y) ≤ kd(x, y), (x, y) ∈
p⋂

i=1

Ai ×
p⋂

i=1

Ai .
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Since Ai is closed for every i = 1, 2, . . . , p, and (X, d) is complete, then
(⋂p

i=1 Ai , d
)

is a complete metric space. Therefore, applying Banach contraction principle to the
mapping T : ⋂p

i=1 Ai → ⋂p
i=1 Ai , (II) follows.

In this chapter, we address the following question: Is it possible to obtain (I) and
(II) of Theorem4.1 without supposing that Ai is closed for every i = 1, 2, . . . , p?
Observe that in this case, if

⋂p
i=1 Ai is nonempty, we cannot obtain (II) via Banach

contraction principle applied to themapping T : ⋂p
i=1 Ai → ⋂p

i=1 Ai , since
⋂p

i=1 Ai

is not necessarily complete.Weobtain an affirmative answer to the addressed question
by supposing only that A1 is closed. Moreover, we consider mappings satisfying a ϕ-
contraction,which is a contraction involving a (c)-comparison functionϕ : [0,∞) →
[0,∞). An example is provided to illustrate the obtained result. As applications, we
give existence results to certain systems of functional equations.

Recall that a functions ϕ : [0,∞) → [0,∞) is said to be a (c)-comparison func-
tion if it satisfies the following conditions:

(ϕ1) ϕ is a nondecreasing function.
(ϕ2) There exists k0 = 1, 2, . . . and λ ∈ (0, 1) such that

ϕk+1(t) ≤ λϕk(t) + vk, k = k0, k0 + 1, . . . ,

for all t > 0, where
∑∞

k=0 vk is a convergent series of nonnegative terms. Here,
ϕn denotes the nth iterate of ϕ.

We have the following properties (see [8]).

Lemma 4.1 Let ϕ : [0,∞) → [0,∞) be a (c)-comparison function. Then

(i) ϕ(t) < t , t > 0.
(ii) ϕ is continuous at 0.
(iii) ϕ(0) = 0.

(iv)
∞∑

n=0

ϕn(t) < ∞, t > 0.

In [8], the authors extended Theorem4.1 to the class of cyclic ϕ-contractions,
where ϕ : [0,∞) → [0,∞) is a (c)-comparison function. Moreover, they provided
error estimates for approximating the fixed point. The obtained result in [8] is the
following.

Theorem 4.2 Let (X, d) be a complete metric space and (Ai )
p
i=1 be a finite number

of nonempty closed subsets of X. Let T : ⋃p
i=1 Ai → ⋃p

i=1 Ai be a given mapping.
Suppose that the following conditions are satisfied:

(i) T Ai ⊆ Ai+1, for i = 1, 2, . . . , p, with Ap+1 = A1.
(ii) Themapping T satisfies a cyclicϕ-contraction; i.e., there exists a (c)-comparison

function ϕ : [0,∞) → [0,∞) such that

d(T x, T y) ≤ ϕ(d(x, y)), (x, y) ∈ Ai × Ai+1, i = 1, 2, . . . , p.



4.1 Introduction 69

Then

(I) T has a unique fixed point x∗ ∈ ⋂p
i=1 Ai . For any x0 ∈ ⋃p

i=1 Ai , the Picard
sequence {T nx0} converges to x∗.

(II) The following estimates hold:

d(T nx0, x
∗) ≤ s

(
ϕn(d(x0, T x0))

)
, n = 1, 2, . . . ,

d(T nx0, x
∗) ≤ s

(
ϕ(d(T nx0, T

n+1x0))
)
, n = 1, 2, . . . .

(III) For any x ∈ ⋃p
i=1 Ai ,

d(x, x∗) ≤ s(d(x, T x)),

where s(t) =
∞∑

k=0

ϕk(t), t ≥ 0.

In this chapter,we shall prove that the results of Theorem4.2 hold true by assuming
only that A1 is closed. We present also an example where our result can be used;
however, Theorem4.2 cannot be applied.

Remark 4.1 Theorem4.2 is a cyclical-type generalization of the following ordinary
fixed point theorem.

Theorem 4.3 Let (X, d) be a complete metric space and T : X → X be a given
mapping. Suppose that there exists a (c)-comparison function ϕ : [0,∞) → [0,∞)

such that
d(T x, T y) ≤ ϕ(d(x, y)), (x, y) ∈ X × X.

Then

(I) T has a unique fixed point x∗ ∈ X. For any x0 ∈ X, the Picard sequence {T nx0}
converges to x∗.

(II) The following estimates hold:

d(T nx0, x
∗) ≤ s

(
ϕn(d(x0, T x0))

)
, n = 1, 2, . . . ,

d(T nx0, x
∗) ≤ s

(
d(T nx0, T

n+1x0)
)
, n = 1, 2, . . . .

(III) For any x ∈ X,
d(x, x∗) ≤ s(d(x, T x)).

Note that in [11], the author claimed that Theorems4.2 and 4.3 are equivalent. In fact,
he claimed that by applying Theorem4.3 to the mapping T : ⋂p

i=1 Ai → ⋂p
i=1 Ai ,

we retrieve the results in Theorem4.2. Obviously, such claim is not true. At first,
in Theorem4.2(I), for any x0 ∈ ⋃p

i=1 Ai , the Picard sequence {T nx0} converges to
the fixed point of T . However, by applying Theorem4.3 with X = ⋂p

i=1 Ai , the
convergence holds only for x0 ∈ ⋂p

i=1 Ai . The same remark holds for the estimates
given by (II) and (III) in Theorem4.2.
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For other results related to cyclic and generalized cyclic contractions, we refer
the reader to [1–3, 5, 7, 9, 10, 12] and the references therein.

4.2 Main Result

We deal with the following problem: Find x ∈ X such that

{
T x = x,
x ∈ ⋂p

i=1 Ai ,
(4.1)

where (X, d) is a complete metric space, A1 is a nonempty closed subset of X , Ai ,
i = 2, 3, . . . , p are arbitrary nonempty subsets of X (nonnecessarily closed), and
T : X → X is a mapping satisfying a cyclic ϕ-contraction.

We have the following result.

Theorem 4.4 Let (X, d) be a complete metric space. Let (Ai )
p
i=1 be a finite number

of nonempty subsets of X. Let T : X → X be a given mapping. Suppose that the
following conditions are satisfied:

(i) A1 is closed.
(ii) T Ai ⊆ Ai+1 for all i = 1, 2, . . . , p with Ap+1 = A1.
(iii) There exists a (c)-comparison function ϕ : [0,∞) → [0,∞) such that

d(T x, T y) ≤ ϕ(d(x, y)), (x, y) ∈ Ai × Ai+1, i = 1, 2, . . . , p.

Then

(I) For any x0 ∈ ⋃p
i=1 Ai , the Picard sequence {T nx0} converges to x∗ ∈ X, the

unique solution to (4.1).
(II) The following estimates hold:

d(T nx0, x
∗) ≤ s

(
ϕn(d(x0, T x0))

)
, n ∈ N,

d(T nx0, x
∗) ≤ s

(
d(T nx0, T

n+1x0)
)
, n ∈ N.

(III) For any x ∈ ⋃p
i=1 Ai , we have

d(x, x∗) ≤ s(d(x, T x)).

Proof Let x0 ∈ ⋃p
i=1 Ai be an arbitrary point. Without restriction of the generality,

we may assume that x0 ∈ A1. Let {xn} ⊂ X be the Picard sequence defined by

xn = T nx0, n ∈ N.
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We argue exactly as in the proof of Theorem 4.2 in [8] to obtain that

d(xn, xn+m) ≤
∞∑

i=n

ϕi (d(x0, x1)),

for any (n,m) ∈ N × N\{0}. From Lemma4.1, the series
∑∞

i=0 ϕi (d(x0, x1)) is con-
vergent, which implies that

∞∑

i=n

ϕi (d(x0, x1)) → 0 as n → ∞.

As consequence, {xn} is a Cauchy sequence in (X, d). Since (X, d) is a complete
metric space, there exists some x∗ ∈ X such that

lim
n→∞ d(xn, x

∗) = 0. (4.2)

On the other hand, from (ii), we obtain

xsp+r−1 ∈ Ar , r ∈ {1, 2, . . . , p}, s ∈ N. (4.3)

Using (4.3), we obtain
{xnp} ⊂ A1.

Since A1 is closed, it follows from (4.2) that

x∗ ∈ A1. (4.4)

Again, from (4.3), we know that

{
xnp+1

} ⊂ A2. (4.5)

Now, (4.4) and (4.5) yield

(x∗, xnp+1) ∈ A1 × A2, n ∈ N.

Then by (iii), we obtain

d(T x∗, xnp+2) = d(T x∗, T xnp+1) ≤ ϕ(d(x∗, xnp+1)), n ∈ N.

Note that from Lemma4.1, we know that

lim
t→0+

ϕ(t) = 0.
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Using this fact, and passing to the limit as n → ∞ in the above inequality, we obtain

lim
n→∞ d(xnp+2, T x

∗) = 0. (4.6)

Now, it follows immediately from (4.2), (4.6) and the uniqueness of the limit that

x∗ = T x∗. (4.7)

Next, from (ii) and (4.7), we obtain

x∗ ∈
p⋂

i=1

Ai . (4.8)

Then from (4.7) and (4.8), we deduce that x∗ ∈ X is a solution to (4.1). In order to
prove the uniqueness of solutions to (4.1), suppose that y∗ ∈ X is a solution to (4.1)
with d(x∗, y∗) > 0. Using (iii), we get

d(x∗, y∗) = d(T x∗, T y∗) ≤ ϕ(d(x∗, y∗)).

Since d(x∗, y∗) > 0, using Lemma4.1, we have

ϕ(d(x∗, y∗)) < d(x∗, y∗).

Then
d(x∗, y∗) < d(x∗, y∗),

which is a contradiction. As consequence, d(x∗, y∗) = 0, i.e., x∗ = y∗. This proves
that x∗ ∈ X is the unique solution to (4.1). Therefore, (I) is proved. The estimates
given by (II) and (III) follow using exactly the same arguments as in the proof of
Theorem4.2 in [8].

Using the same argument as that used in the proof of Theorem4.4, we obtain the
following result.

Theorem 4.5 Let (X, d) be a complete metric space. Let (Ai )
p
i=1 be a finite number

of nonempty subsets of X. Let T : ⋃p
i=1 Ai → ⋃p

i=1 Ai be a given mapping. Suppose
that the following conditions are satisfied:

(i) A1 is closed.
(ii) T Ai ⊆ Ai+1 for all i = 1, 2, . . . , p with Ap+1 = A1.
(iii) There exists a (c)-comparison function ϕ : [0,∞) → [0,∞) such that

d(T x, T y) ≤ ϕ(d(x, y)), (x, y) ∈ Ai × Ai+1, i = 1, 2, . . . , p.
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Then

(I) T has a unique fixed point x∗ ∈ ⋂p
i=1 Ai . For any x0 ∈ ⋃p

i=1 Ai , the Picard
sequence {T nx0} converges to x∗.

(II) The following estimates hold:

d(T nx0, x
∗) ≤ s

(
ϕn(d(x0, T x0))

)
, n ∈ N,

d(T nx0, x
∗) ≤ s

(
ϕ(d(T nx0, T

n+1x0))
)
, n ∈ N.

(III) For any x ∈ ⋃p
i=1 Ai ,

d(x, x∗) ≤ s(d(x, T x)),

where s(t) = ∑∞
k=0 ϕk(t), t ≥ 0.

The following simple example shows that Theorem4.5 is more general than The-
orem4.2.

Example 4.1 Let X = R. The set X is equipped with the standard metric

d(x, y) = |x − y|, (x, y) ∈ X × X. (4.9)

Then (X, d) is a complete metric space. Let us consider the two subsets A1 = [0, 2]
and A2 = (1,∞). Define the mapping T : A1 ∪ A2 = [0,∞) → A1 ∪ A2 by

T x = 2, x ∈ A1 ∪ A2.

Clearly, we have

T A1 = {2} ⊂ A2 and T A2 = {2} ⊂ A1.

Moreover, for any (c)-comparison function ϕ : [0,∞) → [0,∞), we have

d(T x, T y) ≤ ϕ(d(x, y)), (x, y) ∈ A1 × A2.

Therefore, by Theorem4.5, T has a unique fixed point x∗ ∈ A1 ∩ A2 = (1, 2]. In
this case, we have x∗ = 2. Observe that Theorem4.2 cannot be applied in this case
since A2 = (1,∞) is an open subset of X .

Note that under the assumptions of Theorem4.4, the mapping T : X → X has at
least one fixed point in X , which means that a fixed point of T in X is not necessarily
unique. But from result (I), the mapping T has a unique fixed point in

⋂p
i=1 Ai . The

following simple example illustrates this fact.

Example 4.2 Let X = R and d be the metric on X given by (4.9). Let T : X → X
be the mapping defined by
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T x =
{−1 if x < 0,
2 if x ≥ 0.

Let A1 = [0, 2] and A2 = (1,∞). Observe that

T A1 = {2} ⊂ A2 and T A2 = {2} ⊂ A1.

Moreover, for all (x, y) ∈ A1 × A2, we have

d(T x, T y) = d(2, 2) = 0 ≤ ϕ(d(x, y)),

for any (c)-comparison function ϕ : [0,∞) → [0,∞). Then all the required condi-
tions of Theorem4.4 are satisfied. In this case, we observe that x∗ = 2 is the unique
solution to (4.1) with p = 2. However, themapping T has two fixed points in X = R,
x∗ = 2, and y∗ = −1.

4.3 Applications

Motivated by the suggestion of Kirk et al. [6] “Of course it would even be nicer to
have applications,” we present in this section some possible applications of the main
result of this chapter.

Let (X, d) be a complete metric space, T : X → X be a given mapping, and
α : X → R be a given function. We are concerned with the study of the existence of
solutions to the following problem: Find x ∈ X such that

{
T x = x,
α(x) = 0.

(4.10)

We have the following result.

Theorem 4.6 Suppose that the following conditions are satisfied:

(i) α is lower semi-continuous.
(ii) There exists some x0 ∈ X such that α(x0) ≤ 0.
(iii) For every x ∈ X, we have

α(x)α(T x) ≤ 0.

(iv) There exists a (c)-comparison function ϕ : [0,∞) → [0,∞) such that

α(x)α(y) ≤ 0 =⇒ d(T x, T y) ≤ ϕ(d(x, y)).

Then (4.10) has a unique solution.
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Proof Set
A1 = {x ∈ X : α(x) ≤ 0}

and
A2 = {x ∈ X : α(x) ≥ 0}.

From (ii), the set A1 is nonempty (since x0 ∈ A1). From (iii), we have T A1 ⊆ A2 and
T A2 ⊆ A1. Moreover, since α is lower semi-continuous, then A1 is a closed subset
of X . Now, from (iv), for every pair of elements (x, y) ∈ A1 × A2, we have

d(T x, T y) ≤ ϕ(d(x, y)).

Applying Theorem4.4, we obtain the existence of a unique solution to (4.10).

Remark 4.2 The result of Theorem4.6 is still valid if we replace condition (i) by
(i’) α is upper semi-continuous. In this case, we set

A1 = {x ∈ X : α(x) ≥ 0}

and
A2 = {x ∈ X : α(x) ≤ 0}.

Since α is upper semi-continuous, then A1 is a closed subset of X .

Next, we consider the problem: Find x ∈ X such that

⎧
⎨

⎩

T x = x,
α(x) = 0,
β(x) = 0,

(4.11)

where α, β : X → R are given functions.

Theorem 4.7 Suppose that the following conditions are satisfied:

(i) α and β are lower semi-continuous.
(ii) There exists some x0 ∈ X such that α(x0) ≤ 0 and β(x0) ≤ 0.
(iii) For every x ∈ X, we have

α(x) ≤ 0, β(x) ≤ 0 =⇒ α(T x) ≥ 0, β(T x) ≥ 0.

(iv) For every x ∈ X, we have

α(x) ≥ 0, β(x) ≥ 0 =⇒ α(T x) ≤ 0, β(T x) ≤ 0.

(v) There exists a (c)-comparison function ϕ : [0,∞) → [0,∞) such that

α(x) ≤ 0, β(x) ≤ 0, α(y) ≥ 0, β(y) ≥ 0 =⇒ d(T x, T y) ≤ ϕ(d(x, y)).
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Then (4.11) has a unique solution.

Proof We argue as in the proof of Theorem4.6 by considering the sets

A1 = {x ∈ X : α(x) ≤ 0, β(x) ≤ 0}

and
A2 = {x ∈ X : α(x) ≥ 0, β(x) ≥ 0}.

Remark 4.3 The result of Theorem4.7 is still valid if we replace condition (i) by
(i’) α and β are upper semi-continuous.

Theorem 4.8 Suppose that the following conditions are satisfied:

(i) α is lower semi-continuous and β is upper semi-continuous.
(ii) There exists some x0 ∈ X such that α(x0) ≤ 0 and β(x0) ≥ 0.
(iii) For every x ∈ X, we have

α(x) ≤ 0, β(x) ≥ 0 =⇒ α(T x) ≥ 0, β(T x) ≤ 0.

(iv) For every x ∈ X, we have

α(x) ≥ 0, β(x) ≤ 0 =⇒ α(T x) ≤ 0, β(T x) ≥ 0.

(v) There exists a (c)-comparison function ϕ : [0,∞) → [0,∞) such that

α(x) ≤ 0, β(x) ≥ 0, α(y) ≥ 0, β(y) ≤ 0 =⇒ d(T x, T y) ≤ ϕ(d(x, y)).

Then (4.11) has a unique solution.

Proof We argue as in the proof of Theorem4.6 by considering the sets

A1 = {x ∈ X : α(x) ≤ 0, β(x) ≥ 0}

and
s A2 = {x ∈ X : α(x) ≥ 0, β(x) ≤ 0}.

Note that since α is lower semi-continuous and β is upper semi-continuous, then A1

is a closed subset of X .

We end this chapter with the following example.

Example 4.3 Let X = [−1, 1] be the set endowed with the standard metric

d(x, y) = |x − y|, (x, y) ∈ X × X.
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Let us consider the function α : X → R defined by

α(x) =
⎧
⎨

⎩

−3 if x = −1,

x(x2 + 1) if x ∈ (−1, 1].

Clearly, α is a lower semi-continuous function, since

α(−1) = −3 ≤ lim inf
x→−1

α(x) = −2.

Let us consider the mapping T : X → X defined by

T x = − x

3
, x ∈ X.

For x0 = −1, we have α(x0) = −3 < 0.
For x = −1, we have

α(x)α(T x) = α(−1)α(T (−1)) = −
(
1

9
+ 1

)

< 0.

For x ∈ (−1, 1], we have

α(x)α(T x) = − x2

3
(x2 + 1)

(
x2

9
+ 1

)

≤ 0.

Moreover, for all (x, y) ∈ X × X , we have

d(T x, T y) ≤ ϕ(d(x, y)),

where ϕ(t) = t
3 , t ≥ 0. Therefore, all the assumptions of Theorem4.6 are satisfied.

Then there is a unique x∗ ∈ X such that

{
T x∗ = x∗,
ϕ(x∗) = 0.

Obviously, in this example, we have x∗ = 0.
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Chapter 5
The Class of JS-Contractions in
Branciari Metric Spaces

Banach contraction principle has been generalized in many ways over the years. In
some generalizations, the contraction is weakened; see [3, 6, 12, 16, 20, 21, 24, 30]
and others. In other generalizations, the topology is weakened; see [1, 4, 5, 8, 9,
11, 13, 14, 22, 23, 27–29] and others. In [18], Nadler extended Banach fixed point
theorem from single-valued maps to set-valued maps. Other fixed point results for
set-valued maps can be found in [2, 7, 15, 17, 19] and references therein. In 2000,
Branciari [4] introduced the concept of generalized metric spaces, where the triangle
inequality is replaced by the inequality d(x, y) ≤ d(x, u)+ d(u, v)+ d(v, y) for all
pairwise distinct points x, y, u, v ∈ X . Various fixed point results were established
on such spaces; see, for example [1, 8, 13, 14, 22, 23, 28] and references therein. In
this chapter, we present a recent generalization of Banach contraction principle on
the setting of Branciari metric spaces, which is due to Jleli and Samet [10].

5.1 Main Results

We denote by Θ the set of functions θ : (0,∞) → (1,∞) satisfying the following
conditions:
(Θ1) θ is nondecreasing;
(Θ2) For each sequence {tn} ⊂ (0,∞), we have

lim
n→∞ θ(tn) = 1 ⇐⇒ lim

n→∞ tn = 0+;

(Θ3) There exist r ∈ (0, 1) and � ∈ (0,∞] such that limt→0+ θ(t)−1
tr = �.

Before stating and proving the main result of this chapter, we recall the following
definitions introduced in [4].
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Definition 5.1 Let X be a nonempty set and d : X × X → [0,∞) be a mapping
such that for all x, y ∈ X and for all distinct points u, v ∈ X , each of them different
from x and y, one has
(i) d(x, y) = 0 ⇐⇒ x = y;
(ii) d(x, y) = d(y, x);
(iii) d(x, y) ≤ d(x, u) + d(u, v) + d(v, y).
Then (X, d) is called a generalized metric space (or for short g.m.s).

Definition 5.2 Let (X, d) be a g.m.s, {xn} be a sequence in X and x ∈ X . We say
that {xn} is convergent to x if and only if d(xn, x) → 0 as n → ∞. We denote this
by xn → x .

Definition 5.3 Let (X, d) be a g.m.s and {xn} be a sequence in X . We say that {xn}
is Cauchy if and only if d(xn, xm) → 0 as n,m → ∞.

Definition 5.4 Let (X, d) be a g.m.s. We say that (X, d) is complete if and only if
every Cauchy sequence in X converges to some element in X .

The following result was established in [10] (Lemma 1.10) (see also Kirk and
Shahzad [13]).

Lemma 5.1 Let (X, d) be a g.m.s, {xn} be a Cauchy sequence in (X, d), and x, y ∈
X. Suppose that there exist a positive integer N such that

(i) xn 	= xm, for all n,m > N;
(ii) xn and x are distinct points in X, for all n > N;
(iii) xn and y are distinct points in X, for all n > N;
(iv) lim

n→∞ d(xn, x) = lim
n→∞ d(xn, y).

Then we have x = y.

For more results on the topological properties of g.m.s, we refer to Suzuki [25].
The main result of this chapter is giving by the following theorem.

Theorem 5.1 Let (X, d) be a complete g.m.s and T : X → X be a given map.
Suppose that there exist θ ∈ Θ and k ∈ (0, 1) such that

(x, y) ∈ X × X, d(T x, T y) 	= 0 =⇒ θ(d(T x, T y)) ≤ [θ(d(x, y)]k . (5.1)

Then T has a unique fixed point.

Proof Let x ∈ X be an arbitrary point in X . If for some p ∈ N, we have T px =
T p+1x , then T px will be a fixed point of T . So, without restriction of the generality,
we can suppose that d(T nx, T n+1x) > 0 for all n ∈ N. Now, from (5.1), for all
n ∈ N, we have

θ(d(T nx, T n+1x)) ≤ [θ(d(T n−1x, T nx))]k ≤ · · · ≤ [θ(d(x, T x))]kn .
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Thus, we have

1 ≤ θ(d(T nx, T n+1x)) ≤ [θ(d(x, T x))]kn , for all n ∈ N. (5.2)

Letting n → ∞ in (5.2), we obtain

θ(d(T nx, T n+1x)) → 1 as n → ∞,

which implies from (Θ2) that

lim
n→∞ d(T nx, T n+1x) = 0. (5.3)

From (Θ3), there exist r ∈ (0, 1) and � ∈ (0,∞] such that

lim
n→∞

θ
(
d

(
T nx, T n+1x

)) − 1
[
d(T nx, T n+1x)

]r = �.

Suppose that � < ∞. In this case, let B = �/2 > 0. From the definition of the limit,
there exists n0 ∈ N such that

∣∣∣∣
θ(d(T nx, T n+1x)) − 1

[d(T nx, T n+1x)]r − �

∣∣∣∣ ≤ B, for all n ≥ n0.

This implies that

θ(d(T nx, T n+1x)) − 1

[d(T nx, T n+1x)]r ≥ � − B = B, for all n ≥ n0.

Then,

n[d(T nx, T n+1x)]r ≤ An[θ(d(T nx, T n+1x)) − 1], for all n ≥ n0,

where A = 1/B.
Suppose now that � = ∞. Let B > 0 be an arbitrary positive number. From the

definition of the limit, there exists n0 ∈ N such that

θ(d(T nx, T n+1x)) − 1

[d(T nx, T n+1x)]r ≥ B, for all n ≥ n0.

This implies that

n[d(T nx, T n+1x)]r ≤ An[θ(d(T nx, T n+1x)) − 1], for all n ≥ n0,

where A = 1/B.
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Thus, in all cases, there exists A > 0 and n0 ∈ N such that

n[d(T nx, T n+1x)]r ≤ An[θ(d(T nx, T n+1x)) − 1], for all n ≥ n0.

Using (5.2), we obtain

n[d(T nx, T n+1x)]r ≤ An
([θ(d(x, T x))]kn − 1

)
, for all n ≥ n0.

Letting n → ∞ in the above inequality, we obtain

lim
n→∞ n[d(T nx, T n+1x)]r = 0.

Thus, there exists n1 ∈ N such that

d(T nx, T n+1x) ≤ 1

n1/r
, for all n ≥ n1. (5.4)

Now, we shall prove that T has a periodic point. Suppose that it is not the case, then
T nx 	= Tmx for every n,m ∈ N such that n 	= m. Using (5.1), we obtain

θ(d(T nx, T n+2x)) ≤ [θ(d(T n−1x, T n+1x))]k ≤ · · · ≤ [θ(d(x, T 2x))]kn .

Letting n → ∞ in the above inequality and using (Θ2), we obtain

lim
n→∞ d(T nx, T n+2x) = 0. (5.5)

Similarly, from (Θ3), there exists n2 ∈ N such that

d(T nx, T n+2x) ≤ 1

n1/r
, for all n ≥ n2. (5.6)

Let N = max{n0, n1}. We consider two cases.
Case 1. Ifm > 2 is odd, then writingm = 2L +1, L ≥ 1, using (5.4), for all n ≥ N ,
we obtain that

d(T nx, T n+mx) ≤ d(T nx, T n+1x) + d(T n+1x, T n+2x) + · · · + d(T n+2L x, T n+2L+1x)

≤ 1

n1/r
+ 1

(n + 1)1/r
+ · · · + 1

(n + 2L)1/r

≤
∞∑

i=n

1

i1/r
.

Case 2. If m > 2 is even, then writing m = 2L , L ≥ 2, using (5.4) and (5.6), for all
n ≥ N , we obtain
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d(T nx, T n+mx) ≤ d(T nx, T n+2x) + d(T n+2x, T n+3x) + · · · + d(T n+2L−1x, T n+2L x)

≤ 1

n1/r
+ 1

(n + 2)1/r
+ · · · + 1

(n + 2L − 1)1/r

≤
∞∑

i=n

1

i1/r
.

Thus, combining all the cases we have

d(T nx, T n+mx) ≤
∞∑

i=n

1

i1/r
, for all n ≥ N , m ∈ N.

From the convergence of the series
∑

i
1

i1/r (since 1/r > 1), we deduce that {T nx} is
a Cauchy sequence. Since (X, d) is complete, there is z ∈ X such that T nx → z. On
the other hand, observe that T is continuous, indeed, if T x 	= T y, then from (5.1)
we have

ln[θ(d(T x, T y))] ≤ k ln[θ(d(x, y))] ≤ ln[θ(d(x, y))],

which implies from (Θ1) that

d(T x, T y) ≤ d(x, y), for all x, y ∈ X.

Further, for all n ∈ N, we have

d(T n+1x, T z) ≤ d(T nx, z).

Letting n → ∞ in the above inequality, we obtain T n+1x → T z. From Lemma 5.1,
we obtain z = T z, which is a contradiction with the assumption: T does not have a
periodic point. Thus, T has a periodic point say z of period q. Suppose that the set
of fixed points of T is empty. Then, we have

q > 1 and d(z, T z) > 0.

Using (5.1), we obtain

θ(d(z, T z)) = θ(d(T nz, T n+1z)) ≤ [θ(d(z, T z))]kn < θ(d(z, T z)),

which is a contradiction. Thus, the set of fixed points of T is nonempty, i.e., T has
at least one fixed point. Now, suppose that z, u ∈ X are two fixed points of T such
that d(z, u) = d(T z, Tu) > 0. Using (5.1), we get

θ(d(z, u)) = θ(d(T z, Tu)) ≤ [θ(d(z, u))]k < θ(d(z, u)),

which is a contradiction. Then, we have one and only one fixed point.
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5.2 Particular Cases

Since a metric space is a g.m.s, from Theorem 5.1, we deduce immediately the
following result.

Corollary 5.1 Let (X, d) be a complete metric space and T : X → X be a given
map. Suppose that there exist θ ∈ Θ and k ∈ (0, 1) such that

(x, y) ∈ X × X, d(T x, T y) 	= 0 =⇒ θ(d(T x, T y)) ≤ [θ(d(x, y)]k .

Then T has a unique fixed point.

Remark 5.1 Observe that Banach contraction principle follows immediately from
Corollary 5.1. Indeed, if T is a contraction, i.e., there exists λ ∈ (0, 1) such that

d(T x, T y) ≤ λ d(x, y), (x, y) ∈ X × X,

then, we have
ed(T x,T y) ≤ [ed(x,y)]k, (x, y) ∈ X × X.

Clearly, the function θ : (0,∞) → (1,∞) defined by θ(t) := e
√
t belongs to Θ . So,

the existence and uniqueness of the fixed point follows from Corollary 5.1.

In the following example (inspired by [30]), we show that Corollary 5.1 is a real
generalization of Banach contraction principle.

Example 5.1 Let X be the set defined by

X := {τn : n ∈ N},

where

τn := n(n + 1)

2
, for all n ∈ N.

We endow X with the standard metric d given by d(x, y) := |x− y| for all x, y ∈ X .
Let T : X → X be the map defined by

T τ1 = τ1, T τn = τn−1, for all n ≥ 2.

Clearly, T is not a contraction. Indeed, we can check easily that

lim
n→∞

d(T τn, T τ1)

d(τn, τ1)
= 1.

Now, consider the function θ : (0,∞) → (1,∞) defined by

θ(t) := e
√
tet .
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It is not difficult to show that θ ∈ Θ . We shall prove that T satisfies (5.1), i.e.,

d(T τn, T τm) 	= 0 =⇒ e
√

d(T τn ,T τm )ed(T τn ,T τm ) ≤ ek
√

d(τn ,τm )ed(τn ,τm )

,

for some k ∈ (0, 1). The above condition is equivalent to

d(T τn, T τm) 	= 0 =⇒ d(T τn, T τm)ed(T τn ,T τm ) ≤ k2d(τn, τm)ed(τn ,τm ).

So, we have to check that

d(T τn, T τm) 	= 0 =⇒ d(T τn, T τm)ed(T τn ,T τm )−d(τn ,τm )

d(τn, τm)
≤ k2, (5.7)

for some k ∈ (0, 1). We consider two cases.
Case 1. If n = 1 and m > 2. In this case, we have

d(T τ1, T τm)ed(T τ1,T τm )−d(τ1,τm )

d(τ1, τm)

= m2 − m − 2

m2 + m − 2
e−m

≤ e−1.

Case 2. If m > n > 1. In this case, we have

d(T τm, T τn)ed(T τm ,T τn)−d(τm ,τn)

d(τm, τn)

= m + n − 1

m + n + 1
en−m

≤ e−1.

Thus, (5.7) is satisfied with k = e−1/2. Theorem 5.1 (or Corollary 5.1) implies that
T has a unique fixed point. In this example, τ1 is the unique fixed point of T .

Note that Θ contains a large class of functions. For example, if

θ(t) := 2 − 2

π
arctan

(
1

tα

)
, 0 < α < 1, t > 0,

we obtain from Theorem 5.1 the following result.

Corollary 5.2 Let (X, d) be a complete g.m.s and T : X → X be a given map.
Suppose that there exist α, k ∈ (0, 1) such that
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2 − 2

π
arctan

(
1

[d(T x, T y)]α
)

≤
[
2 − 2

π
arctan

(
1

[d(x, y)]α
)]k

, (x, y) ∈ X × X, T x 	= T y.

Then T has a unique fixed point.

For other related results, we refer to Suzuki [26].
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Chapter 6
Implicit Contractions on a Set Equipped
with Two Metrics

Several classical fixed point theorems have been unified by considering general con-
tractions expressed via an implicit inequality, see, for examples, Turinici [15], Popa
[8, 9], Berinde [2], and references therein. In this chapter, we consider a class of
mappings defined on a set equipped with two metrics and satisfying an implicit con-
traction involving two functions F : [0,∞)6 → R and α : X × X → R. The exis-
tence of fixed points for this class of mappings is investigated. The main reference
for this chapter is the paper [14].

6.1 Preliminaries

LetF be the set of functions F : [0,+∞)6 → R satisfying the following conditions:

(I) F is continuous;
(II) F is nondecreasing in the first variable;
(III) F is decreasing in the fifth variable;
(IV) ∃ h ∈ (0, 1) : F(u, v, v, u, u + v, 0) ≤ 0 =⇒ u ≤ hv.

Let us give some examples of functions that belong to the setF .

Example 6.1 The function F : [0,∞)6 → R defined by

F(u1, u2, . . . , u6) = u1 − λu2, ui ≥ 0, i = 1, 2, . . . , 6,

where λ ∈ (0, 1) is a constant, belongs to the set F . In this case, (IV) is satisfied
with h = λ.

Example 6.2 The function F : [0,∞)6 → R defined by

F(u1, u2, . . . , u6) = u1 − λu2 − γ u3, ui ≥ 0, i = 1, 2, . . . , 6,

© Springer Nature Singapore Pte Ltd. 2018
P. Agarwal et al., Fixed Point Theory in Metric Spaces,
https://doi.org/10.1007/978-981-13-2913-5_6

89

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2913-5_6&domain=pdf
https://doi.org/10.1007/978-981-13-2913-5_6


90 6 Implicit Contractions on a Set Equipped with Two Metrics

where λ, γ ≥ 0 are constants with λ + γ ∈ (0, 1), belongs to the setF . In this case,
(IV) is satisfied with h = λ + γ .

Example 6.3 The function F : [0,∞)6 → R defined by

F(u1, u2, . . . , u6) = u1 − λmax

{
u2, u3, u4,

u5 + u6
2

}
, ui ≥ 0, i = 1, 2, . . . , 6,

where λ ∈ (0, 1) is a constant, belongs to the set F . In fact, (I)–(III) are obvious.
Further, let u, v ≥ 0 be such that F(u, v, v, u, u + v, 0) ≤ 0. By the definition of F ,
we obtain

u − λmax

{
v, u,

u + v

2

}
= u − λmax{v, u} ≤ 0,

which yields
u ≤ λmax{v, u}.

Since λ ∈ (0, 1), we obtain
u ≤ λv.

Therefore, (IV) is satisfied with h = λ.

Let X be a nonempty set endowed with two metrics d and d ′. For x0 ∈ X and
r > 0, let

B(x0, r) = {x ∈ X : d(x0, x) < r}.

We denote by B(x0, r)
d ′

the d ′-closure of B(x0, r) (the closure of B(x0, r) with
respect to the topology of d ′).

Before stating and proving the main results of this chapter, we need to introduce
the following concepts (some of them are introduced in the previous chapters).

Definition 6.1 Let T : B(x0, r)
d ′ → X and α : X × X → R. We say that T is α-

admissible (see [13]) if the following condition holds: For all x, y ∈ B(x0, r), we
have

α(x, y) ≥ 1 =⇒ α(T x, T y) ≥ 1.

Definition 6.2 We say that the set X satisfies the property (H) with respect to the
metric d if the following condition holds: For every sequence {xn} ⊂ X satisfying

lim
n→∞ d(xn, x) = 0, x ∈ X

and
α(xn, xn+1) ≥ 1, n ∈ N,



6.1 Preliminaries 91

there exist a positive integer κ and a subsequence {xn(k)} of {xn} such that

α(xn(k), x) ≥ 1, k ≥ κ.

6.2 Fixed Point Results

The first main result is giving by the following theorem.

Theorem 6.1 Let X be a nonempty set equipped with two metrics d and d ′ such
that (X, d ′) is a complete metric space. Let T : B(x0, r)

d ′ → X be a given mapping,
where x0 ∈ X and r > 0. Suppose that there exist two functions F ∈ F and α :
X × X → R such that for all (x, y) ∈ B(x0, r)

d ′ × B(x0, r)
d ′
, we have

F(α(x, y)d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.
(6.1)

In addition, assume that the following properties hold:

(i) d(x0, T x0) < (1 − h)r and α(x0, T x0) ≥ 1;
(ii) T is α-admissible;
(iii) If d � d ′, then T is uniformly continuous from (B(x0, r), d) into (X, d ′);
(iv) If d = d ′, then the set X satisfies the property (H) with respect to the metric d;

(v) If d �= d ′, then T is continuous from (B(x0, r)
d ′
, d ′) into (X, d ′).

Then T has a fixed point.

Proof Let x1 = T x0. From (i), we have

d(x0, x1) = d(x0, T x0) ≤ (1 − h)r < r,

i.e., x1 ∈ B(x0, r). Let x2 = T x1. From (6.1), we have

F(α(x0, x1)d(T x0, T x1), d(x0, x1), d(x0, x1), d(x1, x2), d(x0, x2), 0) ≤ 0.

On the other hand, by (i) we have

d(T x0, T x1) ≤ α(x0, x1)d(T x0, T x1).

Therefore, by the monotony property of F , we obtain that

F(d(x1, x2), d(x0, x1), d(x0, x1), d(x1, x2), d(x0, x2), 0) ≤ 0.

Using the fact that d(x0, x2) ≤ d(x0, x1) + d(x1, x2) and property (III) of F , we
obtain that
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F(d(x1, x2), d(x0, x1), d(x0, x1), d(x1, x2), d(x0, x1) + d(x1, x2), 0) ≤ 0,

which implies from property (IV) that

d(x1, x2) ≤ hd(x0, x1) ≤ h(1 − h)r < r.

Now, we have

d(x0, x2) ≤ d(x0, x1) + hd(x0, x1) = (1 + h)d(x0, x1) ≤ (1 + h)(1 − h)r < r,

i.e., x2 ∈ B(x0, r). Again, let x3 = T x2. Since T is α-admissible and α(x0, x1) ≥ 1,
we have

d(x2, x3) ≤ α(x1, x2)d(T x1, T x2).

Then, from (6.1), we obtain that

F(d(x2, x3), d(x1, x2), d(x1, x2), d(x2, x3), d(x1, x3), 0) ≤ 0.

Using property (III) of F , we get

F(d(x2, x3), d(x1, x2), d(x1, x2), d(x2, x3), d(x1, x2) + d(x2, x3), 0) ≤ 0,

which implies from property (IV) that

d(x2, x3) ≤ hd(x1, x2) ≤ h2(1 − h)r < r.

Therefore, we have

d(x0, x3) ≤ d(x0, x2) + d(x2, x3) ≤ (1 + h)(1 − h)r + h2(1 − h)r = (1 − h3)r < r,

i.e., x3 ∈ B(x0, r). Continuing this process, by induction, we can define the sequence
{xn} by

xn+1 = T xn, n ∈ N.

Such sequence satisfies the following property:

xn ∈ B(x0, r), α(xn, xn+1) ≥ 1, and d(xn, xn+1) ≤ hn(1 − h)r, n ∈ N.

(6.2)
Since h ∈ (0, 1), it follows from (6.2) that {xn} is a Cauchy sequence with respect to
the metric d. Now, we shall prove that {xn} is also a Cauchy sequence with respect
to the metric d ′. If d � d ′, from (iii), given ε > 0, there exists δ > 0 such that

(x, y) ∈ B(x0, r) × B(x0, r), d(x, y) < δ =⇒ d ′(T x, T y) < ε. (6.3)



6.2 Fixed Point Results 93

On the other hand, since {xn} is Cauchy with respect to d, there exists a positive
integer N such that

d(xn, xm) < δ, n,m ≥ N .

Using (6.3), we obtain

d ′(xn+1, xm+1) < ε, n,m ≥ N ,

which proves that {xn} is Cauchy with respect to d ′.
Since (X, d ′) is complete, there exists z ∈ B(x0, r)

d ′
such that

lim
n→∞ d ′(xn, z) = 0. (6.4)

We shall prove that z is a fixed point of T . We consider two cases.

Case 1. If d = d ′.
From (iv), there exist a positive integer κ and a subsequence {xn(k)} of {xn} such that

α(xn(k), z) ≥ 1, k ≥ κ. (6.5)

Using (6.1), for all k ≥ κ , we have

F(α(xn(k), z)d(T xn(k), T z), d(xn(k), z), d(xn(k), xn(k)+1), d(z, T z), d(xn(k), T z), d(z, xn(k)+1))

≤ 0.

Next, by (6.5) and property (II) of F , for all k ≥ κ , we have

F(d(xn(k)+1, T z), d(xn(k), z), d(xn(k), xn(k)+1), d(z, T z), d(xn(k), T z), d(z, xn(k)+1)) ≤ 0.

Passing to the limit as k → ∞, using (6.4) and the continuity of F , we get

F(d(z, T z), 0, 0, d(z, T z), d(z, T z), 0) ≤ 0,

which implies from property (IV) that d(z, T z) = 0.

Case 2. If d �= d ′.
In this case, using (v) and (6.4), we get

lim
n→∞ d ′(T xn, T z) = lim

n→∞ d ′(xn+1, T z) = 0.

The uniqueness of the limit gives us that z = T z.

Taking d = d ′ in Theorem6.1, we obtain the following result.

Theorem 6.2 Let (X, d) be a complete metric space, and let T : B(x0, r)
d → X be

a given mapping, where x0 ∈ X and r > 0. Suppose that there exist two functions



94 6 Implicit Contractions on a Set Equipped with Two Metrics

F ∈ F and α : X × X → R such that for all (x, y) ∈ B(x0, r)
d × B(x0, r)

d
, we

have

F(α(x, y)d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that the following properties hold:

(i) d(x0, T x0) < (1 − h)r and α(x0, T x0) ≥ 1;
(ii) T is α-admissible;
(iii) The set X satisfies the property (H) with respect to the metric d.

Then T has a fixed point.

From Theorem6.1, we can deduce the following global result.

Theorem 6.3 Let X be a nonempty set equipped with two metrics d and d ′ such that
(X, d ′) is a complete metric space. Let T : X → X be a given mapping. Suppose
that there exist two functions F ∈ F and α : X × X → R such that for all (x, y) ∈
X × X, we have

F(α(x, y)d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that the following properties hold:

(i) There exists x0 ∈ X such that α(x0, T x0) ≥ 1;
(ii) T is α-admissible (x, y ∈ X, α(x, y) ≥ 1 =⇒ α(T x, T y) ≥ 1);
(iii) If d � d ′, then T is uniformly continuous from (X, d) into (X, d ′);
(iv) If d = d ′, then the set X satisfies the property (H) with respect to the metric d;
(v) If d �= d ′, then T is continuous from (X, d ′) into (X, d ′).

Then T has a fixed point.

Proof We take r > 0 such that d(x0, T x0) < (1 − h)r . Then, from Theorem6.1, T

has a fixed point in B(x0, r)
d ′
.

Taking d = d ′ in Theorem6.3, we obtain the following result.

Theorem 6.4 Let (X, d) be a complete metric space, and let T : X → X be a given
mapping. Suppose that there exist two functions F ∈ F and α : X × X → R such
that for all (x, y) ∈ X × X, we have

F(α(x, y)d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that the following properties hold:

(i) There exists x0 ∈ X such that α(x0, T x0) ≥ 1;
(ii) T is α-admissible (x, y ∈ X, α(x, y) ≥ 1 =⇒ α(T x, T y) ≥ 1);
(iii) The set X satisfies the property (H) with respect to the metric d.

Then T has a fixed point.
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6.3 Some Consequences

We present in this section some interesting consequences that can be derived from
the previous obtained results.

6.3.1 The Case α(x, y) = 1

Taking α(x, y) = 1 for all x, y ∈ X , from Theorems6.1, 6.2, 6.3, and 6.4, we obtain
the following results that are generalizations of the fixed point results in [1–4, 6, 8,
11].

Corollary 6.1 Let (X, d ′) be a complete metric space, d another metric on X, x0 ∈
X, r > 0, and T : B(x0, r)

d ′ → X. Suppose that there exists F ∈ F such that for

all (x, y) ∈ B(x0, r)
d ′ × B(x0, r)

d ′
, we have

F(d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that the following properties hold:

(i) d(x0, T x0) < (1 − h)r;
(ii) If d � d ′, then T is uniformly continuous from (B(x0, r), d) into (X, d ′);
(iii) If d �= d ′, then T is continuous from (B(x0, r)

d ′
, d ′) into (X, d ′).

Then T has a fixed point.

Corollary 6.2 Let (X, d) be a complete metric space, x0 ∈ X, r > 0, and T :
B(x0, r)

d → X. Suppose that there exists F ∈ F such that for all (x, y) ∈ B(x0, r)
d

× B(x0, r)
d
, we have

F(d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that d(x0, T x0) < (1 − h)r . Then T has a fixed point.

Corollary 6.3 Let (X, d ′) be a complete metric space, d another metric on X, and
T : X → X. Suppose that there exists F ∈ F such that for all (x, y) ∈ X × X, we
have

F(d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that the following properties hold:

(i) If d � d ′, then T is uniformly continuous from (X, d) into (X, d ′);
(ii) If d �= d ′, then T is continuous from (X, d ′) into (X, d ′).
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Then T has a fixed point.

Corollary 6.4 Let (X, d) be a complete metric space, and let T : X → X. Suppose
that there exists F ∈ F such that for all (x, y) ∈ X × X, we have

F(d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

Then T has a fixed point.

Remark 6.1 Corollary6.4 is an enriched version of Popa [8] that unifies the most
important metrical fixed point theorems for contraction-type mappings in Rhoades’
classification [12].

6.3.2 The Case of Partially Ordered Sets

Let � be a partial order on X . Let 
 be the binary relation on X defined by

(x, y) ∈ X × X, x 
 y ⇐⇒ x � y or y � x .

We say that (X, 
) satisfies the property (H) with respect to the metric d if the
following condition holds: For every sequence {xn} ⊂ X satisfying

lim
n→∞ d(xn, x) = 0, x ∈ X

and
xn 
 xn+1, n ∈ N,

there exist a positive integer κ and a subsequence {xn(k)} of {xn} such that

xn(k) 
 x, k ≥ κ.

From Theorems6.1, 6.2, 6.3, and 6.4, we obtain the following results that are
extensions and generalizations of the fixed point results in [7, 10].

At first, we denote by F̃ the set of functions F : [0,+∞)6 → R satisfying the
following conditions:

(j) F ∈ F ;
(jj) For every ui ≥ 0, i = 2, . . . , 6, we have

F(0, u2, . . . , u6) ≤ 0.

We have the following fixed point result.
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Corollary 6.5 Let (X, d ′) be a complete metric space, d another metric on X, x0 ∈
X, r > 0, and T : B(x0, r)

d ′ → X. Suppose that there exists F ∈ F̃ such that for

all (x, y) ∈ B(x0, r)
d ′ × B(x0, r)

d ′
, we have

x 
 y =⇒ F(d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that the following properties hold:

(i) d(x0, T x0) < (1 − h)r and x0 
 T x0;

(ii) x, y ∈ B(x0, r)
d ′
, x 
 y =⇒ T x 
 T y;

(iii) If d � d ′, then T is uniformly continuous from (B(x0, r), d) into (X, d ′);
(iv) If d = d ′, then (X, 
) satisfies the property (H) with respect to the metric d;

(v) If d �= d ′, then T is continuous from (B(x0, r)
d ′
, d ′) into (X, d ′).

Then T has a fixed point.

Proof It follows from Theorem6.1 by taking

α(x, y) =
{
1 if x 
 y;
0 if x � y.

Similarly, from Theorem6.2, we obtain the following result.

Corollary 6.6 Let (X, d) be a complete metric space, and let T : B(x0, r)
d → X

be a given mapping, where x0 ∈ X and r > 0. Suppose that there exists F ∈ F̃ such

that for all (x, y) ∈ B(x0, r)
d × B(x0, r)

d
, we have

x 
 y =⇒ F(d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that the following properties hold:

(i) d(x0, T x0) < (1 − h)r and x0 
 T x0;

(ii) x, y ∈ B(x0, r)
d ′
, x 
 y =⇒ T x 
 T y;

(iii) (X, 
) satisfies the property (H) with respect to the metric d.

Then T has a fixed point.

From Theorem6.3, we obtain the following global result.

Corollary 6.7 Let (X, d ′) be a complete metric space, d another metric on X, and
T : X → X. Suppose that there exists F ∈ F̃ such that for all (x, y) ∈ X × X, we
have

x 
 y =⇒ F(d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that the following properties hold:
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(i) There exists x0 ∈ X such that x0 
 T x0;
(ii) x, y ∈ X, x 
 y =⇒ T x 
 T y;
(iii) If d � d ′, then T is uniformly continuous from (X, d) into (X, d ′);
(iv) If d = d ′, then (X, 
) satisfies the property (H) with respect to the metric d;
(v) If d �= d ′, then T is continuous from (X, d ′) into (X, d ′).

Then T has a fixed point.

Finally, from Theorem6.4, we obtain the following fixed point result.

Corollary 6.8 Let (X, d) be a complete metric space, and let T : X → X. Suppose
that there exists F ∈ F̃ such that for all (x, y) ∈ X × X, we have

x 
 y =⇒ F(d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that the following properties hold:

(i) There exists x0 ∈ X such that x0 
 T x0;
(ii) x, y ∈ X, x 
 y =⇒ T x 
 T y;
(iii) (X, 
) satisfies the property (H) with respect to the metric d.

Then T has a fixed point.

6.3.3 The Case of Cyclic Mappings

From Theorem6.4, we obtain the following fixed point result that is a generalization
of Theorem 1.1 in [5].

Corollary 6.9 Let (Y, d) be a complete metric space, {A, B} a pair of nonempty
closed subsets of Y , and T : A ∪ B → A ∪ B. Suppose that there exists F ∈ F̃
such that for all (x, y) ∈ A × B, we have

F(d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

In addition, assume that T (A) ⊆ B and T (B) ⊆ A. Then T has a fixed point in
A ∩ B.

Proof Let X = A ∪ B. Clearly (since A and B are closed), (X, d) is a complete
metric space. Define α : X × X → [0,∞) by

α(x, y) =
⎧⎨
⎩
1 if (x, y) ∈ (A × B) ∪ (B × A);

0 if (x, y) /∈ (A × B) ∪ (B × A).

Clearly (since F ∈ F̃ ), for all x, y ∈ X , we have
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F(α(x, y)d(T x, T y), d(x, y), d(x, T x), d(y, T y), d(x, T y), d(y, T x)) ≤ 0.

Taking any point x0 ∈ A, since T (A) ⊆ B, we have T x0 ∈ B, which implies that
α(x0, T x0) ≥ 1. Now, let (x, y) ∈ X × X be such that α(x, y) ≥ 1. We have two
cases.

Case 1. If (x, y) ∈ A × B.
Since T (A) ⊆ B and T (B) ⊆ A, we have (T x, T y) ∈ B × A, which implies that
α(T x, T y) ≥ 1.

Case 2. If (x, y) ∈ B × A.
In this case, we have (T x, T y) ∈ A × B, which implies that α(T x, T y) ≥ 1.
Therefore, we proved that the mapping T is α-admissible.

Next, we shall prove that X satisfies the property (H) with respect to the metric
d. Let {xn} be a sequence in X such that

lim
n→∞ d(xn, x) = 0, x ∈ X

and
α(xn, xn+1) ≥ 1, n ∈ N.

From the definition of α, we get

(xn, xn+1) ∈ (A × B) ∪ (B × A), n ∈ N.

Since A and B are closed, we have x ∈ A ∩ B. Therefore,

α(xn, x) = 1, n ∈ N,

which proves that the set X satisfies the property (H) with respect to the metric d.
Now, from Theorem6.4, the mapping T has a fixed point in X , i.e., there exists

z ∈ A ∪ B such that T z = z. Since T (A) ⊆ B and T (B) ⊆ A, obviously, we have
z ∈ A ∩ B.
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Chapter 7
On Fixed Points That Belong to the Zero
Set of a Certain Function

Let T : X → X be a given mapping. The set Fix(T ) is said to be ϕ-admissible
with respect to a certain mapping ϕ : X → [0,∞), if ∅ �= Fix(T ) ⊆ Zϕ , where Zϕ

denotes the zero set of ϕ, i.e., Zϕ = {x ∈ X : ϕ(x) = 0}. In this chapter, we present
the class of extended simulation functions recently introduced by Roldán and Samet
[13], which is more large than the class of simulation functions, introduced by
Khojasteh et al. [8]. We obtain a ϕ-admissibility result involving extended simu-
lation functions, for a new class of mappings T : X → X , with respect to a lower
semi-continuous function ϕ : X → [0,∞), where X is a set equipped with a cer-
tain metric d. From the obtained results, some fixed point theorems in partial metric
spaces are derived, includingMatthewsfixed point theorem [9].Moreover,we answer
to three open problems posed by Ioan A. Rus in [16]. The main references for this
chapter are the papers [7, 13, 17].

7.1 Partial Metric Spaces

In 1994, Matthews [9] introduced the concept of partial metric spaces as a part of
the study of denotational semantics of dataflow networks and showed that Banach
contraction principle can be generalized to the partial metric context for applications
in program verification. Later on, many authors studied fixed point theorems on
partial metric spaces (see, e.g., [1, 2, 5, 6, 10, 11, 14, 15, 18, 19] and references
therein).

We start this section by recalling some basic definitions and properties of partial
metric spaces (see [9] for more details).

Definition 7.1 A partial metric on a nonempty set X is a mapping p : X × X →
[0,∞) satisfying the following axioms: For all x, y, z ∈ X , we have

(i) p(x, x) = p(y, y) = p(x, y) ⇐⇒ x = y;
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(ii) p(x, x) ≤ p(x, y);
(iii) p(x, y) = p(y, x);
(iv) p(x, y) ≤ p(x, z) + p(z, y) − p(z, z).

In this case, the pair (X, p) is said to be a partial metric space.

Remark 7.1 It is clear that, if p(x, y) = 0, then x = y; but if x = y, p(x, y) may
not be 0.

Example 7.1 Abasic example of a partial metric space is the pair ([0,∞), p), where
p(x, y) = max{x, y} for all x, y ∈ [0,∞). Other examples of partial metric spaces
which are interesting from a computational point of view may be found in [9].

The next definitions generalize the metric space notions of convergent sequences
and Cauchy sequences to partial metric spaces.

Definition 7.2 A sequence {xn} of points in a partial metric space (X, p) converges
to x ∈ X if

lim
n→∞ p(xn, x) = lim

n→∞ p(xn, xn) = p(x, x).

Definition 7.3 A sequence {xn} of points in a partial metric space (X, p) is Cauchy
if lim

m,n→∞ p(xn, xm) exists and is finite.

Definition 7.4 A partial metric space (X, p) is complete if every Cauchy sequence
converges.

The following result can be shown easily.

Lemma 7.1 Let X be a nonempty set and p : X × X → [0,∞) be a partial metric
on X. Let dp : X × X → [0,∞) be the mapping defined by

dp(x, y) = 2p(x, y) − p(x, x) − p(y, y), (x, y) ∈ X × X.

Then dp is a metric on X.

Lemma 7.2 (see [10]) Let (X, p) be a partial metric space. Then

(i) {xn} is Cauchy in (X, p) if and only if {xn} is Cauchy in the metric space (X, dp).
(ii) The partialmetric space (X, p) is complete if and only if themetric space (X, dp)

is complete. Furthermore, lim
n→∞ dp(xn, x) = 0 if and only if

lim
n→∞ p(xn, x) = p(x, x) = lim

m,n→∞ p(xn, xm).

In [9], Matthews obtained a partial metric version of Banach contraction principle
as follows.
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Theorem 7.1 (Matthews fixed point theorem) Let (X, p) be a complete partial met-
ric space. Let T : X → X be a contraction; i.e., there exists some constant k ∈ (0, 1)
such that

p(T x, T y) ≤ k p(x, y), (x, y) ∈ X × X. (7.1)

Then T has a unique fixed point x∗ ∈ X. Moreover, we have p(x∗, x∗) = 0.

Under the assumptions of Theorem7.1, we observe easily that

∅ �= Fix(T ) ⊆ Zϕ,

where Zϕ denotes the zero set ofϕ(x) = p(x, x). A point x ∈ X satisfying p(x, x) =
0 is called a total element (see [16]).

7.2 Three Open Questions of I.A. Rus

In [16], Ioan A. Rus presented three interesting open problems. Let (X, p) be a com-
plete partial metric space.

Problem 1 If T : (X, p) → (X, p) is a contraction, which condition satisfies T with
respect to the metric dp?

Problem 2 It consists to give fixed point theorems for these new classes of operators
on the metric space (X, dp).

Problem 3 Use the results for the above problems to give fixed point theorems in a
partial metric space.

The purpose of this chapter is to study the ϕ-admissibility for a new class of
mappings T : X → X , with respect to a lower semi-continuous function ϕ : X →
[0,∞), where X is a set equipped with a certain metric d. Next, from the obtained
results, some fixed point theorems in partial metric spaces are derived, including
Matthews fixed point theorem [9]. This contribution presents answers to the above
problems of Ioan A. Rus.

7.3 The Class of Extended Simulation Functions

The class of simulation functions was introduced recently in [8] as follows.

Definition 7.5 Let ζ : [0,∞) × [0,∞) → R be a given map. We say that ζ is a
simulation function if it satisfies the following conditions:
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(ζ1) ζ(0, 0) = 0;
(ζ2) ζ(t, s) < s − t , for every t, s > 0;
(ζ3) For any sequences {tn}, {sn} ⊂ (0,∞), we have

lim
n→∞ tn = lim

n→∞ sn > 0 =⇒ lim sup
n→∞

ζ(tn, sn) < 0.

Several examples of simulation functions were given in [8]. Let us denote by Z
the st of all simulation functions.

Definition 7.6 ([8]) Let T : X → X be a given map, where X is endowed with a
certainmetric d.We say that T is aZ -contractionwith respect to a certain simulation
function ζ ∈ Z if

ζ(d(T x, T y), d(x, y)) ≥ 0, (x, y) ∈ X × X.

The main result in [8] is the following fixed point theorem that generalizes and
unifies several previous fixed point results from the literature including Banach con-
traction principle.

Theorem 7.2 ([8]) Let T : X → X be a given map, where X is a set endowed with
a certain metric d such that (X, d) is complete. If T is aZ -contraction with respect
to a certain simulation function ζ ∈ Z , then T has a unique fixed point. Moreover,
for any x ∈ X, the Picard sequence {T nx} converges to this fixed point.

The following concept was introduced in [13].

Definition 7.7 Anextended simulation function (for short, an e-simulation function)
is a function θ : [0,∞) × [0,∞) → R satisfying the following axioms:

(θ1) θ(t, s) < s − t , for every t, s > 0;
(θ2) For any sequences {tn}, {sn} ⊂ (0,∞), we have

lim
n→∞ tn = lim

n→∞ sn = � ∈ (0,∞), sn > �, n ∈ N =⇒ lim sup
n→∞

θ(tn, sn) < 0;

(θ3) For any sequence {tn} ⊂ (0,∞), we have

lim
n→∞ tn = � ∈ [0,∞), θ(tn, �) ≥ 0, n ∈ N =⇒ � = 0.

Let us denote by EZ the set of all e-simulation functions. In the following, we
compare the set EZ with the set Z .

Proposition 7.1 Every simulation function is an e-simulation function.

Proof Let ζ : [0,∞) × [0,∞) → R be a simulation function. We have just to prove
that the function ζ satisfies axiom (θ3). Let {tn} ⊂ (0,∞) be a sequence converging
to � ≥ 0, and such that
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ζ(tn, �) ≥ 0, n ∈ N. (7.2)

Suppose that � > 0. Let us consider the sequence {sn} ⊂ (0,∞) given by

sn = �, n ∈ N.

Using axiom (ζ3), we obtain

lim sup
n→∞

ζ(tn, �) = lim sup
n→∞

ζ(tn, sn) < 0,

which is a contradiction with (7.2). Therefore, � = 0, and (θ3) holds.

The converse of Proposition7.1 is not true as it is shown by the following example.

Example 7.2 Let us consider the function θ : [0,∞) × [0,∞) → R defined by

θ(t, s) =

⎧
⎪⎨

⎪⎩

1 − t if s = 0,

s

2
− t if s > 0.

At first, observe that θ /∈ Z . In fact, θ(0, 0) = 1 �= 0, so axiom (ζ1) is not satisfied.
Let us prove now that θ ∈ EZ . For all t, s > 0, we have

θ(t, s) = s

2
− t < s − t,

which yields (θ1). Let {tn} and {sn} be two sequences in (0,∞) such that

lim
n→∞ tn = lim

n→∞ sn = � ∈ (0,∞).

We have
θ(tn, sn) = sn

2
− tn, n ∈ N.

Therefore,

lim sup
n→∞

θ(tn, sn) = −�

2
< 0,

which proves (θ2). Finally, let {tn} be a sequence in (0,∞) that converges to some
� ≥ 0, and such that

θ(tn, �) ≥ 0, n ∈ N.

Suppose that � > 0. Then

θ(tn, �) = �

2
− tn ≥ 0, n ∈ N,
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i.e.,

tn ≤ �

2
, n ∈ N.

Passing to the limit as n → ∞, we obtain

� ≤ �

2
,

which is a contradiction with � > 0. Therefore, � = 0, and (θ3) follows. As a conse-
quence, θ ∈ EZ .

For technical reasons, it is convenient to point that if we had considered the closed
interval [0,∞) in Definition7.7, then we would have obtained the same notion. The
following result shows this fact.

Proposition 7.2 Givena function θ : [0,∞) × [0,∞) → R, condition (θ2) is equiv-
alent to:

(θ ′
2) For any sequences {tn}, {sn} ⊂ [0,∞), we have

lim
n→∞ tn = lim

n→∞ sn = � ∈ (0,∞), sn > �, n ∈ N =⇒ lim sup
n→∞

θ(tn, sn) < 0.

Furthermore, property (θ3) is equivalent to:

(θ ′
3) For any sequence {tn} ⊂ [0,∞), we have

lim
n→∞ tn = � ∈ [0,∞), θ(tn, �) ≥ 0, n ∈ N =⇒ � = 0.

Proof Clearly, we have (θ ′
2) =⇒ (θ2). Let us prove the converse. Suppose that (θ2)

holds. Let {tn} and {sn} be two sequences in [0,∞) such that

lim
n→∞ tn = lim

n→∞ sn = � ∈ (0,∞), sn > �, n ∈ N.

Since � > 0, there exists some N ∈ N such that

tn > 0, sn > 0, n ≥ N + 1.

Let us define the sequences {Tn} and {Sn} by

T0 = T1 = · · · = TN = 1, Tn = tn, n ≥ N + 1

and
S0 = S1 = · · · = SN = � + 1, Sn = sn, n ≥ N + 1.

Then {Tn} and {Sn} are two sequences in (0,∞) converging to � ∈ (0,∞) with
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Sn > �, n ∈ N.

By (θ2), we obtain

lim sup
n→∞

θ(tn, sn) = lim sup
n→∞

θ(Tn, Sn) < 0,

from which (θ ′
2) follows. On the other hand, the implication (θ ′

3) =⇒ (θ3) is obvious.
Let us prove the converse. Suppose that (θ3) holds true. Let {tn} be a sequence in
[0,∞) converging to some � ≥ 0, and such that

θ(tn, �) ≥ 0, n ∈ N.

We have to prove that � = 0. Suppose that � > 0. Then there exists some N ∈ N

such that
tn > 0, n ≥ N + 1.

Define the sequence {Tn} by

T0 = T1 = · · · = TN = tN+1, Tn = tn, n ≥ N + 2.

Then {Tn} is a sequence in (0,∞) converging to �, and such that

θ(Tn, �) ≥ 0, n ∈ N.

By (θ3), we obtain � = 0, which is a contradiction. Therefore, � = 0, and (θ ′
3) follows.

Remark 7.2 Properties (θ2) and (θ3) are easier to prove when we want to check that
a given function is an e-simulation function. However, conditions (θ ′

2) and (θ ′
3) are

useful when we assume that a given function is an e-simulation function.

Let Ψ be the set of functions ψ : [0,∞) → [0,∞) satisfying the following con-
ditions:

(ψ1) ψ is upper semi-continuous from the right;
(ψ2) ψ(t) < t , t > 0.

Lemma 7.3 Given ψ ∈ Ψ , let θψ : [0,∞) × [0,∞) → R be the function given by

θψ(t, s) = ψ(s) − t, t, s ≥ 0. (7.3)

Then θψ is an e-simulation function.

Proof Let us check axiom (θ1). For all t, s > 0, from property (ψ2), we have

θψ(t, s) = ψ(s) − t < s − t,

which proves (θ1). Let us consider two sequences {tn} and {sn} in (0,∞) such that
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lim
n→∞ tn = lim

n→∞ sn = � ∈ (0,∞), sn > �, n ∈ N.

We have
θψ(tn, sn) = ψ(sn) − tn, n ∈ N.

Since from (ψ1), the function ψ is upper semi-continuous form the right, we have

ψ(�) ≥ lim sup
n→∞

ψ(sn),

which implies from (ψ2) that

lim sup
n→∞

θψ(tn, sn) ≤ ψ(�) − � < 0.

Therefore, (θ2) holds. Finally, we have to check axiom (θ3). Let {tn} be a sequence
in (0,∞) such that

lim
n→∞ tn = � ∈ [0,∞), θψ(tn, �) ≥ 0, n ∈ N.

Suppose that � > 0. We have

ψ(�) − tn ≥ 0, n ∈ N.

Passing to the limit as n → ∞, we obtain

ψ(�) ≥ �.

On the other hand, from (ψ2), we have

ψ(�) < �,

which is a contradiction. Then � = 0, and (θ3) holds. As a consequence, θψ is an
e-simulation function.

Remark 7.3 In general, if ψ ∈ Ψ , θψ is not a simulation function. This fact can be
shown by Example7.2 with

ψ(s) =

⎧
⎪⎨

⎪⎩

1 if s = 0,

s

2
if s > 0.

However, if ψ is upper semi-continuous (rather than upper semi-continuous from
the right), then we can modify θψ to transform it in a simulation function. The next
result shows this fact.
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Proposition 7.3 If ψ ∈ Ψ , then the function θ̃ψ : [0,∞) × [0,∞) → R given by

θ̃ψ (t, s) =
⎧
⎨

⎩

0 if t = s = 0,

ψ(s) − t otherwise

is an e-simulation function. Furthermore, if ψ ∈ Ψ is upper semi-continuous, then
θ̃ψ is a simulation function.

Proof Let us prove first that θ̃ψ is an e-simulation function. For all t, s > 0, we have

θ̃ψ (t, s) = ψ(s) − t < s − t,

which yields (θ1). Let us consider two sequences {tn} and {sn} in (0,∞) such that

lim
n→∞ tn = lim

n→∞ sn = � ∈ (0,∞), sn > �, n ∈ N.

Then
lim sup
n→∞

θ̃ψ (tn, sn) = lim sup
n→∞

ψ(sn) − � ≤ ψ(�) − � < 0.

Therefore, (θ2) holds. Finally, let {tn} be a sequence in (0,∞) such that

lim
n→∞ tn = � ∈ [0,∞), θ̃ψ(tn, �) ≥ 0, n ∈ N.

Suppose that � > 0. Then

θ̃ψ (tn, �) = ψ(�) − tn ≥ 0, n ∈ N.

Passing to the limit as n → ∞, and using axiom (ψ2), we obtain

� ≤ ψ(�) < �,

which is a contradiction. Then � = 0, and (θ3) follows. As a consequence, θ̃ψ is an
e-simulation function.

Suppose now that ψ ∈ ψ is upper semi-continuous. Let us prove that θ̃ψ is a
simulation function. Observe that

θ̃ψ (0, 0) = 0,

which yields (ζ1).Axiom (ζ2) follows from the fact that θ̃ψ is an e-simulation function.
Axiom (ζ3) follows by using point by point the proof of (θ2), and using the upper
semi-continuity of ψ . Therefore, under the upper semi-continuity of ψ ∈ Ψ , θ̃ψ is a
simulation function.
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Remark 7.4 By (θ1), if θ is an e-simulation function, then

θ(r, r) < 0, r > 0.

7.4 ϕ-Admissibility Results

The concept of ϕ-admissibility was introduced recently by Karapinar, Samet, and
O’Regan in [7].

Definition 7.8 Let T : X → X be a given mapping. The set Fix(T ) is said to be
ϕ-admissible with respect to a certain mapping ϕ : X → [0,∞), if

∅ �= Fix(T ) ⊆ Zϕ,

where Zϕ denotes the zero set of ϕ, i.e.,

Zϕ = {x ∈ X : ϕ(x) = 0}.

Let F be the set of functions F : [0,∞)3 → [0,∞) satisfying the following
axioms:

(F1) max{a, b} ≤ F(a, b, c), for every a, b, c ≥ 0;
(F2) F(a, 0, 0) = a, for every a ≥ 0;
(F3) F is continuous.

The setF is nonempty. For instance, the following functions belong to F :

• F(a, b, c) = a + b + c,
• F(a, b, c) = max{a, b} + ln(c + 1),
• F(a, b, c) = a + b + c(c + 1),
• F(a, b, c) = (a + b)ec,
• F(a, b, c) = (a + b)(c + 1)n, n ∈ N.

Let (X, d) be a metric space, ϕ : X → [0,∞), F ∈ F , and θ ∈ EZ . We denote
by T (ϕ, F, θ) the set of mappings T : X → X satisfying

θ
(
F(d(T x, T y), ϕ(T x), ϕ(T y)), Mϕ

F (x, y)
) ≥ 0, (x, y) ∈ X × X, (7.4)

where

Mϕ

F (x, y) = max {F(d(x, y), ϕ(x), ϕ(y)), F(d(x, T x), ϕ(x), ϕ(T x)),

F(d(y, T y), ϕ(y), ϕ(T y))} . (7.5)

The main result of this chapter is the following one.
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Theorem 7.3 Let (X, d) be a complete metric space. Let T : X → X be a mapping
that belongs to T (ϕ, F, θ), for some ϕ : X → [0,∞), F ∈ F , and θ ∈ EZ . If ϕ is
lower semi-continuous, then

(i) For every x ∈ X, the sequence {T nx} converges to a fixed point of T .
(ii) T has a unique fixed point.
(iii) Fix(T ) is ϕ-admissible.

Proof First of all, we show that Fix(T ) ⊆ Zϕ . Indeed, let ω ∈ Fix(T ). Since

Mϕ

F (ω, ω) = max {F(d(ω, ω), ϕ(ω), ϕ(ω)), F(d(ω, Tω), ϕ(ω), ϕ(Tω)),

F(d(ω, Tω), ϕ(ω), ϕ(Tω))}
= max {F(0, ϕ(ω), ϕ(ω)), F(0, ϕ(ω), ϕ(ω)), F(0, ϕ(ω), ϕ(ω))}
= F(0, ϕ(ω), ϕ(ω)),

then (7.4) guarantees that

0 ≤ θ
(
F(d(Tω, Tω), ϕ(Tω), ϕ(Tω)), Mϕ

F (ω, ω)
)

= θ
(
F(0, ϕ(ω), ϕ(ω)), F(0, ϕ(ω), ϕ(ω))

)
.

By Remark7.4, we deduce that

F(0, ϕ(ω), ϕ(ω)) = 0.

It follows from condition (F1) that

0 ≤ ϕ(ω) = max {0, ϕ(ω)} ≤ F(0, ϕ(ω), ϕ(ω)) = 0,

which means that ϕ(ω) = 0, and ω ∈ Zϕ . Therefore, Fix(T ) ⊆ Zϕ .
Next, let us prove (i). Let x0 ∈ X be an arbitrary point and let {xn} be the Picard

sequence defined by
xn = T nx0, n ∈ N.

If there exists some n0 ∈ N such that xn0 = xn0+1, then xn0 is a fixed point of T (and
{xn} converges to xn0 ). On the contrary case, suppose that

d(xn, xn+1) > 0, n ∈ N.

If there exists somem0 ∈ N such that F(d(xm0 , xm0+1), ϕ(xm0), ϕ(xm0+1)) = 0, then
we could deduce from condition (F1) that

0 < d(xm0 , xm0+1) ≤ max
{
d(xm0 , xm0+1), ϕ(xm0)

}

≤ F(d(xm0 , xm0+1), ϕ(xm0), ϕ(xm0+1)) = 0,
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which is impossible. Hence,

F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)) > 0, n ∈ N.

For simplicity, let us denote

an = F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)) > 0, n ∈ N.

Notice that, for all n ∈ N,

Mϕ
F (xn, xn+1) = max

{
F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)), F(d(xn, T xn), ϕ(xn), ϕ(T xn)),

F(d(xn+1, T xn+1), ϕ(xn+1), ϕ(T xn+1))
}

= max
{
F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)), F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)),

F(d(xn+1, xn+2), ϕ(xn+1), ϕ(xn+2))
}

= max
{
an, an, an+1

}

= max
{
an, an+1

}
> 0.

Using (7.4) and property (θ2), we deduce that, for all n ∈ N,

0 ≤ θ
(
F(d(T xn, T xn+1), ϕ(T xn), ϕ(T xn+1)), M

ϕ

F (xn, xn+1)
)

= θ
(
F(d(xn+1, xn+2), ϕ(xn+1), ϕ(xn+2)),max {an, an+1}

)

= θ
(
an+1,max {an, an+1}

)

< max {an, an+1} − an+1,

which means that an+1 < an , for all n ∈ N. As {an} is a decreasing sequence of
nonnegative real numbers, it has a limit. Let

L = lim
n→∞ an ≥ 0.

As {an} is strictly decreasing, then L < an , for all n ∈ N. In order to prove that L = 0,
suppose that L > 0. In such a case, we have

lim
n→∞ a′

n = lim
n→∞ b′

n = L ,

where a′
n = an+1 and b′

n = max {an, an+1} = an . Moreover, we have

L < b′
n, n ∈ N.

Thus, condition (θ3) implies that

lim sup
n→∞

θ(a′
n, b

′
n) < 0,
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which contradicts the fact that

θ(a′
n, b

′
n) = θ

(
an+1,max {an, an+1}

) ≥ 0, n ∈ N.

This contradiction guarantees that

L = lim
n→∞ an = lim

n→∞ F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)) = 0. (7.6)

Furthermore, by condition (F1),

0 ≤ ϕ(xn) ≤ max
{
d(xn, xn+1), ϕ(xn)

} ≤ F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)) = an, and

0 ≤ d(xn, xn+1) ≤ max
{
d(xn, xn+1), ϕ(xn)

} ≤ F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)) = an,

for all n ∈ N. So,
lim
n→∞ ϕ(xn) = lim

n→∞ d(xn, xn+1) = 0. (7.7)

Next, we show that {xn} is a Cauchy sequence reasoning by contradiction. Sup-
pose that {xn} is not a Cauchy sequence in (X, d). In this case, it is well known
(see, for instance, [12, Lemma16], [3, Lemma13]) that there exist ε0 > 0 and two
subsequences {xn(k)} and {xm(k)} of {xn} such that, for all k ∈ N,

k ≤ n(k) < m(k) < n(k + 1) and d(xn(k), xm(k)−1) ≤ ε0 < d(xn(k), xm(k)),

(7.8)
and also

lim
k→∞ d(xn(k), xm(k)) = lim

k→∞ d(xn(k)+1, xm(k)+1) = ε0. (7.9)

Let � = ε0 > 0 and let us define

a′′
k = F(d(xn(k)+1, xm(k)+1), ϕ(xn(k)+1), ϕ(xm(k)+1)), and

b′′
k = Mϕ

F (xn(k), xm(k)),

for all k ∈ N. As F is continuous, it follows from (7.7), (7.9), and (F2) that

lim
k→∞ a′′

k = lim
k→∞ F(d(xn(k)+1, xm(k)+1), ϕ(xn(k)+1), ϕ(xm(k)+1))= F (ε0, 0, 0) = ε0 = �.

On the other hand, for all k ∈ N,

b′′
k = Mϕ

F (xn(k), xm(k))

= max
{
F(d(xn(k), xm(k)), ϕ(xn(k)), ϕ(xm(k))), F(d(xn(k), T xn(k)), ϕ(xn(k)), ϕ(T xn(k))),

F(d(xm(k), T xm(k)), ϕ(xm(k)), ϕ(T xm(k)))
}

= max
{
F(d(xn(k), xm(k)), ϕ(xn(k)), ϕ(xm(k))), F(d(xn(k), xn(k)+1), ϕ(xn(k)), ϕ(xn(k)+1)),

F(d(xm(k), xm(k)+1), ϕ(xm(k)), ϕ(xm(k)+1))
}
. (7.10)
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In particular, by (F1) and (7.8), for all n ∈ N,

b′′
k ≥ F(d(xn(k), xm(k)), ϕ(xn(k)), ϕ(xm(k))) ≥ max

{
d(xn(k), xm(k)), ϕ(xn(k))

}

≥ d(xn(k), xm(k)) > ε = �. (7.11)

Letting k → ∞ in (7.10), we obtain

lim
k→∞ b′′

k = max {F(ε0, 0, 0), F(0, 0, 0), F(0, 0, 0)}
= F(ε0, 0, 0) = ε0 = �.

As a consequence, {a′′
k } and {b′′

k } are sequences of positive real numbers converging
to the same positive limit � satisfying

� < b′′
k , k ∈ N.

It follows from (θ3) that
lim sup
k→∞

θ(a′′
k , b

′′
k ) < 0. (7.12)

However, (7.4) ensures us that, for all k ∈ N,

0 ≤ θ
(
F(d(T xn(k), T xm(k)), ϕ(T xn(k)), ϕ(T xm(k))), M

ϕ

F (xn(k), xm(k))
)

≤ θ
(
F(d(xn(k)+1, xm(k)+1), ϕ(xn(k)+1), ϕ(xm(k)+1)), Mϕ

F (xn(k), xm(k))
)

= θ(a′′
k , b

′′
k ),

which contradicts (7.12). This contradiction guarantees that {xn} is a Cauchy
sequence in (X, d). As it is complete, there exists ω ∈ X such that {xn} → ω. As ϕ

is lower semi-continuous, we have

0 ≤ ϕ(ω) ≤ lim sup
n→∞

ϕ(xn) = 0,

so ϕ(ω) = 0, that is, ω ∈ Zϕ . ω is a fixed point of T reasoning by contradiction.
Suppose that d(ω, Tω) > 0. Let us define

r = F(d(ω, Tω), 0, ϕ(Tω)),

a′′′
n = F(d(xn+1, Tω), ϕ(xn+1), ϕ(Tω)) and b′′′

n = Mϕ

F (xn, ω),

for all n ∈ N. By (F1),

r = F(d(ω, Tω), 0, ϕ(Tω)) ≥ max {d(ω, Tω), 0} = d(ω, Tω) > 0. (7.13)

As F is continuous,
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lim
n→∞ a′′′

n = lim
n→∞ F(d(xn+1, Tω), ϕ(xn+1), ϕ(Tω)) = F(d(ω, Tω), 0, ϕ(Tω)) = r.

On the other hand,

b′′′
n = Mϕ

F (xn, ω)= max {F(d(xn, ω), ϕ(xn), ϕ(ω)), F(d(xn, T xn), ϕ(xn), ϕ(T xn)),

F(d(ω, Tω), ϕ(ω), ϕ(Tω))}
= max {F(d(xn, ω), ϕ(xn), 0), F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)),

F(d(ω, Tω), ϕ(ω), ϕ(Tω))} .

Since F is continuous,

lim
n→∞ F(d(xn, ω), ϕ(xn), 0) = F(0, 0, 0) = 0,

lim
n→∞ F(d(xn, xn+1), ϕ(xn), ϕ(xn+1)) = F(0, 0, 0) = 0.

As a consequence, there exists n0 ∈ N such that

b′′′
n = F(d(ω, Tω), 0, ϕ(Tω)) = r, n ≥ n0.

In particular, {a′′′
n }n≥n0 ⊂ [0,∞) is a sequence converging to r > 0 and such that,

for all n ≥ n0,

θ
(
a′′′
n , r

) = θ
(
a′′′
n , b′′′

n

) = θ
(
F(d(xn+1, Tω), ϕ(xn+1), ϕ(Tω)), Mϕ

F (xn, ω)
)

= θ
(
F(d(T xn, Tω), ϕ(T xn), ϕ(Tω)), Mϕ

F (xn, ω)
) ≥ 0,

by virtue of (7.4). Thus, condition (θ3) guarantees that r = 0, which contradicts
(7.13). This contradiction shows that d(ω, Tω) = 0; that is, ω is a fixed point of
T . In particular, Fix(T ) is nonempty, so ∅ �= Fix(T ) ⊆ Zϕ , and the set Fix(T ) is
ϕ-admissible. Furthermore, we have just proved that every Picard sequence of T
converges to a fixed point of T . Therefore, (i) and (iii) hold.

Finally, let us show that T has a unique fixed point. By contradiction, assume that
(x, y) ∈ Fix(T ) × Fix(T ), with d(x, y) > 0. In such a case, taking into account that
Fix(T ) ⊆ Zϕ , we derive that ϕ(x) = ϕ(y) = 0. Furthermore, as

Mϕ

F (x, y) = max {F(d(x, y), ϕ(x), ϕ(y)), F(d(x, T x), ϕ(x), ϕ(T x)),

F(d(y, T y), ϕ(y), ϕ(T y))}
= max {F(d(x, y), 0, 0), F(0, 0, 0), F(0, 0, 0)}
= F(d(x, y), 0, 0)

= d(x, y),

condition (7.4) yields



116 7 On Fixed Points That Belong to the Zero Set of a Certain Function

0 ≤ θ
(
F(d(T x, T y), ϕ(T x), ϕ(T y)), Mϕ

F (x, y)
)

= θ
(
F(d(x, y), ϕ(x), ϕ(y)), d(x, y)

)

= θ
(
F(d(x, y), 0, 0), d(x, y)

)

= θ
(
d(x, y), d(x, y)

)
,

which contradicts, by Remark7.4, the fact that θ(d(x, y), d(x, y)) < 0 (because
d(x, y) > 0). Thus, x = y and (ii) follows. The proof is complete.

The following result is similar to Theorem7.3 and its proof follows, point by point,
and in an easier way, repeating the arguments we have just shown in the proof of
Theorem7.3. However, there is not a direct relationship between both results because
an e-simulation function does not have to be monotone in its second argument.

Theorem 7.4 Let (X, d) be a metric space, and let T : X → X be a mapping.
Assume that for some θ ∈ EZ , F ∈ F , and ϕ : X → [0,∞), we have

θ
(
F(d(T x, T y), ϕ(T x), ϕ(T y)), F(d(x, y), ϕ(x), ϕ(y))

) ≥ 0, (x, y) ∈ X × X.

(7.14)
If ϕ is lower semi-continuous, then

(i) For every x ∈ X, the sequence {T nx} converges to a fixed point of T .
(ii) T has a unique fixed point.
(iii) Fix(T ) is ϕ-admissible.

Let (X, d) be a metric space. For given functions ϕ : X → [0,∞), F ∈ F , and
ψ ∈ Ψ , we denote by T (ϕ, F, ψ) the class of operators T : X → X satisfying

F(d(T x, T y), ϕ(T x), ϕ(T y)) ≤ ψ(F(d(x, y), ϕ(x), ϕ(y))), (x, y) ∈ X × X.

(7.15)
The following result due to Karapinar, O’Regan, and Samet [7] follows from

Theorem7.4.

Corollary 7.1 Let (X, d) be a complete metric space and T : X → X be a given
operator. Suppose that the following conditions hold:

(i) There exist ϕ : X → [0,∞), F ∈ F , and ψ ∈ Ψ such that T ∈ T (ϕ, F, ψ);
(ii) ϕ is lower semi-continuous.

Then the set Fix(T ) is ϕ-admissible. Moreover, the operator T has a unique fixed
point.

Proof Under the considered assumptions, let θψ be the function defined by (7.3).
Lemma7.3 guarantees that θψ is an e-simulation function.Moreover, condition (7.15)
is equivalent to

θψ

(
F(d(T x, T y), ϕ(T x), ϕ(T y)), F(d(x, y), ϕ(x), ϕ(y))

)

= ψ (F(d(x, y), ϕ(x), ϕ(y))) − F(d(T x, T y), ϕ(T x), ϕ(T y)) ≥ 0, (x, y) ∈ X × X,
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which means that T satisfies (7.14) with θ = θψ . Thus, Theorem7.4 is applicable.

In the following example, we show that Theorem7.3 improves Corollary7.1.

Example 7.3 Let X = [−3, 3]. We endow X with the Euclidean metric

d(x, y) = |x − y|, (x, y) ∈ X × X.

Obviously, (X, d) is a complete metric space. Let T : X → X be defined by

T x =

⎧
⎪⎨

⎪⎩

−2 if x = 1,

− x

12
if x ∈ X\{1}.

We will show that using the functions

ϕ : X → [0,∞), ϕ(x) = 0, for all x ∈ X, and (7.16)

F : [0,∞)3 → [0,∞), F(t, s, r) = t + s + r, for all t, s, r ∈ [0,∞), (7.17)

Theorem7.3 is applicable but Corollary7.1 is not. Indeed, assume that there isψ ∈ Ψ

such that (7.15) holds. Therefore, for all x, y ∈ X ,

d(T x, T y) = d(T x, T y) + 0 + 0 = d(T x, T y) + ϕ(T x) + ϕ(T y)

= F(d(T x, T y), ϕ(T x), ϕ(T y)) ≤ ψ (F(d(x, y), ϕ(x), ϕ(y)))

= ψ (d(x, y) + 0 + 0) = ψ (d(x, y)) .

However, if x0 = 0 and y0 = 1, then

d(T (0), T (1)) = d(0,−2) = 2, but

ψ (d(0, 1)) = ψ(1) < 1,

which contradicts the previous inequality. As a consequence, it is impossible to find
ψ ∈ Ψ such that (7.15) holds, so Corollary7.1 is not applicable. Nevertheless, let us
consider the function θ : [0,∞) × [0,∞) → R defined by

θ(t, s) = 3

4
s − t, t, s ≥ 0.

Then θ is a simulation function (see [8], Example2.2, (i)). By Proposition7.1, it is
also an e-simulation function. As ϕ and F are given by (7.16) and (7.17), we have
to prove that

θ
(
d(T x, T y), Mϕ

F (x, y)
) ≥ 0, (x, y) ∈ X × X, (7.18)

where
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Mϕ

F (x, y) = max {F(d(x, y), ϕ(x), ϕ(y)), F(d(x, T x), ϕ(x), ϕ(T x)),

F(d(y, T y), ϕ(y), ϕ(T y))}
= max {d(x, y), d(x, T x), d(y, T y)} .

Indeed, we consider two cases.

• If x, y ∈ X\{1}, then

θ
(
d(T x, T y), Mϕ

F (x, y)
) = 3

4
Mϕ

F (x, y) − d
(
− x

12
, − y

12

)
≥ 3

4
d(x, y) − d

( x

12
,
y

12

)

= 3

4
|x − y| − 1

12
|x − y| = 2

3
|x − y| ≥ 0.

• If x ∈ X\{1} and y = 1, taking into account that x/12 ∈ [−1/4, 1/4], we deduce
that

d(T x, T y) = d
(
− x

12
,−2

)
= d

( x

12
, 2

)
=

∣
∣
∣ 2 − x

12

∣
∣
∣ = 2 − x

12
,

d(y, T y) = d(1,−2) = 3, and

Mϕ

F (x, y) = max { d(x, y), d(x, T x), d(y, T y) } ≥ 3.

Therefore,

θ
(
d(T x, T y), Mϕ

F (x, y)
) = 3

4
Mϕ

F (x, y) −
(
2 − x

12

)
≥ 3

4
3 −

(
2 − x

12

)

= x + 3

12
≥ 0.

Thus, in all cases, (7.18) is satisfied. Therefore, Theorem7.3 is applicable, and we
conclude that T has a unique fixed point.

7.5 Some Consequences

In this section, some fixed point theorems in metric and partial metric spaces are
deduced from the above results.

7.5.1 Fixed Point Results in Partial Metric Spaces via
Extended Simulation Functions

In this part, some fixed point theorems in partial metric spaces are deduced from
the above results. Therefore, we answer to all the questions of I.A. Rus presented in
Sect. 7.2.

The following result will be useful later.
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Lemma 7.4 Let (X, p) be a partial metric space. Let ϕ : X → [0,∞) be the func-
tion defined by

ϕ(x) = p(x, x), x ∈ X.

Then ϕ is continuous with respect to the topology induced by the metric dp.

Proof Let {xn} be a sequence in X such that

lim
n→∞ dp(xn, x) = 0,

for some x ∈ X . From (ii), Lemma7.2, we have

lim
n→∞ p(xn, xn) = p(x, x),

i.e.,
lim
n→∞ ϕ(xn) = ϕ(x),

which proves the continuity of ϕ with respect to dp.

We have the following fixed point result in a complete partial metric space.

Corollary 7.2 Let (X, p) be a complete metric space, and let T : X → X be a given
mapping. Suppose that there exists some θ ∈ EZ such that

θ
(
p(T x, T y),max{p(x, y), p(x, T x), p(y, T y)}) ≥ 0, (x, y) ∈ X × X. (7.19)

Then T has a unique fixed point x∗ ∈ X. For all x ∈ X, the Picard sequence {T nx}
converges to x∗. Moreover, p(x∗, x∗) = 0.

Proof Observe that (7.19) is equivalent to (7.4) with

F(a, b, c) = a + b + c, a, b, c ≥ 0,

ϕ(x) = p(x, x)

2
, x ∈ X,

d(x, y) = dp(x, y)

2
, (x, y) ∈ X × X.

On the other hand, from (ii), Lemma7.2, since the partial metric space (X, p) is
complete, then the metric space (X, d) is complete. Moreover, from Lemma7.4, the
function ϕ : X → [0,∞) is continuous with respect to the metric d. Therefore, the
desired result follows from Theorem7.3.

Corollary 7.3 Let (X, p) be a complete metric space, and let T : X → X be a given
mapping. Suppose that there exists some ψ ∈ Ψ such that

p(T x, T y) ≤ ψ (max{p(x, y), p(x, T x), p(y, T y)}) , (x, y) ∈ X × X. (7.20)



120 7 On Fixed Points That Belong to the Zero Set of a Certain Function

Then T has a unique fixed point x∗ ∈ X. For all x ∈ X, the Picard sequence {T nx}
converges to x∗. Moreover, p(x∗, x∗) = 0.

Proof Taking θ = θψ in (7.19), we obtain (7.20). Using Lemma7.3 and Corol-
lary7.2, the desired result follows.

Corollary 7.4 Let (X, p) be a complete metric space, and let T : X → X be a given
mapping. Suppose that there exists a lower semi-continuous function μ : [0,∞) →
[0,∞) with μ−1({0}) = {0}, such that

p(T x, T y) ≤ max{p(x, y), p(x, T x), p(y, T y)} − μ (max{p(x, y), p(x, T x), p(y, T y)}) ,

(7.21)
for all (x, y) ∈ X × X. Then T has a unique fixed point x∗ ∈ X. For all x ∈ X, the
Picard sequence {T nx} converges to x∗. Moreover, p(x∗, x∗) = 0.

Proof Taking in (7.19), θ(t, s) = s − μ(s) − t , for all t, s ≥ 0, we obtain (7.21). On
the other hand, it was proved in [8] that the function θ defined above is a simulation
function. Therefore, by Corollary7.2 and Proposition7.1, the result follows.

Remark 7.5 Observe that if a mapping T : X → X satisfies (7.1), then it satis-
fies (7.20) with ψ(t) = k t , t ≥ 0. Therefore, Corollary7.3 is a generalization of
Matthews result given by Theorem7.1.

7.5.2 Fixed Point Results in Metric Spaces via Extended
Simulation Functions

As anymetric space is a partialmetric space, the following results follow immediately
from the above corollaries.

From Corollary7.2, we deduce the following result.

Corollary 7.5 Let (X, d) be a complete metric space, and let T : X → X be a given
mapping. Suppose that there exists some θ ∈ EZ such that

θ
(
d(T x, T y),max{d(x, y), d(x, T x), d(y, T y)}) ≥ 0, (x, y) ∈ X × X.

Then T has a unique fixed point x∗ ∈ X. For all x ∈ X, the Picard sequence {T nx}
converges to x∗.

From Corollary7.3, we deduce the following result.

Corollary 7.6 Let (X, d) be a complete metric space, and let T : X → X be a given
mapping. Suppose that there exists some ψ ∈ Ψ such that

d(T x, T y) ≤ ψ (max{d(x, y), d(x, T x), d(y, T y)}) , (x, y) ∈ X × X.
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Then T has a unique fixed point x∗ ∈ X. For all x ∈ X, the Picard sequence {T nx}
converges to x∗.

Finally, from Corollary7.4, we deduce the following result.

Corollary 7.7 Let (X, d) be a complete metric space, and let T : X → X be a given
mapping. Suppose that there exists a lower semi-continuous function μ : [0,∞) →
[0,∞) with μ−1({0}) = {0}, such that

d(T x, T y) ≤ max{d(x, y), d(x, T x), d(y, T y)} − μ (max{d(x, y), d(x, T x), d(y, T y)}) ,

for all (x, y) ∈ X × X. Then T has a unique fixed point x∗ ∈ X. For all x ∈ X, the
Picard sequence {T nx} converges to x∗.

Remark 7.6 Corollary7.6 is an extension of Boyd–Wong fixed point theorem [4].
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Chapter 8
A Coupled Fixed Point Problem Under
a Finite Number of Equality Constraints

Let (E, ‖ · ‖) be a Banach space with a cone P . Let F, ϕi : E × E → E (i =
1, 2, . . . , r ) be a finite number of mappings. In this chapter, we provide suffi-
cient conditions for the existence and uniqueness of solutions to the problem: Find
(x, y) ∈ E × E such that

⎧
⎨

⎩

F(x, y) = x,
F(y, x) = y,
ϕi (x, y) = 0E , i = 1, 2, . . . , r,

(8.1)

where 0E is the zero vector of E . The main reference for this chapter is the paper [4].

8.1 Preliminaries

At first, let us recall some basic definitions and some preliminary results that will be
used later. In this chapter, the considered Banach space (E, ‖ · ‖) is supposed to be
partially ordered by a cone P . Recall that a nonempty closed convex set P ⊂ E is
said to be a cone (see [2]) if it satisfies the following conditions:

(P1) λ ≥ 0, x ∈ P =⇒ λx ∈ P;
(P2) −x, x ∈ P =⇒ x = 0E .

We define the partial order ≤P in E induced by the cone P by

(x, y) ∈ E × E, x ≤P y ⇐⇒ y − x ∈ P.

Definition 8.1 ([1]) Let ϕ : E × E → E be a given mapping. We say that ϕ is level
closed from the right if for every e ∈ E , the set
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levϕ≤P
(e) := {(x, y) ∈ E × E : ϕ(x, y) ≤P e}

is closed.

Definition 8.2 Letϕ : E × E → E be a givenmapping.We say thatϕ is level closed
from the left if for every e ∈ E , the set

levϕ≥P
(e) := {(x, y) ∈ E × E : e ≤P ϕ(x, y)}

is closed.

We denote by Ψ the set of functions ψ : [0,∞) → [0,∞) satisfying the condi-
tions:

(Ψ1) ψ is nondecreasing;
(Ψ2) For all t > 0, we have

∞∑

k=0

ψk(t) < ∞.

Here, ψk is the kth iterate of ψ .
The following properties are not difficult to prove.

Lemma 8.1 Let ψ ∈ Ψ . Then

(i) ψ(t) < t , t > 0;
(ii) ψ(0) = 0;
(iii) ψ is continuous at t = 0.

Example 8.1 As examples, the following functions belong to the set Ψ :

ψ(t) = k t , k ∈ (0, 1).

ψ(t) =
{
t/2 if 0 ≤ t ≤ 1,
1/2 if t > 1.

ψ(t) =
{
t/2 if 0 ≤ t < 1,
t − 1/3 if t ≥ 1.

Now, we are ready to state and prove the main results of this chapter. This is the
aim of the next section.

8.2 Main Results

Through this chapter, (E, ‖ · ‖) is a Banach space partially ordered by a cone P and
0E denotes the zero vector of E .

Let us start with the case of one equality constraint.
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8.2.1 A Coupled Fixed Point Problem Under One Equality
Constraint

We are interested with the existence and uniqueness of solutions to the problem: Find
(x, y) ∈ E × E such that

⎧
⎨

⎩

F(x, y) = x,
F(y, x) = y,
ϕ(x, y) = 0E ,

(8.2)

where F, ϕ : E × E → E are two given mappings.
The following theoremprovides sufficient conditions for the existence and unique-

ness of solutions to (8.2).

Theorem 8.1 Let F, ϕ : E × E → E be two given mappings. Suppose that the fol-
lowing conditions are satisfied:

(i) ϕ is level closed from the right.
(ii) There exists (x0, y0) ∈ E × E such that ϕ(x0, y0) ≤P 0E .
(iii) For every (x, y) ∈ E × E, we have

ϕ(x, y) ≤P 0E =⇒ ϕ(F(x, y), F(y, x)) ≥P 0E .

(iv) For every (x, y) ∈ E × E, we have

ϕ(x, y) ≥P 0E =⇒ ϕ(F(x, y), F(y, x)) ≤P 0E .

(v) There exists some ψ ∈ Ψ such that

‖F(u, v) − F(x, y)‖ + ‖F(y, x) − F(v, u)‖ ≤ ψ (‖u − x‖ + ‖v − y‖) ,

for all (x, y), (u, v) ∈ E × E with ϕ(x, y) ≤P 0E , ϕ(u, v) ≥P 0E .

Then (8.2) has a unique solution.

Proof Let (x0, y0) ∈ E × E be such that

ϕ(x0, y0) ≤p 0E .

Such a point exists from (ii). From (iii), we have

ϕ(x0, y0) ≤P 0E =⇒ ϕ(F(x0, y0), F(y0, x0)) ≥P 0E .

Define the sequences {xn} and {yn} in E by

xn+1 = F(xn, yn), yn+1 = F(yn, xn), n = 0, 1, 2, . . .
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Then we have
ϕ(x1, y1) ≥P 0E .

From (iv), we have

ϕ(x1, y1) ≥P 0E =⇒ ϕ(F(x1, y1), F(y1, x1)) ≤P 0E ,

that is,
ϕ(x2, y2) ≤P 0E .

Again, using (iii), we get from the above inequality that

ϕ(x3, y3) ≥P 0E .

Then, by induction, we obtain

ϕ(x2n, y2n) ≤P 0E , ϕ(x2n+1, y2n+1) ≥P 0E , n = 0, 1, 2, . . . (8.3)

Using (v) and (8.3), by symmetry, we obtain

‖xn+1 − xn‖ + ‖yn+1 − yn‖ ≤ ψ (‖xn − xn−1‖ + ‖yn − yn−1‖) , n = 1, 2, 3, . . .
(8.4)

From (8.4), since ψ is a nondecreasing function, for every n = 1, 2, 3, . . ., we have

‖xn+1 − xn‖ + ‖yn+1 − yn‖ ≤ ψ (‖xn − xn−1‖ + ‖yn − yn−1‖)
≤ ψ2 (‖xn−1 − xn−2‖ + ‖yn−1 − yn−2‖)
≤ · · ·
≤ ψn (‖x1 − x0‖ + ‖y1 − y0‖) . (8.5)

Suppose that
‖x1 − x0‖ + ‖y1 − y0‖ = 0.

In this case, we have

x0 = x1 = F(x0, y0) and y0 = y1 = F(y0, x0).

Moreover, from (iii), since ϕ(x0, y0) ≤P 0E , we obtain ϕ(x1, y1) = ϕ(x0, y0) ≥ 0E .
Since P is a cone, the two inequalities ϕ(x0, y0) ≤P 0E and ϕ(x0, y0) ≥P 0E yield

ϕ(x0, y0) = 0E .

Thus, we proved that in this case, (x0, y0) ∈ E × E is a solution to (8.2).
Now, we may suppose that ‖x1 − x0‖ + ‖y1 − y0‖ �= 0. Set
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δ = ‖x1 − x0‖ + ‖y1 − y0‖ > 0.

From (8.5), we have

‖xn+1 − xn‖ ≤ ψn(δ), n = 0, 1, 2, . . . (8.6)

Using the triangular inequality and (8.6), for all m = 1, 2, 3, . . ., we have

‖xn − xn+m‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − xn+2‖ + · · · + ‖xn+m−1 − xn+m‖
≤ ψn(δ) + ψn+1(δ) + · · · + ψn+m−1(δ)

=
n+m−1∑

i=n

ψ i (δ)

≤
∞∑

i=n

ψ i (δ).

On the other hand, since
∑∞

k=0 ψk(δ) < ∞, we have

∞∑

i=n

ψ i (δ) → 0 as n → ∞,

which implies that {xn} is a Cauchy sequence in (E, ‖ · ‖). The same argument gives
us that {yn} is a Cauchy sequence in (E, ‖ · ‖). As consequence, there exists a pair
of points (x∗, y∗) ∈ E × E such that

lim
n→∞ ‖xn − x∗‖ = lim

n→∞ ‖yn − y∗‖ = 0. (8.7)

From (8.3), we have

ϕ(x2n, y2n) ≤P 0E , n = 0, 1, 2, . . . ,

that is,
(x2n, y2n) ∈ levϕ≤P

(0E ), n = 0, 1, 2, . . . ,

Since ϕ is level closed from the right, passing to the limit as n → ∞ and using (8.7),
we obtain

(x∗, y∗) ∈ levϕ≤P
(0E ),

that is,
ϕ(x∗, y∗) ≤P 0E . (8.8)

Now, using (8.3), (8.8), and (v), we obtain
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‖F(x2n+1, y2n+1) − F(x∗, y∗)‖ + ‖F(y∗, x∗) − F(y2n+1, x2n+1)‖
≤ ψ

(‖x2n+1 − x∗‖ + ‖y2n+1 − y∗‖) ,

for all n = 0, 1, 2, . . ., which implies that

‖x2n+2 − F(x∗, y∗)‖ + ‖F(y∗, x∗)− y2n+2‖≤ψ
(‖x2n+1 − x∗‖ + ‖y2n+1 − y∗‖) ,

for all n = 0, 1, 2, . . . Passing to the limit as n → ∞, using (8.7), the continuity of
ψ at 0, and the fact that ψ(0) = 0 (see Lemma 8.1), we get

‖x∗ − F(x∗, y∗)‖ + ‖F(y∗, x∗) − y∗‖ = 0,

that is,
x∗ = F(x∗, y∗) and y∗ = F(y∗, x∗).

This proves that (x∗, y∗) ∈ E × E is a coupled fixed point of F . Finally, using (8.8)
and the fact that (x∗, y∗) is a coupled fixed point of F , it follows from (iii) that

ϕ(x∗, y∗) ≥P 0E . (8.9)

Then (8.8) and (8.9) yield
ϕ(x∗, y∗) = 0E .

Thus, we proved that (x∗, y∗) ∈ E × E is a solution to (8.2). Suppose now that
(u∗, v∗) ∈ E × E is a solution to (8.2) with (x∗, y∗) �= (u∗, v∗). Using (v), we obtain

‖u∗ − x∗‖ + ‖y∗ − v∗‖ ≤ ψ(‖u∗ − x∗‖ + ‖y∗ − v∗‖).

Since ‖u∗ − x∗‖ + ‖y∗ − v∗‖ > 0, from (i) of Lemma 8.1, we have

ψ(‖u∗ − x∗‖ + ‖y∗ − v∗‖) < ‖u∗ − x∗‖ + ‖y∗ − v∗‖.

Then
‖u∗ − x∗‖ + ‖y∗ − v∗‖ < ‖u∗ − x∗‖ + ‖y∗ − v∗‖,

which is a contradiction. As consequence, (x∗, y∗) is the unique solution to (8.2).

Remark 8.1 Observe that the conclusion of Theorem 8.1 is still valid if we replace
condition (i) by the following condition:
(i’) ϕ is level closed from the left.
In fact, from (8.3), we have

ϕ(x2n+1, y2n+1) ≥P 0E , n = 0, 1, 2, . . . ,

that is,
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(x2n+1, y2n+1) ∈ levϕ≥P
, n = 0, 1, 2, . . .

Passing to the limit as n → ∞ and using (8.7), we obtain

ϕ(x∗, y∗) ≥P 0E . (8.10)

Using (8.3), (8.10) and (v), we obtain

‖F(x2n , y2n) − F(x∗, y∗)‖ + ‖F(y∗, x∗) − F(y2n , x2n)‖ ≤ ψ
(‖x2n − x∗‖ + ‖y2n − y∗‖) ,

for all n = 0, 1, 2, . . ., which implies that

‖x2n+1 − F(x∗, y∗)‖ + ‖F(y∗, x∗) − y2n+1‖ ≤ ψ
(‖x2n − x∗‖ + ‖y2n − y∗‖) ,

for all n = 0, 1, 2, . . . Passing to the limit as n → ∞, we get

‖x∗ − F(x∗, y∗)‖ + ‖F(y∗, x∗) − y∗‖ = 0,

which proves that (x∗, y∗) ∈ E × E is a coupled fixed point of F . Using (8.10) and
the fact that (x∗, y∗) is a coupled fixed point of F , it follows from (iv) that

ϕ(x∗, y∗) ≤P 0E . (8.11)

Then (8.10) and (8.11) yield
ϕ(x∗, y∗) = 0E .

Thus, (x∗, y∗) ∈ E × E is a solution to (8.2).

8.2.2 A Coupled Fixed Point Problem Under Two Equality
Constraints

Here,we are interestedwith the existence anduniqueness of solutions to the following
problem: Find (x, y) ∈ E × E such that

⎧
⎪⎪⎨

⎪⎪⎩

F(x, y) = x,
F(y, x) = y,
ϕ1(x, y) = 0E ,

ϕ2(x, y) = 0E ,

(8.12)

where F, ϕ1, ϕ2 : E × E → E are three given mappings.
We have the following result.
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Theorem 8.2 Let F, ϕ1, ϕ2 : E × E → E be three given mappings. Suppose that
the following conditions are satisfied:

(i) ϕi (i = 1, 2) is level closed from the right.
(ii) There exists (x0, y0) ∈ E × E such that ϕi (x0, y0) ≤P 0E (i = 1, 2).
(iii) For every (x, y) ∈ E × E, we have

ϕi (x, y) ≤P 0E , i = 1, 2 =⇒ ϕi (F(x, y), F(y, x)) ≥P 0E , i = 1, 2.

(iv) For every (x, y) ∈ E × E, we have

ϕi (x, y) ≥P 0E , i = 1, 2 =⇒ ϕi (F(x, y), F(y, x)) ≤P 0E , i = 1, 2.

(v) There exists some ψ ∈ Ψ such that

‖F(u, v) − F(x, y)‖ + ‖F(y, x) − F(v, u)‖ ≤ ψ (‖u − x‖ + ‖v − y‖) ,

for all (x, y), (u, v) ∈ E × E with ϕi (x, y) ≤P 0E , ϕi (u, v) ≥P 0E , i = 1, 2.

Then (8.12) has a unique solution.

Proof Let (x0, y0) ∈ E × E be such that

ϕi (x0, y0) ≤p 0E , i = 1, 2.

Then from (iii), we have

ϕi (F(x0, y0), F(y0, x0)) ≥P 0E , i = 1, 2.

Define the sequences {xn} and {yn} in E by

xn+1 = F(xn, yn), yn+1 = F(yn, xn), n = 0, 1, 2, . . .

We have
ϕi (x1, y1) ≥P 0E , i = 1, 2.

Then from (iv), we obtain

ϕi (x2, y2) ≤P 0E , i = 1, 2.

Again, using (iii), we get from the above inequality that

ϕi (x3, y3) ≥P 0E , i = 1, 2.

Then, by induction, we obtain
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ϕi (x2n, y2n) ≤P 0E , ϕi (x2n+1, y2n+1) ≥P 0E , i = 1, 2, n = 0, 1, 2, . . .

Then, using (v), we obtain

‖xn+1 − xn‖ + ‖yn+1 − yn‖ ≤ ψ (‖xn − xn−1‖ + ‖yn − yn−1‖) , n = 1, 2, 3, . . .

Now, we argue exactly as in the proof of Theorem 8.1 to show that {xn} and {yn}
are Cauchy sequences in (E, ‖ · ‖). As consequence, there exists a pair of points
(x∗, y∗) ∈ E × E such that

lim
n→∞ ‖xn − x∗‖ = lim

n→∞ ‖yn − y∗‖ = 0.

On the other hand, we have

(x2n, y2n) ∈ levϕi≤P
(0E ), i = 1, 2, n = 0, 1, 2, . . . ,

Since ϕi (i = 1, 2) is level closed from the right, passing to the limit as n → ∞, we
obtain

(x∗, y∗) ∈ levϕi≤P
(0E ), i = 1, 2,

that is,
ϕi (x

∗, y∗) ≤P 0E , i = 1, 2.

Then we have

‖F(x2n+1, y2n+1) − F(x∗, y∗)‖ + ‖F(y∗, x∗) − F(y2n+1, x2n+1)‖
≤ ψ

(‖x2n+1 − x∗‖ + ‖y2n+1 − y∗‖) ,

for all n = 0, 1, 2, . . ., which implies that

‖x2n+2 − F(x∗, y∗)‖ + ‖F(y∗, x∗) − y2n+2‖ ≤ ψ
(‖x2n+1 − x∗‖ + ‖y2n+1 − y∗‖) ,

for all n = 0, 1, 2, . . . Passing to the limit as n → ∞, we get

‖x∗ − F(x∗, y∗)‖ + ‖F(y∗, x∗) − y∗‖ = 0,

that is,
x∗ = F(x∗, y∗) and y∗ = F(y∗, x∗).

This proves that (x∗, y∗) ∈ E × E is a coupled fixed point of F . Since ϕi (x∗, y∗) ≤P

0E for i = 1, 2, from (iii) we have

ϕi (F(x∗, y∗), F(y∗, x∗)) ≥P 0E , i = 1, 2,
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that is,
ϕi (x

∗, y∗) ≥P 0E , i = 1, 2.

Finally, the two inequalities ϕi (x∗, y∗) ≤P 0E and ϕi (x∗, y∗) ≥P 0E , i = 1, 2 yield
ϕi (x∗, y∗) = 0E , i = 1, 2. Then we proved that (x∗, y∗) ∈ E × E is a solution to
(8.12). The uniqueness can be obtained using a similar argument as in the proof of
Theorem 8.1.

Replace ϕ2 in Theorem 8.2 by −ϕ2, we obtain the following result.

Theorem 8.3 Let F, ϕ1, ϕ2 : E × E → E be three given mappings. Suppose that
the following conditions are satisfied:

(i) ϕ1 is level closed from the right and ϕ2 is level closed from the left.
(ii) There exists (x0, y0) ∈ E × E such that ϕ1(x0, y0) ≤P 0E and ϕ2(x0, y0) ≥p

0E .
(iii) For every (x, y) ∈ E × E with ϕ1(x, y) ≤P 0E and ϕ2(x, y) ≥P 0E , we have

ϕ1(F(x, y), F(y, x)) ≥P 0E , ϕ2(F(x, y), F(y, x)) ≤P 0E .

(iv) For every (x, y) ∈ E × E with ϕ1(x, y) ≥P 0E and ϕ2(x, y) ≤P 0E , we have

ϕ1(F(x, y), F(y, x)) ≤P 0E , ϕ2(F(x, y), F(y, x)) ≥P 0E .

(v) There exists some ψ ∈ Ψ such that

‖F(u, v) − F(x, y)‖ + ‖F(y, x) − F(v, u)‖ ≤ ψ (‖u − x‖ + ‖v − y‖) ,

for all (x, y), (u, v) ∈ E × E with ϕ1(x, y) ≤P 0E , ϕ2(x, y) ≥P 0E , ϕ1

(u, v) ≥P 0E , ϕ2(u, v) ≤P 0E .

Then (8.12) has a unique solution.

Replace ϕ1 in Theorem 8.3 by −ϕ1, we obtain the following result.

Theorem 8.4 Let F, ϕ1, ϕ2 : E × E → E be three given mappings. Suppose that
the following conditions are satisfied:

(i) ϕi (i = 1, 2) is level closed from the left.
(ii) There exists (x0, y0) ∈ E × E such that ϕi (x0, y0) ≥P 0E (i = 1, 2).
(iii) For every (x, y) ∈ E × E, we have

ϕi (x, y) ≤P 0E , i = 1, 2 =⇒ ϕi (F(x, y), F(y, x)) ≥P 0E , i = 1, 2.

(iv) For every (x, y) ∈ E × E, we have

ϕi (x, y) ≥P 0E , i = 1, 2 =⇒ ϕi (F(x, y), F(y, x)) ≤P 0E , i = 1, 2.
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(v) There exists some ψ ∈ Ψ such that

‖F(u, v) − F(x, y)‖ + ‖F(y, x) − F(v, u)‖ ≤ ψ (‖u − x‖ + ‖v − y‖) ,

for all (x, y), (u, v) ∈ E × E with ϕi (x, y) ≤P 0E , ϕi (u, v) ≥P 0E , i = 1, 2.

Then (8.12) has a unique solution.

8.2.3 A Coupled Fixed Point Problem Under r Equality
Constraints

Now,we argue exactly as in the proof ofTheorem8.2 to obtain the following existence
result for (8.1).

Theorem 8.5 Let F, ϕi : E × E → E (i = 1, 2, . . . , r) be r + 1 given mappings.
Suppose that the following conditions are satisfied:

(i) ϕi (i = 1, 2, . . . , r) is level closed from the right.
(ii) There exists (x0, y0) ∈ E × E such that ϕi (x0, y0) ≤P 0E (i = 1, 2, . . . , r).
(iii) For every (x, y) ∈ E × E, we have

ϕi (x, y) ≤P 0E , i = 1, 2, . . . , r =⇒ ϕi (F(x, y), F(y, x)) ≥P 0E , i = 1, 2, . . . , r.

(iv) For every (x, y) ∈ E × E, we have

ϕi (x, y) ≥P 0E , i = 1, 2, . . . , r =⇒ ϕi (F(x, y), F(y, x)) ≤P 0E , i = 1, 2, . . . r.

(v) There exists some ψ ∈ Ψ such that

‖F(u, v) − F(x, y)‖ + ‖F(y, x) − F(v, u)‖ ≤ ψ (‖u − x‖ + ‖v − y‖) ,

for all (x, y), (u, v) ∈ E × E with ϕi (x, y) ≤P 0E , ϕi (u, v) ≥P 0E ,
i = 1, 2, . . . , r .

Then (8.1) has a unique solution.

8.3 Some Consequences

In this section, we present some consequences following from Theorem 8.5.
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8.3.1 A Fixed Point Problem Under Symmetric Equality
Constraints

Let X be a nonempty set and let F : X × X → X be a given mapping. Recall that
that x ∈ X is said to be a fixed point of F if F(x, x) = x .

Let F, ϕ : E × E → E be givenmappings.We consider the problem: Find x ∈ E
such that

{
F(x, x) = x,
ϕ(x, x) = 0E .

(8.13)

We have the following result.

Corollary 8.1 Let F, ϕ : E × E → E be two given mappings. Suppose that the
following conditions are satisfied:

(i) ϕ is level closed from the right.
(ii) ϕ is symmetric, that is,

ϕ(x, y) = ϕ(y, x), (x, y) ∈ E × E .

(iii) There exists (x0, y0) ∈ E × E such that ϕ(x0, y0) ≤P 0E .
(iv) For every (x, y) ∈ E × E, we have

ϕ(x, y) ≤P 0E =⇒ ϕ(F(x, y), F(y, x)) ≥P 0E .

(v) For every (x, y) ∈ E × E, we have

ϕ(x, y) ≥P 0E =⇒ ϕ(F(x, y), F(y, x)) ≤P 0E .

(vi) There exists some ψ ∈ Ψ such that

‖F(u, v) − F(x, y)‖ + ‖F(y, x) − F(v, u)‖ ≤ ψ (‖u − x‖ + ‖v − y‖) ,

for all (x, y), (u, v) ∈ E × E with ϕ(x, y) ≤P 0E and ϕ(u, v) ≥P 0E .

Then (8.13) has a unique solution.

Proof From Theorem 8.1, we know that (8.2) has a unique solution (x∗, y∗) ∈ E ×
E . Since ϕ is symmetric, (y∗, x∗) is also a solution to (8.2). By uniqueness, we get
x∗ = y∗. Then x∗ ∈ E is the unique solution to (8.13).

Let F, ϕi : E × E → E (i = 1, 2, . . . , r ) be r + 1 given mappings. We consider
the problem: Find x ∈ X such that

{
F(x, x) = x,
ϕi (x, x) = 0E , i = 1, 2, . . . , r.

(8.14)
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Similarly, from Theorem 8.5, we have the following result.

Corollary 8.2 Let F, ϕi : E × E → E (i = 1, 2, . . . , r) be r + 1 given mappings.
Suppose that the following conditions are satisfied:

(i) ϕi (i = 1, 2, . . . , r) is level closed from the right.
(ii) ϕi (i = 1, 2, . . . , r) is symmetric.
(iii) There exists (x0, y0) ∈ E × E such that ϕi (x0, y0) ≤P 0E (i = 1, 2, . . . , r).
(iv) For every (x, y) ∈ E × E, we have

ϕi (x, y) ≤P 0E , i = 1, 2, . . . , r =⇒ ϕi (F(x, y), F(y, x)) ≥P 0E , i = 1, 2, . . . , r.

(v) For every (x, y) ∈ E × E, we have

ϕi (x, y) ≥P 0E , i = 1, 2, . . . , r =⇒ ϕi (F(x, y), F(y, x)) ≤P 0E , i = 1, 2, . . . r.

(vi) There exists some ψ ∈ Ψ such that

‖F(u, v) − F(x, y)‖ + ‖F(y, x) − F(v, u)‖ ≤ ψ (‖u − x‖ + ‖v − y‖) ,

for all (x, y), (u, v) ∈ E × E with ϕi (x, y) ≤P 0E , ϕi (u, v) ≥P 0E ,
i = 1, 2, . . . , r .

Then (8.14) has a unique solution.

8.3.2 A Common Coupled Fixed Point Result

We need the following definition.

Definition 8.3 Let X be a nonempty set, F : X × X → X and g : X → X be two
given mappings. We say that the pair of elements (x, y) ∈ X × X is a common
coupled fixed point of F and g if

x = gx = F(x, y) and y = gy = F(y, x).

We have the following common coupled fixed point result.

Corollary 8.3 Let F : E × E → E and g : E → E be two given mappings. Sup-
pose that the following conditions hold:

(i) g is a continuous mapping.
(ii) There exists (x0, y0) ∈ E × E such that

gx0 ≤p x0 and gy0 ≤p y0.
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(iii) For every (x, y) ∈ E × E, we have

gx ≤P x, gy ≤p y =⇒ gF(x, y) ≥P F(x, y), gF(y, x) ≥P F(y, x).

(iv) For every (x, y) ∈ E × E, we have

gx ≥P x, gy ≥P y =⇒ gF(x, y) ≤P F(x, y), gF(y, x) ≤P F(y, x).

(v) There exists some ψ ∈ Ψ such that

‖F(u, v) − F(x, y)‖ + ‖F(y, x) − F(v, u)‖ ≤ ψ (‖u − x‖ + ‖v − y‖) ,

for all (x, y), (u, v) ∈ E × E with gx ≤P x, gy ≤P y and gu ≥P u, gv ≥P v.

Then F and g have a unique common coupled fixed point.

Proof Let us consider the mappings ϕ1, ϕ2 : E × E → E defined by

ϕ1(x, y) = gx − x, (x, y) ∈ E × E

and
ϕ2(x, y) = gy − y, (x, y) ∈ E × E .

Observe that (x, y) ∈ E × E is a common coupled fixed point of F and g if and
only if (x, y) ∈ E × E is a solution to (8.12). Note that since g is continuous, then
ϕi is level closed from the right (also from the left) for all i = 1, 2. Now, applying
Theorem 8.2, we obtain the desired result.

8.3.3 A Fixed Point Result

We denote by Ψ̃ the set of functions ψ : [0,∞) → [0,∞) satisfying the following
conditions:

(Ψ̃1) ψ ∈ Ψ .
(Ψ̃2) For all a, b ∈ [0,∞), we have

ψ(a) + ψ(b) ≤ ψ(a + b).

Example 8.2 As example, let us consider the function

ψ(t) =
{
t/2 if 0 ≤ t < 1,
t − 1/3 if t ≥ 1.

It is not difficult to observe thatψ ∈ Ψ . Now, let us consider an arbitrary pair (a, b) ∈
[0,∞) × [0,∞). We discuss three possible cases.
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Case 1. If (a, b) ∈ [0, 1) × [0, 1).
In this case, we haveψ(a) + ψ(b) = (a + b)/2. On the other hand, we have a + b ∈
[0, 2). So, if 0 ≤ a + b < 1, thenψ(a) + ψ(b) = (a + b)/2 = ψ(a + b). However,
if 1 ≤ a + b < 2, then ψ(a + b) − ψ(a) − ψ(b) = (a + b)/2 − 1/3 ≥ 0.

Case 2. If (a, b) ∈ [0, 1) × [1,∞).
In this case, we have ψ(a) + ψ(b) = a/2 + b − 1/3 ≤ a + b − 1/3 = ψ(a + b).

Case 3. If (a, b) ∈ [1,∞) × [1,∞).
In this case, we have ψ(a) + ψ(b) = a + b − 2/3 ≤ a + b − 1/3 = ψ(a + b).
Therefore, we have ψ ∈ Ψ̃ .

Note that the setΨ is more large than the set Ψ̃ . The following example illustrates
this fact.

Example 8.3 Let us consider the function

ψ(t) =
{
t/2 if 0 ≤ t ≤ 1,
1/2 if t > 1.

Clearly, we have ψ ∈ Ψ . However,

ψ(1 + 1) = 1/2 < 1 = ψ(1) + ψ(1),

which proves that ψ /∈ Ψ̃ .

We have the following fixed point result.

Corollary 8.4 Let T : E → E be a given mapping. Suppose that there exists some
ψ ∈ Ψ̃ such that

‖Tu − T x‖ ≤ ψ(‖u − x‖), (u, x) ∈ E × E . (8.15)

Then T has a unique fixed point.

Proof Let us define the mapping F : E × E → E by

F(x, y) = T x, (x, y) ∈ E × E .

Let g : E → E be the identity mapping, that is,

gx = x, x ∈ E .

From (8.15), for all (x, y), (u, v) ∈ E × E , we have

‖Tu − T x‖ ≤ ψ(‖u − x‖)
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and
‖T y − T v‖ ≤ ψ(‖v − y‖).

Then
‖Tu − T x‖ + ‖T y − T v‖ ≤ ψ(‖u − x‖) + ψ(‖v − y‖).

Using the property (Ψ̃2), we obtain

‖Tu − T x‖ + ‖T y − T v‖ ≤ ψ(‖u − x‖ + ‖v − y‖), (x, y), (u, v) ∈ E × E .

From the definitions of F and g, we obtain

‖F(u, v) − F(x, y)‖ + ‖F(y, x) − F(v, u)‖ ≤ ψ (‖u − x‖ + ‖v − y‖) ,

for all (x, y), (u, v) ∈ E × E with gx ≤P x , gy ≤P y and gu ≥P u, gv ≥P v. By
Corollary 3.5, there exists a unique (x∗, y∗) ∈ E × E such that

x∗ = F(x∗, y∗) = T x∗ and y∗ = F(y∗, x∗) = T y∗.

Suppose that x∗ �= y∗. By (8.15), we have

‖x∗ − y∗‖ = ‖T x∗ − T y∗‖ ≤ ψ(‖x∗ − y∗)) < ‖x∗ − y∗‖,

which is a contradiction. As consequence, x∗ ∈ E is the unique fixed point of T .

Remark 8.2 Taking
ψ(t) = kt, t ≥ 0,

where k ∈ (0, 1) is a constant, we obtain from Corollary 8.4 the Banach contraction
principle.

Finally, for other related results, we refer the reader to Jleli and Samet [3].
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Chapter 9
JS-Metric Spaces and Fixed Point Results

In this chapter, we present a recent concept of generalized metric spaces due to Jleli
and Samet [12], for which we extend some well-known fixed point results including
Banach contraction principle, Ćirićs fixed point theorem, a fixed point result due
to Ran and Reurings, and a fixed point result due to Nieto and Rodriguez-Lopez.
This new concept of generalized metric spaces recovers various topological spaces
including standard metric spaces, b-metric spaces, dislocated metric spaces, and
modular spaces.

9.1 Introduction

The concept of standard metric spaces is a fundamental tool in topology, functional
analysis, and nonlinear analysis. This structure has attracted a considerable attention
frommathematicians because of the development of the fixed point theory in standard
metric spaces.

In recent years, several generalizations of standard metric spaces have appeared.
In 1993, Czerwik [6] introduced the concept of b-metric spaces. Since then, several
works have dealt with fixed point theory in such spaces; see [3, 4, 7, 17, 22] and
references therein. In 2000, Hitzler and Seda [11] introduced the notion of dislocated
metric spaces in which self-distance of a point need not be equal to zero. Such
spaces play a very important role in topology and logical programming. For fixed
point theory in dislocated metric spaces, see [1, 2, 10, 13] and references therein.
The theory of modular spaces was initiated by Nakano [20] in connection with the
theory of order spaces and was redefined and generalized by Musielak and Orlicz
[19]. By defining a norm, particular Banach spaces of functions can be considered.
Metric fixed theory for these Banach spaces of functions has been widely studied.
Even though a metric is not defined, many problems in fixed point theory can be
reformulated in modular spaces (see [8, 9, 15, 16, 18, 24] and references therein).
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In this chapter, we present a new generalization of metric spaces that recovers a
large class of topological spaces including standard metric spaces, b-metric spaces,
dislocated metric spaces, and modular spaces. In such spaces, we establish new
versions of some known fixed point theorems in standard metric spaces including
Banach contraction principle, Ćirić’s fixed point theorem [5], a fixed point result due
to Ran and Reurings [23], and a fixed point result due to Nieto and Rodiguez-Lopez
[21].

9.2 JS-Metric Spaces

Let X be a nonempty set and D : X × X → [0,∞] be a given mapping. For every
x ∈ X , let us define the set

C(D, X, x) =
{
{xn} ⊂ X : lim

n→∞ D(xn, x) = 0
}

.

9.2.1 General Definition

Definition 9.1 (Jleli and Samet [12])We say that D is a JS-metric on X if it satisfies
the following conditions:

(D1) D(x, y) = 0 =⇒ x = y, for all (x, y) ∈ X × X .
(D2) D(x, y) = D(y, x), for all (x, y) ∈ X × X .
(D3) There exists C > 0 such that

(x, y) ∈ X × X, {xn} ∈ C(D, X, x) =⇒ D(x, y) ≤ C lim sup
n→∞

D(xn, y).

In this case, we say the pair (X, D) is a JS-metric space.

Remark 9.1 Obviously, if the set C(D, X, x) is empty for every x ∈ X , then (X, D)

is a JS-metric space if and only if (D1) and (D2) are satisfied.

Example 9.1 ([14]) Let X = {0, 1} be endowed with the function D : X × X →
[0,∞] defined by

D(0, 0) = 0, D(1, 0) = D(0, 1) = D(1, 1) = ∞.

Let us show that (X, D) is a JS-metric space. Properties (D1) and (D2) are apparent.
Let x ∈ X and {xn} be a sequence that belongs toC(D, X, x). Therefore, there exists
some N ∈ N such that

D(xn, x) <
1

2
, n ≥ N .
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From the definition of D, we obtain

D(xn, x) = 0, n ≥ N ,

which implies from property (D1) that

xn = x, n ≥ N .

Then, for every y ∈ X , we have

D(x, y) = D(xn, y), n ≥ N .

Therefore, (D3) is satisfied with C = 1.

For many other examples of JS-metric spaces, we refer to the next sections.

9.2.2 Topological Concepts

Definition 9.2 Let (X, D) be a JS-metric space. Let {xn} be a sequence in X and
x ∈ X . We say that the sequence {xn} D-converges to x if

{xn} ∈ C(D, X, x).

Proposition 9.1 Let (X, D) be a JS-metric space. Let {xn} be a sequence in X and
(x, y) ∈ X × X. If {xn} D-converges to x and {xn} D-converges to y, then x = y.

Proof Using property (D3), we obtain

D(x, y) ≤ C lim sup
n→∞

D(xn, y) = 0,

which implies from property (D1) that x = y.

Definition 9.3 Let (X, D) be a JS-metric space. Let {xn} be a sequence in X . We
say that {xn} is a D-Cauchy sequence if

lim
n,m→∞ D(xn, xm) = 0.

Definition 9.4 Let (X, D) be a JS-metric space. It is said to be D-complete if every
D-Cauchy sequence in X is D-convergent to some element in X .
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9.2.3 Examples

Now, we present several examples of JS-metric spaces. We will see that this new
concept of generalized metric spaces recovers a large class of existing metrics in the
literature.

9.2.3.1 Standard Metric Spaces

It is obvious that any metric space is a JS-metric space.

9.2.3.2 b-Metric spaces

In 1993, Czerwik [6] introduced the concept of b-metric spaces as follows.

Definition 9.5 Let X be a nonempty set and d : X × X → [0,∞) be a given
mapping. We say that d is a b-metric on X if it satisfies the following conditions:

(b1) d(x, y) = 0 ⇔ x = y, for all (x, y) ∈ X × X .
(b2) d(x, y) = d(y, x), for all (x, y) ∈ X × X .
(b3) There exists s ≥ 1 such that, for every (x, y, z) ∈ X × X × X , we have

d(x, y) ≤ s[d(x, z) + d(z, y)].

In this case, (X, d) is said to be a b-metric space.

The concept of convergence in such spaces is similar to that of standard metric
spaces.

Proposition 9.2 Any b-metric on X is a JS-metric on X.

Proof Let d be a b-metric on X . We have just to proof that d satisfies the property
(D3). Let x ∈ X and {xn} ∈ C(d, X, x). For every y ∈ X , by the property (b3), we
have

d(x, y) ≤ sd(x, xn) + sd(xn, y), n ∈ N.

Thus, we have
d(x, y) ≤ s lim sup

n→∞
d(xn, y).

The property (D3) is then satisfied with C = s.

9.2.3.3 Hitzler–Seda Metric Spaces

Hitzler and Seda [11] introduced the notion of dislocated metric spaces as follows.
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Definition 9.6 Let X be a nonempty set and d : X × X → [0,∞) be a given
mapping. We say that d is a dislocated metric on X if it satisfies the following
conditions:

(HS1) d(x, y) = 0 =⇒ x = y, for all (x, y) ∈ X × X .
(HS2) d(x, y) = d(y, x), for all (x, y) ∈ X × X .
(HS3) d(x, y) ≤ d(x, z) + d(z, y), for all (x, y, z) ∈ X × X × X .

In this case, (X, d) is said to be a dislocated metric space.

The motivation of defining this new notion is to get better results in logic pro-
gramming semantics.

The concept of convergence in such spaces is similar to that of standard metric
spaces. The following result can easily be established, so we omit its proof.

Proposition 9.3 Any dislocated metric on X is a JS-metric on X.

9.2.3.4 Modular Spaces with Fatou Property

Let us recall briefly some basic concepts of modular spaces. For more details of
modular spaces, the reader is advised to consult [18] and the references therein.

Definition 9.7 Let X be a linear space over R. A functional ρ : X → [0,∞] is said
to be modular if the following conditions hold:

(ρ1) ρ(x) = 0 ⇔ x = 0, for all x ∈ X .
(ρ2) ρ(−x) = ρ(x), for all (x, y) ∈ X × X .
(ρ3) ρ(αx + βy) ≤ ρ(x) + ρ(y), whenever α, β ≥ 0, and α + β = 1.

Definition 9.8 If ρ is a modular on X , then the set

Xρ =
{
x ∈ X : lim

λ→0
ρ(λx) = 0

}

is called a modular space.

The concept of convergence in such spaces is defined as follows.

Definition 9.9 Let Xρ be a modular space.

(i) A sequence {xn} ⊂ Xρ is said to be ρ-convergent to x ∈ X if

lim
n→∞ ρ(xn − x) = 0.

(ii) A sequence {xn} ⊂ Xρ is said to be ρ-Cauchy if

lim
n,m→∞ ρ(xn − xn+m) = 0.
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(iii) Xρ is said to be ρ-complete if any ρ-Cauchy sequence is ρ-convergent.

Definition 9.10 The modular ρ has the Fatou property if, for every y ∈ Xρ , we have

ρ(x − y) ≤ lim inf
n→∞ ρ(xn − y),

whenever {xn} ⊂ Xρ is ρ-convergent to x ∈ Xρ .

Let Xρ be a modular space. Define the mapping Dρ : Xρ × Xρ → [0,∞] by

D(x, y) = ρ(x − y), (x, y) ∈ X × X.

We have the following result.

Proposition 9.4 If ρ has the Fatou property, then Dρ is a JS-metric on Xρ .

Proof We have just to proof that Dρ satisfies property (D3). Let x ∈ Xρ and {xn} ∈
C(Dρ, Xρ, x), which means that

lim
n→∞ ρ(xn − x) = 0.

Using Fatou property, for all y ∈ Xρ , we have

ρ(x − y) ≤ lim inf
n→∞ ρ(xn − y),

which yields

Dρ(x, y) ≤ lim inf
n→∞ Dρ(xn, y) ≤ lim sup

n→∞
Dρ(xn, y).

Then (D3) is satisfied with C = 1, and Dρ is a JS-metric on Xρ .

The following result is immediate.

Proposition 9.5 Let ρ be a modular on X having the Fatou property. Then

(i) {xn} ⊂ Xρ is ρ-convergent to x ∈ Xρ if and only if {xn} is Dρ-convergent to x.
(ii) {xn} ⊂ Xρ is ρ-Cauchy if and only if {xn} is Dρ-Cauchy.
(iii) Xρ is ρ-complete if and only if (Xρ, Dρ) is Dρ-complete.

9.3 Banach Contraction Principle in JS-Metric Spaces

In this section, we present an extension of Banach contraction principle to the setting
of JS-metric spaces.

Let (X, D) be a JS-metric space, and let T : X → X be a giving mapping.
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Definition 9.11 Let k ∈ (0, 1). We say that T is a k-contraction if

D(T x, T y) ≤ kD(x, y), (x, y) ∈ X × X.

Observe that

Proposition 9.6 Suppose that T is a k-contraction for some k ∈ (0, 1). Then any
fixed point ω ∈ X of T satisfies

D(ω, ω) < ∞ =⇒ D(ω, ω) = 0.

Proof Let ω ∈ X be a fixed point of T such that D(ω, ω) < ∞. Since T is a
k-contraction, we have

D(ω, ω) = D(Tω, Tω) ≤ kD(ω, ω),

which implies that D(ω, ω) = 0, since k ∈ (0, 1) and D(ω, ω) < ∞.

For every x ∈ X , let

δ(D, T, x) = sup{D(T i x, T j x) : i, j ∈ N}.

We have the following extension of Banach contraction principle.

Theorem 9.1 Suppose that the following conditions hold:

(i) (X, D) is complete.
(ii) T is a k-contraction for some k ∈ (0, 1).
(iii) There exists x0 ∈ X such that δ(D, T, x0) < ∞.

Then {T nx0} converges to ω ∈ X, a fixed point of T . Moreover, if ω′ ∈ X is another
fixed point of T such that D(ω, ω′) < ∞, then ω = ω′.

Proof Let n ∈ N (≥ 1). Since T is a k-contraction, for all i, j ∈ N, we have

D(T n+i x0, T
n+ j x0) ≤ kD(T n−1+i x0, T

n−1+ j x0),

which implies that
δ(D, T, T nx0) ≤ kδ(D, T, T n−1x0).

Then, for every n ∈ N, we have

δ(D, T, T nx0) ≤ knδ(D, T, x0).

Using the above inequality, for every n,m ∈ N, we have

D(T nx0, T
n+mx0) ≤ δ(D, T, T nx0) ≤ knδ(D, T, x0).
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Since δ(D, T, x0) < ∞ and k ∈ (0, 1), we obtain

lim
n,m→∞ D(T nx0, T

n+mx0) = 0,

which implies that {T nx0} is a D-Cauchy sequence. Since (X, D) is D-complete,
there exists some ω ∈ X such that {T nx0} is D-convergent to ω. On the other hand,
since T is a k-contraction, for all n ∈ N, we have

D(T n+1x0, Tω) ≤ kD(T nx0, ω).

Passing to the limit as n → ∞, we obtain

lim
n→∞ D(T n+1x0, Tω) = 0.

Then {T nx0} is D-convergent to Tω. By the uniqueness of the limit (see Proposition
9.1), we get

ω = Tω,

that is, ω is a fixed point of T . Now, suppose that ω′ ∈ X is a fixed point of T such
that D(ω, ω′) < ∞. Since T is a k-contraction, we have

D(ω, ω′) = D(Tω, Tω′) ≤ kD(ω, ω′),

which implies by property (D1) that ω = ω′.

The following result (see Kirk and Shahzad [17]) is an immediate consequence
of Proposition 9.2 and Theorem 9.1.

Corollary 9.1 Let (X, d) be a complete b-metric space, and let T : X → X be a
giving mapping. Suppose that for some k ∈ (0, 1), we have

d(T x, T y) ≤ kd(x, y), (x, y) ∈ X × X.

If there exists x0 ∈ X such that

sup{d(T i x0, T
j x0) : i, j ∈ N} < ∞,

then the sequence {T nx0} converges to a fixed point of T . Moreover, T has one and
only one fixed point.

Note that in [6], there is a better result than this given by Corollary 9.1.
The next result is an immediate consequence of Proposition 9.3 and Theorem 9.1.

Corollary 9.2 Let (X, d) be a complete dislocatedmetric space, and let T : X → X
be a giving mapping. Suppose that for some k ∈ (0, 1), we have
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d(T x, T y) ≤ kd(x, y), (x, y) ∈ X × X.

If there exists x0 ∈ X such that

sup{d(T i x0, T
j x0) : i, j ∈ N} < ∞,

then the sequence {T nx0} converges to a fixed point of T . Moreover, T has one and
only one fixed point.

The following result is an immediate consequence of Proposition 9.4, Proposition
9.5, and Theorem 9.1.

Corollary 9.3 Let (Xρ, ρ) be a complete modular space, and let T : X → X be a
giving mapping. Suppose that for some k ∈ (0, 1), we have

ρ(T x − T y) ≤ kρ(x − y), (x, y) ∈ Xρ × Xρ.

Suppose also that ρ satisfies the Fatou property. If there exists x0 ∈ Xρ such that

sup{ρ(T i x0 − T j x0) : i, j ∈ N} < ∞,

then the sequence {T nx0} ρ-converges to some ω ∈ Xρ , a fixed point of T . Moreover,
if ω′ ∈ Xρ is another fixed point of T such that ρ(ω − ω′) < ∞, then ω = ω′.

Observe that in the above result, no Δ2-condition is supposed.

9.4 Ćirić’s Quasicontraction in JS-Metric Spaces

In this section, we extend Ćirić’s fixed point theorem to quasicontraction-type map-
pings [5] in the setting of JS-metric spaces.

Let (X, D) be a JS-metric space, and let T : X → X be a mapping.

Definition 9.12 Let k ∈ (0, 1). We say that T is a k-quasicontraction if

D(T x, T y) ≤ kmax{D(x, y), D(x, T x), D(y, T y), D(x, T y), D(y, T x)}, (x, y) ∈ X×X.

Proposition 9.7 Suppose that T is a k-quasicontraction for some k ∈ (0, 1). Then
any fixed point ω ∈ X of T satisfies

D(ω, ω) < ∞ =⇒ D(ω, ω) = 0.

Proof Let ω ∈ X be a fixed point of T such that D(ω, ω) < ∞. Since T is a
k-quasicontraction, we have
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D(ω, ω) = D(Tω, Tω) ≤ kD(ω, ω).

Since k ∈ (0, 1), we get D(ω, ω) = 0.

Theorem 9.2 Suppose that the following conditions hold:

(i) (X, D) is complete.
(ii) T is a k-quasicontraction for some k ∈ (0, 1/C), C ≥ 1.
(iii) There exists x0 ∈ X such that δ(D, T, x0) < ∞.

Then {T nx0} converges to some ω ∈ X. If D(x0, Tω) < ∞ and D(ω, Tω) < ∞,
then ω is a fixed point of T . Moreover, if ω′ ∈ X is another fixed point of T such that
D(ω, ω′) < ∞ and D(ω′, ω′) < ∞, then ω = ω′.

Proof Let n ∈ N (n ≥ 1). Since T is a k-quasicontraction, for all i, j ∈ N, we have

D(T n+i x0, T
n+ j x0) ≤ kmax{D(T n−1+i x0, T

n−1+ j x0), D(T n−1+i x0, T
n+i x0),

D(T n−1+i x0, T
n+ j x0), D(T n−1+ j x0, T

n+ j x0),

D(T n−1+ j x0, T
n+i x0)},

which implies that
δ(D, T, T nx0) ≤ kδ(D, T, T n1x0).

Hence, we have
δ(D, T, T nx0) ≤ knδ(D, T, x0), n ≥ 1.

Using the above inequality, for every n,m ∈ N, we have

D(T nx0, T
n+mx0) ≤ δ(D, T, T nx0) ≤ knδ(D, T, x0).

Since (D, T, x0) < ∞ and k ∈ (0, 1), we obtain

lim
n,m→∞ D(T nx0, T

n+mx0) = 0,

which implies that {T nx0} is a D-Cauchy sequence. Since (X, D) is D-complete,
there exists some ω ∈ X such that {T nx0} is D-convergent to ω. Now, we suppose
that D(x0, Tω) < ∞. Using the inequality

D(T nx0, T
n+mx0) ≤ knδ(D, T, x0), n,m ∈ N, (9.1)

by property (D3),

D(ω, T nx0) ≤ C lim sup
m→∞

D(T nx0, T
n+mx0) ≤ Cknδ(D, T, x0), n ∈ N. (9.2)

On the other hand, we have



9.4 Ćirić’s Quasicontraction in JS-Metric Spaces 149

D(T x0, Tω) ≤ kmax{D(x0, ω), D(x0, T x0), D(ω, Tω), D(T x0, ω), D(x0, Tω)}.

Using (9.1) and (9.2), we get

D(T x0, Tω) ≤ max{kCδ(D, T, x0), kδ(D, T, x0), kD(ω, Tω), kD(x0, Tω)}.

Again, using the above inequality, we have

D(T 2x0, Tω) ≤ max{k2Cδ(D, T, x0), k
2δ(D, T, x0), kD(ω, Tω), k2D(x0, Tω)}.

Continuing this process, by induction, we get

D(T nx0, Tω) ≤ max{knCδ(D, T, x0), k
nδ(D, T, x0), kD(ω, Tω), knD(x0, Tω)}, n ≥ 1.

Therefore, we have

lim sup
n→∞

D(T nx0, Tω) ≤ kD(ω, Tω),

since D(x0, Tω) < ∞ and δ(D, T, x0) < ∞. Using property (D3), we get

D(Tω,ω) ≤ C lim sup
n→∞

D(T nx0, Tω) ≤ kCD(ω, Tω),

which implies that D(Tω,ω) = 0, since D(ω, Tω) < ∞ and kC ∈ (0, 1). Then ω

is a fixed point of T . By Proposition 9.7, we have D(ω, ω) = 0. Finally, suppose that
ω′ ∈ X is another fixed point of T such that D(ω, ω′) < ∞ and D(ω′, ω′) < ∞. By
Proposition 9.7, we have D(ω′, ω′) = 0. Since T is a k-quasicontraction, we get

D(ω, ω′) = D(Tω, Tω′) ≤ kD(ω, ω′),

which implies that ω = ω′.

9.5 Banach Contraction Principle in a JS-Metric Space
with a Partial Order

In this section, we extend Banach contraction principle to the class of JS-metric
spaces with a partial order.

Let (X, D) be a JS-metric space, and let T : X → X be a giving mapping. Let �
be a partial order on X . We denote by E� the subset of X × X defined by

E� = {(x, y) ∈ X × X : x � y}.
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Now, let us introduce some concepts.

Definition 9.13 We say that T is weak continuous if the following condition holds:
if {xn} ⊂ X is D-convergent to x ∈ X , then there exists a subsequence {xnq } of {xn}
such that {T xnq } is D-convergent to T x (as q → ∞).

Definition 9.14 We say thatT is �-monotone if the following condition holds:

(x, y) ∈ E� =⇒ (T x, T y) ∈ E�.

Definition 9.15 We say that the pair (X, D) is D-regular if the following condition
holds: For every sequence, {xn} ⊂ X satisfying

(xn, xn+1) ∈ E�, n large enough,

if {xn} is D-convergent to x ∈ X , then there exists a subsequence {xnq } of {xn} such
that

(xnq , x) ∈ E�, q large enough.

Definition 9.16 We say that T is a weak k-contraction for some k ∈ (0, 1) if the
following condition holds:

(x, y) ∈ E� =⇒ D(T x, T y) ≤ kD(x, y).

The first result holds under the weak continuity assumption.

Theorem 9.3 Suppose that the following conditions hold:

(i) (X, D) is complete.
(ii) T is weak continuous.
(iii) T is a weak k-contraction for some k ∈ (0, 1).
(iv) There exists x0 ∈ X such that δ(D, T, x0) < ∞ and (x0, T x0) ∈ E�.
(v) T is �-monotone.

Then {T nx0} converges to some ω ∈ X such that ω is a fixed point of T . Moreover,
if D(ω, ω) < ∞, then D(ω, ω) = 0.

Proof Since T is E�-monotone and (x0, T x0) ∈ E , then

(T nx0, T
n+1x0) ∈ E�, n ∈ N.

Since � is a partial order (so it is transitive), then

(p, q) ∈ N × N, p ≤ q =⇒ T px0 � T qx0.

Let n ∈ N (n ≥ 1). Since T is a weak k-contraction and D is symmetric, for all
i, j ∈ N, we have



9.5 Banach Contraction Principle in a JS-Metric Space with a Partial Order 151

D(T n+i x0, T
n+ j x0) ≤ kD(T n−1+i x0, T

n−1+ j x0),

which implies that
δ(D, T, T nx0) ≤ kδ(D, T, T n−1x0).

Then,
δ(D, T, T nx0) ≤ knδ(D, T, x0), n ∈ N.

Using the above inequality, for every n,m ∈ N, we have

D(T nx0, T
n+mx0) ≤ δ(D, T, T nx0) ≤ knδ(D, T, x0).

Since δ(D, T, x0) < ∞ and k ∈ (0, 1), we obtain

lim
n,m→∞ D(T nx0, T

n+mx0) = 0,

which implies that {T nx0} is a D-Cauchy sequence. Since (X, D) is D-complete,
there exists some ω ∈ X such that {T nx0} is D-convergent to ω. Since T is weak
continuous, there exists a subsequence {T nq x0} of {T nx0} such that {T nq+1x0} is D-
convergent to Tω (as q → ∞). By the uniqueness of the limit, we get ω = Tω, that
is, ω is a fixed point of T . Suppose now that D(ω, ω) < ∞, since (ω, ω) ∈ E�, we
have

D(ω, ω) = D(Tω, Tω) ≤ kD(ω, ω),

which implies that D(ω, ω) = 0 (since k ∈ (0, 1)).

Remark 9.2 Theorem 9.3 is an extension of Ran and Reurings fixed point result [23]
established in the setting of metric spaces under the continuity of the mapping T .

Now, we replace the weak continuity assumption by the D-regularity of the pair
(X, D). We have the following result.

Theorem 9.4 Suppose that the following conditions hold:

(i) (X, D) is complete.
(ii) (X, D) is D-regular.
(iii) T is a weak k-contraction for some k ∈ (0, 1).
(iv) There exists x0 ∈ X such that δ(D, T, x0) < ∞ and (x0, T x0) ∈ E�.
(v) T is �-monotone.

Then {T nx0} converges to some ω ∈ X such that ω is a fixed point of T . Moreover,
if D(ω, ω) < ∞, then D(ω, ω) = 0.

Proof Following the proof of the previous theorem, we know that {T nx0} is D-
convergent to some ω ∈ X and

(T nx0, T
n+1x0) ∈ E�, n ∈ N.
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Since (X, D) is D-regular, there exists a subsequence {T nq x0} of {T nx0} such that

(T nq x0, ω) ∈ E�, q large enough.

On the other hand, T is a weak k-contraction, so we have

D(T nq+1x0, Tω) ≤ kD(T nq x0, ω), q large enough.

Passing to the limit as q → ∞, we get

lim
q→∞ D(T nq+1x0, Tω) = 0,

which implies that {T nq+1x0} is D-convergent to Tω. By uniqueness of the limit, we
get ω = Tω. Similar to the proof in the previous theorem, we have D(ω, ω) = 0.

Remark 9.3 Theorem 9.4 is an extension of Nieto and Rodiguez-Lopez fixed point
result ([21], Theorem 4), which was obtained in the setting of metric spaces.
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5. Ćirić, L.B.: A generalization of Banach’s contraction principle. Proc. Am. Math. Soc. 45(2),
267–273 (1974)

6. Czerwik, S.: Contraction mappings in b-metric spaces. Acta Math. Inf. Univ. Ostrav. 1, 5–11
(1993)

7. Czerwik, S., Dlutek, K., Singh, S.L.: Round-off stability of iteration procedures for set-valued
operators in b-metric spaces. J. Nat. Phys. Sci. 11, 87–94 (2007)

8. Dominguez Benavides, T., Khamsi, M.A., Samadi, S.: Uniformly Lipschitzian mappings in
modular function spaces. Nonlinear Anal. 46(2), 267–278 (2001)

9. Hajji, A., Hanebaly, E.: Fixed point theorem and its application to perturbed integral equations
in modular function spaces. Electron. J. Differ. Equ. 2005(105) (2005)

10. Hitzler, P.: Generalized metrics and topology in logic programming semantics. Dissertation,
Faculty of Science, National University of Ireland, University College, Cork (2001)

11. Hitzler, P., Seda, A.K.: Dislocated topologies. J. Electr. Eng. 51(12), 3–7 (2000)
12. Jleli, M., Samet, B.: A generalized metric space and related fixed point theorems. Fixed Point

Theory Appl. 2015, 61 (2015)
13. Karapinar, E., Salimi, P.: Dislocated metric space to metric spaces with some fixed point

theorems. Fixed Point Theory Appl. 2013, 222 (2013)
14. Karapinar, E., O’Regan, D., Roldan, A., Shahzad, N.: Fixed point theorems in new generalized

metric spaces. J. Fixed Point Theory Appl. (2016). https://doi.org/10.1007/s11784-016-0301-
4

https://doi.org/10.1007/s11784-016-0301-4
https://doi.org/10.1007/s11784-016-0301-4


References 153

15. Khamsi, M.A.: Nonlinear semigroups in modular function spaces. Math. Jpn. 37, 291–299
(1992)

16. Khamsi, M.A., Kozlowski, W.M., Reich, S.: Fixed point theory in modular function spaces.
Nonlinear Anal. 14, 935–953 (1990)

17. Kirk, W., Shahzad, N.: b-metric spaces. Fixed Point Theory in Distance Spaces, pp. 113–131.
Springer, Berlin (2014)

18. Kozlowski, W.M.: Modular Function Spaces. Monographs and Textbooks in Pure and Applied
Mathematics, vol. 122. Dekker, New York (1988)

19. Musielak, J., Orlicz, W.: On modular spaces. Stud. Math. 18, 49–65 (1959)
20. Nakano, H.: Modular semi-ordered spaces. Tokyo, Japan (1959)
21. Nieto, J.J., Rodriguez-Lopez, R.: Existence and uniqueness of fixed point in partially ordered

sets and applications to ordinary differential equations. Acta Math. Sin. 23(12), 2205–2212
(2007)
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Chapter 10
Iterated Bernstein Polynomial
Approximations

Kelisky and Rivlin [7] proved that each Bernstein operator Bn is a weaky Picard
operator (WPO). Moreover, given n ∈ N and ϕ ∈ C([0, 1];R),

lim
j→∞(B j

nϕ)(t) = ϕ(0) + (ϕ(1) − ϕ(0))t, t ∈ [0, 1].

In their opinion, the study of iterates of Bn is considerably simplified if one uses the
language of Linear Algebra. Nevertheless, their proof is not easy: In particular, it
involves the Stirling numbers of the second kind, and eigenvalues and eigenvectors
of some matrices. A simple proof of the Kelisky–Rivlin Theorem was given by Rus
[11] with the help of some trick with contraction principle. Another proof, which is
based on a fixed point theorem for linear operators on a Banach space, was presented
by Jachymski in [6]. In this chapter, we establish a new fixed point theorem, which
will be used to establish a Kelisky–Rivlin type result for q-Bernstein polynomials
and modified q-Bernstein polynomials. Note that the techniques used by Jachymski
in [6] require linear operators defined on a certain Banach space, which is not the
case for modified q-Bernstein polynomials.

10.1 A Fixed Point Theorem

In this section, we establish a fixed point theorem that will be used later.

Theorem 10.1 Let E be a group with respect to a certain operation +. Let X be
a subset of E endowed with a certain metric d such that (X, d) is complete. Let
X0 ⊂ X be a closed subset of X such that X0 is a subgroup of E. Let T : X → X
be a given mapping satisfying

(x, y) ∈ X × X, x − y ∈ X0 =⇒ d(T x, T y) ≤ kd(x, y), (10.1)
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where k ∈ (0, 1) is a constant. Suppose that the operation mapping± : X × X → X
defined by

±(x, y) = x ± y, (x, y) ∈ X × X

is continuous with respect to the metric d. Moreover, suppose that

x − T x ∈ X0, x ∈ X. (10.2)

Then

(i) For every x ∈ X, the Picard sequence {T nx} converges to a fixed point of T .
(ii) For every x ∈ X,

(x + X0) ∩ Fix(T ) =
{
lim
n→∞ T nx

}
.

Proof Let x ∈ X be fixed. From (10.2), we have

x − T x ∈ X0.

Using (10.1), we obtain
d(T x, T 2x) ≤ kd(x, T x).

Again, using (10.2), we obtain

T x − T 2x = T x − T (T x) ∈ X0,

which implies from (10.1) that

d(T 2x, T 3x) ≤ kd(T x, T 2x) ≤ k2d(x, T x).

Therefore, by induction we obtain

T nx − T n+1x ∈ X0, n ∈ N (10.3)

and
d(T nx, T n+1x) ≤ knd(x, T x), n ∈ N.

Since k ∈ (0, 1), from the above inequalitywe deduce that the Picard sequence {T nx}
is Cauchy in the complete metric space (X, d). Then there is some ω ∈ X such that

lim
n→∞ d(T nx, ω) = 0. (10.4)

On the other hand, observe that for n, p ≥ 1,

T nx − T n+px = (T nx − T n+1x) + (T n+1x − T n+2x) + · · · + (T n+p−1x − T n+px).
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Therefore, by (10.3) and using the fact that (X0,+) is a group, we deduce that

T nx − T n+px ∈ X0, n, p ≥ 1.

Passing to the limit as p → ∞, using (10.4), the continuity of the operation mapping
±, and the closure of X0, we obtain

T nx − ω ∈ X0, n ∈ N. (10.5)

Therefore, by (10.1) we have

d(T n+1x, Tω) ≤ kd(T nx, ω), n ∈ N.

Passing to the limit as n → ∞ and using (10.4), we get

lim
n→∞ d(T n+1x, Tω) = 0.

The uniqueness of the limit yields ω = Tω; that is,ω is a fixed point of T . Then (i) is
proved. In order to prove (ii), let x ∈ X be fixed. We know that the Picard sequence
{T nx} converges to ω ∈ X , a fixed point of T . Moreover, from (10.2) and (10.5), we
have ω − x ∈ X0, that is, ω ∈ x + X0. Therefore, we have

{
lim
n→∞ T nx

}
⊂ (x + X0) ∩ Fix(T ).

Now, let z ∈ (x + X0) ∩ Fix(T ) be fixed. Then

T z = z and z − x ∈ X0.

Therefore, we have

z − T x = T z − T x = (T z − z) + (x − T x) + (z − x) ∈ X0.

Again,

z − T 2x = T 2z − T 2x = (T 2z − T z) + (T x − T 2x) + (z − T x) ∈ X0.

Hence, by induction we obtain

z − T nx ∈ X0, n ∈ N.

Using (10.1), we get

d(z, T n+1x) = d(T z, T n+1x) ≤ kd(z, T nx) ≤ k2d(z, T n−1x) ≤ · · · ≤ kn+1d(z, x), n ∈ N.
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Passing to the limit as n → ∞, we obtain

lim
n→∞ d(z, T nx) = 0,

which yields z ∈
{
lim
n→∞ T nx

}
. Then we proved that

(x + X0) ∩ Fix(T ) ⊂
{
lim
n→∞ T nx

}
.

The proof is complete.

10.2 Kelisky–Rivlin Theorem for Bernstein Polynomials

The Bernstein operator of order n (n ≥ 1) associates with every function f ∈
C([0, 1];R) (the space of all continuous and real functions on the interval [0, 1]) the
nth Bernstein polynomial

Bn( f )(t) =
n∑

i=0

f

(
i

n

) (
n
i

)
t i (1 − t)n−i , t ∈ [0, 1].

These polynomials were introduced in 1912 in Bernstein’s constructive proof of
the Weierstrass approximation theorem [2]. Since then, they have been the object
of multiple investigations, serving many times as a guide for several theorems in
approximation theory (see, e.g., [3–5, 8, 13, 14]).

Using Linear Algebra tools, Kelisky and Rivlin [7] have proved that the iterates
of the Bernstein operator (of fixed order) converge to L , the operator of linear inter-
polation at the endpoints of the interval [0, 1]. Using Theorem 10.1, we prove the
following theorem due to Kelisky and Rivlin.

For a fixed n ∈ N, n ≥ 1, we denote by (B j
n ) j∈N the sequence of the iterates of

Bn .

Theorem 10.2 (Kelisky–RivlinTheorem)Let n ∈ N, n ≥ 1, be fixed. Then, for every
f ∈ C([0, 1];R),

lim
j→∞ B j

n ( f )(t) = f (0) + [ f (1) − f (0)]t, t ∈ [0, 1].

Proof Let X = E = C([0, 1];R). We endow X with the metric d defined by

d( f, g) = max{| f (t) − g(t)| : t ∈ [0, 1]}, ( f, g) ∈ X × X.
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Then (X, d) is a complete metric space. Let X0 be the subset of X defined by

X0 = { f ∈ X : f (0) = f (1) = 0}.

Then X0 is a closed linear subspace of X . Let ( f, g) ∈ X × X be such that f − g ∈
X0, that is,

( f, g) ∈ X × X and f (0) = g(0), f (1) = g(1).

Let t ∈ [0, 1] be fixed. Then we have

|Bn( f )(t) − Bn(g)(t)| =
∣∣∣∣∣∣
n∑

i=0

f

(
i

n

)(
n
i

)
t i (1 − t)n−i −

n∑
i=0

g

(
i

n

)(
n
i

)
t i (1 − t)n−i

∣∣∣∣∣∣

≤
n∑

i=0

∣∣∣∣ f
(
i

n

)
− g

(
i

n

)∣∣∣∣
(
n
i

)
t i (1 − t)n−i

=
n−1∑
i=1

∣∣∣∣ f
(
i

n

)
− g

(
i

n

)∣∣∣∣
(
n
i

)
t i (1 − t)n−i

≤
n−1∑
i=1

(
n
i

)
t i (1 − t)n−i d( f, g)

= (1 − tn − (1 − t)n)d( f, g)

≤
(
1 − 1

2n−1

)
d( f, g).

Therefore, we have

( f, g) ∈ X × X, f − g ∈ X0 =⇒ d(Bn( f ), Bn(g)) ≤
(
1 − 1

2n−1

)
d( f, g).

Now, let f ∈ X be fixed. We have

f (0) − Bn( f )(0) = f (0) − f (0) = 0

and
f (1) − Bn( f )(1) = f (1) − f (1) = 0.

Therefore, we have
f − Bn( f ) ∈ X0, f ∈ X.

Applying Theorem 10.1, we deduce that

( f + X0) ∩ Fix(Bn) =
{
lim
j→∞ B j

n ( f )

}
, f ∈ X.
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Let f ∈ X . It is not difficult to observe that the function ω : [0, 1] → R defined by

ω(t) = f (0)(1 − t) + f (1)t, t ∈ [0, 1]

belongs to Fix(Bn). Moreover, for all t ∈ [0, 1],

θ(t) := ω(t) − f (t) = f (0)(1 − t) + f (1)t − f (t).

Observe that
θ(0) = f (0) − f (0) = 0

and
θ(1) = f (1) − f (1) = 0.

Therefore, ω ∈ f + X0. As consequence, we get

lim
j→∞ d(B j

n ( f ), ω) = 0,

which yields the desired result.

10.2.1 A Kelisky–Rivlin Type Result for q-Bernstein
Polynomials

In this section, we are interested in establishing a Kelisky–Rivlin type result for
q-Bernstein polynomials. To formulate our result, we need the following definitions.

Let q > 0. For any n ∈ N, the q-integer [n]q is defined by

[n]q = 1 + q + q2 + · · · + qn−1 (n ≥ 1), [0]q = 0.

The q-factorial [n]q ! is defined by

[n]q ! = [1]q [2]q · · · [n]q (n ≥ 1), [0]q ! = 1.

For integers 0 ≤ k ≤ n, the q-binomial is defined by

(
n
k

)

q

= [n]q !
[n − k]q ![k]q ! .

It is clear that for q = 1, we have

[n]1 = n, [n]1! = n!,
(
n
k

)

1

=
(
n
k

)
.
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Definition 10.1 (Phillips [10]) The q-Bernstein operator of order n (n ≥ 1) asso-
ciates with every function f ∈ C([0, 1];R) the nth q-Bernstein polynomial

Bn(q, f )(t) =
n∑

i=0

f

( [i]q
[n]q

)(
n
i

)

q

t i
n−1−i∏
s=0

(1 − qst), t ∈ [0, 1].

From here on an empty product is taken to be equal to 1.

Theorem 10.3 Let n ∈ N, n ≥ 1, and 0 < q ≤ 1. Then, for every f ∈ C([0, 1];R),

lim
j→∞ B j

n (q, f )(t) = f (0) + [ f (1) − f (0)]t, t ∈ [0, 1].

Proof We argue as in the proof of Theorem 10.2. Let X = E = C([0, 1];R). We
endow X with the metric d defined by

d( f, g) = max{| f (t) − g(t)| : t ∈ [0, 1]}, ( f, g) ∈ X × X.

Then (X, d) is a complete metric space. Let X0 be the subset of X defined by

X0 = { f ∈ X : f (0) = f (1) = 0}.

Then X0 is a closed linear subspace of X . Let ( f, g) ∈ X × X be such that f − g ∈
X0, that is,

( f, g) ∈ X × X and f (0) = g(0), f (1) = g(1).

Let t ∈ [0, 1] be fixed. Then we have

|Bn(q, f )(t) − Bn(q, g)(t)|

=
∣∣∣∣∣

n∑
i=0

f

( [i]q
[n]q

)(
n
i

)

q
t i

n−1−i∏
s=0

(1 − qst) −
n∑

i=0

g

( [i]q
[n]q

) (
n
i

)

q
t i

n−1−i∏
s=0

(1 − qst)

∣∣∣∣∣

≤
n∑

i=0

∣∣∣∣ f
( [i]q

[n]q
)

− g

( [i]q
[n]q

)∣∣∣∣
(
n
i

)

q
t i

n−1−i∏
s=0

(1 − qst)

=
n−1∑
i=1

∣∣∣∣ f
( [i]q

[n]q
)

− g

( [i]q
[n]q

)∣∣∣∣
(
n
i

)

q
t i

n−1−i∏
s=0

(1 − qst)

≤
n−1∑
i=1

(
n
i

)

q
t i

n−1−i∏
s=0

(1 − qst)d( f, g).

Note that (see [9])
n∑

i=0

(
n
i

)

q

t i
n−1−i∏
s=0

(1 − qst) = 1.
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Then, for q ≤ 1, it is easy to observe that

n−1∑
i=1

(
n
i

)

q

t i
n−1−i∏
s=0

(1 − qst) ≤
(
1 − 1

2n−1

)
.

Therefore, we have

( f, g) ∈ X × X, f − g ∈ X0 =⇒ d(Bn(q, f ), Bn(q, g)) ≤
(
1 − 1

2n−1

)
d( f, g).

The rest of the proof is similar to that of Theorem 10.2.

Remark 10.1 Taking q = 1 in Theorem 10.3, we obtain the result of Theorem 10.2.

10.2.2 A Kelisky–Rivlin Type Result for Modified q-Bernstein
Polynomials

In this section, we are interested in establishing a Kelisky–Rivlin type result for
modified q-Bernstein polynomials.

Definition 10.2 (see [1]) Themodified q-Bernstein operator of order n (n ≥ 1) asso-
ciates with every function f ∈ C([0, 1];R) the nthmodified q-Bernstein polynomial

Tn(q, f )(t) =
n∑

i=0

∣∣∣∣ f
( [i]q

[n]q
)∣∣∣∣

(
n
i

)

q

t i
n−1−i∏
s=0

(1 − qst), t ∈ [0, 1].

Theorem 10.4 Let n ∈ N, n ≥ 1, and 0 < q ≤ 1. Then, for every f ∈ C([0, 1];R),

lim
j→∞ T j

n (q, f )(t) = f (0) + [ f (1) − f (0)]t, t ∈ [0, 1].

Proof Let E = C([0, 1];R) and X be the subset of E defined by

X = { f ∈ E : f (0) ≥ 0, f (1) ≥ 0}.

We endow X with the metric d defined by

d( f, g) = max{| f (t) − g(t)| : t ∈ [0, 1]}, ( f, g) ∈ X × X.

Then (X, d) is a complete metric space. Let X0 be the subset of X defined by

X0 = { f ∈ E : f (0) = f (1) = 0}.
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Then X0 is a closed subgroup of E . Let ( f, g) ∈ X × X be such that f − g ∈ X0,
that is,

( f, g) ∈ X × X and f (0) = g(0), f (1) = g(1).

Let t ∈ [0, 1] be fixed. Then

|Tn(q, f )(t) − Tn(q, g)(t)|

=
∣∣∣∣∣∣
n∑

i=0

∣∣∣∣ f
( [i]q

[n]q
)∣∣∣∣

(
n
i

)

q
ti

n−1−i∏
s=0

(1 − qs t) −
n∑

i=0

∣∣∣∣g
( [i]q

[n]q
)∣∣∣∣

(
n
i

)

q
ti

n−1−i∏
s=0

(1 − qs t)

∣∣∣∣∣∣

≤
n∑

i=0

∣∣∣∣
∣∣∣∣ f

( [i]q
[n]q

)∣∣∣∣ −
∣∣∣∣g

( [i]q
[n]q

)∣∣∣∣
∣∣∣∣
(
n
i

)

q
ti

n−1−i∏
s=0

(1 − qs t)

≤
n−1∑
i=1

∣∣∣∣ f
( [i]q

[n]q
)

− g

( [i]q
[n]q

)∣∣∣∣
(
n
i

)

q
ti

n−1−i∏
s=0

(1 − qs t)

≤
(
1 − 1

2n−1

)
d( f, g).

Therefore, we have

( f, g) ∈ X × X, f − g ∈ X0 =⇒ d(Tn(q, f ), Tn(q, g)) ≤
(
1 − 1

2n−1

)
d( f, g).

Now, let f ∈ X be fixed. We have

f (t) − Tn(q, f )(t) =
n∑

i=0

(
f (t) −

∣∣∣∣ f
( [i]q

[n]q
)∣∣∣∣

)(
n
i

)

q
ti

n−1−i∏
s=0

(1 − qs t), t ∈ [0, 1].

Observe that
f (0) − Tn(q, f )(0) = f (1) − Tn(q, f )(1) = 0.

Therefore,
f − Tn(q, f ) ∈ X0, f ∈ X.

Further, the desired result follows from Theorem 10.1.
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