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Preface

In mathematics, the theory of groups is a basic tool for the study of symmetries of
objects. From this point of view, the symmetries of a group G itself are encoded in
the automorphism group Aut(G) of G. Thus, the automorphism groups of finite
groups are of fundamental interest in the study of the theory of groups. Since finite
groups are in abundance, a complete exposition of all aspects of automorphism
groups of finite groups is not feasible in a single volume. Thus, exposition of
developments according to a specific theme is highly justifiable. The purpose of this
monograph is to present developments on the relationship between orders of finite
groups and those of their automorphism groups.

It is clear that the automorphism group of a finite group is finite. Therefore, it is
natural to look for a relationship between the order jGj of the group G and the order
jAutðGÞj of its automorphism group Aut(G). Over the years, this has been studied
extensively. The first-known result regarding this problem is due to Frobenius [36],
an exposition of which is also available in [16, pp. 250–252], where it is shown that
the order of G controls the orders of the elements in Aut(G). Birkhoff and Hall [12]
proved that jAutðGÞj is always a divisor of jAutðEÞjjGjr�1, where r is the number of
distinct prime divisors of jGj and E is the elementary abelian group of order jGj. In
the direction of a lower bound on jAutðGÞj, Hilton [58] proved that if G is a finite
abelian group such that pn divides jGj, p prime, then pn�1ðp� 1Þ divides jAutðGÞj.
Continuing this line of investigation, Herstein and Adney [55] proved that if G is
any finite group such that p2 divides jGj, then p divides jAutðGÞj. In 1954, Scott
[114] proved that if p3 divides jGj, then p2 divides jAutðGÞj. With these results as
motivation, Scott [114] conjectured that a finite group has at least a prescribed
number of automorphisms if the order of the group is sufficiently large. The local
version of the conjecture is as follows:

There exists a function f : N ! N such that, for each h 2 N and each prime p, if
G is any finite group such that p f ðhÞ divides jGj, then ph divides jAutðGÞj.

In 1956, Ledermann and Neumann [80, 81] confirmed the above conjecture by
constructing a cubic polynomial function with the desired properties, using
extension theory of groups and bounds on the order of Schur multiplier of finite
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groups. We, henceforth, refer to the above statement as Ledermann–Neumann
theorem. Green [49] improved previously known bounds on the order of Schur
multiplier of finite p-groups and, using it together with the standard factorization of
2-cocycle associated to a central extension of groups, refined the functional bound
of Ledermann–Neumann theorem to a quadratic polynomial function. Howarth [63]
and Hyde [68] further improved this quadratic polynomial function by deriving new
bounds on the order of the group of central automorphisms. One of the aims of the
monograph is to give an exposition of these works. We have chosen to present the
various improvements rather than just the best-known results in view of the new
group-theoretic results of independent interest obtained in the course of improving
the bound.

It is natural to ask whether the function f can be bounded from below. Hyde [68]
provided an answer to this question by showing that the least function f such that
jAutðGÞjp � ph whenever jGjp � p f ðhÞ satisfies f ðhÞ � 2h� 1. One might wonder
whether this bound can be further lowered down if we restrict ourselves to the class
of finite p-groups.

For every group G, the subset InnðGÞ consisting of all inner automorphisms of
G is a normal subgroup of AutðGÞ. Thus, we can construct the quotient
AutðGÞ=InnðGÞ, denoted by OutðGÞ, and called the group of outer automorphisms
of G. It seems that Schenkman [108] was the first to ask the following question:

Does every non-abelian finite p-group admit a non-inner automorphism of prime
power order?

In the same paper, he claimed a much stronger statement for groups of nilpo-
tency class 2: Namely, if G is a finite p-group of nilpotency class 2, then jGj divides
jAutðGÞj. Unfortunately, there remained a gap in his proof. A correct proof of the
preceding statement was later given by Faudree [33]. The question was answered in
full generality by Gaschütz [40] in 1966. Using cohomological methods, he proved
that if G is a finite p-group of order at least p2, then p divides jOutðGÞj. Thus, if a
non-abelian group G is of order pn and its center ZðGÞ is of order p, then by the
preceding result of Gaschütz, jGj divides jAutðGÞj. In the same year, Otto [98],
motivated by the functional bounds due to Herstein and Adney [55] and Scott
[114], proved that if G is a non-cyclic finite abelian p-group of order greater than
p2, then jGj divides jAutðGÞj. By this time, the following problem, which was later
also recorded in [89, Problem 12.77], became well known.

DIVISIBILITY PROBLEM: Does the order of a non-cyclic finite p-group G of order
greater than p2 divide the order of its automorphism group AutðGÞ?

Notice that Divisibility Problem can also be thought of as a question whether for
all non-cyclic finite p-groups G, the identity function f on Nnf1; 2g satisfies the
property that, for each h 2 Nnf1; 2g, if p f ðhÞ divides jGj, then ph divides jAutðGÞj.

One of the first reductions for Divisibility Problem was given by Otto [98], who
showed that it is enough to consider purely non-abelian p-groups (recall that a
group is said to be purely non-abelian if it does not admit a nontrivial abelian direct
factor). Buckley [14] reduced the problem further by showing that we can restrict
our attention to only those finite p-groups for which the center ZðGÞ is contained in
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the Frattini subgroup UðGÞ of G. It has since been proved that the problem has an
affirmative solution for many special classes of non-cyclic finite p-groups, for
example p-groups with metacyclic central quotient [18], modular p-groups [22], p-
abelian p-groups [19], groups with small central quotient [20], groups with cyclic
Frattini subgroup [30], groups of order p7 [41], and groups of coclass 2 [35]. Using
techniques from coclass theory, Eick [26] showed that, for all but finitely many
2-groups of a given coclass, the problem has an affirmative solution.

It is worth pointing out that the main ingredient in the solution of Divisibility
Problem for groups G in various classes is the subgroup

ICðGÞ :¼ InnðGÞAutcentðGÞ

of the automorphism group AutðGÞ of G, where

AutcentðGÞ ¼ f/ 2 AutðGÞ j x�1/ðxÞ 2 ZðGÞ for all x 2 Gg;

the group of central automorphisms of G.
In 2015, it was shown by González-Sánchez and Jaikin-Zapirain [46], making an

extensive use of pro-p-techniques, that there exist non-cyclic finite p-groups of
order greater than p2 for which jGj does not divide jAutðGÞj. We present a detailed
exposition of this important development in the theory of automorphism groups.
However, it is still intriguing to know for what other classes of non-cyclic finite p-
groups the problem has an affirmative solution and to construct explicit
counterexamples.

In view of the existence of counterexamples to Divisibility Problem, it is rea-
sonable to introduce the following property:

A non-cyclic finite p-group G of order greater than p2 is said to have Divisibility
Property if jGj divides jAutðGÞj.

Determining all finite p-groups admitting Divisibility Property continues to be a
challenging problem.

Another fundamental problem in the study of automorphism groups of finite
groups is the following extension and lifting problem for automorphisms of groups.

If E : 1 ! N ! G ! H ! 1 is a short exact sequence of groups, then under
what conditions does an automorphism of N extend to an automorphism of G and
analogously when does an automorphism of H lift to an automorphism of G?

A crucial role in the investigation of this problem has been played by an exact
sequence due to Wells [126] relating derivations, automorphisms, and second
cohomology groups of groups under consideration. Let

a : H ! OutðNÞ

be the coupling associated to the extension E (see Sect. 2.2 of Chap. 2 for defini-
tion). The coupling a leads to an H-module structure on the center ZðNÞ of N. Let
DerðH; ZðNÞÞ be the group of derivations from H to ZðNÞ, AutNðGÞ the group of
automorphisms of G normalizing N (keeping N invariant as a set),
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Ca ¼ fð/; hÞ 2 AutðHÞ � AutðNÞ j �h aðxÞ �h�1 ¼ að/ðxÞÞ for all x 2 Hg;

and H2ðH; ZðNÞÞ the second cohomology of H with coefficients in ZðNÞ, where
�h ¼ InnðNÞh 2 OutðNÞ. With the foregoing setting, Wells derived the following
fundamental exact sequence, which we refer to as Wells exact sequence throughout
the monograph:

1 ! DerðH; ZðNÞÞ ! AutNðGÞ ! Ca ! H2ðH; ZðNÞÞ:

Wells exact sequence also turned out to be very useful, as we will see, in the study
of the relationship between the order of a finite group and the order of its automor-
phism group. Notably, Wells exact sequence is used in Sect. 4.1 of Chap. 4 to obtain a
reduction of Divisibility Problem for finite p-groups to the case when ZðGÞ � UðGÞ.
Another instance of an extensive use of Wells exact sequence is in Sect. 5.3 of
Chap. 5 for estimating jAutNðGÞj for 2-groups G. Notice that the exactness of Wells
sequence at Ca is equivalent to saying that a pair of automorphisms in Ca is induced
by an automorphism in AutNðGÞ if and only if the cohomology class corresponding
to the pair vanishes. This fact is used in many instances throughout the monograph to
extend certain automorphism of N to an automorphism of G, for instance, Sects. 3.3
and 3.4 in Chap. 3 and Sect. 5.4 in Chap. 5.

Expositions of Wells exact sequence have appeared in the literature a couple of
times, for example, by Robinson [104, 105] and recently by Dietz [23]. The
extension and lifting problem for automorphisms has been investigated using Wells
exact sequence by Jin [73], Passi, Singh and Yadav [99], and Robinson [106, 107].
In the monograph, we give a thorough exposition of Wells exact sequence fol-
lowing its construction due to Jin-Liu [74], along with some applications.

The monograph is broadly divided into three parts. The first part is an exposition
of Wells exact sequence including some of its applications. The second part is an
exposition of various developments on the functional bound. The final part presents
the works on Divisibility Property of finite p-groups culminating in the existence of
groups without this property.

In Chap. 1, we discuss the basic results on p-groups that are used in subsequent
chapters of the monograph.

In Chap. 2, we begin with basic notions from group cohomology and extension
theory of groups leading to the construction of the fundamental exact sequence of
Wells. We also discuss some ramifications of Wells exact sequence, followed by a
characterization of extensions with trivial coupling in terms of central products of
groups. We conclude the chapter with applications of Wells exact sequence in the
extension and lifting problem for automorphisms of finite groups.

In Chap. 3, starting with basic results on Schur multiplier of finite groups, we
present the Ledermann–Neumann theorem giving a cubic polynomial function and
its subsequent refinements to quadratic polynomial functions. In particular, an
affirmative solution of Divisibility Problem for non-cyclic abelian p-groups is
derived.
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In Chap. 4, we take up the study of groups admitting Divisibility Property and
first present some general reduction results allowing us to work in a smaller class of
finite p-groups, namely the class of purely non-abelian finite p-groups. We then
discuss Divisibility Property for (i) p-groups of nilpotency class 2, (ii) p-groups
with metacyclic central quotient, (iii) modular p-groups, (iv) p-abelian p-groups,
and (v) p-groups with small central quotient.

In Chap. 5, we continue our study of Divisibility Property and examine it for
(i) p-groups of order p7, (ii) p-groups of coclass 2, (iii) p-groups of a given coclass,
and (iv) p2-abelian p-central p-groups. Finally, we present results for some other
classes of groups under some rather strong conditions, including p-groups with
cyclic Frattini subgroup.

In Chap. 6, which is of slightly different flavor, we present the existence of
groups without Divisibility Property using Lie theory and pro-p-techniques.

The monograph is aimed at researchers working in group theory; particularly,
graduate students in algebra will hopefully find it useful. The primary prerequisite is
an advanced course in the theory of finite groups. Section 5.3 of Chap. 5 requires
familiarity with coclass theory and pro-p-groups. Additionally, Chap. 6 demands
familiarity with basic analysis, topology and Lie algebras. An attempt has been
made to unify various ideas developed over the years and to keep the monograph
mostly self-contained. Either the results are proved or complete references are
provided. Also, some problems are posed at appropriate places, more precisely
Problems 2.57, 3.50, 3.88, 4.22, 4.35, 5.11, and 6.22.

We conclude with some notational setup. Throughout the monograph, we
evaluate the composition of functions from right to left. For example, if f : A ! B
and h : B ! C are two functions, then hf ðxÞ ¼ h f ðxÞð Þ. The internal direct product
of two subgroups H and K of a multiplicatively written group G (not necessarily
abelian) is denoted by H � K.
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Notation

N Set of natural numbers
Z Ring of integers
Q Field of rational numbers
C Field of complex numbers
C� Multiplicative group of nonzero complex numbers
Fq Finite field with q-elements
Zp Ring of p-adic integers
Qp Field of p-adic numbers
xb c Greatest integer less than or equal to the number x
xd e Smallest integer greater than or equal to the number x
np Highest power of p that divides n
ða; bÞ Greatest common divisor of integers a and b
u Euler’s totient function
f jA Restriction of the map f on a subset A of its domain
Cn Cyclic group of order n
Z=nZ Cyclic group of integers modulo n
Rn Symmetric group on n symbols
expðGÞ Exponent of G
dðGÞ Minimum number of generators of G
Xh i Subgroup of a group G generated by a subset X
HK fhk j h 2 H; k 2 kg, where H and K are subgroups of a group G
ccðGÞ Coclass of G
jGj Order of G
jgj Order of g 2 G or equivalently gh ij j
Kerð/Þ Kernel of the group homomorphism / : G ! H
Imð/Þ Image of the group homomorphism / : G ! H
/x Image of x 2 X under the map / : X ! Y
Gx Conjugacy class of x in G
H � G H is a subgroup of G
H\G H is a proper subgroup of G
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jG : Hj Index of the subgroup H in G
NEG N is a normal subgroup of G
N /G N is a proper normal subgroup of G
XnY Set of elements of X which are not in Y
½x1; x2� Commutator x1x2x�1

1 x�1
2

½x1; . . .; xn� ½. . .½½x1; x2�; x3�; . . .; xn� the left-normed commutator of x1; . . .; xn
½H;K� Subgroup of G generated by f½h; k� j h 2 H and k 2 Kg, where

H and K are subgroups of G
½G;G� Commutator subgroup of G
ZðGÞ Center of G
CGðHÞ Centralizer of H in G
CGðxÞ Centralizer of xh i in G
NGðHÞ Normalizer of H in G
�nðGÞ nth term of the lower central series of G; in particular,

�2ðGÞ ¼ ½G;G�
ZnðGÞ nth term of the upper central series of G; in particular,

Z1ðGÞ ¼ ZðGÞ
XnðGÞ x 2 G j xpn ¼ 1

� �
fnðGÞ xp

n j x 2 G
� �

Ap Unique Sylow p-subgroup of the abelian group A
UðGÞ Frattini subgroup of G
AutðGÞ Group of automorphisms of G
InnðGÞ Group of inner automorphisms of G
OutðGÞ AutðGÞ=InnðGÞ
AutHðGÞ Group of automorphisms of G which centralize the subgroup

H (i.e., act as identity automorphism on H) or in case H is a
quotient group of G, induce identity on H

AutHðGÞ Group of automorphisms of G which normalize the subgroup
H (i.e., keep H invariant as a set)

AutHK ðGÞ AutKðGÞ \ AutHðGÞ
AutK;HðGÞ AutKðGÞ \ AutHðGÞ
AutcentðGÞ f/ 2 AutðGÞjx�1/ðxÞ 2 ZðGÞ for all x 2 Gg or equivalently

AutG=ZðGÞðGÞ
COutðGÞðZðGÞÞ AutZðGÞðGÞ=InnðGÞ
ICðGÞ InnðGÞAutcentðGÞ
¶x Inner automorphism of G induced by x 2 G
XG fx 2 X j gx ¼ x for all g 2 Gg, the fixed-point set of G-action on X
Gx fg 2 G j gx ¼ xg, the stabilizer subgroup of G at x 2 X
G� H Direct product of G and H
�iGi Direct product of the family fGig
X � Y Cartesian product of X and YQ

i Xi Cartesian product of the family fXig
detðAÞ Determinant of a square matrix A

xviii Notation



Mðr; RÞ Ring of r � r matrices with entries in the ring R
GLðr; RÞ Group of r � r invertible matrices with entries in the ring R
Oðr; RÞ Group of r � r orthogonal matrices with entries in the ring R
UTðr; RÞ Group of r � r upper unitriangular matrices with entries in the

ring R
MðGÞ Schur multiplier of G
R½½X�� Ring of formal power series in X with coefficients in the ring R
R½G� Group algebra of G over the ring R
Zp½½G�� Completed group algebra of a pro-p-group G over the ring Zp

IRðGÞ Augmentation ideal of the group algebra R½G�
DerðG; AÞ Group of derivations from G to A, where A is a G-module
DerðLÞ Derivation algebra of the Lie algebra L
InnDerðLÞ Inner derivation algebra of the Lie algebra L
HnðG; AÞ nth cohomology of G with coefficients in the G-module A
Hn

ctsðG; AÞ nth continuous cohomology of the topological group G with
coefficients in the topological G-module A

Hn
LieðL; AÞ nth Lie algebra cohomology of L with coefficients in the

L-module A
ExtðH; NÞ Set of equivalence classes of extensions of H by N
ExtaðH; NÞ Set of equivalence classes of extensions of H by N inducing the

coupling a : H ! OutðNÞ
KkL kth exterior power of the Lie algebra L
HomðG; AÞ Group of homomorphisms from G to the abelian group A
HomRðM; NÞ Module of R-module homomorphisms from M to N
EndRðMÞ Algebra of R-module endomorphisms of M
bG Character group HomðG;C�Þ of G
M �R N Tensor product of R-modules M and N

Notation xix



Chapter 1
Preliminaries on p-Groups

This chapter is a collection of some basic results in the theory of p-groups. Beginning with
central series of groups, we discuss regular p-groups and present some numerical results on
p-groups with large centers. We then present a generalization of a theorem of Gaschütz, and
conlude the chapter with a quick review of pro-p-groups and coclass graphs.

1.1 Central Series

Given a group G, and its subgroup H , the centralizer of H in G is the subgroup of
G defined by setting

CG(H) = {
g ∈ G | ghg−1 = h for all h ∈ H

}
.

If H is a normal subgroup of G, then so is CG(H). The centralizer of G in G itself
is called the center of G, and we denote it by Z(G).

A central series of G is an ascending series

1 = G0 ≤ G1 ≤ · · · ≤ Gi ≤ · · ·

of normal subgroups Gi of G such that

Gi+1/Gi ≤ Z(G/Gi ).

There are two extreme central series, namely, the lower and the upper central series,
which are fundamental in group theory.

Let G be a group and x, y ∈ G. Then

[x, y] := xyx−1y−1

is called the commutator of x and y. In general, given elements x1, . . . , xn ∈ G,
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[x1, . . . , xn] := [. . . [[x1, x2], x3], . . . , xn],

is called the left-normed commutator of x1, . . . , xn . For two subgroups H and K of
G, we define

[H, K ] = 〈[h, k] | h ∈ H, k ∈ K
〉
,

the commutator of H and K . If both H and K are normal subgroups of G, then so is
[H, K ]. Further, if H = K , then [H, H ] is called the commutator subgroup of H .

Set γ1(G) = G. We define a descending series

G = γ1(G) ≥ γ2(G) ≥ · · · ≥ γi (G) ≥ · · ·

of normal subgroups of G, recursively for i ≥ 1, by setting

γi+1(G) = [γi (G),G];

this series is called the lower central series of G. If γi (G) = 1 for some integer i ,
then G is called a nilpotent group. A nilpotent group G is said to be of nilpotency
class c if γc+1(G) = 1 but γc(G) �= 1.

The ascending series

1 = Z0(G) ≤ Z1(G) ≤ · · · ≤ Zi (G) ≤ · · ·

of normal subgroups of G, where Zi+1(G) is such that

Zi+1(G)/Zi (G) = Z
(
G/Zi (G)

)
,

is called the upper central series of G.

Exercise 1.1 Let 1 = G0 ≤ G1 ≤ · · · ≤ Gi ≤ · · · be a central series of a group G.
Then the following statements hold:

(1) Gi ≤ Zi (G) for all i .

(2) IfG is a nilpotent groupwith nilpotency class c, thenγi (G) ≤ Gc−i+1.Moreover,
[γi (G),Zi (G)] = 1 for i ≥ 1.

(3) For i ≥ 2, γi (G) = 1 if and only if Zi−1(G) = G.

Exercise 1.2 Let G be a finite nilpotent group with nilpotency class c and N a nor-
mal subgroup of G such that N < Z(G). If Z(G/N ) = Z(G)/N , then Zi (G/N ) =
Zi (G)/N for all 1 ≤ i ≤ c.

Let G be a group and H a subgroup of G of finite index, say n. Let {x1, . . . , xn}
be a set of representatives of the right cosets of H in G. Then, for g ∈ G, we have

Hxig = Hxg(i),
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where the map i �→ g(i) is a permutation of the set {1, . . . , n}. Consequently, the
element xigx

−1
g(i) ∈ H for all g ∈ G. Let A be an abelian group, and θ : H → A be a

group homomorphism. Then the transfer of θ is the map

θ∗ : G → A

given by

θ∗(g) =
n∏

i=1

θ
(
xigx

−1
g(i)

)
(1.3)

for g ∈ G. It is not difficult to see that the map θ∗ does not depend on the choice
of the coset representatives and is a group homomorphism. We need the following
basic result [103, 10.1.3].

Proposition 1.4 Let G be a finite group and H ≤ Z(G) with |G/H | = n. Then the
transfer of the identity homomorphism idH : H → H is the map x �→ xn.

Nowwe concentrate on finite p-groups. The following result is due to Exarchakos
[30].

Proposition 1.5 Let G be a finite p-group. Then

exp
(
γi+1(G)/γi+2(G)

) ≤ |γi (G)/
(
Z(G) ∩ γi (G)

)|

for all i ≥ 1.

Proof Let |γi (G)/
(
Z(G) ∩ γi (G)

)| = pr . Since Z(G) ∩ γi (G) is a central subgroup
of γi (G), by Proposition 1.4, the transfer homomorphism

τ : γi (G) → Z(G) ∩ γi (G)

is given by x �→ x pr . Let x ∈ γi (G) and y ∈ G. Then [x pr , y] = 1, and therefore

[x, y]pr = τ
([x, y]) = τ (xyx−1y−1) = τ (x)τ (yx−1y−1) = x pr yx−pr y−1 = 1.

Hence, exp
(
γi+1(G)/γi+2(G)

) ≤ pr . �

The next result is due to Gallian [37, Theorem 2.1].

Proposition 1.6 Let G be a p-group of nilpotency class c with γi (G)/γi+1(G) cyclic
of order pr for all 2 ≤ i ≤ c. Then

Zi (G) ∩ γc−i (G) = γc−i+1(G)

for all 0 ≤ i ≤ c − 2.
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Proof Since, by Exercise 1.1, γc−i+1(G) ≤ Zi (G), it follows that

γc−i+1(G) ≤ Zi (G) ∩ γc−i (G)

for all 0 ≤ i ≤ c − 2. We only need to prove the reverse inclusion. The result is
obvious for i = 0. Now we proceed by induction on i ≥ 1. For i = 1, γc(G) ≤
Z(G) ∩ γc−1(G) ≤ γc−1(G). By Proposition 1.5, we have

pr = |γc(G)| = exp
(
γc(G)

) ≤ |γc−1(G)|
|Z(G) ∩ γc−1(G)| ≤ |γc−1(G)|

|γc(G)| = pr .

Consequently, Z(G) ∩ γc−1(G) = γc(G), and hence the result holds for i = 1.
Suppose that Zi (G) ∩ γc−i (G) ≤ γc−i+1(G) for some i ≥ 1. For a subgroup H

of G, let H∗ denote the image of H under the natural homomorphism

G → G/γc−i+1(G).

Since
[G,Zi+1(G) ∩ γc−i−1(G)] ≤ Zi (G) ∩ γc−i (G) = γc−i+1(G),

it follows that

(
Zi+1(G) ∩ γc−i−1(G)

)∗ ≤ Zi+1(G
∗) ∩ γc−i−1(G

∗).

Since G∗ has nilpotency class c − i and factors of successive terms of its lower
central series are cyclic of order pr , we have

Zi+1(G
∗) ∩ γc−i−1(G

∗) = γc−i (G
∗) = (

γc−i (G)
)∗

.

Hence, Zi+1(G) ∩ γc−i−1(G) ≤ γc−i (G), and the proof is complete. �
For a finite group G, the Frattini subgroup of G, denoted by �(G), is defined as

the intersection of all maximal subgroups of G. The product of two subgroups H, K
of a group G is defined as

HK = {hk | h ∈ H, k ∈ K }.

Notice that HK is not a subgroup of G in general; however, if HK = K H , then
it is a subgroup. In [70], Itô proved the following result (see [56, 61, 94] for some
generalizations).

Proposition 1.7 Let G be a finite p-group and H a proper subgroup of G. If
γ2(H) < γ2(G), then γ2

(
H�(G)

)
< γ2(G).

Proof The proof is by induction on |G : H | and |G|. Notice that the result holds for
all non-abelian p-groups of order p3. Suppose that the result is true for all groups
with order smaller than |G|.
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First assume that γ2(G) ≤ H , which implies that H is normal in G. If
γ2(H) �= 1, then γ2

(
H�(G)

)
< γ2(G) by the induction hypothesis, since

�
(
G/γ2(H)

) = �(G)/γ2(H) and |G/γ2(H)| < |G|. Thus, we can assume that
γ2(H) = 1, that is, H is abelian. If |γ2(G)| ≥ p2, then there exists a central subgroup
C of order p contained inγ2(G) andG/C is non-abelian. Since�(G/C) = �(G)/C
and |G/C | < |G|, it follows that γ2

(
H�(G)

)
< γ2(G) by the induction hypothesis.

If |γ2(G)| = p, then G has nilpotency class 2, and therefore 〈g p | g ∈ G〉 ≤ Z(G).
Hence, �(G) ≤ Z(G), and consequently H�(G) is abelian.

If L is a subgroup of G of maximal order such that γ2(L) < γ2(G), then γ2(G) <

L . For, otherwise L < Lγ2(G), and therefore Lγ2(G) contains a subgroup M con-
taining L such that |M/L| = p. As L is normal in M , it follows that γ2(M) ≤ L .
Notice that γ2(M) < γ2(G), which is a contradiction to themaximality of the order of
L . Consequently, by the preceding paragraph,we get γ2

(
L�(G)

)
< γ2(G). Thus, we

can assume that the result is true for all subgroups L ofG such that |G : L| < |G : H |.
Now consider the case when H does not contain γ2(G). Then, as in the preced-

ing paragraph, Hγ2(G) contains a subgroup K containing H such that |G : K | <

|G : H | and γ2(K ) < γ2(G). Hence, by the induction hypothesis, it follows that
γ2

(
K�(G)

)
< γ2(G). Sinceγ2

(
H�(G)

) ≤ γ2
(
K�(G)

)
, we obtainγ2

(
H�(G)

)
<

γ2(G), which completes the proof. �

A group G is said to be metabelian if it admits an abelian normal subgroup N
such that the quotient group G/N is abelian. The results in the following proposition
are well-known, and proofs can be found, for example, in [66, Chapter III].

Proposition 1.8 Let G be a finite p-group of nilpotency class c > 1. Then the fol-
lowing statements hold:

(1) exp
(
Zi+1(G)/Zi (G)

)
is a non-increasing function of i .

(2) exp
(
γi (G)/γi+1(G)

)
is a non-increasing function of i .

(3) |G/
(
Zc−1(G)�(G)

)| ≥ p2.

(4) G/Zc−1(G) has two independent generators of the same order.

(5) If G is generated by 2 elements and of nilpotency class at most 4, then G is
metabelian.

(6) If p > 2 and Z2(G) is cyclic, then G is cyclic.

The following interesting result is due to Wiegold [127].

Theorem 1.9 Let p be a prime and G a group such that |G/Z(G)| = pr . Then
γ2(G) is a p-group with |γ2(G)| ≤ p

r(r−1)
2 .

Proof The proof is by induction on r . The result is obvious for r ≤ 1. So we assume
that |G/Z(G)| = pr ≥ p2. Let x ∈ Z2(G) \ Z(G), and set H = G/N , where

N = 〈[x, g] | g ∈ G〉 = {[x, g] | g ∈ G}.
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Notice that Z(G)/N ≤ Z(H) and Nx ∈ Z(H); for, [Nx, Ng] = N [x, g] = N for
all g ∈ G. Since x is not central, Nx /∈ Z(G)/N , and hence |H/Z(H)| = ps for
some s < r . Thus, by induction,

|γ2(H)| ≤ p
(r−1)(r−2)

2 .

Since Z(G) < CG(x), we have

|N | = |G|/|CG(x)| < |G/Z(G)| = pr .

Using the fact that γ2(G)/N = γ2(H), we obtain

|γ2(G)| = |N | |γ2(H)| ≤ p
r(r−1)

2 ,

which completes the proof. �

For a finite p-group G, define

�i (G) =
〈
g ∈ G | g pi = 1

〉

and
�i (G) =

〈
g pi | g ∈ G

〉

for each integer i ≥ 1. Observe that both �i (G) and �i (G) are characteristic sub-
groups of G.

A group G is said to be metacyclic if it admits a cyclic normal subgroup N such
thatG/N is cyclic. For example, groups of order p3 and exponent p2 are metacyclic.

The following result is useful [66, III.11.4 Satz].

Proposition 1.10 Let G be a finite p-group, where p is an odd prime. If
|G/�1(G)| ≤ p2, then G is metacyclic.

Let H be a normal subgroup of a groupG. Then the pair (G, H) is called aCamina
pair if

Hx ⊆ Gx

for all x ∈ G \ H , where
Gx := {gxg−1 | g ∈ G}

denotes the conjugacy class of x in G. For example, the pair
(
G, γ2(G)

)
, where G

is an extraspecial p-group, is a Camina pair. Recall that, a finite p-group is said to
be extraspecial if γ2(G) = Z(G) = �(G) is of order p.

With the preceding definition, we present the following result of Macdonald
[84, Lemma 2.1, Theorem 2.2].
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Proposition 1.11 Let G be a finite p-group of nilpotency class c and H a normal
subgroup of G such that (G, H) is a Camina pair. Then the following statements
hold:

(1) H = Zc−r+1(G) = γr (G) for some 2 ≤ r ≤ c.

(2) If H = Z(G), then exp
(
Zr (G)/Zr−1(G)

) = p for all 1 ≤ r ≤ c.

Proof By the definition of a Camina pair, Z(G) ≤ H . If H �= Z(G), then
(
G/Z(G),

H/Z(G)
)
is also a Camina pair. A repetition of the argument yields

H = Zc−r+1(G)

for some 2 ≤ r ≤ c. Notice that Zc−r+1(G) ≥ γr (G). Suppose that H =
Zc−r+1(G) > γr (G). Then

(
G/γr (G), H/γr (G)

)
is a Camina pair, and hence

γr−1(G)/γr (G) ≤ Z
(
G/γr (G)

) ≤ H/γr (G).

Consequently, γr−1(G) ≤ H = Zc−r+1(G), which by an easy induction yields
γc(G) ≤ Z0(G) = 1, a contradiction. Hence, H = Zc−r+1(G) = γr (G) proving (1).

Suppose that H = Z(G). Then (G/N , H/N ) is a Camina pair for each proper
normal subgroup N of H , and consequently Z(G/N ) ≤ H/N . Obviously, H/N ≤
Z(G/N ), and hence Z(G/N ) = Z(G)/N . Now, by taking N = �1

(
Z(G)

)
, we

obtain Z
(
G/N

) = Z(G)/N . Since [Z2(G),G] ≤ Z(G), it follows that [�1
(
Z2(G)

)
,

G] ≤ N . Consequently, we have

�1
(
Z2(G)

)
/N ≤ Z(G)/N ,

and hence exp
(
Z2(G)/Z(G)

) = p. By Proposition 1.8(1), we get

exp
(
Zr+1(G)/Zr (G)

) = p

for all r ≥ 1. In particular, exp
(
G/Zc−1(G)

) = p. Since, by Exercise 1.1, [γc−1(G),

Zc−1(G)] = 1, we get exp
([γc−1(G),G]) = p. By assertion (1), we have Z(G) =

γc(G), and the proof of assertion (2) is complete. �

We conclude this section with the following result of Yadav [128, Theorem 3.1]
on Camina pairs.

Theorem 1.12 Let G be a finite p-group such that
(
G,Z(G)

)
is a Camina pair.

Then one of the following statements holds:

(1) There exists a maximal subgroup M of G such that Z(M) = Z(G).

(2) The elementary abelian groups Z2(G)/Z(G) and G/�(G) have the same order.

Proof We first prove the theorem for groups G with |Z(G)| = p. If G has a maxi-
mal subgroup M such that Z(M) = Z(G), then we are done. Therefore, we assume
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that there does not exist any maximal subgroup M of G such that Z(M) = Z(G).
By Proposition 1.11(2), Z2(G)/Z(G) is elementary abelian. Let M be a maximal
subgroup of G and x ∈ G such that G = 〈M, x〉. Since

Z(G) ≤ γ2(G) ≤ �(G) ≤ M,

it follows that Z(G) ≤ Z(M), and therefore CG(M) = Z(M).
We claim that Z(M) ≤ Z2(G). Let y ∈ Z(M). If y ∈ Z(G), then we are done. So

let y /∈ Z(G). Since x p ∈ �(G) ≤ M and y ∈ Z(M), we get

[y,G] = [y, 〈M, x〉] = [y, 〈x〉]

and
|[y, 〈x〉]| = p.

By the given hypothesis Z(G) ⊆ [y,G]. Thus, it follows that [y,G] = Z(G), and
therefore y ∈ Z2(G) proving our claim.

Let y, z ∈ Z(M) \ Z(G). Then y, z ∈ Z2(G) \ Z(G), and therefore [z,G] =
Z(G) = [y,G]. Notice that Z(G) = [y,G] = 〈[y, x]〉. Since [z, x], [y, x] ∈
[z,G] = Z(G) and |Z(G)| = p, it follows that

[z, x] = [y, x]i = [yi , x]

for some i with 1 ≤ i < p. Thus, yi z−1 ∈ CG(x), which implies that yi z−1 ∈ Z(G),
since yi z−1 ∈ Z(M). Consequently,

〈Z(G), y〉 = 〈Z(G), z〉

and
|Z(M)| = p |Z(G)| = p2.

We have proved that for any maximal subgroup M/�(G) of G/�(G), there exists
a subgroup Y/Z(G) = Z(M)/Z(G) of Z2(G)/Z(G) such that |Y/Z(G)| = p.

On the other hand, suppose that Y ′/Z(G) is a subgroup of Z2(G)/Z(G) such
that |Y ′/Z(G)| = p. Then Y ′/Z(G) is cyclic, say, generated by Z(G)y′ for some
y′ ∈ Z2(G). Therefore, CG(y′) is a maximal subgroup M ′ of G, since

|CG(y′)| = |G|/|[y′,G]| = |G|/p.

Thus, M ′/�(G) is a maximal subgroup ofG/�(G) corresponding to Y ′/Z(G), and
it follows that Y ′ = Z(M ′). This establishes a bijection between the set of all sub-
groups Y/Z(G) of order p in Z2(G)/Z(G) and the set of all subgroups M/�(G) of
index p inG/�(G). Since the two groups Z2(G)/Z(G) andG/�(G) are elementary
abelian, the existence of such a correspondence implies that
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Z2(G)/Z(G) ∼= G/�(G),

which completes the proof when |Z(G)| = p.
Now assume that G is a p-group with |Z(G)| ≥ p2. Let N be a maximal sub-

group of Z(G). Since N < Z(G), it follows that
(
G/N ,Z(G)/N

)
is a Camina pair.

By Proposition 1.11(1), we get Z(G/N ) ≤ Z(G)/N . That Z(G)/N ≤ Z(G/N ) is
obvious, and therefore

(
G/N ,Z(G/N )

)
is a Camina pair. Since

|Z(G/N )| = |Z(G)/N | = p,

it follows from our assumption that the theorem holds for G/N . Thus, G/N satisfies
one of the assertions in the statement of the theorem.

IfG/N satisfies assertion (1), then it has amaximal subgroupM such that Z(M) =
Z(G/N ). Let

π : G → G/N

be the natural projection. Then π−1(M) is a maximal subgroup M of G containing
N such that π(M) = M = M/N . Since M contains Z(G/N ) = Z(G)/N , it follows
that M contains Z(G). Hence, Z(G) ≤ Z(M), and we have

Z(G)/N ≤ Z(M)/N ≤ Z(M/N ) = Z(G/N ) = Z(G)/N .

Thus, it follows that Z(G) = Z(M), and hence G satisfies assertion (1).
If G/N satisfies assertion (2), then

|Z2(G/N )/Z(G/N )| = |(G/N )/�(G/N )|.

Since Z(G/N ) = Z(G)/N , it follows by Exercise 1.2 that Z2(G/N ) = Z2(G)/N .
Hence,

Z2(G)/Z(G) ∼= Z2(G/N )/Z(G/N ).

By Proposition 1.11(1), N ≤ Z(G) ≤ γ2(G) ≤ �(G), and we obtain �(G/N ) =
�(G)/N . Consequently,

G/�(G) ∼= (G/N )/
(
�(G)/N

) = (G/N )/�(G/N ).

Since

|Z2(G)/Z(G)| = |Z2(G/N )/Z(G/N )| = |(G/N )/�(G/N )| = |G/�(G)|,

it follows that G satisfies assertion (2), and the proof is complete. �
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1.2 Regular Groups

A finite p-group G is said to be regular if for each pair of elements a, b in G, there
exists an element c in γ2(H) such that

(ab)p = a pbpcp,

where H = 〈a, b〉. For p ≥ 3, any finite p-group of nilpotency class 2 is regular.
More generally, every finite p-group of nilpotency class less than p is regular. The
reader is referred to Huppert [66, III.10] for more details on regular p-groups. We
begin with the following result [66, III.10.2(c) Satz].

Lemma 1.13 Let G be a finite p-group, p an odd prime, such that γ2(G) is cyclic.
Then G is regular.

Exercise 1.14 Let G be a finite regular p-group. Then the following statements
hold:

(1) �i (G) = {g ∈ G | g pi = 1} for all i ≥ 1.

(2) �i (G) = {g pi | g ∈ G} for all i ≥ 1.

(3) |G/�i (G)| = |�i (G)| for all i ≥ 1.

(4) If x, y ∈ G, then, for all k, l ≥ 0, [x pk , y pl ] = 1 if and only if [x, y]pk+l = 1.

Before proceeding further with regular p-groups, we introduce some definitions.
Let L be a lattice with join ∨ and meet ∧. Then L is said to be modular if

a ∨ (b ∧ c) = (a ∨ b) ∧ c

for all a, b, c ∈ L with a ≤ c. We refer the reader to [47] for more details on lattice
theory. Notice that the set of all subgroups of a group forms a lattice with inclusion
as the partial order. Given two subgroups A and B of a groupG, the join A ∨ B is the
subgroup 〈AB〉, and the meet A ∧ B is their intersection A ∩ B. A group is called
modular if its lattice of subgroups is modular.

Metacyclic p-groups are examples of modular groups. More concrete examples
are the groups which occur as a direct product of the quaternion group of order 8 and
finite elementary abelian 2-groups. We refer the curious reader to [109, Chapter 2]
for a detailed study of modular groups. Further, the reader can refer to [9, Section 73]
for classification of modular p-groups.

For a positive integer n, a group G is said to be n-abelian if

(xy)n = xn yn

for all elements x, y ∈ G. Our interest here lies in the case when n = p, a prime.
Any finite p-group of exponent p is obviously p-abelian. For odd primes p, if the
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commutator subgroup γ2(G) of a finite p-group G is of exponent p, then G is p-
abelian. It is shown a little later that the exponent of the commutator subgroup of a
p-abelian p-group is always p. Examples of finite p-groups with elementary abelian
commutator subgroups can be easily constructed by taking a finite p-group G and
factoring out by �

(
γ2(G)

)
, the Frattini subgroup of γ2(G).

For odd primes p, we investigate three specific classes, introduced above, of
regular p-groups, namely, (1) p-groupsG with central quotientG/Z(G)metacyclic,
(2) modular p-groups and (3) p-abelian p-groups. These investigations are applied
later in themonograph. That p-abelian p-groups are regular is clear, and the regularity
of the other two classes is established below.

Let G be a finite p-group with metacyclic central quotient G/Z(G) and of nilpo-
tency class greater than 2. Set

G = G/Z(G).

Then there exists a cyclic normal subgroup B of G such that G/B is also cyclic.
Therefore, we can choose elements a and b in G such that

B = 〈Z(G)b〉 ,

where the order of Z(G)b is pm for some m ≥ 1, and

G/B = 〈Bā〉 ,

where ā = Z(G)a.
For the group G in the preceding paragraph, we have

Lemma 1.15 For odd primes p, γ2(G) is cyclic of order pm generated by [a, b].
Furthermore, G is regular.

Proof Consider the subgroup M = 〈b,Z(G)〉 of G. Notice that γ2(G) ≤ M and
b ∈ CG

(
γ2(G)

)
. Therefore, M is a normal abelian subgroup of G, and G/M is the

cyclic subgroup 〈Ma〉, and [a, b]k = [a, bk] for any positive integer k. Since the
order of Z(G)b is pm , we have

[a, b]pm = [a, bpm ] = 1.

Furthermore, since G = 〈a, b,Z(G)〉, it follows that [a, b]pn �= 1 for any positive
integer n < m. Thus, the order of [a, b] is pm . It also follows that

γ2(G) = [a,G] = 〈[a, b]〉 ,

and hence γ2(G) is cyclic of order pm . Since p is odd, G is regular by
Lemma 1.13. �
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The following two results are due to Davitt and Otto [21].

Theorem 1.16 Let G be a finite p-group with metacyclic central quotient G =
G/Z(G) and of nilpotency class greater than 2, where p is an odd prime. Let
a, b ∈ G be such that B = 〈

b̄
〉
is of order pm for some m ≥ 1 and G/B = 〈Ba〉,

where b = Z(G)b and a = Z(G)a. Then the following statements hold:

(1) The element a can be chosen such that

[a, b] = bpα

z (1.17)

for some 0 ≤ α < m and z ∈ Z(G).

(2) If M = 〈b,Z(G)〉, then the order of Ma is pm.

(3) |G/Z(G)| = p2m and |G/γ2(G)| = pm |Z(G)|.
Proof By Lemma 1.15, G is regular. Further, by Exercise 1.14(4), we have

[a pm , b] = [a, b]pm = 1.

It therefore follows that a pm ∈ Z(G). Hence, the order of Z(G)a is pm , since
[a, b]pk �= 1 for any k < m.

Since [a, b] ∈ γ2(G) ≤ M , we have [a, b] = brp
α
z, where r is coprime to p and

z ∈ Z(G). Also, since the nilpotency class of G is at least 3, we can choose α such
that 0 ≤ α < m. Notice that

γ2(G) = {[ai , b] | 0 ≤ i < pm
}
.

Since r and p are coprime, there exists an integer s such that s is coprime to p and
rs ≡ 1 modulo the order of b. Thus, (brp

α
z)s = bpα

zs also generates γ2(G), and
therefore bpα

zs = [ai , b] for some i , 0 ≤ i < pm , coprime to p. Consequently, we
have 〈Bā〉 = 〈

Bāi
〉
. Now replacing a by ai settles assertion (1).

Observe that the order of [a, b] modulo Z(G) is pm−α, and therefore

|γ2(G)Z(G)| = pm−α |Z(G)|.

Since |γ2(G)| = pm , we have |γ2(G) ∩ Z(G)| = pα. If a ps ∈ M , then, M being
abelian,

1 = [a ps , b] = [a, b]ps .

Thus, the order of Ma is at least pm . On the other hand, since Z(G) ≤ M , the order
of Ma cannot exceed the order of Z(G)a, which is pm . Hence, the order of Ma is
pm , which is assertion (2).

As a consequence of assertion (2), G/M is cyclic of order pm . Thus,

|G/Z(G)| = |G/M | |M/Z(G)| = p2m,
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which obviously gives |G/γ2(G)| = pm |Z(G)|, and the proof is complete. �

We continue assuming that G is a finite p-group with G/Z(G) metacyclic. Let
exp

(
G/γ2(G)

) = pk and exp
(
Z(G)

) = pl . Then there exists z1 ∈ Z(G) of order
pl such that

Z(G) = 〈z1〉 ⊕ W1

for some subgroupW1 of Z(G)with exponent pβ , where β ≤ l. Let M = 〈b,Z(G)〉.
Since γ2(G) ≤ M and the order of Ma is pm (by Theorem 1.16(1)), it follows that
the order of γ2(G)a is at least pm , and therefore k ≥ m. With this set-up, we now
prove the following result.

Theorem 1.18 Let G be a finite p-group with metacyclic central quotient and of
nilpotency class greater than 2, where p is an odd prime. Then the following state-
ments hold:

(1) |Z2(G)/Z(G)| = p2α, where α is as in (1.17).

(2) The elements b and z1 can be chosen such that

a pm ≡ z p
ta

1 mod W1

and
bpm ≡ z p

tb

1 mod W1

for some 0 ≤ ta, tb ≤ l.

Proof Using the facts that |G/Z(G)| = p2m , |γ2
(
G/Z(G)

)| = pm−α and [a, b] ≡
bpα

mod Z(G), the proof of assertion (1) is an easy exercise.
Since a pm ∈ Z(G), it follows that a pm = zrp

ta

1 w1 for some w1 ∈ W1 and some
integer r which is coprime to p. Since 〈z1〉 = 〈

zr1
〉
, replacing z1 by zr1 settles first part

of the assertion (2). Similarly, bpm = zsp
tb

1 w′
1 for some w′

1 ∈ W1 and some integer s
which is coprime to p. Then there exists an integer q such that qs ≡ 1 modulo the
order of z1 and q is coprime to p. Then

(bq)p
m = zqsp

tb

1 (w′
1)

q ≡ z p
tb

1 mod W1,

and 〈Z(G)bq〉 = 〈Z(G)b〉. Hence, we can replace b by bq , and the proof of assertion
(2) is complete. �

Next, we investigate finite non-abelian modular p-groups. Recall that, a group is
called Hamiltonian if all its subgroups are normal. The following result is a folklore
[66, III.7.12 Satz].

Theorem 1.19 Every non-abelian p-group of odd order is non-Hamiltonian.
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The following result is due to Iwasawa [69]. Also see [117, p. 13, Theorem 14]
for a proof.

Theorem 1.20 Let G be a modular non-Hamiltonian p-group. Then the following
statements hold:

(1) There exists an abelian normal subgroup A of G such that G/A is cyclic.

(2) For each generator Ab of G/A, there exists an integer α > 0 such that [a, b] =
a pα

for all a ∈ A.

A variant of the preceding theorem is the following result of Davitt and Otto [22].

Theorem 1.21 Let G be a modular p-group, p an odd prime. Then there exists an
abelian normal subgroup A of G and an integer α > 0 such that G/A is cyclic,
�α(A) = γ2(G) and �2α(A) = γ3(G).

Proof Since p is an odd prime, by Theorem 1.19, G is non-Hamiltonian. Now, by
Theorem 1.20, G contains an abelian normal subgroup A and an element b such that

G/A = 〈Ab〉

is cyclic. Further, there exists α > 0 such that

[a, b] = a pα

for all a ∈ A. Since G/A is abelian, we have γ2(G) ≤ A, and it follows that

�α(A) ≤ γ2(G).

Notice that [a, bi ] = a(1+pα)i−1 lies in �α(A) for each a ∈ A and i ≥ 0. Using com-
mutator identities, it is not difficult to show that each commutator is of the form apα

for some a ∈ A. Consequently, we have �α(A) = γ2(G). The proof of the assertion
�2α(A) = γ3(G) is similar and left as an exercise. �

The next two results are also due to Davitt and Otto [22].

Theorem 1.22 For an odd prime p, a non-abelian modular p-group G is regular.

Proof Let x, y ∈ G and H = 〈x, y〉. Assume that H is non-abelian. Since γ2(G) is
abelian, we have

(xy)p = x p y pcpd,

where c ∈ γ2(H) andd ∈ γp(H). SinceG ismodular, then so isH . Thus, byTheorem
1.21, there exists an integer α1 such that γ3(H) = �α1

(
γ2(H)

)
, and we have
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γp(H) ≤ γ3(H) = �α1

(
γ2(H)

) ≤ �1
(
γ2(H)

)
.

Consequently, d = d p
1 for some d1 ∈ γ2(H). Since γ2(H) ≤ γ2(G)which is abelian,

we have cpd = (cd1)p with cd1 ∈ γ2(H). Therefore,

(xy)p = x p y pcp1 ,

where c1 = cd1, and hence G is regular. �

Next, we determine the structures and the orders of Z(G) and Z2(G) of a modular
p-group G.

Theorem 1.23 Let G be amodular p-group of nilpotency class greater than 2 and A
an abelian normal subgroup of G as in Theorem 1.21 such that |G/A| = | 〈Ab〉 | =
pk and exp

(
γ2(G)

) = pm for some positive integers k and m. Then the following
statements hold:

(1) k ≥ m > α;

(2) Z(G) = 〈bpm 〉(A ∩ Z(G)
) = 〈bpm 〉�α(A) with |Z(G)| = pk−m |�α(A)|;

(3) Z2(G) = 〈bpm−α〉�2α(A) with |Z2(G)| = pk−m+α |�2α(A)|.
Proof By Theorem 1.21, we have �α(A) = γ2(G), and consequently exp(A) =
pm+α. Since γ2(G) is abelian, it follows that for each a ∈ A,

1 = [a, b]pm = [a, bpm ] = [a pm , b].

Consequently, a pm , bpm ∈ Z(G), and hence �m(G) ≤ Z(G). If m ≤ α, then

γ2(G) = �α(A) ≤ �α(G) ≤ �m(G) ≤ Z(G)

and G has nilpotency class 2, which is contrary to our assumption. Hence, we have

m > α.

Notice that a pα = 1 if and only if a ∈ Z(G). It follows that

�α(A) = A ∩ Z(G). (1.24)

Since bpm lies in Z(G), we have 〈bpm 〉(A ∩ Z(G)
) ≤ Z(G). Conversely, let x =

bia ∈ Z(G), where a ∈ A. Then

1 = [x, b] = [bia, b] = [a, b] = a pα

,



16 1 Preliminaries on p-Groups

and hence a ∈ �α(A). Now, for a1 ∈ A, we have

1 = [x, a1] = [bi , a1] = [b, a1]i ,

and hence pm divides i . Thus,

Z(G) = 〈bpm 〉(A ∩ Z(G)
) = 〈bpm 〉�α(A).

Next, we claim that | 〈Z(G)b〉 | = pm . Suppose that | 〈Z(G)b〉 | ≤ pm−1. Then,
by the regularity of G, each commutator in G has order ≤ pm−1, and hence
exp

(
γ2(G)

) ≤ pm−1, a contradiction. Therefore,

k ≥ m,

and hence
|Z(G)| = pk−m |�α(A)|

proving assertions (1) and (2).
Notice that

Z2(G) = {
x ∈ G | [x, b], [x, a] ∈ Z(G) for all a ∈ A

}
.

If a ∈ �2α(A), then [a, b] = a pα ∈ �α(A) ≤ Z(G), and consequently

�2α(A) ≤ Z2(G).

Conversely, let x = bia ∈ Z2(G) with a ∈ A. Then

[x, b] = [bia, b] = [a, b] = a pα ∈ Z(G) ∩ A = �α(A),

and hence a ∈ �2α(A). Since bi ∈ Z2(G), we have

[bi , a1] ∈ Z(G) ∩ A = �α(A)

for each a1 ∈ A. Thus, we obtain

1 = [bi , a1]pα = [bipα

, a1].

Therefore, bip
α ∈ Z(G) and pm divides i pα. Hence, pm−α divides i , which yields

Z2(G) = 〈bpm−α〉�2α(A).

By (1.24), we get
| 〈Ab〉 | = | 〈�α(A)b〉 | = pk . (1.25)
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Thus, we obtain | 〈�2α(A)b〉 | = pk and

|Z2(G)| = pk−m+α |�2α(A)|,

which is assertion (3). �

Notice that a finite p-abelian p-group is always regular. Consequently,

�k(G) = {x pk | x ∈ G}

and
�k(G) = {x ∈ G | x pk = 1}.

We conclude this section with the following observation originally due to Hobby
[60, Theorem 1].

Theorem 1.26 Let G be a finite p-abelian p-group. Then �1(G) ≤ Z(G) and
γ2(G) ≤ �1(G).

Proof Let g, h ∈ G be such that the order of g is pk . Set

u = g1+p+···+pk−1
.

Then we have
u−1h pu = (u−1hu)p = u−ph pu p,

equivalently u p−1h pu1−p = h p. Notice that u1−p = g1−pk = g, which implies
g−1h pg = h p, and hence �1(G) ≤ Z(G). The second assertion is obvious from the
first. �

1.3 Groups with Large Center

Throughout this section, we assume that Z(G) ≤ �(G). The results are due to Davitt
[20]. We begin with a general result about the relationship between the exponents of
abelianization and center of finite p-groups.

Theorem 1.27 Let G be a finite p-group such that �(G) is regular. Then the fol-
lowing statements hold:

(1) If exp
(
γ2(G)

) = p, then exp
(
G/γ2(G)

) ≥ exp
(
Z(G)

)
.

(2) If exp
(
γ2(G)

) = p2, then exp
(
G/γ2(G)

) ≥ exp
(
Z(G)

)
/p.
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Proof Let exp(G) = pm . Since exp
(
γ2(G)

) = p, we have

exp
(
G/γ2(G)

) ≥ pm−1.

Notice that �(G) = �1(G)γ2(G). Since Z(G) ≤ �(G) and �(G) is regular, we
have

exp
(
Z(G)

) ≤ max
{
exp

(
�1(G)

)
, exp

(
γ2(G)

)} = pm−1.

Consequently, it follows that exp
(
G/γ2(G)

) ≥ exp
(
Z(G)

)
, proving assertion (1).

The proof of assertion (2) goes on similar lines. �

Exercise 1.28 If A is an abelian normal subgroup of a group G with cyclic factor
group G/A = 〈Ax〉, then the map a �→ [a, x] is an epimorphism from A to γ2(G)

and |A| = |γ2(G)| |A ∩ Z(G)|.
Next we show that p-groups with sufficiently large centers are metabelian.

Theorem 1.29 Let G be a non-abelian p-group such that |G/Z(G)| ≤ p4. Then G
is metabelian.

Proof The group G possesses the series of normal subgroups

Z(G) ≤ K ≤ �(G) < G,

where K = γ2(G)Z(G). Observe that it is sufficient to prove that K is abelian. Under
the given hypothesis, |K/Z(G)| is 1, p or p2. If |K/Z(G)| is 1 or p, then K is
obviously abelian. So we assume that |K | = p2. Notice that in this case K = �(G).
If K/Z(G) is cyclic, then obviously K is abelian. The only case which remains is
when K/Z(G) is non-cyclic. Then there exist elements a, b ∈ K such that

K/Z(G) = 〈Z(G)a〉 ⊕ 〈Z(G)b〉 .

If the nilpotency class of G is 3, then [a, b] ∈ γ4(G) = 1, and therefore K is
abelian. If the nilpotency class of G is 4, then γ3(G) �≤ Z(G). Therefore, we can
choose a ∈ γ2(G) and b ∈ γ3(G). Thus, [a, b] ∈ γ5(G) = 1, which implies that K is
abelian. �

Theorem 1.30 Let G be a p-group such that |G/Z(G)| ≤ p4. Then the following
statements hold:

(1) If exp
(
γ2

(
G/Z(G)

)) = p, then �1
(
γ2(G)

) ≤ Z(G) and exp
(
γ3(G)

) = p.

(2) If exp
(
γ2

(
G/Z(G)

)) ≤ p2, then exp
(
γ2(G)

) ≤ p2.

Proof Set H = G/Z(G). Notice that γ2(H) = γ2(G)Z(G)/Z(G). Since the expo-
nent of γ2(H) is p, it follows that �1

(
γ2(G)

) ≤ Z(G). Again notice that the nilpo-
tency class of G is at most 4. Thus, for any x ∈ G and u ∈ γ2(G), we have
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1 = [x, u p] = [x, u]p,

and therefore exp
(
γ3(G)

) = p.
Since the exponent of H is at most p2 and the nilpotency class of G is at most 4,

for any x, y ∈ G, we have

1 = [x p2 , y] = [x, y]p2 [x, y, x](p
2

2 )[x, y, x, x](p
2

3 ).

If p ≥ 3, then exp
(
γ3(H)

) ≤ p as |H | ≤ p4. Thus, it follows that [x, y]p2 = 1. If
p = 2, then an easy GAP [38] check or an exercise shows that exp

(
γ2(H)

) ≤ 2;

hence [x, y]p2 = 1. Since γ2(G) is abelian, by Theorem 1.29, and is generated by
elements of order at most p2, it follows that exp

(
γ2(G)

) ≤ p2. �

We conclude this section with the following result on 3-groups.

Theorem 1.31 Let G be a 3-group such that G/Z(G) is not metacyclic and
|G/Z(G)| ≤ 34. Then the following statements hold:

(1) exp
(
γ2

(
G/Z(G)

)) = 3;

(2) exp
(
γ3(G)

) = 3;

(3) �(G) is regular.

Proof Set H = G/Z(G). Since H is not metacyclic, we have exp(H) ≤ 32. There-
fore, by Theorem 1.30(1), exp

(
γ2(G)

) ≤ 32. Obviously, we have |γ2(H)| ≤ 32.
Suppose that exp

(
γ2(H)

) = 32. Then H is regular and d(H) = 2. If H = 〈x, y〉,
then γ2(H) = 〈[x, y]〉, and �1(H) = 〈

x3, y3
〉
is of order 32. Thus, |G/�1(G)| = 32,

which implies that H is metacyclic, a contradiction. Hence, assertion (1) holds.
By (1), we get exp

(
γ2(H)

) = 3. Therefore, by Theorem 1.30(1), we have
�1

(
γ2(G)

) ≤ Z(G) and exp
(
γ3(G)

) = 3, proving assertion (2). Assertion (3) is
immediate from the inequality |�(G)/Z(G)| ≤ 32. �

1.4 Gaschütz’s Theorem and Its Generalization

We begin the section with some basic definitions. Let G be a group and X a set. By
a left action of G on X , we mean a map G × X → X , written as

(g, x) �→ gx,

satisfying the following conditions:

(1) 1x = x for all x ∈ X , where 1 is the identity element of G;

(2) g1g2x = g1(g2x) for all g1, g2 ∈ G and x ∈ X .
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An action of a groupG on a set X is said to be free if, for each x ∈ X , the stabilizer
subgroup

Gx := {g ∈ G | gx = x}

of G at x is the trivial subgroup. Further, for each x ∈ X , the set {gx | g ∈ G} is
called the orbit of x , and the action is called transitive if it has just one orbit.

For each x ∈ X , the map g �→ gx induces a bijection between the set G/Gx of
right cosets of Gx in G and the orbit of the element x . This observation is referred
to as the orbit-stabilizer theorem in the literature.

Throughout the monograph, all our group-actions are left actions, unless stated
otherwise. For a group G and g ∈ G, let ιg denote the inner automorphism of G
induced by g.

In 1966, as an ingenious application of cohomological methods, Gaschütz [40]
(see also [122, Theorem 12.2.3]) proved the following result.

Theorem 1.32 Let G be a non-abelian finite p-group. Then G has a non-inner
automorphism of order a power of p.

The following generalization of the preceding theorem for non-abelian p-groups
was obtained by Schmid [111], again using cohomological methods, which was
reproved by Webb [123] without using cohomology theory.

Theorem 1.33 Let G be a non-abelian finite p-group. Then G has a non-inner
automorphism centralizing Z(G) and of order a power of p.

We here present Webb’s proof.
Let G be a finite p-group and M a maximal subgroup of G. Let g ∈ G be such

that G/M = 〈Mg〉. Define endomorphisms τ and γ of Z(M) as follows

τ (m) = m gm · · · g p−1
m

and
γ(m) = [m, g],

for all m ∈ Z(M).

Exercise 1.34 Im(γ) ≤ Ker(τ ) and Im(τ ) ≤ Ker(γ) = Z(G) ∩ M . Moreover,
|Ker(τ )/ Im(γ)| = |Ker(γ)/ Im(τ )|.

For a given α ∈ Aut(M), we define

Aα = {
φ ∈ AutG/M(G) | φ|M = α

}

and
Mα = {

m ∈ M | [α, ιg] = ιm and α(g p) = (mg)p
}
.

Notice that, in the definition of Mα, ιg is viewed as an automorphism of M . With
this set-up, we prove the following result.
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Lemma 1.35 Let α ∈ Aut(M). Then the map Aα → Mα given by φ �→ φ(g)g−1 is
a bijection. Further, if the order of α is some power of p, then so is the case for each
element of Aα.

Proof Ifφ ∈ Aα, then a routine calculation givesφ(g)g−1 ∈ Mα. Let u ∈ Mα. Define
φ : M → M by φ(m) = α(m) for all m ∈ M and φ(g) = ug. Since α(g p) = (ug)p,
it follows that φ is well-defined.

Next, we show that φ is a homomorphism, and hence an automorphism. For
m1,m2 ∈ M , we have

φ(m1g
i )φ(m2g

j ) = α(m1)(ug)iα(m2)(ug) j

= α(m1)
(ug)i α(m2)(ug) j−i

= α(m1)(ιuιg)
i
(
α(m2)

)
(ug) j−i

= α(m1)(αιgi α
−1)

(
α(m2)

)
(ug) j−i

= α(m1)(αιgi )(m2)(ug) j−i

= φ(m1g
im2g

j ).

Thus, we establish a bijection between Aα and Mα. Further, if the order of α is pr

and the order of the element αpr−1(u)αpr−2(u) · · · α(u)u of M is pk , then a direct
computation shows that the order of φ is pr+k . �

Let idM be the identity automorphism of M . Notice that, by Lemma 1.35, AidM =
AutM,G/M(G) is a p-group.

Lemma 1.36 Let G be a finite p-group and M a maximal subgroup containing
Z(G) such that G/M = 〈Mg〉. ThenAutM,G/M(G) �≤ Inn(G) if and only if Im(τ ) �=
Ker(γ).

Proof Replacing α by the identity automorphism idM of M , we obtain

AidM = AutM,G/M(G)

and
MidM = {m ∈ Z(M) | g p = (mg)p}.

Now, byLemma1.35, it follows thatAutM,G/M(G) ≤ Inn(G) if and only ifMidM con-
sists of elements of the form ιu(g)g−1, where u ∈ CG(M). Since Z(G) ≤ M , it fol-
lows that CG(M) = Z(M). But, CG(M) = Z(M) if and only ifMidM ⊆ [Z(M), g] =
Im(γ). A direct calculation shows that

Ker(τ ) = MidM .

Since Im(γ) ≤ Ker(τ ), we have AutM,G/M(G) ≤ Inn(G) if and only if Ker(τ ) =
Im(γ). In view of Exercise 1.34, the last equality holds if and only if Im(τ ) =
Ker(γ). �



22 1 Preliminaries on p-Groups

The proof of Lemma 1.36 indeed gives

Corollary 1.37 If Im(τ ) ≤ Ker(γ), then

|AutM,G/M(G) Inn(G)/ Inn(G)| = |Ker(γ)/ Im(τ )|.

For a group G, set

COut(G)

(
Z(G)

) = AutZ(G)(G)/ Inn(G).

Exercise 1.38 Let G be a non-abelian group of order 8. Then 2 divides the order of
COut(G)

(
Z(G)

)
.

Next, we prove

Lemma 1.39 Let G be a non-abelian finite p-group such that |G| > 8 and each
maximal subgroup of G containing Z(G) is abelian. Then p divides the order of
COut(G)

(
Z(G)

)
.

Proof Contrarily, assume that the result is false. Then notice that

AutM,G/M(G) = AidM ≤ Inn(G).

By Exercise 1.34 and Lemma 1.36, we have

Im(τ ) = Ker(γ) = Z(G).

We claim that any element x ∈ G \ Z(G) generates a maximal subgroup of G. Let
x ∈ G \ Z(G). Since, G being non-abelian, G/Z(G) is not cyclic, we can choose
a maximal subgroup N of G containing x and Z(G). Let y ∈ G be such that G =
〈y, N 〉, and M be a maximal subgroup of G containing y and Z(G). Notice that
G = NM . By the given hypothesis, both N and M are abelian. Thus,

Z(G) ≤ N ∩ M ≤ CG(N ) ∩ CG(M) = Z(G),

which gives Z(G) = N ∩ M . By the maximality of N and M , it now follows that
N = 〈x,Z(G)〉 and both x p and y p lie in Z(G). Thus,

G = 〈x, y,Z(G)〉

and |G/Z(G)| = p2, which implies that γ2(G) = 〈[x, y]〉 is of order p; nilpotency
class of G is 2. By the given hypothesis on the order of G, we can assume that either
p is odd or p = 2 and |Z(G)| ≥ 4. For, if |Z(G)| = 2, then |G| = 8.

Since N is abelian, we get

Z(N ) = N = 〈x,Z(G)〉 .
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Thus, by the definition of τ and G being of nilpotency class 2, we have

Z(G) = Im(τ )

= 〈τ (x), τ (z) | z ∈ Z(G)〉
= 〈

x p[x, y]p(p−1)/2, z p | z ∈ Z(G)
〉

= 〈
x p[x, y]p(p−1)/2

〉
, since z p ∈ �

(
Z(G)

)
.

If p is odd, then obviously Z(G) = 〈x p〉. If p = 2, since [x, y] is of order 2 and
Z(G) is cyclic of order at least 4, it follows that [x, y] ∈ �

(
Z(G)

)
. Hence, N =

〈x,Z(G)〉 = 〈x〉 is cyclic, and the claim follows.
Since y ∈ G \ Z(G), we have M = 〈y〉 is cyclic of order at least p2, and therefore

y p �= 1. Notice, by the choice of y, that y p = xrp, for some integer r . Consequenty,
we get y−1xr ∈ G \ Z(G). Thus,

〈
y−1xr

〉
is a maximal subgroup of G having order

p, if p is odd, or 4, if p = 2, none of which is possible. �
We are now ready to prove Theorem 1.33.

Proof of Theorem 1.33. We proceed by induction on the order of finite p-groups.
Let G be a non-abelian finite p-group. Suppose that the theorem holds for all non-
abelian finite p-groups of order less than |G|. In view of Lemma 1.39 and Lemma
1.36, we can, respectively, assume that G admits a non-abelian maximal subgroup
M containing Z(G) and

Im(τ ) = Ker(γ).

Then by induction hypothesis p divides the order of COut(M)

(
Z(M)

)
.

Let g ∈ G be such that G = 〈g, M〉 and ψ := ιg|M , the restriction of ιg to M ,
where ιg denotes the inner automorphism of G induced by g. Then the order of ψ is
some power of p. We claim that ψ normalizes COut(M)

(
Z(M)

)
, that is, (ψ̄)ᾱψ̄−1 ∈

COut(M)

(
Z(M)

)
for all α ∈ AutZ(M)(M), where ψ̄ = Inn(M)ψ and ᾱ = Inn(M)α.

Let α ∈ AutZ(M)(M). Since Z(M) is a normal subgroup of G, for all u ∈ Z(M), we
have

ψαψ−1(u) = ψ
(
α(ψ−1(u)

) = ψ
(
ψ−1(u)

) = u,

and the claim follows. The group 〈ψ〉 acts on the set of all Sylow p-subgroups
of COut(M)

(
Z(M)

)
. Using the Sylow theorem and the orbit-stabilizer theorem, it

follows that some Sylow p-subgroup of COut(M)

(
Z(M)

)
is kept invariant by 〈ψ〉.

Now, restricting the action of 〈ψ〉 on this Sylow p-subgroup and again using the orbit-
stabilizer theorem, we get a non-inner automorphism α ∈ AutZ(M)(M) of p-power
order such that

[α,ψ] = ιm ∈ Inn(M),

where m ∈ M .
Notice, ψ being the restriction of ιg , that

αψ pα−1 = (ιmψ)p = ι(mg)p (1.40)
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and
ψ p = ιg p ∈ Inn(M).

Putting the value of ψ p in (1.40) and equating both the sides give

(mg)−pα(g p) ∈ Z(M).

Since α centralizes Z(M), we have

(mg)−pα(g p) = α−1
(
(mg)−p

)
g p.

Noticing that [α−1
(
(mg)−p

)
g p, g] = 1, we obtain (mg)−pα(g p) ∈ Ker(γ). Since

Im(τ ) = Ker(γ), there exists an element y ∈ Z(M) such that

(mg)−pα(g p) = τ (y). (1.41)

A straightforward calculation shows that

(myg)p = (ymg)p = g y · · · g p−1
y g p

y (mg)p = (mg)p y g y · · · g p−1
y = (mg)pτ (y),

since y ∈ Z(M) and Z(M) is normal in G. Hence, by (1.41), we obtain

α(g p) = (myg)p.

Noticing that ιm = ιmy, it follows that my ∈ Mα.
By Lemma 1.35, α extends to an automorphism φ of G of p-power order. By

the choice of α and the fact that Z(G) ≤ Z(M), φ centralizes Z(G). It only remains
to show that φ is non-inner. Contrarily, assume that φ is inner, say, induced by
x ∈ G. Then, by the choice of α, x centralizes Z(M). Suppose that x ∈ G \ M .
Then G = 〈x, M〉, and therefore Z(M) = Z(G). Thus,

Ker(γ) = Im(τ ) = Z(M),

which forces Ker(τ ) = 1. But, on the other hand,

1 �= �1
(
Z(G)

) ≤ Ker(τ ),

a contradiction, and hence x ∈ M . Then α = φ|M ∈ Inn(M), which contradicts the
fact that α is non-inner. Thus, φ is non-inner, and the proof is complete. �
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1.5 Pro- p-Groups

In this section, we record some preliminaries on pro-p-groups. We refer the reader
to [24] for detailed account of pro-p-groups.

We begin with the definition of a directed set. A directed set is a non-empty
partially ordered set (�,≤) with the property that for every λ,μ ∈ � there exists
ν ∈ �with λ,μ ≤ ν. For example, the set of natural numbers N with the usual order
≤ is a directed set.

A topological group G is a topological space which is also a group such that the
map G × G → G given by

(g, h) �→ gh−1,

g, h ∈ G, is continuous. Here G × G is equipped with the product topology. An
inverse system of topological groups over a directed set (�,≤) is a family of topo-
logical groups {Gλ}λ∈� with continuous group homomorphisms

πλ,μ : Gλ → Gμ

whenever μ ≤ λ satisfying the compatibility conditions

πλ,λ = idGλ

and
πμ,ν πλ,μ = πλ,ν,

for ν ≤ μ ≤ λ.
The inverse limit of the inverse system {Gλ}λ∈� of topological groups, denoted

by lim←−Gλ, is the subgroup of the topological group
∏

λ∈� Gλ consisting of elements
(gλ)λ∈� such that πλ,μ(gλ) = gμ whenever μ ≤ λ.

Notice that each finite group can be viewed as a topological group when equipped
with the discrete topology. If we start with an inverse system {Gλ}λ∈� of finite groups
each of them equipped with the discrete topology, then

∏
λ∈� Gλ has the product

topology, and hence lim←−Gλ with the induced topology becomes a compact Hausdorff
topological group.

For a prime p, a pro-p-group, by definition, is the inverse limit of an inverse
system of finite p-groups. For example, finite p-groups are pro-p-groups if given
the discrete topology.A prototype example is the additive groupZp of p-adic integers
defined as the inverse limit of the inverse system of finite cyclic groups {Z/pnZ}n∈N
with natural maps

Z/pnZ → Z/pmZ

whenever n ≥ m. In fact, Zp is a pro-p-group containing Z as a dense subgroup.
Further, Zp is a ring without zero divisors and its field of fractions is the field Qp of



26 1 Preliminaries on p-Groups

p-adic numbers. We refer the reader to [43] for an elementary introduction to theory
of p-adic numbers.

Define the coclass of a finite p-group G of order pn , denoted by cc(G), as

cc(G) := n − cl(G),

where cl(G) denotes the nilpotency class of G. An infinite pro-p-group L is said to
be of coclass r if there exists some positive integer k such that cc

(
L/γi (L)

) = r for
all i ≥ k.

Given a prime p and a positive integer r , let G(p, r) denote the directed graph
whose vertex set consists of all isomorphism types of finite p-groups of coclass r ,
and there is a directed edge from H to G if there exists a normal subgroup N of G
such that |N | = p and G/N ∼= H . The graph G(p, r) is referred to as the coclass
graph of finite p-groups of coclass r . For example, the coclass graph G(2, 1) is as
follows:

V4 C4

D8 Q8

D16 Q16 SD16

D32 Q32 SD32

...
...

...

Here, V4 is theKlein 4-group. For n ≥ 3, D2n , Q2n are the dihedral and the quaternion
groups of orders 2n , respectively. And for n ≥ 4, SD2n is the semi-dihedral group of
order 2n .

If G and H are two groups representing two different vertices of G(p, r), then
we say that G is a descendant of H if there is a directed edge from H to G. Observe
that, if G is a descendant of H , then

cc(G) = cc(H) = r.

Since |G| = p |H |, it follows that cl(H) = cl(G) − 1, and therefore N must neces-
sarily be the last term of the lower central series of G.

Let L be an infinite pro-p-group of coclass r , t be the minimal positive integer
such that cc

(
L/γt (L)

) = r and L/γt (L) do not arise as a quotient of an infinite
pro-p-group of coclass r not isomorphic to L . Then the full subtree T (L) of G(p, r)
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consisting of all descendants of L/γt (L) is called a maximal coclass tree in G(p, r).
It follows, by construction, that the sequence of groups {Gi }i≥0 with

Gi := L/γt+i (L),

called the main line of T (L), contains every infinite path of T (L).
Now onwards we assume that p = 2. Let T (L) be a maximal coclass tree in

G(2, r) and {Gi }i≥0 its main line. For each non-negative integer i , let T (L)i be the
subgraph of T (L) consisting of all descendants of Gi which are not descendants of
Gi+1. The following theorem gives a description of L [24, Theorem 10.1].

Theorem 1.42 Let L be an infinite pro-2-group of coclass r . Then L has an open
normal subgroup T ∼= (Z2)

d for d = 2s for some s ≤ r + 1. Furthermore, P = L/T
is a 2-group of order 2r+(r+1)2r+1

and has coclass r .

The following result is [24, Theorem 10.2] for p = 2.

Theorem 1.43 For a given integer r , there are only finitely many isomorphism types
of infinite pro-2-groups of coclass r .

The preceding theorem can be interpreted as the graph G(2, r) containing only
a finite number of maximal coclass trees. An immediate consequence of the con-
struction of the maximal coclass tree and the preceding theorem is the following
result.

Corollary 1.44 For a given integer r , all but finitely many 2-groups of coclass r are
contained in a maximal coclass tree of G(2, r).

In Theorem 1.42, the integer d is referred to as the rank of the maximal coclass
tree T (L), the open normal subgroup T is the translation subgroup of L and P is
its point subgroup. It follows from [82, Lemma 7.4.3] that there exists a sufficiently
large positive integer k such that T ∼= γk(L).

We conclude this chapter with two theorems of Eick and Leedham-Green [27],
which play a crucial role in Sect. 5.3 of Chap.5. The first one being the following
result [27, Theorems 27, 28].

Theorem 1.45 Let L be an infinite pro-2-group of coclass r and T (L) a maximal
coclass tree in G(2, r) of rank d. Then there exists a positive integer m such that for
each j ≥ m, there is a graph isomorphism

τ j : T (L) j → T (L) j+d .

Furthermore, |τ j (G)| = 2d |G| for all G ∈ T (L) j .

Let m be the smallest positive integer as in the preceding theorem. Then a group
Gm representing the root of the subgraph T (L)m is called the periodicity root of
T (L). The full subtree of T with root as the periodicity root is called the periodic
part of T . Setting T0 = T and

https://doi.org/10.1007/978-981-13-2895-4_5
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Ti+1 = [Ti , L],

the final result of this chapter is as follows [27, Theorem 7].

Theorem 1.46 Let L be an infinite pro-2-group of coclass r , T = γk(L) for some
integer k and P = L/T . If k is chosen sufficiently large, then every group G in the
periodic part of T (L) can be written as an extension of P by T/Tj , where j is such
that |G| = 2 j |P|. Furthermore, τ j (G) is an extension of P by T/Tj+d .



Chapter 2
Fundamental Exact Sequence of Wells

Given a normal subgroup N of a group G, a basic problem in the theory of automorphisms
of groups is that of extending an automorphism of N to an automorphism of G, and the
analogous one of lifting an automorphism of the quotient group G/N to an automorphism
of G. A crucial role in the investigation of these problems is played by an exact sequence
due to Wells [126]. In this chapter, a detailed exposition of this sequence and its role in
determining conditions for extension and lifting of automorphisms is presented.

2.1 Cohomology of Groups

Let G be a group and R a commutative ring with unity. The group algebra of G over
R, denoted by R[G], is defined as the free R-module with basis G and the product
which extends simultaneously the group operation in G and the ring multiplication
in R. More precisely, elements of R[G] are finite formal sums of the form

∑
agg,

where ag ∈ R and g ∈ G. Further, for elements
∑

agg,
∑

bgg ∈ R[G], the product
is defined as (∑

agg
) (∑

bgg
)

=
∑

cgg,

where cg = ∑
xy=g axby . It can be easily verified that R[G] is an R-algebra. Further,

since R is a ring with unity, R[G] is also a ring with unity. There is a natural
homomorphism

ε : R[G] → R

given by

ε
(∑

agg
)

=
∑

ag

called the augmentation map. The kernel of ε is a 2-sided ideal of R[G], called
the augmentation ideal of R[G], and denoted by IR(G) or simply by I (G) in case
the ring of coefficients is clear from the context. Group algebras over the ring Z of

© Springer Nature Singapore Pte Ltd. 2018
I. B. S. Passi et al., Automorphisms of Finite Groups, Springer Monographs
in Mathematics, https://doi.org/10.1007/978-981-13-2895-4_2

29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2895-4_2&domain=pdf
https://doi.org/10.1007/978-981-13-2895-4_2


30 2 Fundamental Exact Sequence of Wells

integers are of particular interest in group theory. For a given group G, modules over
the group algebra Z[G] are also referred to as G-modules. Notice that if a group G
acts on an abelian group N by automorphisms, then N can be viewed as aG-module.

Let R be a commutative ring. A cochain complex of R-modules is a family

C = {Cn, ∂n}n≥0

of R-modules Cn and R-module homomorphisms

∂n : Cn → Cn+1,

defined for each integer n ≥ 0, such that ∂n∂n−1 is the trivial homomorphism. Set
C−1 = 1 and ∂−1 : C−1 → C0 as the trivial map. For each integer n ≥ 0, ∂n is
called the nth coboundary operator, and Cn the R-module of n-cochains. Further,
Ker(∂n) is referred to as the R-module of n-cocycles, and Im(∂n−1) the R-module
of n-coboundaries. The n-dimensional cohomology of the cochain complex C is the
R-module

Hn(C) := Ker(∂n)/ Im(∂n−1).

For an n-cocycle c ∈ Ker(∂n), we denote by [c] ∈ Hn(C) the corresponding coho-
mology class.

If C = {Cn, ∂n}n≥0 and C ′ = {C ′n, ∂′n}n≥0 are two cochain complexes, then a
cochain transformation f : C → C ′ is a family of R-module homomorphisms f n :
Cn → C ′n such that

f n+1∂n = ∂′n f n

for each n ≥ 0. It follows that each f n maps n-cocycles of C to n-cocycles of C ′ and
n-coboundaries of C to n-coboundaries of C ′. Consequently, the cochain transforma-
tion f induces a family of homomorphisms

Hn( f ) : Hn(C) → Hn(C ′)

defined by
Hn( f )

([c]) = [
f n(c)

]

for c ∈ Ker(∂n).
Let us recall the construction of the cochain complex defining the cohomology of

groups. We refer the reader to the excellent books [1, 11] for details on cohomology
of groups.

Let G be a group and N a left G-module, that is, there is a left action of G on
the abelian group N by automorphisms. Set C−1(G, N ) = 1, and C0(G, N ) = N
viewed as maps from the trivial group to the group N . For each integer n ≥ 1, let
Cn(G, N ) be the set of all maps
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σ : Gn := G × · · · × G︸ ︷︷ ︸
n copies

→ N .

EachCn(G, N ) is endowed with the structure of an abelian group with respect to the
point-wise multiplication of functions, and referred to as the group of n-cochains.
The coboundary operator

∂n : Cn(G, N ) → Cn+1(G, N )

is given by

∂n(σ)(g1, . . . , gn+1)

= g1σ(g2, . . . , gn+1)

n∏

k=1

σ(g1, . . . , gkgk+1, . . . , gn+1)
(−1)kσ(g1, . . . , gn)

(−1)n+1

(2.1)

for all σ ∈ Cn(G, N ) and (g1, . . . , gn+1) ∈ Gn+1. It is straightforward to verify that
∂n∂n−1 is the trivial homomorphism, and thus we obtain a cochain complex

· · · → Cn−1(G, N )
∂n−1→ Cn(G, N )

∂n→ Cn+1(G, N ) → · · ·

of abelian groups.
Set Zn(G, N ) = Ker(∂n) the group of n-cocycles, and Bn(G, N ) = Im(∂n−1)

the group of n-coboundaries. Then the n-dimensional cohomology group of G with
coefficients in N is the cohomology of the cochain complex {Cn(G, N ), ∂n}n≥0,
and denoted by

Hn(G, N ) = Zn(G, N )/Bn(G, N ).

Except in Chap.6, the cohomology groups are written multiplicatively throughout
the monograph.

The low dimensional cohomology groups have very interesting interpretations.
To be precise,

H0(G, N ) = NG = {
n ∈ N | gn = n for all g ∈ G

}
,

the fixed-point set of the action of G on N . The first cohomology group

H1(G, N ) = Z1(G, N )/B1(G, N ),

where

Z1(G, N ) = {
σ : G → N | σ(g1g2) = σ(g1)

g1σ(g2) for g1, g2 ∈ G
}

https://doi.org/_6
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also called the group of derivations or crossed homomorphisms, and

B1(G, N ) = {
σ : G → N | there exists n ∈ N such that σ(g) = (gn)n−1 f or g ∈ G

}

also called the group of inner derivations. Due to this, the group Z1(G, N ) is also
denoted by Der(G, N ) in the literature.

The second cohomology group H2(G, N ) classifies equivalence classes of exten-
sions

1 → N → � → G → 1

of G by N inducing the given G-module structure on N . For these interpretations
and more on cohomological methods in group theory, see [50].

Let G and G ′ be two groups. Let A be a G-module and A′ a G ′-module. We
say that a pair (α,β) of group homomorphisms α : G ′ → G and β : A → A′ is
action-compatible if the following diagram commutes

G× A −−−−→ A

α

�
⏐
⏐

⏐
⏐
�β

⏐
⏐
�β

G ′×A′ −−−−→ A′.

In other words,
g′
β(a) = β

(α(g′)
a
)

for all a ∈ A and g′ ∈ G ′. With this set-up, we have the following result.

Proposition 2.2 Let (α,β) be an action-compatible pair. Then, for each n ≥ 0, there
is a homomorphism of cohomology groups

(α,β)n : Hn(G, A) → Hn(G ′, A′).

Proof Fix n ≥ 0. For each σ ∈ Cn(G, A), define σ′ : G ′n → A′ by

σ′(g′
1, g

′
2, . . . , g

′
n) = β

(
σ
(
α(g′

1),α(g′
2), . . . ,α(g′

n)
))

for (g′
1, g

′
2, . . . , g

′
n) ∈ G ′n . Then σ′ is an element of Cn(G ′, A′).

Define (α,β)n : Cn(G, A) → Cn(G ′, A′) by setting

(α,β)n(σ) = σ′.

It is routine to check that (α,β)n is a homomorphismcommutingwith the coboundary
operators, that is, the following diagram commutes
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Cn(G, A)

∂n

(α,β)n

Cn(G ′, A′)

∂n

Cn+1(G, A)
(α,β)n+1

Cn+1(G ′, A′).

Consequently, it follows that (α,β)n preserves both cocycles and coboundaries, and
hence induces a map

(α,β)n : Hn(G, A) → Hn(G ′, A′)

given by
(α,β)n

([σ]) = [σ′].

It is again routine to check that (α,β)n is a group homomorphism. �
In particular, if G = G ′ and α = idG , then we write (α,β) = β and obtain the

following

Corollary 2.3 Let G be a group, A and A′ two G-modules, and β : A → A′ a
G-module homomorphism. Then, for each n ≥ 0, there is a homomorphism

βn : Hn(G, A) → Hn(G, A′)

of cohomology groups.

Similarly, if A = A′ and β = idA, then we write (α,β) = α and obtain the fol-
lowing

Corollary 2.4 Let G and G ′ be two groups and A a module over both G and G ′. Let
α : G ′ → G be an action-compatible homomorphism. Then, for each n ≥ 0, there
is a homomorphism

αn : Hn(G, A) → Hn(G ′, A)

of cohomology groups.

Let H be a subgroup of a group G and α : H ↪→ G the inclusion. Let A be an
H -module. Define

β : HomZ[H ]
(
Z[G], A

) → A

by f �→ f (1), where 1 is the unity of the group algebra Z[G]. Then the pair (α,β)

is action-compatible, and hence induces a homomorphism

H∗ (
G, HomZ[H ](Z[G], A)

) → H∗(H, A).

It is a well-known result, called the Eckmann-Shapiro Lemma, that the above homo-
morphism is, in fact, an isomorphism (see [11, p.73, Proposition6.2], [11, p.80,
Exercise2] and [25, Theorem4]).
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Theorem 2.5 Let H be a subgroup of a group G and A an H-module. Then, for
each n ≥ 0, there is an isomorphism of cohomology groups

�n : Hn
(
G, HomZ[H ](Z[G], A)

) → Hn(H, A).

Let A be a G-module and H a subgroup of G. Then A is also an H -module.
Further, the group HomZ[H ](Z[G], A) can be turned into a G-module by setting

(g f )(g′) = f (g′g)

for g, g′ ∈ G and f ∈ HomZ[H ](Z[G], A). Define a map

q : A → HomZ[H ]
(
Z[G], A

)

by setting, for each a ∈ A,
q(a)(g) = ga

for g ∈ G. Then q is a G-module homomorphism since

q(ga)(g′) = (g′g)a = q(a)(g′g) = (gq(a))(g′)

for g, g′ ∈ G and a ∈ A. By Corollary2.3, for each n ≥ 0, there is a homomorphism
of cohomology groups

qn : Hn(G, A) → Hn
(
G, HomZ[H ](Z[G], A)

)
.

For each n ≥ 0, setting resGH = �nqn , we obtain a homomorphism of cohomology
groups

resGH : Hn(G, A) → Hn(H, A)

called the restriction map.

Remark 2.6 Let A be a G-module and H a subgroup of G. Then A is also an
H -module and the inclusion H ↪→ G is an action-compatible homomorphism. By
Corollary2.4, there is a homomorphism

Hn(G, A) → Hn(H, A)

for each n ≥ 0. A direct check shows that this homomorphism is the same as the
restriction homomorphism defined above.

Next, we proceed in the opposite direction. Assume that A is a G-module and H
a finite index subgroup of G. Let the index of H in G be n, and {g1, . . . , gn} a set of
representatives of the right cosets of H in G. Define a map

t : HomZ[H ]
(
Z[G], A

) → A



2.1 Cohomology of Groups 35

by setting

t ( f ) =
∏n

j=1

g−1
j ( f (g j ))

for f ∈ HomZ[H ]
(
Z[G], A

)
. Since, for any h ∈ H ,

(hg j )
−1

( f (hg j )) = (hg j )
−1h( f (g j )) = g−1

j ( f (g j ))

for each 1 ≤ j ≤ n, it follows that the function t is independent of the choice of the
coset representatives. Since {g1g, . . . , gng} is also a set of coset representatives, we
obtain

t (g f ) =
n∏

j=1

g−1
j ((g f )(g j ))

=
n∏

j=1

g−1
j ( f (g jg))

= g(

n∏

j=1

(g jg)−1
f (g jg))

= g(t ( f )),

and hence t is a G-module homomorphism. Now by Corollary2.3, for each n ≥ 0,
there is a homomorphism

tn : Hn
(
G, HomZ[H ](Z[G], A)

) → Hn(G, A).

For each n ≥ 0, set coresGH = tn(�n)−1. Then

coresGH : Hn(H, A) → Hn(G, A)

is a homomorphism of cohomology groups called the corestriction map or the trans-
fer map.

Remark 2.7 Let H be a finite index subgroup of a groupG. If A is a trivialG-module,
then H1(H, A) = Hom(H, A) and H1(G, A) = Hom(G, A). If f ∈ Hom(H, A),
then coresGH ( f ) ∈ Hom(G, A) is also referred to as the transfer of f , since it coin-
cides with the transfer homomorphism given by (1.3).

The following fundamental result relates the restriction and the corestrictionmaps
(see [11, Chapter III, Proposition9.5(ii)] and [25, Theorem5]).

Theorem 2.8 Let A be a G-module and H a subgroup of G of index k. Then, for
each n ≥ 0, the homomorphism

https://doi.org/_1
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coresGH resGH : Hn(G, A) → Hn(G, A)

is given by coresGH resGH ([μ]) = [μ]k .
Proof Let the index of H inG be k. Notice that coresGH resGH = tnqn for each n ≥ 0.
Further, tq : A → A is given by

t
(
q(a)

) =
∏k

j=1

g−1
j

(
q(a)(g j )

) =
∏k

j=1

g−1
j (g j a) = ak

for a ∈ A. Hence, coresGH resGH = (tq)n = tnqn is the desired map. �

A sequence

· · · −→ Gn−1
fn−1−→ Gn

fn−→ Gn+1 −→ · · ·

of groups Gn and group homomorphisms fn : Gn → Gn+1 is said to be exact at Gn

if
Im( fn−1) = Ker( fn).

Further, the sequence is said to be exact if it is exact at Gn for each n.
The following result exhibits a long exact sequence of cohomology groups asso-

ciated to a short exact sequence of G-modules [11, p.71, Proposition 6.1(ii)].

Theorem 2.9 Let G be a group and

1 → A′ i→ A
j→ A′′ → 1

a short exact sequence of G-modules. Then, for each n ≥ 0, there is a natural map

δn : Hn(G, A′′) → Hn+1(G, A′),

known as the connecting homomorphism, such that the sequence

· · · → Hn(G, A′) i n→ Hn(G, A)
j n→ Hn(G, A′′) δn→ Hn+1(G, A′) → · · ·

is exact.

The next result on vanishing of higher dimensional cohomology groups of
p-groups is due to Gaschütz [39] (see also [122, Theorem12.2.1]).

Theorem 2.10 Let G be a finite p-group and A a G-module which is also a finite
p-group. If H1(G, A) = 1, then Hk(H, A) = 1 for all k ≥ 1 and all subgroups H
of G.

If G is a finite group, then we consider the element
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N =
∑

g∈G
g

of the integral group algebra Z[G] of G, called the norm element of Z[G]. If A is a
G-module, then the fixed-point set of the action of G

AG := {a ∈ A | ga = a for all g ∈ G}

is a submodule of A. Since A is written multiplicatively, for a ∈ A and
∑

g∈G ngg ∈
Z[G], we use the convention

(∑

g∈G
ngg

)
a :=

∏

g∈G
(ga)ng .

With the preceding set-up, we state the following well-known result on the cohomol-
ogy of finite cyclic groups [11, p. 58].

Proposition 2.11 Let G = 〈x〉 be a finite cyclic group and A a G-module. Let τ :
A → A be the trace map given by τ (a) = Na. Then, for all n ≥ 1, we have

H2n+1(G, A) ∼= H1(G, A) ∼= Ker(τ )/
(
I (G)A

)

and
H2n(G, A) ∼= H2(G, A) ∼= AG/ Im(τ ).

We conclude this section with some constructions of derivations. The concept of
derivations comes very handy at many instances for constructing automorphisms of
finite groups, one such being presented at the end of this section.

Proposition 2.12 Let G = 〈x〉 be a finite cyclic group and A a G-module. Let τ :
A → A be the tracemap given by τ (a) = Na. Then for each a ∈ Ker(τ ), there exists
a unique derivation δ : G → A such that δ(x) = a.

Proof Define δ : G → A by setting

δ(xk) =
(

k−1∑

i=0

xi
)

a.

Since a ∈ Ker(τ ), it follows that the map δ is well-defined. Clearly, δ is a derivation.
The uniqueness follows from the fact that the unique derivation δ for which δ(x) = 1
is the trivial derivation. �
Proposition 2.13 Let G = 〈x〉 ⊕ 〈y〉 be a 2-generated abelian group. Let A be a
G-module such that I (G)A ≤ AG, where I (G) is the augmentation ideal of the
integral group algebra of G and AG is the submodule of invariant elements. Let
τx = ∑

i≥0 x
i and τy = ∑

i≥0 y
i . Then for each a, b ∈ A with τxa = 1, τyb = 1
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and (−1 + y)a = (−1 + x)b, there exists a unique derivation δ : G → A such that
δ(x) = a and δ(y) = b.

Proof Define δ : G → A by

δ(xs yt ) =
((

s−1∑

i=0

xi
)

a

) ⎛

⎝

⎛

⎝
t−1∑

j=0

y j

⎞

⎠ b

⎞

⎠
((
s(−1 + yt )

)
a
)
.

Since (−1 + y)a ∈ I (G)A and I (G)A ≤ AG , we have

(
s(−1 + yt )

)
a = (

s(1 + y + y2 + · · · + yt−1)(−1 + y)
)
a = (

st (−1 + y)
)
a = (

t (−1 + xs )
)
b.

A direct computation using the hypothesis and preceding equation shows that δ is a
derivation satisfying the required properties. The uniqueness is obvious. �

The following basic result is due to Gavioli [42, Section2].

Proposition 2.14 Let G be a finite group and N an abelian normal subgroup of
G viewed as a G-module via the conjugation action. Then for any derivation δ :
G → N, there exists an endomorphism φ of G given by φ(g) = δ(g)g for all g ∈ G.
Further, if δ(N ) = 1, then φ is an automorphism of G.

Proof For g, h ∈ G, we have

φ(gh) = δ(gh)gh = δ(g) gδ(h) gh = δ(g)gδ(h)h = φ(g)φ(h),

which implies thatφ is a homomorphism. Further, if δ(N ) = 1, thenφ(g) = 1 implies
that g = 1. Hence, φ is an automorphism of G. �

2.2 Group Extensions

Let H and N be two groups. Then an extension E of H by N is an exact sequence
of the form

E : 1 → N
i→ G

π→ H → 1.

For simplicity, we consider N as a subgroup of G, and hence do not name the
inclusion N ↪→ G explicitly, unless needed. We say that E is an abelian extension if
N is abelian, and a central extension if N ≤ Z(G).

Two group extensions

E1 : 1 → N → G1
π1→ H → 1

and
E2 : 1 → N → G2

π2→ H → 1
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are said to be equivalent if there exists a homomorphism γ : G1 → G2 such that the
following diagram commutes

1 N

idN

G1
π1

γ

H

idH

1

1 N G2
π2

H 1.

Any homomorphism γ : G1 → G2, as in the preceding commutative diagram,
is called an equivalence of E1 and E2. It is easy to see that the preceding relation,
between extensions of the group N by the group H , is an equivalence relation (see
[85]). Let Ext(H, N ) denote the set of equivalence classes of extensions of H by N
and [E] the equivalence class of an extension E .

Let 1 → N → G
π→ H → 1 be an extension of H by N . Then a right transversal

is a map t : H → G satisfying
π
(
t (x)

) = x

for all x ∈ H . A transversal which is a group homomorphism is called a section. An
extension of groups admitting a section is called a split extension.

Let 1 → N → G
π→ H → 1 be an extension of H by N and t : H → G a fixed

right transversal such that t (1) = 1. Then each g ∈ G can be written uniquely as
g = nt (x) for some x ∈ H and n ∈ N satisfying π(g) = x . Let

χ : H → Aut(N ) (2.15)

be the map defined by
χ(x)

(
n
) = t (x)nt (x)−1

for x ∈ H and n ∈ N . For x, y ∈ H , we then have

π(t (xy)) = xy = π(t (x))π(t (y)) = π(t (x)t (y)).

Thus, there exists a unique element, say μ(x, y) ∈ N , such that

t (x)t (y) = μ(x, y)t (xy).

For each n ∈ N , let ιn : N → N be the inner automorphism of N induced by n:

ιn(z) = nzn−1

for all z ∈ N . Thus,
χ(x)χ(y) = ιμ(x,y)χ(xy) (2.16)
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for all x, y ∈ H . We notice that the map χ : H → Aut(N ) is, in general, not a
homomorphism. However, clearly χ composed with the natural projection

Aut(N ) → Out(N ) := Aut(N )/ Inn(N )

is a homomorphism, denoted by

χ : H → Out(N ).

Proposition 2.17 The homomorphism χ : H → Out(N ) is independent of the
choice of the transversal t : H → G. Furthermore, if χ1, χ2 are the homomor-
phisms associated to two equivalent extensions of H by N, then χ1 = χ2.

Proof Let E : 1 → N → G → H → 1 be an extension of H by N . For i = 1, 2,
let ti : H → G be transversals from H to G and χi : H → Aut(N ) the associated
maps. Since both t1 and t2 are transversals of H in G, there exists a map λ : H → N
such that

t2(x) = λ(x)t1(x)

for all x ∈ H . Consequently, we get

χ2(x) = ιλ(x)χ1(x)

for all x ∈ H . Hence, the associated homomorphismsχi : H → Out(N ) for i = 1, 2
are equal.

Let Ei : 1 → N → Gi
πi→ H → 1 for i = 1, 2 be two equivalent extensions and

γ : G1 → G2 an equivalence. Then we have the commutative diagram

1 N

idN

G1
π1

γ

H

idH

1

1 N G2
π2

H 1.

For i = 1, 2, let ti : H → Gi be transversals and χi : H → Aut(N ) the respective
associated maps. Commutativity of the preceding diagram implies that γ(n) = n for
all n ∈ N , and

π2
(
γ(t1(x))

) = π1
(
t1(x)

) = x = π2
(
t2(x)

)

for all x ∈ H . Thus, for each x ∈ H , there exists an element, say λ(x) ∈ N , such
that

λ(x)γ
(
t1(x)

) = t2(x).
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For n ∈ N , we then have

χ2(x)
(
n
) = t2(x)nt2(x)

−1

= λ(x)γ
(
t1(x)

)
nγ

(
t1(x)

)−1
λ(x)−1

= λ(x)γ
(
χ1(x)(n)

)
λ(x)−1

= ιλ(x)χ1(x)(n).

Hence, χ2(x) = ιλ(x)χ1(x) for all x ∈ H , and consequently, the associated homo-
morphisms χ1,χ2 : H → Out(N ) are equal. �

In view of the preceding proposition, to every equivalence class of extensions
[E] ∈ Ext(H, N ) there is associated a unique homomorphism χ : H → Out(N ),
called the coupling associated to [E].

Let H and N be two groups and α : H → Out(N ) a coupling. Set

Extα(H, N ) = {[E] ∈ Ext(H, N ) | α is the coupling associated to [E]}.

Thus, we can write
Ext(H, N ) =

⊔

α

Extα(H, N ),

where α runs over all couplings H → Out(N ).
We conclude this section with the following

Remark 2.18 Given two groups H and N , a homomorphism from H to Out(N ) is
called an abstract kernel. It must be noted that not every abstract kernel is a coupling;
however, if Z(N ) = 1, then every abstract kernel is a coupling (see [85, Chapter4,
pp. 129–131], [6] or [77]).

2.3 Action of Cohomology Group on Extensions

Given groups H, N and a coupling α : H → Out(N ), we construct a free and
transitive action of the cohomology group H2

(
H, Z(N )

)
on the set Extα(H, N ).

The idea can be found, for example, in [85].
Let E : 1 → N → G → H → 1 be an extension and t : H → G a transversal

with t (1) = 1. Then, as shown in Sect. 2.2, for all x, y ∈ H , there exists a unique
element, say μ(x, y) ∈ N , such that

t (x)t (y) = μ(x, y)t (xy).

We notice that μ is a map from H × H to N such that

μ(x, 1) = 1 = μ(1, x)
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for all x ∈ H . It is easy to check that the choice of a transversal t : H → G, and the
resulting maps μ : H × H → N and χ : H → Aut(N ), as explained in Sect. 2.2,
have the following properties.

Proposition 2.19 Let H and N be two groups, and E, E1, E2 be extensions of H by
N. Then the following statements hold:

(1) Let t be a transversal of E and μ be the associated map. Then

μ(x, y)μ(xy, z) = χ(x)μ(y, z)μ(x, yz) (2.20)

for all x, y, z ∈ H.
(2) Let t1 and t2 be two transversals of E and μ1 and μ2 be the associated maps.

Then there exists a map λ : H → N such that

t2(x) = λ(x)t1(x)

for all x ∈ H, and

μ2(x, y) = λ(x) χ1(x)λ(y)μ1(x, y)λ(xy)−1 (2.21)

for all x, y ∈ H.
(3) Let μ1 and μ2 be the maps associated to the transversals t1 and t2 of E1 and

E2 respectively. If E1 and E2 are equivalent extensions, then there exists a map
λ : H → N such that (2.21) holds.

The condition given by (2.20) is referred to as the cocycle condition. In fact, if N
is abelian, then μ : H × H → N is a 2-cocycle (see (2.1) for n = 2).

Let α : H → Out(N ) be a coupling and

Z2
α(H, N ) := {

(χ, μ) | χ, μ satisfy (2.16), (2.20) and α = χ
}
.

Elements of Z2
α(H, N ) are called associated pairs. Two associated pairs (χ1, μ1),

(χ2, μ2) are called equivalent, written (χ1, μ1) ∼ (χ2, μ2), if there exists a map
λ : H → N such that

χ2(x) = ιλ(x)χ1(x) and μ2(x, y) = λ(x) χ1(x)λ(y)μ1(x, y)λ(xy)−1 (2.22)

for all x, y ∈ H . A routine check shows that the above relation is an equivalence
relation on the set Z2

α(H, N ). Define

H2
α(H, N ) = Z2

α(H, N )/∼,

and denote by [(χ, μ)] ∈ H2
α(H, N ) the equivalence class of the associated pair

(χ, μ).
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Notice that if N is abelian, then H2
α(H, N ) is precisely the second cohomology

group H2
α(H, N ) with N viewed as an H -module via α.

We have the following result [85, Chapter4].

Theorem 2.23 Let H, N be two groups and α : H → Out(N ) a coupling. Then
there is a bijection

Extα(H, N ) ←→ H2
α(H, N ).

Proof Define � : Extα(H, N ) → H2
α(H, N ) as follows. Let

E : 1 → N → G → H → 1

be an extension with coupling α. Fix a transversal t : H → G such that t (1) = 1.
Then there exist maps χ : H → Aut(N ) and μ : H × H → N satisfying (2.16),
(2.20), and inducing α. Consequently, we get [(χ, μ)] ∈ H2

α(H, N ). Set

�
([E]) = [(χ, μ)].

By Propositions2.17 and 2.19, it follows that the map � is well-defined.
Next we define a map � : H2

α(H, N ) → Extα(H, N ) as follows. Given an asso-
ciated pair (χ, μ), we define a binary operation on the set H × N by setting

(x, n)(y, m) = (
xy, n χ(x)mμ(x, y)

)

for all n, m ∈ N and x, y ∈ H . It is routine to check that the preceding binary
operation induces a group structure on H × N , and we denote the resulting group
by G(χ,μ). Consider the extension

E(χ, μ) : 1 → N
i ′→ G(χ,μ)

π′→ H → 1,

where i ′(n) = (1, n) and π′(x, n) = x for n ∈ N and x ∈ H . Define � by setting

�
([(χ, μ)]) = [E(χ, μ)].

One can then check that � is well-defined and the two maps � and � are inverses
of each other. �

By Theorem2.23, we have [E] = [E(χ, μ)] for each [E] ∈ Extα(H, N ). Further,
as a consequence of Theorem2.23, we obtain the following well-known correspon-
dence [11, p. 93, Theorem3.12].

Theorem 2.24 Let α : H → Aut(N ) be a group homomorphism inducing an
H-module structure on an abelian group N. Then there is a bijection

Extα(H, N ) ←→ H2(H, N ).
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The following result is of independent interest.

Proposition 2.25 Let α : H → Out(N ) be a coupling and (χ1, μ1) an associated
pair. If χ2 : H → Aut(N ) is any map with χ2 = α, then there exists a map μ2 : H ×
H → N such that (χ2, μ2) is an associated pair satisfying [(χ1, μ1)] = [(χ2, μ2)].
Proof In view of the Theorem2.23, there exists an extension

E : 1 → N → G → H → 1

corresponding to the associated pair (χ1, μ1). Let t1 : H → G be a transversal induc-
ing the associated pair (χ1, μ1). Since χ1 = α = χ2, there exists a map λ : H → N
such that

χ2(x) = ιλ(x)χ1(x)

for all x ∈ H . Define a transversal t ′1 : H → G by

t ′1(x) = λ(x)t1(x)

for x ∈ H . Consequently, we have an associated pair (χ′
1, μ′

1) which is equivalent
to (χ1, μ1). But,

χ′
1(x) = ιλ(x)χ1(x) = χ2(x)

for all x ∈ H , and hence [(χ1, μ1)] = [(χ2, μ2)], where μ2 = μ′
1. �

Let α : H → Out(N ) be a homomorphism, and

α̃ : H → Aut
(
Z(N )

)

the homomorphism obtained by composing α with the homomorphism

Out(N ) → Aut
(
Z(N )

)

induced by the restriction homomorphism Aut(N ) → Aut(Z(N )). Clearly, if N is
abelian, then α = α̃.

Let H2
(
H, Z(N )

)
be the second cohomology group of H with coefficients in

Z(N ) regarded as an H -module via α̃. Recall that, the multiplication of cocycles is
element-wise, that is,

νμ(x, y) = ν(x, y)μ(x, y)

for all x, y ∈ H . There exists a free and transitive action of the group H2
(
H, Z(N )

)

on the set Extα(H, N ) (see [11, p. 105, Theorem6.6] or [85, Theorem8.8]). To be
precise, we have

Theorem 2.26 Let [E] ∈ Extα(H, N ) and (χ, μ) an associated pair for E . Then,
for [ν] ∈ H2

(
H, Z(N )

)
, the operation
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[ν][E] = [ν][E(χ, μ)] = [E(χ, νμ)] (2.27)

defines a free and transitive action of the groupH2(H, Z(N )) on the set Extα(H, N ).

Proof It is routine to check that the action (2.27) is well-defined. Let [E] ∈
Extα(H, N ) and [ν] ∈ H2

(
H, Z(N )

)
be such that [ν][E] = [E]. Then

[(χ, νμ)] = [(χ, μ)],

and hence there exists a map λ : H → N such that

χ(x) = ιλ(x)χ(x) (2.28)

and
ν(x, y)μ(x, y) = λ(x) χ(x)λ(y)μ(x, y)λ(xy)−1 (2.29)

for all x, y ∈ H . The equation (2.28) implies that λ(x) ∈ Z(N ) for all x ∈ H . Con-
sequently, (2.29) implies that

ν(x, y) = χ(x)λ(y)λ(xy)−1λ(x)

for all x, y ∈ H . Thus, [ν] = 1, and hence the action is free.
Let [E1] and [E2] be two elements in Extα(H, N ). Then for i = 1, 2, [Ei ] =

[Ei (χi , μi )] for some associated pair (χi , μi ). By Proposition2.25, we construct μ′
1

such that (χ2, μ′
1) is an associated pair with

[E1(χ1, μ1)] = [E1(χ2, μ′
1)].

We set
ν(x, y) := μ′

1(x, y)μ2(x, y)
−1

for x, y ∈ H . Then it follows that ν(x, y) ∈ Z(N ) and

ν : H × H → Z(N )

is a 2-cocycle. Thus, we have

[E1] = [E1(χ1, μ1)] = [E1(χ2, μ′
1)] = [E1(χ2, νμ2)] = [ν][E2(χ2, μ2)] = [ν][E2].

Hence, the action (2.27) is transitive, and the proof is complete. �

Since the action (2.27) is free and transitive, as a consequence of the preceding
theorem, we have
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Corollary 2.30 There is a bijection

Extα(H, N ) ←→ H2
(
H, Z(N )

)
. (2.31)

Remark 2.32 Combining Theorem2.24 and (2.31), we see that there is a bijection

Extα(H, N ) ←→ Extα̃
(
H, Z(N )

)
. (2.33)

2.4 Action of Automorphism Group on Extensions

Let H and N be twogroups.We construct a natural action, first considered byBuckley
[14], of the group Aut(H) × Aut(N ) on the set Ext(H, N ) of all equivalence classes
of extensions of H by N .

Let α : H → Out(N ) be a coupling. To each extension

E : 1 −→ N
i−→ G

π−→ H −→ 1

representing an element of Extα(H, N ), and to each (φ, θ) ∈ Aut(H) × Aut(N ),
we associate the following extension

(φ, θ)E : 1 −→ N
iθ−1−→ G

φπ−→ H −→ 1.

Notice that this association maps equivalent extensions to equivalent extensions.
Thus, for (φ, θ) ∈ Aut(H) × Aut(N ) and [E] ∈ Extα(H, N ), we can define an oper-
ation by setting

(φ, θ)[E] := [(φ, θ)E]. (2.34)

For (φ1, θ1), (φ2, θ2) ∈ Aut(H) × Aut(N ) and [E] ∈ Extα(H, N ), we have

(φ1, θ1)(φ2, θ2)[E] = (φ1φ2, θ1θ2)[E]
= [(φ1φ2, θ1θ2)E]
= (φ1, θ1)[(φ2, θ2)E]
= (φ1, θ1)

(
(φ2, θ2)[E]).

If φ and θ are both identity automorphisms, then clearly (φ, θ)[E] = [E]. Hence,
the operation (2.34) defines on the set Ext(H, N ) an action of the groupAut(H) × Aut(N ).

Let E : 1 −→ N
i−→ G

π−→ H −→ 1 be an extension with coupling α and t :
H → G a transversal. Ifχ : H → Aut(N ) is the function (2.15) associated to t , then

χ(x)n = i−1
(
t (x)i(n)t (x)−1

)
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for x ∈ H and n ∈ N . Let t1 : H → G be given by

t1(x) = t
(
φ−1(x)

)

for x ∈ H . Then t1 is a right transversal for H in G in the extension (φ, θ)E . Let
χ1 : H → Aut(N ) be the function associated to t1. Then

χ1(x)n = θ i−1(t1(x)iθ
−1(n)t1(x)

−1)

= θ i−1(t
(
φ−1(x)

)
iθ−1(n)t

(
φ−1(x)

)−1)

= θ
(
χ(φ−1(x))(θ−1(n))

)

for all x ∈ H and n ∈ N . Thus, χ1(x) = θχ(φ−1(x))θ−1 for all x ∈ H , and hence
the coupling corresponding to the extension (φ, θ)E is given by

x �→ ιθαφ−1(x),

where θ = Inn(N )θ is the image of θ under the canonical projection Aut(N ) →
Out(N ). Thus, the pair (φ, θ) maps elements of the set Extα(H, N ) to elements of
the Extιθαφ−1(H, N ).

Given a coupling α : H → Out(N ), let Cα(H, N ) denote the set of all pairs
(φ, θ) ∈ Aut(H) × Aut(N )which keep the subset Extα(H, N ) of Ext(H, N ) invari-
ant under the action given in (2.34). More precisely,

Cα(H, N ) = {
(φ, θ) ∈ Aut(H) × Aut(N ) | ιθαφ−1 = α

}
(2.35)

= {
(φ, θ) ∈ Aut(H) × Aut(N ) | θα(x)θ

−1 = α
(
φ(x)

)

for all x ∈ H
}
.

In other words, a pair (φ, θ) ∈ Cα(H, N ) if and only if the following diagram is
commutative

H

φ

α Out(N )

ιθ

H
α Out(N ).

We refer to elements of Cα(H, N ) as α-compatible pairs (see [73, 126]). It is easily
seen that Cα(H, N ) is a subgroup of Aut(H) × Aut(N ), which we call the group of
α-compatible pairs.

Notice that, if α : H → Out(N ) is the trivial homomorphism, then

Cα(H, N ) = Aut(H) × Aut(N ).
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The effect of triviality of the coupling α on a given extension is investigated later in
Theorem2.59. In case of no ambiguity, that is, when the groups H and N are clear
from the context, we write Cα in place of Cα(H, N ).

2.5 Action of Automorphism Group on Cohomology

Given two groups H, N and a coupling α : H → Out(N ), as observed by Robinson
[104], the group Cα acts on the group H2

(
H, Z(N )

)
in a natural way, which we

discuss in this section.
For (φ, θ) ∈ Cα and ν ∈ Z2

(
H, Z(N )

)
, we define

(φ, θ)ν(x, y) = θ
(
ν(φ−1(x), φ−1(y))

)
(2.36)

for all x, y ∈ H . It is easy to check that (φ, θ)ν ∈ Z2
(
H, Z(N )

)
; and further that

if ν ∈ B2
(
H, Z(N )

)
, then (φ, θ)ν ∈ B2

(
H, Z(N )

)
. Thus, for (φ, θ) ∈ Cα and [ν] ∈

H2
(
H, Z(N )

)
, setting

(φ, θ)[ν] = [(φ, θ)ν] (2.37)

defines a map
Cα × H2

(
H, Z(N )

) → H2
(
H, Z(N )

)

which turns out to be a well-defined action of Cα on H2
(
H, Z(N )

)
.

It is worth noting that the above action is simply the action of Cα on Extα(H, N )

transferred to H2
(
H, Z(N )

)
via the bijection Extα(H, N ) ↔ H2

(
H, Z(N )

)
of

Corollary 2.30.
We set

� = Cα � H2
(
H, Z(N )

)
,

the semi-direct product ofCα and H2
(
H, Z(N )

)
with respect to the action as defined

in (2.37). By definition, the elements of � are formal products ch with c ∈ Cα and
h ∈ H2

(
H, Z(N )

)
. For c1h1, c2h2 ∈ �, we have

(c1h1)(c2h2) = (c1c2)(h1
c1h2).

The above action of Cα on Extα(H, N ) and the action of H2
(
H, Z(N )

)
on

Extα(H, N ), as given in Theorem2.26, together yield an action of� on Extα(H, N )

[74, Theorem2.3]. More precisely, given a coupling α : H → Out(N ), we have

Theorem 2.38 There is an action of the group � on the set Extα(H, N ) defined by
setting

ch[E] = h
(
c[E]),

for h ∈ H2
(
H, Z(N )

)
, c ∈ Cα and [E] ∈ Extα(H, N ).
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Further, the stabilizer �[E] of [E] in � is a complement ofH2
(
H, Z(N )

)
in � and

{�[E] | [E] ∈ Extα(H, N )} is a single conjugacy class of subgroups of �.

Proof To prove that � acts on Extα(H, N ), it suffices to show that

c
(
h[E]) = ch

(
c[E])

for each [E] ∈ Extα(H, N ), c ∈ Cα and h ∈ H2
(
H, Z(N )

)
.

By Theorem2.23, there is an associated pair (χ, μ) for the extension E . By the
same theorem, there is an associated pair (cχ, cμ) for the extension cE , where
cμ is precisely the action given in (2.36). Further, the corresponding extensions
E(cχ, cμ) and cE(χ, μ) are equivalent. Let h = [ν] ∈ H2

(
H, Z(N )

)
for some

ν ∈ Z2
(
H, Z(N )

)
. Then, by Theorem2.26, we have

c
(
h[E]

)
= c

(
[ν][E(χ, μ)]

)
= c[E(χ, νμ)] = [E(

cχ, c(νμ)
)]

= [E(
cχ, cν cμ

)] = [cν] [E(
cχ, cμ

)] = c[ν]
(
c[E(

χ, μ
)]

)

= ch
(
[cE]

)
.

Let γ ∈ �. Since H2
(
H, Z(N )

)
acts transitively on Extα(H, N ), there is an

element h ∈ H2
(
H, Z(N )

)
such that γ[E] = h[E]. Thus, h−1γ[E] = [E], and hence

h−1γ ∈ �[E], the stabilizer of [E] in �. Consequently, γ = hδ for some δ ∈ �[E], and
hence � = H2

(
H, Z(N )

)
�[E]. Further, let h ∈ H2

(
H, Z(N )

) ∩ �[E]. Then h[E] =
[E] and the freeness of the action implies that h = 1. Thus, �[E] is a complement of
H2

(
H, Z(N )

)
in �.

Finally, given [E] and [E ′] in Extα(H, N ), we have h[E] = [E ′] for some h ∈
H2

(
H, Z(N )

)
. Therefore, h�[E]h−1 = �[E ′], and the proof is complete. �

2.6 Wells Map

Let H and N be two groups. Let α : H → Out(N ) be a coupling, [E] an
element of Extα(H, N ) and c an element of Cα such that c[E] ∈ Extα(H, N ).
Since H2

(
H, Z(N )

)
acts transitively on Extα(H, N ), there exists an element

h ∈ H2
(
H, Z(N )

)
such that

h
(
c[E]) = [E].

Further, the freeness of the action implies that such an h is unique. Thus, we have a
map, called Wells map,

ω
([E]) : Cα → H2

(
H, Z(N )

)
(2.39)
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given by
ω
([E])(c) = h.

For notational convenience, we write ω(E) in place of ω
([E]).

Wells map was first considered in the literature by Wells [126], and subsequently
studied by many authors: Robinson [104, 106, 107], Buckley [14], Malfait [87], Jin
[73], Passi–Singh–Yadav [99] and Jin-Liu [74]. For the present formulation of Wells
map, we follow the one due to Jin-Liu [74].

It must be noted that the map ω(E) is not a homomorphism, in general. However,
its set-theoretic kernel is the stabilizer in Cα of the class [E]; for,

Ker
(
ω(E)

) = {
c ∈ Cα | ω(E)(c) = 1

}
(2.40)

= {
c ∈ Cα | c[E] = [E]}

= (Cα)[E].

An interesting consequence of Theorem2.38 is the following result.

Corollary 2.41 If E represents an element of Extα(H, N ), then

ω(E) : Cα → H2
(
H, Z(N )

)

is a derivation with respect to the action of Cα on H2
(
H, Z(N )

)
.

Furthermore, if E ′ represents another element of Extα(H, N ), then ω(E) and
ω(E ′) differ by an inner derivation. More precisely, there exists an element h ∈
H2

(
H, Z(N )

)
such that

ω(E)(c) = ω(E ′)(c)(hch−1)

for all c ∈ Cα.

Proof We begin by observing that the complements of H2
(
H, Z(N )

)
in the semi-

direct product � = Cα � H2
(
H, Z(N )

)
are in one-to-one correspondence with

Der
(
Cα, H2(H, Z(N ))

)
([103, 11.1.2]).

Let E represent an element of Extα(H, N ) and λ ∈ Der
(
Cα, H2(H, Z(N ))

)

the derivation corresponding to the complement �[E] of H2
(
H, Z(N )

)
in � (Theo-

rem2.38). Then, under the above correspondence, we have

�[E] = {cλ(c) | c ∈ Cα}.

Since �[E] is the stabilizer of [E] in �, we have

λ(c)
(
c[E]) = λ(c)c[E] = [E]

for all c ∈ Cα. By definition (2.39), we have
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ω(E)(c) = λ(c)

for all c ∈ Cα, and hence ω(E) = λ is a derivation.
Let E ′ represent another element of Extα(H, N ). Then, by definition (2.39), we

have
ω(E)(c)

(
c[E]) = [E] and ω(E ′)(c)(c[E ′]) = [E ′] (2.42)

for all c ∈ Cα. Further, there exists an element h ∈ H2
(
H, Z(N )

)
such that

h[E] = [E ′]. (2.43)

Using (2.42) and (2.43), we obtain

ω(E ′)(c)
(
c
(
h[E])

)
= h[E].

We also have c
(
h[E]) = ch

(
c[E]). It therefore follows that

ω(E ′)(c)
(

ch
(
c[E])

)
= h[E],

and hence
h−1ω(E ′)(c)

(
ch

(
c[E])

)
= ω(E)(c)

(
c[E]).

Since H2
(
H, Z(N )

)
is abelian and acts freely on Extα(H, N ), we get

ω(E ′)(c)(chh−1) = h−1ω(E ′)(c)(ch) = ω(E)(c)

for all c ∈ Cα, and the proof is complete. �

The above corollary shows that, given a coupling α : H → Out(N ), Wells map
defines a unique element, say,

[α] ∈ H1 (
Cα, H2(H, Z(N ))

)
,

which is independent of elements in Extα(H, N ).
From the application point of view, it is desirable to write a 2-cocycle representing

the image of a compatible pair under the Wells map explicitly.

Proposition 2.44 Let α : H → Out(N ) be a coupling and

E : 1 → N → G → H → 1

an extension representing an element in Extα(H, N ). Let (χ, μ) be an associated
pair for the extension E . If (φ, θ) ∈ Cα is an α-compatible pair, then there exists a
map λ : H → N such that ω(E)(φ, θ) = [ν], where
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ν(x, y) = λ(x) χ(x)λ(y)μ(x, y)λ(xy)−1θ
(
μ(φ−1(x), φ−1(y))

)−1
,

for all x, y ∈ H.

Proof Let c = (φ, θ) ∈ Aut(H) × Aut(N ). Let t : H → G be a transversal induc-
ing the associated pair (χ, μ). Then cE has associated pair (cχ, cμ) induced by the
transversal tφ−1 : H → G. Since χ = α = cχ, there exists a map λ : H → N such
that

cχ(x) = ιλ(x)χ(x)

for all x ∈ H . Define a transversal t ′ : H → G by t ′(x) = λ(x)t (x) for x ∈ H . We
then have an associated pair (χ′, μ′), which is equivalent to (χ, μ). Further,

χ′(x) = ιλ(x)χ(x) = cχ(x)

for all x ∈ H . We set
ν(x, y) = μ′(x, y) cμ(x, y)−1

for x, y ∈ H . As in Theorem2.26, ν(x, y) is a 2-cocycle with

[E] = [E(χ, μ)] = [E(χ′, μ′)] = [E(cχ, ν cμ)] = [ν][E(cχ, cμ)] = [ν](c[E]).

By the definition of Wells map, we get ω(E)(c) = [ν]. By (2.36), we have

cμ(x, y) = θ
(
μ(φ−1(x), φ−1(y))

)

for all x, y ∈ H . Further, by Proposition2.19(2), we have

μ′(x, y) = λ(x) χ(x)λ(y)μ(x, y)λ(xy)−1

for all x, y ∈ H . Therefore,

ν(x, y) = λ(x) χ(x)λ(y)μ(x, y)λ(xy)−1θ
(
μ(φ−1(x), φ−1(y))

)−1
,

and the proof is complete. �

The preceding result shows that the map ω(E) defined in (2.39) is precisely the
same as the map originally defined by Wells in [126].

2.7 Wells Exact Sequence

Our aim in this section is to present the fundamental exact sequence (Theorem2.52)
due to Wells [126].
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Let H and N be two groups. Let α : H → Out(N ) be a coupling and

E : 1 → N → G → H → 1

an extension representing an element in Extα(H, N ). Let

α̃ : H → Aut
(
Z(N )

)

be the homomorphism obtained by composing αwith the restriction homomorphism
Out(N ) → Aut

(
Z(N )

)
.

Let Der
(
H, Z(N )

)
be the group of derivations from H to Z(N ) with respect

to the action α̃. Recall that AutN , H (G) consists of the automorphisms of G whose
restriction to N and the induced automorphism on H are both identity. With these
notations, we have the following result.

Proposition 2.45 Der
(
H, Z(N )

) ∼= AutN , H (G).

Proof Let t : H → G be a transversal with t (1) = 1 and inducing the given action
α̃ : H → Aut

(
Z(N )

)
. Define

ψ : Der (H, Z(N )
) → AutN , H (G)

by setting ψ(λ) = γλ for λ ∈ Der
(
H, Z(N )

)
, where γλ : G → G is given by

γλ

(
nt (x)

) = nλ(x)t (x)

for all x ∈ H and n ∈ N . It is an easy exercise to check that γλ ∈ AutN , H (G).
Next, we show that ψ is a homomorphism. For λ1, λ2 ∈ Der

(
H, Z(N )

)
, and

x ∈ H, n ∈ N , we have

γλ1λ2

(
nt (x)

) = n λ1λ2(x)t (x)

= nλ1(x)λ2(x)t (x)

= γλ1

(
nλ2(x)t (x)

)

= γλ1

(
γλ2(nt (x))

)
.

Hence,ψ is a homomorphism. Further,ψ(λ) = 1 implies thatλ(x) = 1 for all x ∈ H ,
and it follows that ψ is injective.

If γ ∈ AutN , H (G), then γ
(
t (x)

) = λ(x)t (x) for all x ∈ H and for some map
λ : H → N with λ(1) = 1. Let g1 = n1t (x1) and g2 = n2t (x2) with x1, x2 ∈ H and
n1, n2 ∈ N . Then

γ(g1g2) = n1
χ(x1)n2μ(x1, x2)λ(x1x2)t (x1x2)
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and
γ(g1)γ(g2) = n1λ(x1)

χ(x1)n2
χ(x1)λ(x2)μ(x1, x2)t (x1x2).

Now, γ being a homomorphism yields

χ(x1)n2μ(x1, x2)λ(x1x2) = λ(x1)
χ(x1)n2

χ(x1)λ(x2)μ(x1, x2). (2.46)

Let x ∈ H and n ∈ N . Then we have

γ
(
t (x)n

) = γ
(χ(x)

nt (x)
) = χ(x)nλ(x)t (x),

and
γ
(
t (x)n

) = λ(x)t (x)n.

Therefore,
λ(x) χ(x)n = χ(x)nλ(x).

It follows that λ(x)n = nλ(x), and hence λ(H) ≤ Z(N ). Consequently, by (2.46) it
follows that λ is a derivation and ψ(λ) = γ. Hence, ψ is an isomorphism, and the
proof is complete. �

Since there is an inclusion AutN , H (G) ↪→ AutN (G), Proposition2.45 gives the
following exact sequence

1 → Der
(
H, Z(N )

) −→ AutN (G). (2.47)

Let E : 1 → N → G
π→ H → 1 be an extension, and t : H → G a transversal.

Consider the inducing homomorphism

ρ(E) : AutN (G) → Aut(H) × Aut(N ),

defined, for γ ∈ AutN (G), by

ρ(E)(γ) = (γ, γ|N ),

where γ(x) = π
(
γ(t (x))

)
for all x ∈ H and γ|N is the restriction of γ to N .

A pair of automorphisms (φ, θ) ∈ Aut(H) × Aut(N ) is called inducible if

(φ, θ) ∈ Im
(
ρ(E)

)
. (2.48)

Notice that Im
(
ρ(E)

)
lies in Cα, the group of α-compatible pairs. We thus have the

following sequence of groups

AutN (G)
ρ(E)−→ Cα

ω(E)−→ H2
(
H, Z(N )

)
. (2.49)
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The following observation is crucial in the construction of the fundamental exact
sequence of Wells.

Proposition 2.50 Im
(
ρ(E)

) = Ker
(
ω(E)

)
.

Proof Let γ ∈ AutN (G) and ρ(E)(γ) = (φ, θ). Then (φ, θ)[E] = [E], and we have
ω(E)(φ, θ) = 1. Hence, (φ, θ) lies in Ker

(
ω(E)

)
.

Conversely, if (φ, θ) lies in Ker
(
ω(E)

)
, then we have

[(φ, θ)E] = (φ, θ)[E] = [E].

It follows that there exists γ ∈ Aut(G) such that the following diagram commutes

(φ, θ)E : 1 N

idN

iθ−1

G
φπ

γ

H

idH

1

E : 1 N
i

G
π

H 1.

Therefore, we have ρ(E)(γ) = (φ, θ), and hence (φ, θ) lies in Im
(
ρ(E)

)
. �

Before proceeding further, we provide amodule-theoretic reformulation of Propo-
sition2.50 for abelian extensions. Let α : H → Aut(N ) be a coupling, where N is
abelian. Then N can be regarded as an H -module via α. For each φ ∈ Aut(H), we
define a new coupling

α′ = αφ−1 : H → Aut(N ).

Then N is also an H -module via α′, which we denote by Nφ for notational conve-
nience. The automorphism φ induces an isomorphism of cohomology groups

φ∗ : H2(H, N ) → H2(H, Nφ)

given by
φ∗([ξ]) = [ξφ],

where
ξφ(x, y) = ξ

(
φ−1(x), φ−1(y)

)

for x, y ∈ H .
Let θ : N → Nφ be an isomorphism of H -modules. Then it induces an isomor-

phism
θ∗ : H2(H, N ) → H2

(
H, Nφ

)

given by
θ∗([ξ]) = [ξθ],
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where
ξθ(x, y) = θ−1(ξ(x, y)

)

for x, y ∈ H .
Notice that θ : N → Nφ being an H -module homomorphism means that

θ(α(x)n) = α′(x)θ(n)

for all x ∈ H and n ∈ N . This is precisely the condition for the pair (φ, θ) to be
α-compatible (see (2.35)).

We now present a reformulation of Proposition2.50 for abelian extensions (com-
pare with [116, Chapter II, Proposition4.3]).

Proposition 2.51 Let 1 → N → G → H → 1be an abelian extension andμa cor-
responding 2-cocycle. Let (φ, θ) ∈ Aut(H) × Aut(N ) be a pair of automorphisms.
Then (φ, θ) is inducible if and only if the following conditions hold:

(1) θ : N → Nφ is a homomorphism of H-modules;
(2) θ∗([μ]) = φ∗([μ]).
Proof Let γ ∈ AutN (G) be such that γ = φ and γ|N = θ. Then the following dia-
gram commutes

1 N

θ

G
π

γ

H

φ

1

1 N G
π

H 1.

It follows that π
(
γ(t (x))

) = φ(x) for all x ∈ H . Thus, γ
(
t (x)

) = λ(x)t
(
φ(x)

)
for

some element λ(x) ∈ N . Since λ(x) is unique for a given x ∈ H , it follows that λ is
a map from H to N with λ(1) = 1. Let g = nt (x) for x ∈ H and n ∈ N . Applying
γ, we have

γ(g) = θ(n)γ
(
t (x)

) = θ(n)λ(x)t
(
φ(x)

)
.

We first prove the condition (1) as follows

θ(xn) = θ
(
t (x)nt (x)−1

)

= γ
(
t (x)nt (x)−1

)

= γ
(
t (x)

)
θ(n)γ

(
t (x)−1

)

= λ(x)t
(
φ(x)

)
θ(n)t

(
φ(x)

)−1
λ(x)−1

= λ(x) φ(x)θ(n)λ(x)−1

= φ(x)θ(n).

Let g1 = n1t (x1) and g2 = n2t (x2). Notice that
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g1g2 = n1
x1n2μ(x1, x2)t (x1x2),

and hence

γ(g1g2) = θ(n1)θ(
x1n2)θ

(
μ(x1, x2)

)
λ(x1x2)t

(
φ(x1)φ(x2)

)
.

On the other hand, we have

γ(g1)γ(g2) = θ(n1)λ(x1)t
(
φ(x1)

)
θ(n2)λ(x2)t

(
φ(x2)

)

= θ(n1)λ(x1)
φ(x1)θ(n2)

φ(x1)λ(x2)t
(
φ(x1)

)
t
(
φ(x2)

)

= θ(n1)
φ(x1)θ(n2)λ(x1)

φ(x1)λ(x2)μ
(
φ(x1),φ(x2)

)
t
(
φ(x1)φ(x2)

)
.

Since γ is a homomorphism, we have γ(g1g2) = γ(g1)γ(g2), which yields

θ
(
μ(x1, x2)

)
λ(x1x2) = λ(x1)

φ(x1)λ(x2)μ
(
φ(x1),φ(x2)

)
.

In other words,

μθ(x1, x2) = μφ(x1, x2)λ(x1x2)
−1λ(x1)

φ(x1)λ(x2).

More precisely, μθ and μφ differ by a coboundary, and hence θ∗([μ]) = φ∗([μ]),
which is the condition (2).

For the converse, by condition (2), we have

μθ(x1, x2) = μφ(x1, x2)λ(x1x2)
−1λ(x1)

φ(x1)λ(x2)

for some map λ : H → N with λ(1) = 1. For g = nt (x) ∈ G, define

γ(g) = θ(n)λ(x)t (φ(x)).

That γ is an automorphism of G inducing the pair (φ, θ) is left as an exercise for the
reader. �

The sequences (2.47) and (2.49) together with Propositions2.45 and 2.50 give the
following fundamental result due to Wells [126].

Theorem 2.52 Let α : H → Out(N ) be a coupling and

E : 1 → N → G → H → 1

an extension representing an element in Extα(H, N ). Then there exists the following
exact sequence

1 −→ Der
(
H, Z(N )

) −→ AutN (G)
ρ(E)−→ Cα

ω(E)−→ H2
(
H, Z(N )

)
. (2.53)
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As a consequence of the preceding theorem, we obtain the dimension two case of
a well known result of MacLane [85, Proposition5.6].

Proposition 2.54 Let α : H → Out(N ) be a coupling. Suppose that α is induced
by a map χ : H → Aut(N ). Then for each x ∈ H, the action of the pair

(
ιx , χ(x)

)

on H2
(
H, Z(N )

)
is trivial.

Proof Let x ∈ H and [ν] ∈ H2
(
H, Z(N )

)
. Let [E] ∈ Extα(H, N ) correspond to

[ν] under the bijection given by Theorem2.26. If

E : 1 → N → G → H → 1

is a representative of [E], then we can choose a transversal t : H → G such that

χ(x)n = t (x)nt (x)−1

for each n ∈ N , that is, χ(x) = ιt (x)|N . Also ιt (x) induces ιx on H . Therefore, the
pair

(
ιx , χ(x)

)
is induced by ιt (x). By the exactness of Wells sequence, we have

ω(E)
(
ιx ,χ(x)

) = 1,

and the definition ofWells map gives (ιx , χ(x))[E] = [E]. Hence, (ιx , χ(x))[ν] = [ν], and
the proof is complete. �

Given an extension 1 → N → G → H → 1 of groups and a corresponding 2-
cocycle μ, set

Y = 〈
μ(x, y) | x, y ∈ H

〉
.

For central extensions, we have the following result.

Corollary 2.55 Let 1 → N → G → H → 1 be a central extension. Then every
automorphism θ ∈ AutY (N ) can be extended to an automorphism γ ∈ AutH (G).

Proof Let θ ∈ AutY (N ). Since 1 → N → G → H → 1 is a central extension, it
follows that (1, θ) is a α-compatible pair, where α : H → Aut(N ) is the trivial
coupling. Further, by Proposition2.44, we have

ω(E)(1, θ) = 1.

Hence, by Theorem2.52, (1, θ) is an inducible pair, that is, θ extends to an automor-
phism γ ∈ AutH (G). �

Setting I = Im
(
ρ(E)

)
, Wells exact sequence can be modified into the following

short exact sequence

1 −→ Der
(
H,Z(N )

) −→ AutN (G)
ρ(E)−→ I −→ 1. (2.56)
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If 1 → N → G → H → 1 is a split extension with N central, then the short
exact sequence (2.56) splits. For, if N is central, G is a direct product of H and N .
Further, in this case,

Cα = I = Aut(H) × Aut(N ).

Now, for a given pair (φ, θ) ∈ Aut(H) × Aut(N ), we can define f ∈ Aut(G) by

f (hn) = φ(h)θ(n)

for g = hn ∈ G. Consequently,we obtain a section of the short exact sequence (2.56).
In view of the preceding discussion the following problem seems natural.

Problem 2.57 Find necessary and sufficient conditions on E under which the short
exact sequence (2.56) splits.

It is obvious that the automorphism group of a finite group is finite. Groups
which have finite automorphism groups have been the subject of investigation in the
literature, see for example [4, 8, 92, 102] and the references therein.

Recall that, for a central extension

1 → N → G → H → 1,

we have Der
(
H, Z(N )

) = Hom
(
H, Z(N )

)
and Cα = Aut(H) × Aut(N ). Further,

by Proposition2.50 and (2.40), we have

Im
(
ρ(E)

) = Ker
(
ω(E)

) = (Cα)[E].

As an immediate consequence of the short exact sequence (2.56), we obtain the
following result of Robinson [102, Theorem2.4]which gives necessary and sufficient
conditions for the automorphism group of a group to be finite.

Theorem 2.58 Let G be a group, H = G/Z(G) and E the central extension

1 → Z(G) → G → H → 1.

ThenAut(G) is finite if and only ifHom
(
H, Z(G)

)
and

(
Aut(H) × Aut

(
Z(G)

))
[E]

are finite.

2.8 Extensions with Trivial Coupling

An extension 1 → N → G → H → 1 of groups for which the induced coupling
α : H → Out(N ) is trivial is called a quasi-central extension. In [14], Buckley gave
some characterisations of such extensions, which we now proceed to mention.
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We begin by recalling the definition of central product of groups. Let N , S and A

be groups such that there are embeddings A
i

↪→ Z(N ) and A
j

↪→ Z(S). We set

A∗ = {(
i(a), j (a−1)

) | a ∈ A
}
.

Then the quotient group
N ×A S := (N × S)/A∗

is called the central product of groups N and S over the group A. Let N and S denote
images of N and S respectively in N ×A S. Then N ×A S = N S, [N , S] = 1 and
N ∩ S ∼= A. For example, any extraspecial p-group of order p5 is a central product
of two non-abelian groups N and S of order p3 with A = Z(N ) = Z(S).

The following result is due to Buckley [14, Theorem2.1].

Theorem 2.59 Let E : 1 → N → G → H → 1 be an extension with coupling α :
H → Out(N ). Then the following statements are equivalent:

(1) E is a quasi-central extension.
(2) G = N CG(N ).
(3) There exists a subgroup S of G such that G = NS and [N , S] = 1.
(4) G is isomorphic to some central product N ×A S.

Proof If the coupling α is trivial, then it follows that for each g ∈ G, there exists n ∈
N such that ιg|N = ιn . Thus, gag−1 = nan−1 for all a ∈ N . Hence, g ∈ N CG(N )

for all g ∈ G, and we have G = N CG(N ). Notice, that the steps are reversible, and
hence (1) and (2) are equivalent. The equivalence of (2), (3) and (4) readily follows
by taking S = CG(N ). �

For the rest of this section, the couplingα : H → Out(N ) is assumed to be trivial.
In this case, Extα(H, N ) is the set of equivalence classes of quasi-central extensions
of H by N . Clearly, this set is non-empty as the class of split extension

1 → N → N × H → H → 1

belongs to Extα(H, N ). Further, in this case, Extα̃
(
H, Z(N )

)
is the set of equiva-

lence classes of central extensions of H by Z(N ).
By Remark2.32, there is a bijection between Extα(H, N ) and Extα̃

(
H, Z(N )

)
,

but it is not canonical. For trivial coupling, Buckley [14] gave an explicit bijection
between Extα(H, N ) and Extα̃

(
H, Z(N )

)
, which is described as follows.

Let E : 1 → N
i→ G

π→ H → 1 represent an element of Extα(H, N ). Then, by
Theorem2.59, G = N CG(N ) and N ∩ CG(N ) = Z(N ). Hence,

H ∼= G/N ∼= CG(N )/Z(N )
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and
E∗ : 1 → Z(N )

i∗→ CG(N )
π∗→ H → 1

is a central extension representing an element of Extα̃
(
H,Z(N )

)
. Further, we have

the following commutative diagram

E∗ : 1 Z(N )
i∗

CG(N )
π∗

H

idH

1

E : 1 N
i

G
π

H 1.

Now, letE : 1 → Z(N )
i→ S

π→ H → 1 represent an element ofExtα̃
(
H, Z(N )

)
.

Then
E◦ : 1 → N

i◦→ N ×Z(N ) S
π◦→ H → 1

is a quasi-central extension of N by H . Here i◦(n) = (n, 1) and π◦((n, s)
) = π(s)

for all n ∈ N and s ∈ S. As before, we have the following commutative diagram

E : 1 Z(N )
i

S
π

H

idH

1

E◦ : 1 N
i◦

N ×Z(N ) S
π◦

H 1.

With this set-up, we have the following result of Buckley [14, Theorem2.2].

Theorem 2.60 Let α : H → Out(N ) be the trivial coupling. Then the map φ :
Extα(H, N ) → Extα̃

(
H,Z(N )

)
given by φ

([E]) = [E∗] is a bijection with the map
ψ : Extα̃

(
H,Z(N )

) → Extα(H, N ) given by ψ
([E]) = [E◦] as its inverse.

Proof We see that both φ and ψ are well-defined. It only remains to show that φ and
ψ are inverses of each other. If

E : 1 → N → G → H → 1

represents an element of Extα(H, N ), then (E∗)◦ is equivalent to E by Theorem2.59,
and hence ψφ is identity.

Conversely, if
E : 1 → Z(N ) → S → H → 1

represents an element of Extα̃
(
H, Z(N )

)
, then we have

(E◦)∗ : 1 → Z(N ) → CG(N ) → H → 1,
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where G = N ×Z(N ) S and N is the image of N in G. It is evident that CG(N ) = S,
the image of S in G. Hence, (E◦)∗ is equivalent to E , and φψ is identity too. �

An extension 1 → N → G → H → 1 is called a commutator extension of H by
N if

N ∩ γ2(G) = 1.

Clearly, every commutator extension is a central extension. For example, the central
extension

1 → Z
(
GL(n, k)

) → GL(n, k) → PGL(n, k) → 1,

where k is a finite field with pm elements such that n does not divide pm − 1, is a
commutator extension. We set

C(
H, Z(N )

) = {[E] ∈ Extα̃(H, Z(N )) | E is a commutator extension
}
.

Since Z(N ) is a trivial H -module via α̃, we have the following exact sequence
by Universal Coefficient Theorem [116, p. 25]

1 → Ext
(
H/γ2(H), Z(N )

) → H2
(
H, Z(N )

) π→ Hom
(
H2(H, Z), Z(N )

) → 1.

By Theorem2.24, there is a bijection

Extα̃(H, Z(N )) ←→ H2
(
H, Z(N )

)
,

under which the set C(
H, Z(N )

)
corresponds to Ker(π), which is further isomorphic

to Ext
(
H/γ2(H), Z(N )

)
(see [116, PropositionV.3.2]).

By Theorem2.60, we have a bijection

Extα̃
(
H, Z(N )

) ψ−→ Extα(H, N ).

An extension representing an element in the image of C(
H, Z(N )

)
under the map ψ

is called a special quasi-central extension. Set

S(H, N ) = {[E] ∈ Extα(H, N ) | E is a special quasi-central extension
}
.

The following result, whose proof is analogous to that of Theorem2.59, charac-
terises special quasi-central extensions.

Theorem 2.61 Let E : 1 → N → G → H → 1 be an extension with trivial cou-
pling α : H → Out(N ). Then the following statements are equivalent:

(1) E is a special quasi-central extension.
(2) N ∩ γ2

(
CG(N )

) = 1.
(3) There exists a subgroup S of G such that G = NS, [N , S] = 1 and

N ∩ γ2(S) = 1.
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(4) There exists an abelian group A and embeddings A ↪→ Z(N ) and A ↪→ Z(S)

such that G ∼= N ×A S. Further,

1 → A → S → S/A → 1

is a commutator extension.

Remark 2.62 In view of the preceding discussion, we have the following commuta-
tive diagram

Extα(H, N ) ←→ Extα̃
(
H,Z(N )

) ←→ H2
(
H, Z(N )

)

S(H, N ) ←→ C(
H,Z(N )

) ←→ Ext
(
H/γ2(H),Z(N )

)
.

If the coupling α : H → Out(N ) is trivial, then Cα = Aut(H) × Aut(N ), and
Der

(
H, Z(N )

) = Hom
(
H, Z(N )

)
. Thus, the sequence (2.56) takes the following

simpler form, which is used in Sect. 4.1 of Chap.4.

Theorem 2.63 Let E : 1 → N → G → H → 1 be an extension representing an
element in Extα(H, N ), where α is the trivial coupling. Then there is an exact
sequence

1 → Hom
(
H, Z(N )

) −→ AutN (G)
ρ(E)−→ Aut(H) × Aut(N ).

Further, Im
(
ρ(E)

)
is the stabilizer of [E] under the action of Aut(H) × Aut(N )

on Extα(H, N ).

2.9 Extension and Lifting of Automorphisms

In this section, as an application of Wells exact sequence developed in the preceding
sections, we discuss the following fundamental problem in the extension theory of
groups.

Problem 2.64 Let 1 → N → G → H → 1 be a short exact sequence of groups
and (φ, θ) ∈ Aut(H) × Aut(N ) a pair of automorphisms. Under what conditions is
the pair (φ, θ) induced by an automorphism γ ∈ AutN (G)?

The most recent result in this direction, usingWells exact sequence, which we are
going to present here, is due to Robinson [106, 107].

For a finite group G, let π(G) denote the set of primes dividing the order of G.
Let

E : 1 → N → G → H → 1

https://doi.org/_4
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be an extension of groups with H finite and inducing the couplingα : H → Out(N ).
Let π(H) = {p1, p2, . . . , pk} and Pi = Ri/N be a Sylow pi -subgroup of H for
each 1 ≤ i ≤ k. Let αi be the coupling induced by the extension

Ei : 1 → N → Ri → Pi → 1

for each 1 ≤ i ≤ k, and (φ, θ) ∈ Aut(H) × Aut(N ).

Lemma 2.65 With the preceding set-up, the following statements hold:

(1) φ(Pi ) = gi Pi (gi )
−1 for some gi ∈ G, where gi = Ngi ;

(2) (φ, θ) is α-compatible if and only if (ιgi φ|Pi , ιgi θ) is αi -compatible for each
1 ≤ i ≤ k.

Proof Since Pi = Ri/N is a Sylow pi -subgroup of H for each 1 ≤ i ≤ k and
φ ∈ Aut(H), there exist elements gi = Ngi ∈ G/N such that φ(Pi ) = gi Pi (gi )

−1,
proving (1).

Observe that αi = α|Pi . Set φi = ιgi φ|Pi and θi = ιgi θ. Then notice that φi ∈
Aut(Pi ) and θi ∈ Aut(N ). For θ ∈ Aut(N ), set θ = Inn(N )θ. Assume that (φi , θi )
is αi -compatible, that is,

θiαi (x)(θi )
−1 = αi

(
φi (x)

)

for all x ∈ Pi . Notice that we have α(gi ) = ιgi , where ιgi = Inn(N )ιgi . Then, for all
x ∈ Pi , we have

α(gi )θα(x)θ
−1

α(gi )
−1 = α(gi )ι

−1
gi

θiαi (x)θ
−1
i ιgi α(gi )

−1 (2.66)

= θiαi (x)θ
−1
i

= αi
(
φi (x)

)

= α
(
giφ(x)g−1

i

)

= α(gi )α(φ(x))α(gi )
−1.

Therefore,
θα(x)θ

−1 = α
(
φ(x)

)

for all x ∈ Pi . Further, notice that H = 〈P1, P2, . . . , Pk〉. Thus, for each x ∈ H , we
have x = ∏l

j=1 x j for some x j ∈ Pi j . Therefore,

θα(x)θ
−1 =

l∏

j=1

θα(x j )θ
−1 =

l∏

j=1

α
(
φ(x j )

) = α
(
φ(x)

)
,

and hence (φ, θ) is α-compatible. The converse follows by reversing the above
arguments. �
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We now present the following main result of Robinson [106, Theorem2].

Theorem 2.67 Let E : 1 → N → G → H → 1 be an extension of groups with H
finite and inducing the coupling α. Let π(H) = {p1, p2, . . . , pk} and Pi = Ri/N
be a Sylow pi -subgroup of H for each 1 ≤ i ≤ k. Let αi be the coupling induced by
the extension

Ei : 1 → N → Ri → Pi → 1

for each 1 ≤ i ≤ k and (φ, θ) ∈ Aut(H) × Aut(N ). Then (φ, θ) is inducible in E if
and only if (ιgi φ|Pi , ιgi θ) is inducible in Ei for each 1 ≤ i ≤ k.

Proof Set φi = ιgi φ|Pi and θi = ιgi θ. Assume that (φi , θi ) is inducible in Ei for
all 1 ≤ i ≤ k. Then the pair (φi , θi ) is αi -compatible for all 1 ≤ i ≤ k and by the
preceding lemma (φ, θ) is α-compatible. In view of Wells exact sequence (2.53), it
remains to show that ω(E)(φ, θ) = 1.

Restricting to the subgroup of Aut(G) consisting of those automorphisms of G
which normalize Ri and N , denoted by AutN ,Ri (G), we obtain from Wells exact
sequence arising from E , the following exact sequence

1 → Derα
(
H, Z(N )

) −→ AutN ,Ri (G)
ρ(E)−→ Ci

ω(E)−→ H2
(
H, Z(N )

)
,

where
Ci = {

(φ, θ) ∈ Cα | φ(Pi ) = Pi
}
.

Notice that (ιgi , ιgi ) is inducible in E for all 1 ≤ i ≤ k, and hence is α-compatible.
Since (φ, θ) is also α-compatible and ιgi φ(Pi ) = Pi , we have (ιgi φ, ιgi θ) ∈ Ci . Let

resHPi : H2
(
H, Z(N )

) → H2
(
Pi , Z(N )

)

be the restriction map in cohomology, and

r HPi : Ci → Cαi

be the map (φ, θ) �→ (φ|Pi , θ). Then we have the following commutative diagram

Ci
ω(E)

r HPi

H2
(
H, Z(N )

)

resHPi

Cαi

ω(Ei )
H2

(
Pi , Z(N )

)
.

Now r HPi (ιgi φ, ιgi θ) = (φi , θi ) ∈ Cαi . Since (φi , θi ) is inducible in Ei , we have

ω(Ei )
(
r HPi (ιgi φ, ιgi θ)

) = ω(Ei )(φi , θi ) = 1.
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Therefore, by commutativity of the preceding square, we have

resHPi
(
ω(E)(ιgi φ, ιgi θ)

) = 1.

By Proposition2.54, (ιgi , ιgi ) acts trivially on H2
(
H, Z(N )

)
, and hence

(ιgi ,ιgi )ω(E)(φ, θ) = ω(E)(φ, θ).

By Corollary2.41, the map ω(E) is a derivation, and hence

ω(E)(ιgi φ, ιgi θ) = ω(E)(ιgi , ιgi )
(ιgi ,ιgi )ω(E)(φ, θ)

= (ιgi ,ιgi )ω(E)(φ, θ), since (ιgi , ιgi ) is inducible

= ω(E)(φ, θ).

It follows that resHPi
(
ω(E)(φ, θ)

) = 1. Applying the corestriction map

coresHPi : H2
(
Pi , Z(N )

) → H2
(
H, Z(N )

)
,

and using Theorem2.8, we get

ω(E)(φ, θ)|H :Pi | = 1

for each 1 ≤ i ≤ k. Since p1, p2, . . . , pk are distinct primes, we get ω(E)(φ, θ) =
1, and hence (φ, θ) is inducible in E .

Conversely, suppose that the pair (φ, θ) is induced by γ ∈ AutN (G). By
Lemma2.65(1), we have ιgi φ(Pi ) = Pi for some gi ∈ G and for each 1 ≤ i ≤ k.
It follows that ιgi γ(Ri ) = Ri . Thus, ιgi γ ∈ AutN (Ri ) and induces (φi , θi ) in Ei for
each 1 ≤ i ≤ k. This completes the proof of the theorem. �

The special cases of Theorem2.67 for finite groups where one of the automor-
phisms in the pair (φ, θ) is identity have been dealt with in [73, TheoremD] and [99,
Theorem7, Theorem4].

Corollary 2.68 Let E : 1 → N → G → H → 1 be an extension of groups with H
finite. Then the pair (1, θ) ∈ Aut(H) × Aut(N ) is inducible in E if and only if the
pair (1, θ) ∈ Aut(Pi ) × Aut(N ) is inducible in Ei for each 1 ≤ i ≤ k.

Corollary 2.69 Let E : 1 → N → G → H → 1 be an extension of groups with H
finite. Let φ ∈ Aut(H) such that φ|Pi ∈ Aut(Pi ). Then (φ, 1) is inducible in E if and
only if (φ|Pi , 1) is inducible in Ei for each 1 ≤ i ≤ k.

Remark 2.70 A number of conditional generalizations of Theorem2.67 (for exam-
ple, when H is a countable, locally finite or an FC-group) have been given by
Robinson [106, 107].
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Remark 2.71 We have seen that the cohomology of groups plays a crucial role in
the study of automorphisms of finite groups. It is worth mentioning that, in the
reverse direction, automorphism groups too play an important role in the study of
cohomology of groups. We just mention some notable results in this direction; a
detailed study is beyond the focus of this monograph.

Notice that an automorphism of a group G induces an automorphism of its coho-
mology ring H∗(G, R), where R is a commutative ring, thus inducing a homomor-
phism

Aut(G) → Aut
(
H∗(G, R)

)

whose kernel we denote by Aut∗(G, R). It is known that Inn(G) ≤ Aut∗(G, R), and
understandingAut∗(G, R) has been a subject of investigation inmanyworks. In [71],
besides other results, Jackowski andMarciniak proved that for a finite solvable group
G the order of Aut∗(G, Z) is divisible only by primes dividing the order ofG. In [72],
Jespers and Zimmermann proved that any conjugacy class preserving automorphism
of a finite p-groupG which is a semi-direct product of a cyclic p-group by an abelian
p-group and induces the identity on H∗(G, Fp) is in fact inner.

The mod-p cohomology H∗(G, Fp) of a finite p-group G is a finitely gener-
ated graded commutative algebra with Krull dimension dim

(
H∗(G, Fp)

) = rk(G),
where rk(G) is the maximum rank of an elementary abelian p-subgroup of G. Since
Inn(G) acts trivially on cohomology, there is an action of the outer automorphism
group Out(G) on H∗(G, Fp) turning it into an Fp[Out(G)]-module. It was proved
in [48, 120] that every simple Fp[Out(G)]-module appears as a composition factor
in H∗(G, Fp). If eM is the idempotent associated to a simple Fp[Out(G)]-module
M , then dim

(
eM H∗(G, Fp)

) ≥ 1. In [88], Martino and Priddy conjectured that
dim

(
eM H∗(G, Fp)

) = rk(G) for every finite p-group G and simple Fp[Out(G)]-
module M . The conjecture was proved by Kuhn [78] for all p-groups with p > 2 and
for some 2-groups. For discrete groups G of finite cohomological dimension, Adem
[2] gave a method for constructing non-trivial cohomology classes in H∗(G, Fp) by
using finite p-subgroups of Aut(G).



Chapter 3
Orders of Automorphism Groups of
Finite Groups

The object of study in this chapter is the relation between the order of a finite group and that
of its group of automorphisms. In 1954, Scott [114] conjectured that a finite group has at
least a prescribed number of automorphisms if the order of the group is sufficiently large.
The conjecture was confirmed by Ledermann and Neumann [80, Theorem 6.6] in 1956 by
constructing an explicit function f : N → N with the property that if the finite group G has
order |G| ≥ f (n), then |Aut(G)| ≥ n. In the same year, building on their techniques from
[80], the authors [81] proved the following local version of Scott’s conjecture:

Conjecture 3.1 There exists a function f : N → N such that, for each h ∈ N and
each prime p, if G is any finite group such that p f (h) divides |G|, then ph divides
|Aut(G)|.

Later on, Green [49], Howarth [63] and Hyde [68] successively improved the function f to
a quadratic polynomial function. The aim of this chapter is to give an exposition of these
developments. Schur multiplier plays a significant role in these investigations.

3.1 Schur Multiplier

In his investigation of projective representations of a finite group G, Schur [112,
113] came up with an abelian group M(G), now known as the Schur multiplier of
G. This group is a basic object of study in the theory of groups and can be viewed
as having led to the development of (co)homology theory of groups. Apart from
representation theory of groups, it occurs in (i) the cohomology of groups as the
second cohomology group H2(G, C

×) of G with coefficients in the multiplicative
group C

× of non-zero complex numbers with the trivial G-action, (ii) the homology
of groups as H2(G, Z), the second homology group of the group G with coefficients
in the additive groupZ of integers with the trivialG-action, (iii) combinatorial group
theory as (R ∩ [F, F])/[R, F] for a free presentation

1 → R → F → G → 1
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of the group G. Schur multiplier plays a major role in the investigation of automor-
phism groups of finite groups.

In this section, we present the basic definitions and some of the properties of
Schur multiplier, and list a few of the best known results on its order and exponent.
For detailed discussion of this topic the reader is referred to [10, 66, 76].

Let G be a group. Recall that, a free presentation of G is a surjective homomor-
phism ψ : F → G, where F is a free group. Let R = Ker(ψ), so that

G ∼= F/R.

Then [R, F] is contained in R and is a normal subgroup of F . For each subgroup
S ≤ F , let S denote the quotient of S modulo [R, F]:

S = S[R, F]/[R, F].

Let ψ : F → G be the homomorphism induced by ψ, that is, ψ(x) = ψ(x) for all
x ∈ F , where x = [R, F]x for x ∈ F . Then Ker(ψ) = R, and we have the following
central extension

1 → R −→ F
ψ−→ G → 1. (3.2)

It is well-known that the abelian group γ2(F) ∩ R, depends only on the group G
and not on the central extension (3.2) (see [59, p. 204]). The abelian group

M(G) := γ2(F) ∩ R

is called the Schur multiplier of the group G. In the language of homology,

M(G) ∼= H2(G, Z), (3.3)

the second homology group of G with coefficients in the trivial G-module Z (see
[59, p. 204]). The isomorphism (3.3) is known as Hopf’s formula; it was originally
proved by Hopf [62] for finitely presented groups.

In general, the character group ̂H2(G, Z) is isomorphic to H2(G, C
×), the second

cohomology group ofG with coefficients inC
×, the multiplicative group of non-zero

complex numbers with the trivial G-action. However, when G is finite, there is an
isomorphism

̂H2(G, Z) ∼= H2(G, Z),

and hence
M(G) ∼= H2(G, C

×). (3.4)

Describing the structure of the Schur multiplier of a finite group is, in gen-
eral, a difficult problem. However, a lot of work has been done by several authors
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on its order and exponent. For finite abelian groups, we have the following result
[76, p. 37].

Theorem 3.5 If G is a finite abelian group with cyclic decomposition
G = ⊕r

i=1 Cmi , then

M(G) ∼=
{⊕

1≤i< j≤r Cei j if r ≥ 2,
0 if r = 1,

(3.6)

where ei j = (mi , m j ).

For a natural number n and prime p, let np denote the highest power of p that
divides n. The following results were proved by Schur himself in his fundamental
paper [112] (see also [76, Chapter 2]).

Theorem 3.7 Let G be a finite group. Then the following statements hold:

(1) M(G) is finite. Moreover, the elements of M(G) have orders dividing |G|.
(2) If 1 → R → F → G → 1 is a free presentation of G, then

R = M(G) ⊕ X ,

with X a free abelian group.

(3) If N is a central subgroup of G and H = G/N, then γ2(G) ∩ N is isomorphic
to a subgroup of M(H).

(4) If S is a Sylow p-subgroup of G, then

|M(G)|p ≤ |M(S)|p.

As a consequence of Theorem 3.7, we have, in particular, the following result
about the exponent of the center of a finite group.

Corollary 3.8 If G is a finite group, then

exp
(
Z(G)

)
divides exp

(
G/γ2(G)

)|G/Z(G)|.

In [112], Schur showed that |M(G)| ≤ mm2
, wherem = |G|. The boundwas later

substantially improved by Ledermann and Neumann [81, Lemma 3.6] as presented
in the following result.

Theorem 3.9 If G is a finite group, then

|M(G)| ≤ m(m−1)d ,

where d = d(G) is the minimum number of generators of G and m = |G|.
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The order of Schurmultiplier of a finite p-group has been intensively investigated.
We mention some of the results in this direction for the curious reader.

The following result is by Jones [75, Corollary 2.3], which is a refinement of an
earlier bound by Green [49, Lemma 6.2].

Theorem 3.10 If G is a p-group of order pn, then

|γ2(G)| |M(G)| ≤ p
n(n−1)

2 .

An analogue of Theorem 1.9 is as follows.

Theorem 3.11 Let p be a prime and G a group such that |G/Z(G)|p = pr . Then

|γ2(G)|p ≤ p
r(r−1)

2 .

Proof Since

|γ2(G)/
(
Z(G) ∩ γ2(G)

)|p = |γ2(G)Z(G)/Z(G)|p ≤ |G/Z(G)|p = pr ,

the result follows by Theorem 3.7(3)-(4) and Theorem 3.10. �

The following result is due to Ellis and Wiegold [28, Theorem 2].

Theorem 3.12 Let G be a group of order pn. Suppose that G/γ2(G) has order pm

and exponent pe. Then

|M(G)| ≤ pd(m−e)/2+(δ−1)(n−m)−max(0, δ−2), (3.13)

where d = d(G) and δ = d
(
G/Z(G)

)
.

With the hypothesis as in Theorem 3.12, observe that e ≥ m/d and d ≥ δ. A
group is called homocyclic if it is a direct product of cyclic groups of the same order.
Consequently, (3.13) together with (3.6) yield the following interesting bound.

Corollary 3.14 With the hypothesis as in Theorem 3.12,

|M(G)| ≤ p(d−1)(2n−m)/2 (3.15)

and the equality holds if G is homocyclic of exponent pe.

A recent improvement of the bound given in Theorem 3.10 is the following result
due to Niroomand [96].

Theorem 3.16 Let G be a finite p-group of order pn with γ2(G) of order pk > 1.
Then

|M(G)| ≤ p
1
2 (n+k−2)(n−k−1)+1.

In particular,
|M(G)| ≤ p

1
2 (n−1)(n−2)+1.

https://doi.org/10.1007/978-981-13-2895-4_1
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Let G be a group and d(G) the cardinality of a minimal set of generators of G.
With this notation, the rank of G, denoted r(G), is defined as

r(G) = max
H≤G

d(H).

The following result is due to González-Sánchez–Nicolas [44, Theorem 2], which
is a refinement of a result of Lubotzky–Mann [83, p. 494].

Theorem 3.17 If G is a finite p-group of rank r = r(G) and exponent pe, then

exp
(M(G)

)
divides pe+r	log2 r log2 p+1

p−1 

.

As a generalization of Schur multiplier, the higher multipliers M(n)(G), n ≥ 1,
called the Baer invariants, of the group G with free presentation F/R are defined as
follows:

M(n)(G) = R ∩ γn+1(F)

[R, n F] ,

where [R, i F] = [[R, i−1F], F] for i > 1.
Mashayekhy–Hokmabadi–Mohammadzadeh [90, Theorem 3.3] showed that for

a finite p-group of nilpotency class c and exponent pe,

exp
(M(n)(G)

)
divides pe+�logp c�(c−1) for n ≥ 1.

In particular, for Schur multiplier, we thus have the following result.

Theorem 3.18 If G is a finite p-group of class c and exponent pe, then

exp
(M(G)

)
divides pe+�logp c�(c−1).

Wenowproceed to study automorphismgroups of finite groups in the forthcoming
sections.

3.2 Automorphisms of Finite Abelian Groups

We begin with a study of the group of automorphisms of a finite abelian group. Let
A be a finite abelian group and

A = ⊕p Ap,

the decomposition of A as a product of its Sylow p-subgroups. It is easy to see that
an automorphism of A induces an automorphism of Ap for every prime p dividing
the order of A. Thus, we have a homomorphism

Aut(A) → ⊕p Aut(Ap).
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It is not difficult to show that this homomorphism is an isomorphism.

Lemma 3.19 Aut(A) ∼= ⊕p Aut(Ap).

It thus suffices to consider only finite abelian p-groups.
Let A be a finite abelian p-group of order pm , where m ≥ 1. Let

A = Cpm1 ⊕ · · · ⊕ Cpmr , (3.20)

be a cyclic decomposition of A, where Cpmi = 〈ai 〉 and m1 ≤ · · · ≤ mr , so that

|A| = pm1+···+mr .

Clearly, every endomorphism γ : A → A is defined by setting

γ(ai ) =
r∏

j=1

a
γi j
j

for each i such that 1 ≤ i ≤ r, 0 ≤ γi j < pm j , provided that each element γ(ai ) has
order not exceeding that of ai . Let (γi j ) denote the r × r matrix with integer entries
γi j . A curious reader can work out the details of the following (see Ranum [100,
Theorem 13], Howarth [63, Lemma 2.1] and Hiller–Rhea [57, Theorem 3.6]):

Exercise 3.21 γ is an automorphism if and only if det(γi j ) �≡ 0 mod p.

The following result is due to Ledermann–Neumann [80, Lemma 3.1] (see also
[58]).

Proposition 3.22 Let A be a finite abelian p-group and ϕ the Euler’s totient func-
tion. Then ϕ

(|A|) divides |Aut(A)|.
Proof With (3.20) as the cyclic decomposition of A, let θ : A → A be the automor-
phism defined by setting

θ(ai ) =

⎧
⎪⎪⎨

⎪⎪⎩

al11 · · · alrr if i = r, where 0 ≤ l j < pm j for 1 ≤ j ≤ r − 1
and (lr , p) = 1,

ai if i �= r.

(3.23)

Notice that the number of choices for lr is ϕ(pmr ) and the number of choices for
each li with i < r is pmi . Thus, the number of automorphisms of type θ is

pm1 . . . pmr−1ϕ(pmr ) = ϕ
(|A|).

Since the set of automorphisms θ constructed above clearly forms a subgroup of the
group Aut(A), it follows that ϕ

(|A|) divides |Aut(A)|. �



3.2 Automorphisms of Finite Abelian Groups 75

Remark 3.24 Since the function ϕ is multiplicative, that is, ϕ(ab) = ϕ(a)ϕ(b) for
natural numbers a, b with (a, b) = 1, it follows that:

If A is a finite abelian group, then ϕ
(|A|) divides |Aut(A)|.

For a finite abelian p-group A, in fact the precise order of Aut(A) can be easily
computed. We proceed to state the result. Suppose that, for 1 ≤ l ≤ k, A with cyclic
decomposition (3.20) has rl generators of order pnl , where n1 < · · · < nk . Then

A = Cpn1 ⊕ · · · ⊕ Cpn1
︸ ︷︷ ︸

r1

⊕ · · · ⊕ Cpnl ⊕ · · · ⊕ Cpnl
︸ ︷︷ ︸

rl

⊕ · · · ⊕ Cpnk ⊕ · · · ⊕ Cpnk
︸ ︷︷ ︸

rk

.

(3.25)
Notice that

∑k
l=1 rl = r . It follows that for each 1 ≤ i ≤ r , there exists a unique l

such that 1 ≤ l ≤ k and mi = nl .
For each t such that 1 ≤ t ≤ r , set

dt = max{s | ms = mt } and ct = min{s | ms = mt }. (3.26)

With this setting, we have the following formula due to Hiller–Rhea given in their
work [57] to which we refer the reader for more details.

Theorem 3.27 Let A be an abelian p-group with cyclic decomposition (3.20),
(3.25). Then

|Aut(A)| =
r∏

t=1

(pdt − pt−1)

r∏

j=1

(pm j )r−d j

r∏

i=1

(pmi−1)r−ci+1. (3.28)

Now, we proceed towards determining a Sylow p-subgroup of Aut(A). Let
{a1, . . . , ar } be a basis of A. For each 1 ≤ i ≤ r , we define

Vi = 〈a1, . . . , ai−1, a
p
i , . . . , a p

r 〉

and
Ai = Vi ∩ �mi (A).

For each 1 ≤ i ≤ r , let l be such that 1 ≤ l ≤ k and mi = nl . Notice that
�mi (A) = �nl (A) for all i such that mi = nl . Setting j = (

∑l
s=1 rs) + 1, we see

that �mi (A)Vi = Vj . Then

�mi (A)/Ai = �mi (A)/
(
�mi (A) ∩ Vi

) ∼= �mi (A)Vi/Vi = Vj/Vi .

Since |Vj/Vi | = p j−i , we get

|Ai | = |�mi | pi− j = |�mi | p(i−∑l
s=1 rs−1). (3.29)

Let (b1, . . . , br ) ∈ A1 × · · · × Ar . Define θ : A → A by setting
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θ(ai ) = aibi

for 1 ≤ i ≤ r . Observe that θ is an endomorphism of A. Let (θi j ) be the matrix
corresponding to θ obtained by replacing each bi by a product of powers of ai ’s.
Notice that

θi j ≡
{
1 mod p if i = j,

0 mod p if i > j.
(3.30)

Since det(θi j ) �≡ 0 mod p, it is an automorphism of A by Exercise 3.21.
Let �(A) denote the set of all automorphisms θ defined above. It is easy to see

that �(A) is a subgroup of Aut(A) and

|�(A)| =
r∏

i=1

|Ai |.

We now present the following result of Howarth [63, Lemma 2.4].

Proposition 3.31 �(A) is a Sylow p-subgroup of Aut(A) of order

r∏

j=1

pm j (r−d j )

r∏

i=1

p(mi−1)(r−ci+1)
r∏

t=1

pt−1.

Proof Notice that for each 1 ≤ l ≤ k, we have

|�nl (A)| = p
∑l−1

j=1 n j r j pn j (r−∑l−1
j=1 r j )

and
dl∏

j=cl

|A j | = (
p

∑l−1
j=1 n j r j pnl (r−

∑l−1
j=1 r j )

)rl p− rl (rl+1)
2 .

With the preceding information, we have

|�(A)| =
r∏

i=1

|Ai |

=
k∏

l=1

( dl∏

j=cl

|A j |
)

=
k∏

l=1

(
p

∑l−1
j=1 n j r j pnl (r−

∑l−1
j=1 r j )

)rl p− rl (rl+1)
2

=
k∏

l=1

(
p

∑l−1
j=1 n j r j pnl (r−dl ) pnlrl

)rl p− rl (rl+1)
2
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=
k∏

l=1

(
pnl (r−dl )

)rl
k∏

l=1

(
p

∑l
j=1 n j r j )rl p− rl (rl+1)

2

=
k∏

l=1

(
pnl (r−dl )

)rl
k∏

l=1

(pnlrl )r−cl+1 p− rl (rl+1)
2

=
k∏

l=1

(
pnl (r−dl )

)rl
k∏

l=1

(p(nl−1)rl )r−cl+1 prl (r−cl+1) p− rl (rl+1)
2

=
k∏

l=1

(
pnl (r−dl )

)rl
k∏

l=1

(p(nl−1)rl )r−cl+1
k∏

l=1

prl (r−cl+1) p− rl (rl+1)
2

=
r∏

j=1

pm j (r−d j )

r∏

i=1

p(mi−1)(r−ci+1)
r∏

t=1

pt−1. (3.32)

Comparing equations (3.28) and (3.32), it follows that �(A) is a maximal
p-subgroup of Aut(A), and hence a Sylow p-subgroup. �

As a special case, we obtain the following result of Howarth [63, Corollary 2.6].

Theorem 3.33 Let A be an abelian p-group of order pm with cyclic decomposition
as in (3.20) such that 2mr ≤ m. Then |Aut(A)|p ≥ p2m−3.

Proof Notice that, since �mr (A) = A, we have

|Ar | = |A|
p

= pm−1.

If mr = mr−1, then

|Ar−1| = |A|
p2

= pm−2,

and hence
|Aut(A)|p ≥ pm−1 pm−2 = p2m−3.

If mr > mr−1, then mr−2 ≥ 1. Observe that

|�mr (A)| = pm,

|�mr−1(A)| = pm−mr+mr−1

and
|�mr−2(A)| = pm−mr−mr−1+2mr−2 .
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Therefore, we obtain

|Aut(A)|p ≥
r∏

i=r−1

|Ai | ≥ pm−1 pm−mr+mr−1−1 pm−mr−mr−1+2mr−2−2 > p2m−3,

and the proof is complete. �

Notice that, if, in addition, m ≥ 3 in the preceding theorem, then |Aut(A)|p ≥
pm . We next present the following result which establishes this fact only with the
hypothesis that m ≥ 3. The result is originally due to Otto [98], however, the proof
presented below is different.

Theorem 3.34 Let A be a non-cyclic abelian p-group of order pm with m ≥ 3. Then
pm divides |Aut(A)|.
Proof By Proposition 3.31, Aut(A) has a Sylow p-subgroup of order

r∏

j=1

pm j (r−d j )

r∏

i=1

p(mi−1)(r−ci+1)
r∏

t=1

pt−1,

which we denote by pN . Observe that r − ci ≥ 0 for all 1 ≤ i ≤ r , and r − d j ≥ 1
for all 1 ≤ j ≤ r − rk . Hence, we have

N =
r∑

j=1

m j (r − d j ) +
r∑

i=1

(mi − 1)(r − ci + 1) +
r∑

t=1

(t − 1)

≥
r−rk∑

j=1

m j +
r∑

i=1

(mi − 1) + r(r − 1)

2

=
r−rk∑

j=1

m j +
r∑

i=1

mi + r(r − 1)

2
− r

= m +
r−rk∑

i=1

mi + r2 − 3r

2
.

If r ≥ 3, then N ≥ m, and we are done. If r = 2, then either k = 1 or k = 2. If
k = 2, then N ≥ m, and we are done again. Finally, assume that k = 1. In this case,
G = Cpm1 ×Cpm2 with m1 = m2 ≥ 2. Thus,

N =
2∑

i=1

(mi − 1)2 + 1 = n + 2m1 − 3 > m,

and the proof is complete. �
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Notice that the preceding theorem establishes the fact that non-cyclic abelian
p-groups of order greater than p2 admit the Divisibility Property (as stated in the
introduction). This property for non-abelian finite p-groups is dealt with in detail in
the next two chapters.

It is easy to see that:

(1) If A is a cyclic group of order pn , then pn does not divide |Aut(A)|, but pn−1

divides |Aut(A)|.
(2) If A = Cp ⊕Cp, then p divides |Aut(A)|.

As a consequence, we retrieve the following result of Hilton [58].

Theorem 3.35 If A is a finite abelian group such that pn divides |A|, then pn−1

divides |Aut(A)|. In other words, if |A|p ≥ pn, then |Aut(A)|p ≥ pn−1.

We next present an important result [49, Lemma 7.1], which according to Green,
was originally proved by Howarth, and a simpler proof of which, presented below,
was given by Hall.

Theorem 3.36 Let A be a finite abelian group and B, C subgroups of A. Let p be
any prime. Then

|AutA/B,C(A)|p ≥ |B|p
p |C |p .

Proof Since A is abelian, it is sufficient to consider the case when A is a p-group.
Let pr be the exponent of A/C . Then there exists an element Cu ∈ A/C of order
pr and we can write

A/C = 〈Cu〉 ⊕ C1/C

for some subgroup C1 of A containing C . Notice that A/C1 is cyclic of order pr .
Setting A1 = 〈u p, C1〉, we see that |A/A1| = p. Let

B1 = {x ∈ B ∩ A1 | x pr = 1}.

For each x ∈ B1, define γx : A → A by setting

γx (a) = axna

for all a ∈ A, where the integer na is determined by the congruence a ≡ una mod C1

and 0 ≤ na < pr . It is straightforward to see that γx is an endomorphism of A. Notice
that γx (c) = c for all c ∈ C1. Let 1 �= a = ulc ∈ A for some 0 ≤ l < pr and c ∈ C1.
Then γx (a) = 1 implies that

1 = γx (u
lc) = γx (u

l)c = γx (u)l c = (ux)l c,

and hence
(ux)l ∈ C1.
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Since x ∈ B1, we can write x = u pkc′ for some c′ ∈ C1 and for 0 ≤ k < pr−1. Thus,
we get (u pk+1c′)l ∈ C1, and hence u(pk+1)l ∈ C1. It follows that pr divides (pk + 1)l,
which is a contradiction. Hence, γx is injective, and consequently an isomorphism.
Since a−1γx (a) = xna ∈ B, we have that γx ∈ AutA/B,C(A).

The set of all such automorphisms form a group and is in bijection with B1. For,
if x, y ∈ B1, then

γxγy(a) = γx (ay
na ) = γx (a)γx (y

na ) = axna (yxny )na = azna = γz(a),

where z = yx1+ny , a ≡ una mod C1 and y ≡ uny mod C1. Obviously the map
x �→ γx is a surjection. Further, if x, y ∈ B1 are such that γx = γy , then γx (u) =
γy(u). Since nu = 1, we have x = y and the map x �→ γx is a bijection.

Set E = B ∩ C . Then B/E ∼= BC/C ≤ A/C , and hence the exponent of B/E
is at most pr . Notice that B has a subgroup B0

∼= B/E and B0 ∩ A1 ≤ B1. Hence,
we obtain

|AutA/B,C(A)|p ≥ |B1| ≥ |B0 ∩ A1| ≥ |B0|
p

= |B|
p |E | ≥ |B|

p |C | ,

which completes the proof. �
As a consequence of the preceding result, we get another proof of Theorem3.35 by

taking A = B andC = 1.We need the following basic result which is of independent
interest.

Lemma 3.37 Let A be an abelian p-group and M a maximal subgroup of A. Then
there exists an element x ∈ A and a subgroup H of M such that A = H ⊕ 〈x〉 and
M = H ⊕ 〈x p〉.
Proof We proceed by induction on |A|. Notice that, if |A| ≤ p, then the claim holds
trivially.

Let exp(A) = q = pe > p. Any element y ∈ A with order q lies in a basis of
A. Therefore, there exists a subgroup K of A such that A = 〈y〉 ⊕ K . Furthermore,
|K | < |A|, since y has order q > 1.

Let M be a maximal subgroup subgroup of A. Suppose that M contains the above
element y. Then

M = 〈y〉 ⊕ (M ∩ K ),

where M ∩ K is a maximal subgroup of K . By induction, there exist a subgroup
L < K and an element x ∈ K such that K = L ⊕ 〈x〉 and M ∩ K = L ⊕ 〈x p〉. The
claim now follows with this 〈x〉 and the subgroup H = L ⊕ 〈y〉 of A. We have
handled every case where M contains some element y of order q.

Assume that no element y of order q lies in M . Let {x1, . . . , xd} be a basis of A
with |x1| = exp(A) = q. Since M contains no element of order q, it is contained in
the subgroup N = 〈x p

1 〉 ⊕ · · · ⊕ 〈xd〉, which has index p in A. Since M is maximal
in A, we must have M = N . Then the claim follows with 〈x1〉 and H = 〈x2〉 ⊕ · · · ⊕
〈xd〉. �
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The following two results provide lower bounds on the automorphism groups of
finite abelian p-groups.

Proposition 3.38 Let A be a finite abelian group of order pn with n ≥ 2, and M a
maximal subgroup of A. Then

|AutA/M(A)|p ≥ pn−2.

Proof By Lemma 3.37, there exists an element x ∈ A and a subgroup H of M such
that

A = H ⊕ 〈x〉.

Let |〈x〉| = pi and |H | = p j . ByTheorem3.35, there exists a subgroupU ′ ofAut(H)

of order at least p j−1. Let V ′ be the group of automorphisms of 〈x〉 of the form

x �→ x1+kp

for 0 ≤ k < pi−1. Notice that V ′ is the Sylow p-subgroup of Aut
(〈x〉). Let U and

V be the subgroups of Aut(A) obtained by extending elements of U ′ and V ′ to
automorphisms of A, respectively. Since 〈U, V 〉 ≤ AutA/M(A), we obtain

|AutA/M(A)|p ≥ |〈U, V 〉| ≥ pi+ j−2 = pn−2,

and the proof is complete. �

Proposition 3.39 Let A be a finite abelian p-group and B ≤ A. If d(B) < d(A),
then AutB(A) has a subgroup of order pd(A)−1. In particular,

|AutB(A)|p ≥ pd(A)−1.

Proof Choose a maximal subgroup M of A containing B. Then, by Lemma 3.37,
we can write A = H ⊕ 〈x〉 and M = H ⊕ 〈x p〉 for some x ∈ A and subgroup H of
M . Notice that |�1(H)| = pd(A)−1. For each z ∈ �1(H), define a map θ : A → A
by setting

θ(a) =
{
az if a = x,
a if a ∈ H.

It is easy to see that θ ∈ AutM(A), and hence |AutB(A)| ≥ |AutM(A)| ≥
pd(A)−1. �

We conclude this section by noticing that Theorem 3.35 confirms Conjecture 3.1
for finite abelian groups. The conjecture in full generality is dealt with in the next
section.
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3.3 Ledermann–Neumann’s Theorem

In this section, we present a slight improvement of a theorem of Ledermann–
Neumann [81, Theorem 8.6], which confirms Conjecture 3.1, and is essentially the
culmination of the initial work by Herstein–Adney [55] and Scott [114]. The result
is formulated as follows.

Theorem 3.40 The function f : N → N defined by

f (h) =
⎧
⎨

⎩

2 if h = 1,
3 if h = 2,
h(h−1)2

2 + h if h ≥ 3,

satisfies the property that, for each h ∈ N and each prime p, if G is any finite group
such that p f (h) divides |G|, then ph divides |Aut(G)|.

For proving the preceding theorem, a number of preparatory steps are needed, the
first being the following result [80, Lemma 4.9].

Proposition 3.41 Let 1 → N → G → H → 1 be a central extension of finite
groups. Let |H | = |G/N | = m and d(N ) = s. Then there exists a central extension
1 → N ∗ → G∗ → H → 1 such that the following conditions hold:

(1) G ≤ G∗ and N ≤ N ∗;
(2) d(N ∗) = s, |N ∗/N | = ms and every element of N has an mth root in N ∗;
(3) N ∗ has a relative complement X∗ in G∗ such that the exponent of

Y ∗ := X∗ ∩ N ∗

divides m;

(4) d(Y ∗) ≤ (m − 1)�log2 m�.
Proof Since N is a finite abelian group, there exists a divisible abelian group in
which every element is of finite order, say T , such that N embeds in T (see [103, p.
91]). Let {a1, . . . , as} be a basis of N . Choose bi ∈ T satisfying bmi = ai for each
1 ≤ i ≤ s. Let

N ∗ = 〈b1, . . . , bs〉.

Then N ≤ N ∗, and, by standard extension theory of groups, the given central exten-
sion induces a central extension

1 → N ∗ → G∗ → H → 1

with G ≤ G∗.
It is immediate from the above construction that the statements (1) and (2) hold.

We thus proceed to prove (3) and (4).
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Let t : H → G be a transversalwith t (1) = 1 andμ : H × H → N the associated
2-cocycle:

μ(x, y) = t (x)t (y)t (xy)−1

for all x, y ∈ H . For x ∈ H , set

u(x) =
∏

y∈H
μ(x, y).

Then the element u(x)−1 ∈ N , and hence there exists l∗(x) ∈ N ∗ such that
u(x)l∗(x)m = 1. The map t∗ : H → G∗ given by t∗(x) = t (x)l∗(x) is a transver-
sal for the extension

1 → N ∗ → G∗ → H → 1

satisfying t∗(1) = 1. Further, the associated 2-cocycle μ∗ is given by

μ∗(x, y) = μ(x, y)l∗(x)l∗(y)l∗(xy)−1

for all x, y ∈ H and satisfies

μ∗(xy, z)μ∗(x, y) = μ∗(x, yz)μ∗(y, z) (3.42)

for all x, y, z ∈ H .
Notice that

u∗(x) :=
∏

y∈H
μ∗(x, y) = u(x)l∗(x)m = 1 (3.43)

for all x ∈ H . From the products of both the sides of (3.42) for fixed x, y and for z
ranging over H , we have

u∗(xy)μ∗(x, y)m = u∗(x)u∗(y) (3.44)

for all x, y ∈ H . Combining (3.43) and (3.44), we haveμ∗(x, y)m = 1 for all x, y ∈
H . Let

X∗ = 〈t∗(x) | x ∈ H〉

and
Y ∗ = 〈μ∗(x, y) | x, y ∈ H〉.

Then it can be easily seen that Y ∗ = X∗ ∩ N ∗. Further, the above discussion shows
that the exponent of Y ∗ divides m.

Finally, we prove (4). Let U be a minimal generating set for H of cardinality
r . Then an induction argument on the length, with respect to U , of elements in the
second co-ordinate of μ∗, shows, in view of (3.43), that
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Y ∗ = 〈μ∗(x, y) | x ∈ H \ {1} and y ∈ U 〉.

It is an elementary fact that, for any finite group S,

2d(S) ≤ |S|.

Thus, 2r ≤ m, and hence

d(Y ∗) ≤ (m − 1)�log2 m�,

completing the proof. �
Let G be a finite group and N ≤ Z(G) a central subgroup. For a given prime p

dividing the order of the group G, let P ≤ N be a Sylow p-subgroup of N . Then we
have the central extension

1 → P → G → Q → 1,

where Q ∼= G/P . Notice that γ2(Q) ∼= (
Pγ2(G)

)
/P . Set

E = Q/γ2(Q) ∼= G/Pγ2(G).

Then E is an abelian group and thus is the internal direct product of its subgroups
E0 and Ep, where Ep is the Sylow p-subgroup of E and E0 is the complement of
Ep in E . Thus, there exist subgroups Q0 and Qp of Q such that E0 = Q0/γ2(Q)

and Ep = Qp/γ2(Q) so that Q = Q0Qp and Q0 ∩ Qp = γ2(Q).
We set |Q|p = pk . With the preceding set-up, we have the following result.

Lemma 3.45 There exists a transversal t : Q → G with the following property:
If μ is the 2-cocycle associated to t and

Y = 〈μ(x, y) | x, y ∈ Q〉, (3.46)

then d(Y ) ≤ k(k+1)
2 .

Proof Weconstruct the transversal in a specialway depending onwhether an element
of the group Q belongs to γ2(Q), Q0 or Qp.

Step 1: Since γ2(Q) ∼= (
Pγ2(G)

)
/P , we can always choose a coset representative

of an element τ ∈ γ2(Q) from γ2(G), which we denote by t ′(τ ).
Before proceeding to the next step, we observe the following:

Let C be any group, D ≤ C a subgroup and p a prime. If c ∈ C such that cl ∈ D for some
positive integer l with (l, p) = 1, then there exists an element d ∈ D such that cd = dc and(|cd|, p

) = 1.

For, let |c| = psm such that p � m. Then there exist integers x, y such that 1 =
psx + ly. Let d = c−ly , so that cd = c1−ly = cp

s x has order dividingm, and therefore
is coprime to p. Clearly cd = dc.
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Step 2: Let {ε1, . . . , εa} be a basis of E0. For each 1 ≤ i ≤ a, let ρi be a coset
representative of εi in the extension

1 → γ2(Q) → Q0 → E0 → 1.

Notice that (|εi |, p) = 1, and hence ρ
|εi |
i ∈ γ2(Q). We can modify ρi , if necessary,

to ensure that (|ρi |, p) = 1.
Similarly, let {ε1, . . . , εb} be a basis of Ep. Notice that

|Ep| ≤ |Qp| = |Q|p = pk,

and hence b ≤ k. For each 1 ≤ i ≤ b, let σi be a coset representative of εi in the
extension

1 → γ2(Q) → Qp → Ep → 1.

Consider an arbitrary element

e =
a∏

i=1

εi
ai

b∏

j=1

ε j
b j

of E . We define a transversal s : E → Q for the extension

1 → γ2(Q) → Q → E → 1

by setting

s(e) =
a∏

i=1

ρi
ai

b∏

j=1

σ j
b j . (3.47)

Step 3: Consider the extension

1 → P → G → Q → 1.

Let t0(ρi ) be a coset representative of ρi in G. Notice that (|ρi |, p) = 1. Again, if
necessary, we can modify t0(ρi ) to ensure that (|t0(ρi )|, p) = 1. Similarly, let tp(σi )

be a coset representative of σi in G. Now we define the coset representative of the
element s(e), given in (3.47), by setting

t ′′
(
s(e)

) =
a∏

i=1

t0(ρi )
ai

b∏

j=1

tp(σ j )
b j .

Notice that every element x ∈ Q can be uniquely written as x = τs(e) for some
e ∈ E and τ ∈ γ2(Q). Setting t (x) = t ′(τ )t ′′

(
s(e)

)
, we get a transversal t : Q → G.
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It only remains to show that t is the desired transversal, that is, d(Y ) ≤ k(k+1)
2 .

Let
Yp = 〈μ(σbi

i , σ
b′
i

i ) | 1 ≤ i ≤ b and bi , b
′
i ∈ Z〉.

Recall that Y = 〈μ(x, y) | x, y ∈ Q〉. We claim that

Y ≤ Ypγ2(G) ∩ P = Yp
(
γ2(G) ∩ P

)
.

Pick an arbitrary generator εi of E0. Recall that ρi is a coset representative of εi
in the extension

1 → γ2(Q) → Q → E → 1.

Then t (ρi )ai and t (ρi )a
′
i are coset representatives of ρaii and ρ

a′
i

i , respectively, where
0 ≤ ai , a′

i ≤ |εi |, and we have

t (ρi )
ai t (ρi )

a′
i = μ(ρaii , ρ

a′
i

i )t (ρi )
a′′
i , (3.48)

where

a′′
i =

{
ai + a′

i if ai + a′
i < |εi |,

ai + a′
i − |εi | if ai + a′

i ≥ |εi |.

It follows that t (ρi )ai+a′
i−a′′

i = μ(ρaii , ρ
a′
i

i ) ∈ P , and hence the order of t (ρi ) is a power

of p. Recall from Step 3 that (|t (ρi )|, p) = 1, which implies μ(ρaii , ρ
a′
i

i ) = 1.
Similarly, for each generator εi of Ep, we can prove that

μ(σbi
i , σ

b′
i

i ) = t (σi )
bi+b′

i−b′′
i , (3.49)

where

b′′
i =

{
bi + b′

i if bi + b′
i < |εi |,

bi + b′
i − |εi | if bi + b′

i ≥ |εi |.

Notice that μ(σbi
i , σ

b′
i

i ) need not be a trivial element in general. It is clear that Yp can
be generated by at most b elements, and hence d(Yp) ≤ b ≤ k.

Next, we consider two arbitrary elements

e =
a∏

i=1

εi
ai

b∏

j=1

ε j
b j and e′ =

a∏

i=1

εi
a′
i

b∏

j=1

ε j
b′
j

of E . Thenwe have the following, inwhich, for ease of computationswe readmodulo
γ2(G).
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t
(
s(e)

)
t
(
s(e′)

) =
a∏

i=1

t (ρi )
ai

b∏

j=1

t (σ j )
b j

a∏

i=1

t (ρi )
a′
i

b∏

j=1

t (σ j )
b′
j

=
a∏

i=1

t (ρi )
ai t (ρi )

a′
i

b∏

j=1

t (σ j )
b j t (σ j )

b′
j

=
a∏

i=1

t (ρi )
a′′
i

b∏

j=1

μ(σ
b j

j ,σ
b′
j

j )

b∏

j=1

t (σ j )
b′′
j by (3.48) and (3.49)

=
b∏

j=1

μ(σ
b j

j ,σ
b′
j

j )

a∏

i=1

t (ρi )
a′′
i

b∏

j=1

t (σ j )
b′′
j .

Now consider the element

e′′ =
a∏

i=1

εi
a′′
i

b∏

j=1

ε j
b′′
j .

Notice that e′′ = ee′, and hence, by the definition of t , we get

t
(
s(e′′)

) =
a∏

i=1

t (ρi )
a′′
i

b∏

j=1

t (σ j )
b′′
j .

Thus, modulo γ2(G), we get

t
(
s(e)

)
t
(
s(e′)

) = y(σ1, . . . ,σb)t
(
s(e′′)

)
,

where y(σ1, . . . , σb) ∈ Yp.
We can nowmove to the general case. Let x = τs(e) and y = τ ′s(e′) for e, e′ ∈ E

and τ , τ ′ ∈ γ2(Q). Then xy = τ s(e)τ ′s(e)s(e′). Notice that, by the construction, t (τ )

and t (τ ′) lie in γ2(G). Therefore,

μ(x, y) = t (x)t (y)t (xy)−1

= t (τ )t
(
s(e)

)
t (τ ′)t

(
s(e′)

)
t
(
s(e)s(e′)

)−1
t
(
τ s(e)τ ′)−1

≡ t
(
s(e)

)
t
(
s(e′)

)
t
(
s(e)s(e′)

)−1
mod γ2(G)

≡ y(σ1, . . . , σb) mod γ2(G).

It follows that μ(x, y) ∈ Ypγ2(G). Since Yp ≤ Y ≤ P , we get the desired claim,
namely

Y ≤ Ypγ2(G) ∩ P = Yp
(
γ2(G) ∩ P

)
.

By Theorem 3.10, we have
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|M(S)| ≤ p
k(k−1)

2 ,

where S is a Sylow p-subgroup of Q having order pk . By Theorem 3.7, we have

|γ2(G) ∩ P| = |γ2(G) ∩ P|p ≤ |M(Q)|p ≤ |M(S)|p ≤ |M(S)| ≤ p
k(k−1)

2 .

Hence,

d(Y ) ≤ d
(
γ2(G) ∩ P

) + d(Yp) ≤ k(k + 1)

2
,

and the proof is complete. �

The following problem naturally arises at this point.

Problem 3.50 Let 1 → N → G → H → 1 be an abelian extension of groups. Let
t1, t2 : H → G be two transversals and Y1, Y2 be the groups generated by the images
of the corresponding 2-cocycles. How are the groups Y1, Y2 related? In particular, if
G is finite, then how are d(Y1), d(Y2) related?

An automorphism γ of a groupG is said to be central if it induces the identity auto-
morphism on the central quotientG/Z(G). The set of all such automorphisms forms
a normal subgroup of Aut(G) which we denote by Autcent(G). More specifically

Autcent(G) = {
φ ∈ Aut(G) | g−1φ(g) ∈ Z(G) for all g ∈ G

}
.

Notice that g−1φ(g) ∈ Z(G) if and only if φ(g)g−1 ∈ Z(G). The group of central
automorphisms is going to play a crucial role in the rest of this monograph. The
following result [81, Lemma8.5] gives a procedure for constructing non-inner central
automorphisms of certain finite groups.

Proposition 3.51 Let G be a finite group and P a Sylow p-subgroup of Z(G)

with |G/P|p = pk, k ≥ 1. Let {v1, . . . , vr } be a basis of P, |vi | = psi , and
ci = max{1, psi−k} for each integer i such that 1 ≤ i ≤ r . Then the following state-
ments hold:

(1) There exist automorphisms γi,l for 0 ≤ l ≤ ci − 1 which form an abelian group
�i of non-inner automorphisms of G with |�i | = ci .

(2) If i �= j , then γi,l �= γ j,l ′ for all l and l ′, unless l = l ′ = 0.

(3) Each γi,l ∈ Autcent(G).

Proof The main idea is to embed G in a larger group G∗ and then construct certain
automorphisms of G∗ which restrict to G as non-inner automorphisms. The general
construction of G∗ is carried out at the beginning of this section. Let {v1, . . . , vr }
be a basis of P . Let

Y ∗ ≤ P∗ ≤ Z(G∗) ≤ G∗
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be the corresponding groups as constructed in Proposition 3.41 after adjoining the
(pk)th roots of {v1, . . . , vr } to P . More precisely,

P∗ = 〈w1, . . . , wr 〉,

where w
pk

i = vi for each 1 ≤ i ≤ r .
For each fixed 1 ≤ i ≤ r and each fixed integer l, define a homomorphism

θi,l : P∗ → P∗

by setting

θi,l(w j ) =
{

w
1+lpk

i if j = i,
w j if j �= i.

(3.52)

Notice that (1 + lpk, p) = 1, and consequently θi,l is an automorphism.
Next we show that θi,l leaves Y ∗ element-wise fixed. Let y∗ = ∏r

j=1 w
n j

j be an
element of Y ∗. Then

θi,l(y
∗) =

r∏

j=1

θi,l(w
n j

j ) = y∗wni lpk

i .

By Proposition 3.41, (y∗)pk = 1, and hence (w
n j

j )p
k = 1 for all 1 ≤ j ≤ r . In partic-

ular,wni pk

i = 1, and hence θi,l(y∗) = y∗. Thus, θi,l ∈ AutY
∗
(P∗). By Corollary 2.55,

θi,l can be extended to an automorphism γ∗
i,l ∈ AutQ(G∗), given by

γ∗
i,l

(
z∗t∗(x)

) = θi,l(z
∗)t∗(x)

for all z∗ ∈ P∗ and x ∈ Q.

Next we show that γ∗
i,l keeps G invariant. Let

g = z∗t∗(x) =
( r∏

j=1

w
m j

j

)

t∗(x)

be an element of G. Then

γ∗
i,l (g) = θi,l (z

∗)t∗(x) = (
z∗w

mi lpk

i

)
t∗(x) = w

mi lpk

i

(
z∗t∗(x)

) = w
mi lpk

i g = v
mi l
i g ∈ G.

Let γi,l be the restriction of γ∗
i,l to G. Then γi,l : G → G is an automorphism.

Further, for 0 ≤ l ≤ ci − 1, we have

γi,l(vi ) = θi,l(w
pk

i ) = θi,l(wi )
pk = (w

1+lpk

i )p
k = v

1+lpk

i

https://doi.org/10.1007/978-981-13-2895-4_2
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and
γi,l(v j ) = v j for j �= i,

such that v1+lpk

i �= vi . Thus, the automorphism γi,l is non-inner as it acts non-trivially
on the center Z(G) of G. Notice that γi,0 is the identity automorphism of G. The set
�i of the automorphisms γi,l , 0 ≤ l ≤ ci − 1, clearly forms an abelian group with
|�i | = ci . This proves (1). The proof of (2) is clear from the definition of γi,l .

Let g = z∗t∗(x) = (
∏r

j=1 w
m j

j )t∗(x) be an element of G. Then

γi,l(g) = γ∗
i,l(g) = θi,l(z

∗)t∗(x) = v
mi l
i g.

It follows that g−1γi,l(g) = v
mi l
i ∈ P ≤ Z(G). Hence, γi,l ∈ Autcent(G) proving (3),

and the proof of the proposition is complete. �

Remark 3.53 The preceding result for non-abelian finite p-groups guarantees the
existence of non-inner automorphisms of order a power of p in the case when si > k
for some 1 ≤ i ≤ r . That there always exists a non-inner automorphism of order a
power of p in a non-abelian finite p-group, was proved by Gaschutz (see Theorem
1.32).

We need the following result on extensions of automorphisms.

Proposition 3.54 Let G = HK be a finite group such that H is a subgroup, K a
normal subgroup and H ∩ K = 1. Let α ∈ Aut(H) be such that h−1α(h) ∈ Z(G)

for all h ∈ H. Then α extends to an automorphism α̃ in AutK (G) given by α̃(hk) =
α(h)k for h ∈ H and k ∈ K.

Proof Let h1, h2 ∈ H and k1, k2 ∈ K . Then

α̃
(
(h1k1)(h2k2)

) = α̃
(
h1h2[h−1

2 , k1]k1k2
)

= α(h1h2)[h−1
2 , k1]k1k2

= α(h1)
(
α(h2)h

−1
2

)
k1h2k2

= α(h1)k1α(h2)k2, since α(h2)h
−1
2 ∈ Z(G)

= α̃(h1k1)α̃(h2k2).

Thus, α̃ is a homomorphism. Obviously it is injective, and hence an
automorphism. �

We are now ready to prove the main result of this section.
Proof of Theorem 3.40. We first establish the assertion for h = 1, 2 (Herstein–

Adney [55] and Scott [114, Theorem 2], respectively).
Suppose p2 divides |G| and p does not divide |Aut(G)|. Since G/Z(G) ∼=

Inn(G), it follows that p does not divide |G/Z(G)|, which in turn implies that
G has a non-trivial central Sylow p-subgroup, say P . Thus,

https://doi.org/10.1007/978-981-13-2895-4_1
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G = P ⊕ Q

for some subgroup Q of G whose order is not divisible by p. By Proposition 3.22,
p divides |Aut(P)|, a contradiction. Hence, p must divide |Aut(G)|.

Suppose p3 divides |G|. Let P be a Sylow p-subgroup of G of order pn , and
N = P ∩ Z(G). If |P/N | ≥ p2, then |G/Z(G)| = | Inn(G)| ≥ p2, and hence p2

divides |Aut(G)|. In case N = P , that is, P is a central Sylow p-subgroup of G,
then, as in the preceding paragraph, G = P ⊕ Q and, invoking Proposition 3.22, p2

divides |Aut(P)|, and hence divides |Aut(G)|.
Next, suppose that |P/N | = p. Since N ≤ Z(P) and |P/Z(P)| �= p, it follows

that P is abelian. Let σ : G → P be the homomorphism g �→ g|G/P| so that σ(N ) =
N .

If Im(σ) = N , then we have G = Ker(σ) ⊕ N . Now by Proposition 3.22, there
exists a subgroup U ′ of Aut(N ) with order at least pn−2. Let U be the subgroup of
Aut(G) consisting of automorphisms of G which are extensions of automorphisms
from U ′. Since |P/N | = p, there exists an element x ∈ P \ Z(G) such that x p ∈
Z(G). It is easy to see that ιx /∈ U and it commutes with every element of U , and
hence |〈ιx ,U 〉| ≥ pn−1.

If Im(σ) = P , then |Ker(σ)| = |G/P| and P ∩ Ker(σ) = 1. Since Ker(σ) is
normal in G, we have G = Ker(σ)P . Further, since |P/N | = p, by Proposition
3.38, AutP/N (P) has a subgroup V ′ of order at least pn−2. By Proposition 3.54,
there exists a subgroup V of Aut(G) of the same order as that of V ′. As above
choose an element x ∈ P \ Z(G), then ιx /∈ V and it commutes with every element
of V . Hence, |〈ιx , V 〉| ≥ pn−1, and p2 divides |Aut(G)|.

Nowwe assume that h ≥ 3 is a fixed but arbitrary integer. Let G be a group and P
a Sylow p-subgroup of the center Z(G) of G. Let Q = G/P and |Q|p = pk . Then
G/Z(G) contains a subgroup of order pk . Since G/Z(G) ∼= Inn(G), there exists a
subgroup of Inn(G) of order pk , and hence pk divides |Aut(G)|. Now if k ≥ h, then
we are done by taking f (h) = k. Therefore, from now onwards we assume that

0 ≤ k ≤ h − 1.

If k = 0, Lemma 3.45 implies that the group Y occuring in its statement is trivial,
and hence the extension

1 → P → G → Q → 1

splits. In other words, G ∼= Q ⊕ P . In this case, every non-trivial automorphism
θ ∈ Aut(P) can be extended to an automorphism γ ∈ AutQP (G) by setting

γ(zx) = θ(z)x

for all z ∈ P and x ∈ Q. Notice that all these automorphisms are in fact central. Also,
as θ ranges over a subgroup of Aut(P), it follows that γ ranges over a subgroup of
AutQP (G) of the same size. Notice that, if
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|G|p = |Z(G)|p ≥ ph+1,

then |P| ≥ ph+1. By Proposition 3.22, Aut(P) has a subgroup of order

ϕ
(|P|) ≥ ϕ(ph+1) = ph(p − 1) ≥ ph .

Hence,we have |Aut(G)|p ≥ ph . Thus, it follows that for k = 0, the function f (h) =
h + 1 works.

We now assume that
1 ≤ k ≤ h − 1. (3.55)

Set r = d(P). The rest of the proof is now divided into two cases: (1) r > h(h−1)
2 ;

(2) r ≤ h(h−1)
2 .

Case (1): First notice that, in this case, |G|p ≥ p
h(h−1)

2 +2. Given conditions,
together with Lemma 3.45 imply that d(Y ) < r . Then, by Proposition 3.39, AutY (P)

has a subgroup of order pr−1. By Corollary 2.55, it follows that there is a subgroup
of AutQ(G) of order pr−1. Notice that, since h ≥ 3, h(h−1)

2 ≥ h, it therefore follows
that

|Aut(G)|p ≥ |AutQ(G)|p ≥ pr−1 ≥ p
h(h−1)

2 ≥ ph .

Thus, in this case, the function f (h) = h(h−1)
2 + 2 works.

Case (2): By Proposition 3.51, Aut(G) contains a p-subgroup� = �1 ⊕ · · · ⊕ �r

of non-inner automorphisms, and

|�| =
r∏

j=1

|� j | =
r∏

j=1

c j ≥
r∏

j=1

ps j−k = p−rk |P|.

Further, notice that Inn(G) contains a p-subgroup I such that

|I | = |G/Z(G)|p = pk .

Thus, Aut(G) contains a p-subgroup I ⊕ �, and

|Aut(G)|p ≥ |I ⊕ �| ≥ pk |P| p−rk = p−rk |G|p.

Since k ≤ h − 1 and r ≤ h(h−1)
2 , we obtain

|Aut(G)|p ≥ p−rk |G|p ≥ p− h(h−1)2

2 |G|p.

Thus, if |G|p ≥ p
h(h−1)2

2 +h , then |Aut(G)|p ≥ ph . Therefore, in this case, we can take

f (h) = h(h−1)2

2 + h. Since h ≥ 3, this function works in all the cases, and the proof
of the theorem is complete. �

https://doi.org/10.1007/978-981-13-2895-4_2
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Remark 3.56 While the values f (h) of the function f : N → N given in Theorem
3.40 are best possible for h = 1, 2, as can be seen by considering Aut(Cp) and
Aut(Cp ⊕Cp), improvement of this function for h ≥ 3 has been a matter of inves-
tigation over the years. We discuss here three such attempts: Green [49], Howarth
[63], Hyde [68]. The main outcome is that the function can be brought down from
a cubic to a quadratic polynomial. It is an open problem whether this function is, in
general, a linear polynomial (see Problem 3.88).

3.4 Green’s Function

In this section, we present a refinement of the function in Theorem 3.40 to a quadratic
polynomial, due to Green [49, Theorem 2]. The key idea in Green’s approach is the
standard factorisation of a 2-cocycle corresponding to a central extension of groups
(see (3.59) for definition), and using it to reduce the problem to abelian groups.

Let H be a group and s : H → S a bijection onto a set S. Let F be a free group
on the set S \ {s(1)}. Then we have the following short exact sequence

1 → R → F
ψ→ H → 1,

where ψ is the homomorphism induced by the bijection s and R is the kernel of ψ.
Notice that s : H → F is a transversal for this extension with s(1) = 1. Let

r : H × H → R

be the corresponding function satisfying the cocycle condition (2.20). It is an easy
exercise to show that R is the normal closure of 〈r(x, y) | x, y ∈ H〉 in F.

We set R = R/[R, F] and F = F/[R, F]. Then we obtain the following central
extension

1 → R −→ F
ψ−→ H → 1.

Let s : H → F be the transversal defined as the composition of s with the natural
projection from F to F . Let

r : H × H → R

be the corresponding 2-cocycle. Notice that r(x, y) = [R, F]r(x, y) for all x, y ∈
H. It follows that

R = 〈r(x, y) | x, y ∈ H〉.

The following result establishes a relation between the above central extension
and an arbitrary central extension of H [49, Lemma 4.4].

https://doi.org/10.1007/978-981-13-2895-4_2
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Lemma 3.57 Let 1 → N → G
π→ H → 1 be a central extension. Let t : H → G

be a transversal and μ be the 2-cocycle corresponding to t. Then there exists a
homomorphism η : F → G satisfying the following properties:

(1) η
(
s(x)

) = t (x) for all x ∈ H;

(2) η
(
r(x, y)

) = μ(x, y) for all x, y ∈ H;

(3) η
(
γ2(F)

) = γ2(G) and η(D)=D,where D=γ2(F) ∩ R and D = γ2(G) ∩ N.

Proof Consider the following diagram

1 N G
π

H

t

s

1

1 [R, F] F

η

F

η

1.

The existence of η in the diagram follows from the universal property of free
groups. More precisely, η(s(x)) = t (x) for all x ∈ H . It is easy to show that
η([R, F]) = 1; hence we get the induced homomorphism η : F → G as shown
in the diagram, and we obtain assertion (1). The assertion (2) follows by applying η
to the equation

r(x, y) = s(x)s(y)s(xy)−1,

where x, y ∈ H .
Obviously η

(
γ2(F)

) ≤ γ2(G). Let g, h ∈ G, π(g) = x and π(h) = y. Then

η
([s(x), s(y)]) = [t (x), t (y)] = [g, h],

as the extension is central. Hence, η
(
γ2(F)

) = γ2(G). Clearly η(D) ≤ D. Now let
n ∈ D. Then there exists an element u ∈ γ2(F) such that η(u) = n. Notice that
u ∈ Ker(ψ), and hence u ∈ R, which proves (3). �

Consider a central extension

1 → N → G → H → 1,

where H is finite. By Theorem 3.7(2), R = M(H) ⊕ X , where X is free abelian.
Therefore,

r(x, y) = r ′(x, y) r ′′(x, y) (3.58)

with r ′(x, y) ∈ M(H) and r ′′(x, y) ∈ X . Set

η
(
r ′(x, y)

) = μ′(x, y)
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and
η
(
r ′′(x, y)

) = μ′′(x, y).

Since the extension
1 → N → G → H → 1

is central, it follows that both μ′ and μ′′ : H × H → N are 2-cocycles and

μ(x, y) = μ′(x, y) μ′′(x, y) (3.59)

for all x, y ∈ H . Equation (3.59) is referred to as a standard factorisation of the
2-cocycle μ. Also notice that μ′(x, y) ∈ D for all x, y ∈ H .

Using the cocycle μ′′, we now construct an extension

1 → N → K → H → 1 (3.60)

satisfying γ2(K ) ∩ N = 1. Define K = K (1, μ′′) to be the group corresponding to
the associated pair (1,μ′′), as defined in Theorem 2.23. Using Lemma 3.57 for the
central extension (3.60), there exists a homomorphism ξ : F → K such that

ξ
(
r ′(x, y)

) = 1

and
ξ
(
r ′′(x, y)

) = μ′′(x, y)

for all x, y ∈ H and ξ(D) = γ2(K ) ∩ N . Since ξ
(
r ′(x, y)

) = 1 for all x, y ∈ H , it
follows that ξ(D) = 1 = γ2(K ) ∩ N .

With the above set-up, we prove the following result [49, Lemma 5.7].

Lemma 3.61 Let G and K be as above. Then

AutH (G) ∼= AutH, D(K ),

where D = γ2(G) ∩ N.

Proof Let γ ∈ AutH (G). Since γ is a central automorphism, it follows that γ fixes
γ2(G) element-wise. In particular, γ fixes D element-wise. Let t : H → G be a
transversal inducing μ and t ′′ : H → K a transversal inducing μ′′. Since γ is cen-
tral, there exists a map λ : H → N such that γ

(
t (x)

) = λ(x)t (x) for all x ∈ H .
Therefore,

γ
(
μ(x, y)

) = γ
(
t (x)t (y)t (xy)−1

) = μ(x, y)λ(x)λ(y)λ(xy)−1.

On the other hand

γ
(
μ(x, y)

) = γ
(
μ′(x, y)

)
γ
(
μ′′(x, y)

) = μ′(x, y)γ
(
μ′′(x, y)

)
.

https://doi.org/10.1007/978-981-13-2895-4_2
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Hence, we get

μ(x, y)λ(x)λ(y)λ(xy)−1 = μ′(x, y)γ
(
μ′′(x, y)

)
,

and therefore
γ
(
μ′′(x, y)

) = μ′′(x, y)λ(x)λ(y)λ(xy)−1.

The pair (1, γ|N ) ∈ Aut(H) × Aut(N ) satisfies conditions of Proposition 2.51, and
hence the map γ∗ : K → K defined by

γ∗(n t ′′(x)
) = γ(n)λ(x)t ′′(x)

for all n ∈ N and x ∈ H , is an element of AutH (K ). As γ = γ∗ on N and D ≤ N ,
we have γ∗ ∈ AutH, D(K ).

Next we show that the map

� : AutH (G) → AutH, D(K ),

given by �(γ) = γ∗, is an isomorphism. It is an easy exercise to show that � is
an injective homomorphism. It only remains to show that � is surjective. Let δ ∈
AutH,D(K ). Consider the pair (1, δ|N ) ∈ Aut(H) × Aut(N ). Since δ ∈ AutH (K ),
there exists a map λ : H → N such that

δ
(
t ′′(x)

) = λ(x)t ′′(x)

for all x ∈ H . Applying δ on

μ′′(x, y) = t ′′(x)t ′′(y)t ′′(xy)−1,

we have
δ
(
μ′′(x, y)

) = μ′′(x, y)λ(x)λ(y)λ(xy)−1.

Further, since μ′(x, y) ∈ D, we have δ
(
μ′(x, y)

) = μ′(x, y). Thus,

δ
(
μ(x, y)

) = μ(x, y)λ(x)λ(y)λ(xy)−1.

It follows that the pair (1, δ|N ) satisfies the conditions of Proposition 2.51, and hence
defines an automorphism γ ∈ AutH (G) with γ∗ = δ. �

Set M = K/γ2(K ), the abelianization of K . Since γ2(K ) ∩ N = 1, we have N ∼=(
Nγ2(K )

)
/γ2(K ). Thus, we can regard N as a subgroup of M and conclude that

M/N ∼= (
K/γ2(K )

)
/
(
Nγ2(K )/γ2(K )

) ∼= K/
(
Nγ2(K )

) ∼= H/γ2(H).

Thus, we have an extension

https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_2
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1 → N → M → H → 1

of abelian groups,where H = H/γ2(H).With these notations,we have the following
result [49, Lemma 5.8].

Lemma 3.62 There exists an isomorphism

� : AutH (K ) → AutH (M),

which maps AutH, D(K ) onto AutH , D(M).

Proof We first claim that for x1, x2 ∈ K , the congruences

t ≡ x1 mod γ2(K )

and
t ≡ x2 mod N

have a solution if and only if x1 ≡ x2 mod Nγ2(K ); furthermore, that the solution
is unique if and only if γ2(K ) ∩ N = 1.

Suppose there exists a t ∈ K such that t = x1k and t = x2n for some k ∈ γ2(K )

and n ∈ N . Then equating the two equations, we get x1 = x2nk−1.
Conversely, suppose that x1 = x2nk for some n ∈ N and k ∈ γ2(K ). Then t = x2n

is a common solution of the two congruences. It is easy to see that such a solution,
if it exists, is unique if and only if γ2(K ) ∩ N = 1.

Let δ ∈ AutH (K ). Define

� : AutH (K ) → AutH (M)

by setting �(δ) = δ, where δ : M → M is given by

δ
(
γ2(K )x

) = γ2(K )δ(x)

for all x ∈ K . Clearly � is a homomorphism. Let δ ∈ AutH (K ) be such that δ = 1.
Then

δ(x) ≡ x mod γ2(K )Z

and
δ(x) ≡ x mod N .

Since γ2(K ) ∩ N = 1, we get δ(x) = x for all x ∈ K , and hence � is injective.
For surjectivity, let σ ∈ AutH (M) and x ∈ K be an arbitrary element. Then

σ
(
γ2(K )x

) = γ2(K )y for some y ∈ K . Since

σ
(
γ2(K )x

) ≡ γ2(K )x mod
(
Nγ2(K )

)
/γ2(K ),
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we have
y ≡ x mod Nγ2(K ).

Therefore, the congruences

t ≡ y mod γ2(K ) and t ≡ x mod N

have a unique solution, say x ′. Define δ(x) = x ′. Notice that x ′ is independent of the
choice of a coset representative for γ2(K )y.

Next we show that δ ∈ AutH (K ). Let x1, x2 ∈ K . Then

σ
(
γ2(K )xi

) = γ2(K )yi

for i = 1, 2, and
σ
(
γ2(K )x1x2

) = γ2(K )y1y2

for some y1, y2 ∈ K . As above, the set of congruences

t1 ≡ y1 mod γ2(K ) and t1 ≡ x1 mod N ,

t2 ≡ y2 mod γ2(K ) and t2 ≡ x2 mod N ,

t ≡ y1y2 mod γ2(K ) and t ≡ x1x2 mod N

have unique solutions, say x ′
1, x

′
2 and x ′, respectively. Consequently, we get the

congruences

x ′
1x

′
2 ≡ y1y2 mod γ2(K ) and x ′

1x
′
2 ≡ x1x2 mod N

and
x ′ ≡ y1y2 mod γ2(K ) and x ′ ≡ x1x2 mod N .

These congruences in turn give

x ′ ≡ x ′
1x

′
2 mod γ2(K ) and x ′ ≡ x ′

1x
′
2 mod N .

Hence, x ′ = x ′
1x

′
2, and δ is a homomorphism.

By using the injectivity ofσ, it is easy to show that δ is injective. Nowwe show that
δ is surjective. Let y ∈ K . Then there exists x ∈ K such that σ

(
γ2(K )x

) = γ2(K )y.
Consequently

δ(x) ≡ y mod γ2(K ).

Thus, y = k1δ(x) for a unique k1 ∈ γ2(K ). Notice that δ(k) = k for all k ∈ γ2(K ).
Take x1 = k1x . Then
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δ(x1) = δ(k1)δ(x) = k1δ(x) = y,

and hence δ is surjective.
By the definition of δ, we have δ(x) ≡ x mod N , and hence δ ∈ AutH (K ). Also

observe that

�(δ)
(
γ2(K )x

) = δ
(
γ2(K )x

) = γ2(K )δ(x) = γ2(K )y = σ
(
γ2(K )x

)

for all x ∈ K , which shows that � is surjective.
Since D ≤ N , we see that if δ ∈ AutH, D(K ), then δ ∈ AutH , D(M), and the proof

is complete. �

Combining the preceding two lemmas yields the following interesting result [49,
Theorem 1].

Theorem 3.63 Let 1 → N →G → H → 1 be a central extension and D = γ2(G)∩
N. Then there exists an extension of abelian groups

1 → N → M → H → 1

such that AutH (G) ∼= AutH , D(M).

We are now in a position to present a result of Green [49, Theorem 2], with
a slight improvement, which reduces the function of Theorem 3.40 to a quadratic
polynomial.

Theorem 3.64 For integers h ≥ 3, the function defined by

f (h) = h(h + 1)

2
+ 1

has the property that, for each integer h ≥ 3 and each prime p, if G is any finite
group such that p f (h) divides |G|, then ph divides |Aut(G)|.
Proof Let G be a finite group and N = Z(G). Let H ∼= G/Z(G) and |H |p = pk . If
k ≥ h, then Aut(G) has a subgroup of inner automorphisms of order pk . Hence, ph

divides |Aut(G)|.
Assume that k ≤ h − 1. Let M and D be as in Theorem 3.63. Then, by Theorem

3.7(3)–(4),
|D|p ≤ |M(H)|p ≤ |M(P)|p ≤ p

k(k−1)
2 ≤ p

(h−1)(h−2)
2 ,

where P is a Sylow p-subgroup of H . Since |G/Z(G)|p = |H |p = pk ≤ ph−1, we
get

|Z(G)|p ≥ p1−h |G|p.
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Therefore,
|Z(G)|p

|D|p ≥ p1−h− (h−1)(h−2)
2 |G|p = p− h(h−1)

2 |G|p.

Consequently, by Theorems 3.63 and 3.36, we have

|Aut(G)|p ≥ |AutH (G)|p = |AutH ,D(M)|p ≥ |Z(G)|p
p|D|p ≥ p−1− h(h−1)

2 |G|p.

Hence, if |G|p ≥ p
h(h+1)

2 +1, then |Aut(G)|p ≥ ph . �

3.5 Howarth’s Function

In this section, we present the work of Howarth [63], wherein it is proved that, for
h ≥ 12, the function

f (h) =
⎧
⎨

⎩

h2+3
2 if h is odd,

h2+4
2 if h is even.

satisfies Conjecture 3.1. Notice that this function is a refinement of the function by
Green Theorem 3.64 for h ≥ 12. The key idea for getting the above improvement is
to construct sufficient number of non-inner central automorphisms.

Let G be a finite group and H , K its subgroups such that γ2(G) ≤ H and K ≤
Z(G). Let {w1, . . . , wt } be a set of coset representatives of a minimal generating set
{w1, . . . , wt } of G/H , where wi = Hwi for 1 ≤ i ≤ t . With this set-up, we first
present a result due to Hughes [64], the proof of which is left as an exercise to the
reader.

Exercise 3.65 Let k1, . . . , kt ∈ K be such that |ki | divides |wi | for 1 ≤ i ≤ t . Then
the map γ : G → G, defined by

γ(wi ) = kiwi

for 1 ≤ i ≤ t and
γ(h) = h

for h ∈ H , is an endomorphism of G acting as the identity endomorphism on G/K
and H . Further, γ is an automorphism if and only if γ : G/H → G/H is an auto-
morphism.

We now specialise to the situation when both G/H and K are p-groups for some
p dividing |G|. Let {pq1 , . . . , pqt }with q1 ≤ · · · ≤ qt be the set of invariants ofG/H .
Set
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li = |�qi−1(K )|

for 1 ≤ i ≤ t . With these notations, we have the following

Proposition 3.66 |AutG/Z(G)(G)|p ≥ |AutG/K (G)|p ≥ l1 · · · lt .
Proof Let Wi = 〈w1, . . . , wi−1, w

p
i , . . . , w

p
t , H〉. For each 1 ≤ i ≤ t , define

Ki = �qi (K ) ∩ Wi .

Let (k1, . . . , kt ) ∈ K1 × · · · × Kt . Define θ : G → G by setting

θ(x) =
{
kiwi if x = wi , 1 ≤ i ≤ t,
x if x ∈ H.

By Exercise 3.65, θ is an endomorphism of G. Let θ : G/H → G/H be the induced
homomorphism

θ(wi ) = kiwi

for 1 ≤ i ≤ t. By the discussion preceding Proposition 3.31, θ is an automorphism
of G/H . Hence, it follows from Exercise 3.65 that θ ∈ AutG/K (G). Notice that the
set of all such automorphisms θ forms a p-subgroup of AutG/K (G), whose order is
at least |K1| · · · |Kt |. It is easy to see that

|Ki | ≥ |�qi−1(K )| = li

for each 1 ≤ i ≤ t . Hence,

|AutG/Z(G)(G)|p ≥ |AutG/K (G)|p ≥ |K1| · · · |Kt | ≥ l1 · · · lt ,

and the proof is complete �

Next we prove

Proposition 3.67 Let G be a finite group and H, K its subgroups such that
γ2(G) ≤ H and K ≤ Z(G). Then |AutG/K ,H (G)|p ≥ |Aut (K/(K ∩ H)

)|p.
Proof Let D be a subgroup of K which is isomorphic to K/(K ∩ H), and let
{d1, . . . , dr } be a minimal generating set for D. Let {pm1 , . . . , pmr }withm1 ≤ · · · ≤
mr be the set of invariants of D. For each 1 ≤ i ≤ r , define

Vi = 〈d1, . . . , di−1, d
p
i , . . . , d p

r 〉

and
Di = Vi ∩ �mi (D).
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Further, for each 1 ≤ i ≤ r with mi < mr , let j be the smallest integer such that
mi < m j , and if mi = mr , set j = r + 1. Then, from (3.29), we have

|Di | = pi− j |�mi (D)|.

Since D ∼= HK/H , it can also be viewed as a subgroup of G/H . Recall that
{pq1 , . . . , pqt } is the set of invariants of G/H . For 1 ≤ i ≤ r , set

si = t − r + i.

Then it follows that r ≤ t , and mi ≤ qsi for 1 ≤ i ≤ r . Define

Wsi = 〈w1, . . . , wsi−1, w
p
si , . . . , w

p
t , H〉

and
Esi = Wsi ∩ �qsi

(D).

For 1 ≤ i ≤ r with qsi < qsr , let sk be the smallest integer such that qsi < qsk . And
if qsi = qsr , set sk = t + 1.

Notice that �qsi
(D) ≤ Wsk , consequently

|�qsi
(D)/Esi | = |�qsi

(D)/
(
Wsi ∩ �qsi

(D)
)| = |�qsi

(D)Wsi /Wsi |
≤ |�qsi

(D)Wsk/Wsi | = |Wsk/Wsi |.

Since |Wsk/Wsi | = pk−i , we get |Esi | ≥ pi−k |�qsi
(D)|.

Next we show that |Esi | ≥ |Di | for each 1 ≤ i ≤ r . For a fixed i , we have two
cases, namely mi = qsi and mi < qsi .

First suppose that mi = qsi . If j < k, then m j > mi = qsi = qs j , which is a con-
tradiction to the fact that mi ≤ qsi for each i . Hence, j ≥ k, and therefore

|Di | = pi− j |�mi (D)| ≤ pi−k |�qsi
(D)| ≤ |Esi |,

since �mi (D) = �qsi
(D).

Now suppose that mi < qsi . Then

|�mi (D)| = pm1+···+m j−1+mi (r− j+1)

and
|�qsi

(D)| ≥ pm1+···+m j−1+(mi+1)(r− j+1) = pr− j+1 |�mi (D)|.

Since k ≤ r + 1, we obtain

|Esi | ≥ pi−k |�qsi
(D)| ≥ pi−k+r− j+1 |�mi (D)| = pr−k+1 |Di | ≥ |Di |.
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Further, since D ≤ K , we have AutG/D,H (G) ≤ AutG/K ,H (G). Using Proposition
3.66 for K = D, we get |AutG/D,H (G)|p ≥ |E1| · · · |Et |. Similarly, by the discussion
preceding Proposition 3.31, we obtain

|Aut(D)|p = |D1| · · · |Dr |,

and hence
|AutG/K ,H (G)|p ≥ |Aut(D)|p.

The proof is now complete. �
A consequence of the preceding result is the following

Proposition 3.68 Let G be a finite group and B a Sylow p-subgroup of
Z(G)/

(
γ2(G) ∩ Z(G)

)
. Then

|AutG/Z(G)(G)|p ≥ |Aut(B)|p.

Proof Let K and L be the Sylow p-subgroups of Z(G) and γ2(G) ∩ Z(G), respec-
tively. If G/γ2(G) is a p-group, then the result follows by taking H = γ2(G) in
Proposition 3.67.

Assume that G/γ2(G) is not a p-group. In this case, we can always choose a
subgroup H of G such that γ2(G) < H and G/H is isomorphic to the Sylow p-
subgroup of G/γ2(G). Observe that

AutG/K ,H (G) ≤ AutG/Z(G)(G).

Since
(|H/γ2(G)|, p) = 1, we have γ2(G) ∩ K = H ∩ K . Hence,

B ∼= K/L

= K/(γ2(G) ∩ K )

= K/(H ∩ K ).

By Proposition 3.67, we get

|AutG/Z(G)(G)|p ≥ |Aut (K/(H ∩ K )
)|p = |Aut(B)|p,

and the proof is complete. �
Let m be a fixed positive integer, and t an integer such that 1 ≤ t ≤ m. Let Lm,t

be the collection of all finite abelian groups of order pm and exponent pt . For any
positive integer s, define

Ls,t = min
{|�s(A)| | A ∈ Lm,t

}
.

If m = kt + d, where 0 ≤ d < t , then it follows that
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Ls,t = pks+min{s,d}. (3.69)

With these notations, we have the following number-theoretic result, proof of
which is left as an exercise.

Exercise 3.70 For any positive integer s, the following statements hold:

(1) If 1 ≤ t ≤ t ′ ≤ m, then Ls,t ≥ Ls,t ′ .

(2) If 1 ≤ t ≤ m − 1, then Ls,t ≤ Ls+1,t+1.

We can now prove the main result of Howarth [63, Theorem 5.1].

Theorem 3.71 For integers h ≥ 12, the function defined by

f (h) =
⎧
⎨

⎩

h2+3
2 if h is odd,

h2+4
2 if h is even.

has the property that, for each integer h ≥ 12 and each prime p, if G is any finite
group such that p f (h) divides |G|, then ph divides |Aut(G)|.
Proof For notational convenience, we denote a Sylow p-subgroup of a group G by

Gp. We provide a proof only in the case when h is an odd integer with p
h2+3
2 dividing

|G|. The proof for the case h even is similar, and hence omitted.
Let H = G/Z(G) and |H |p = pk . If k ≥ h, then Aut(G) has a subgroup of inner

automorphisms of order pk and there is nothing to prove. Therefore, let us assume
that

0 ≤ k ≤ h − 1.

As a result we have |Z(G)|p ≥ pm , wherem = h2−2h+5
2 . By Theorem 3.7(3)–(4) and

Theorem 3.10 we have

|γ2(G) ∩ Z(G)|p ≤ |M(H)|p ≤ |M(Hp)| ≤ p
k(k−1)

2 ≤ p
(h−1)(h−2)

2 .

Consequently
|Z(G)/

(
γ2(G) ∩ Z(G)

)|p ≥ p
h+3
2 .

Denote the exponents of the groups
(
Z(G)/

(
γ2(G) ∩ Z(G)

))
p, Z(G)p and

(
G/γ2(G)

)
p by ps , pt and pr respectively. It is clear that s ≤ t and s ≤ r . Since h

is odd, we have either h ≡ 1 mod 4 or h ≡ 3 mod 4.
First suppose that h ≡ 1 mod 4. Then h+3

2 is even and we have the following
two cases for s:

Case (1): s ≤ h+3
4 . By Proposition 3.68 and Theorem 3.33, we have

|AutG/Z(G)(G)|p ≥ |Aut ((Z(G)/(γ2(G) ∩ Z(G))
)
p

)|p ≥ ph .
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Case (2): s ≥ h+3
4 + 1 = h+7

4 = s ′ (say). Notice that t ≥ s ′ and r ≥ s ′. Let
|�r−1(Z(G)p)| = plr . Then, by Proposition 3.66, we have

|AutG/Z(G)(G)|p ≥ plr .

We now have the following two subcases:
Subcase (2a): t ≤ s ′ + h − 1 = 5h+3

4 = t ′ (say). Using Exercise 3.70, we have

plr ≥ Lr−1,t ≥ Ls ′−1,t ′ .

Subcase (2b): t ≥ s ′ + h = t ′ + 1. Since r ≥ t − h + 1 by Corollary 3.8, it fol-
lows from Exercise 3.70 that

plr ≥ Lr−1,t ≥ Lt−h,t ≥ Lt ′−h,t ′ ≥ Ls ′−1,t ′ .

Since h ≥ 13, we have 4t ′ = 5h + 3 ≤ m. Now by (3.69) we have

Ls ′−1,t ′ ≥ p4(s
′−1) = ph+3 > ph .

Next suppose that h ≡ 3 mod 4. Then h+1
2 is even and again we have the fol-

lowing two cases for s, namely s ≤ h+1
4 and s ≥ h+1

4 + 1. Now the proof follows as
in Case (1) and (2) verbatim, and the proof of the theorem is complete for h odd. �

3.6 Hyde’s Function

In this concluding section, we present a refinement of the function in Theorem 3.71.
The result is due to Hyde [68]. Before proceeding further, we need the following
results which are of independent interest.

Let α be a central automorphism of a group G. Then the map fα : G → Z(G)

given by
fα(g) = g−1α(g)

is a homomorphism fromG to Z(G). The correspondence α �→ fα gives an injective
map

Autcent(G) −→ Hom
(
G, Z(G)

)
.

Recall that a group is said to be purely non-abelian if it does not have any non-
trivial abelian direct factor. For example, any extraspecial p-group is purely non-
abelian. For purely non-abelian groups, Adney and Yen [3] proved the following
result.

Theorem 3.72 A finite group G is purely non-abelian if and only if the map
Autcent(G) → Hom

(
G, Z(G)

)
given by α �→ fα is a bijection.
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Proof Given f ∈ Hom
(
G, Z(G)

)
, the map α f : G → G given by

α f (g) = g f (g),

for g ∈ G, is an endomorphism. Further,α f is an automorphism if and only if f (g) �=
g−1 for any g �= 1. We only need to show that f (g) �= g−1 for any g �= 1 if and only
if G is purely non-abelian.

If f ∈ Hom
(
G, Z(G)

)
is such that f (z) = z−1 for some z �= 1, then z ∈ Z(G).

We can assume that |z| = p for some p dividing |G|. Write

G/γ2(G) = P/γ2(G) ⊕ Q/γ2(G),

where P/γ2(G) is the Sylow p-subgroup of G/γ2(G). Since γ2(G) ≤ Ker( f ),
γ2(G)z is non-trivial.

Recall that, for a finite abelian group A and an element a ∈ A, the p-height of
a is the largest pk such that the equation x pk = a has a solution in A. Choose an
element x ∈ P such that

γ2(G)z = γ2(G)x pk ,

where pk is the height of zγ2(G). Taking y = f (x)−1, we have z = y pk . Further,
y ∈ Z(G) ∩ P and 〈y〉 ∩ γ2(G) = 1. Now it is obvious that 〈γ2(G)y〉 is a direct
factor of P/γ2(G), and hence of G/γ2(G). Since 〈y〉 ∩ γ2(G) = 1, 〈y〉 is a direct
factor of G, and hence G is not purely non-abelian.

Conversely, suppose that G is not purely non-abelian. Write G = H ⊕ K , where
H ≤ Z(G) is a non-trivial subgroup. Then the map

f : G → Z(G)

defined by f (h) = h−1 and f (k) = 1 for all h ∈ H and k ∈ K is a homomorphism.
�

Let G be a purely non-abelian group of order pn . Let

G/γ2(G) = Cpm1 ⊕ · · · ⊕ Cpmt (3.73)

with m1 ≥ · · · ≥ mt ≥ 1 and

Z(G) = Cpk1 ⊕ · · · ⊕ Cpks (3.74)

with k1 ≥ · · · ≥ ks ≥ 1. Then it is easy to see that

|Hom (
G/γ2(G), Z(G)

)| =
∏

j, i

|Hom (
Cpm j , Cpki

)| =
∏

j,i

pmin{m j , ki }.
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Corollary 3.75 Let G be a purely non-abelian group of order pn with G/γ2(G) and
Z(G) as in (3.73) and (3.74). Then the following statements hold:

(1) |Autcent(G)| = pa, where a = ∑
j,i min{m j , ki }.

(2) If exp
(
G/γ2(G)

) ≤ |Z(G)|, then |Autcent(G)| ≥ |G/γ2(G)|.
Proof The proof of (1) is obvious from the preceding theorem. Setm = ∑

j m j . For
each fixed j , set

a j =
∑

i

min{m j , ki }.

If m j > ki for all i , then

paj = p
∑

i ki = |Z(G)| ≥ exp
(
G/γ2(G)

) = pm1 ≥ pm j .

Further, if m j ≤ ki for some i , then a j ≥ min{m j , ki } = m j . Hence, by assertion
(1),

|Autcent(G)| = p
∑

j a j ≥ pm .

�

We need the following result of Otto [98, Theorem 1] which is proved in the next
chapter as Theorem 4.6.

Theorem 3.76 Let G = A × N be a finite p-group with A abelian and N purely
non-abelian. Then

|Aut(G)|p ≥ |A| |Aut(N )|p.

We are now ready to discuss the bound, due to Hyde [68], for finite p-groups.

Theorem 3.77 Let G be a finite p-group such that |G| ≥ ph+1 and h ≤ 4. Then
|Aut(G)|p ≥ ph.

Proof For abelian p-groups, the result follows from Theorem 3.35.
Assume that G is non-abelian. Then we have

| Inn(G)| = |G/Z(G)| ≥ p2.

By Theorem 1.32, there exists a non-inner automorphism of order a power of p, and
therefore

|Aut(G)|p ≥ p3.

The only remaining case is h = 4. In this case |G| ≥ p5. If | Inn(G)| = |G/

Z(G)| ≥ p3, then as before, |Aut(G)|p ≥ p4 and we are done. Suppose that
|G/Z(G)| = p2. Then we have |Z(G)| ≥ p3. By Theorem 1.9, |γ2(G)| = p, and
therefore

https://doi.org/10.1007/978-981-13-2895-4_4
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
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|G/γ2(G)| ≥ p4.

Notice that G/Z(G) is elementary abelian and is isomorphic to a subgroup of
G/γ2(G). Thus, G/γ2(G) has at least two cyclic factors. If G is purely non-abelian,
then by Theorem 3.72, we have

|Aut(G)|p ≥ |Autcent(G)|p = |Hom (
G/γ2(G), Z(G)

)|p ≥ p4.

If G = H ⊕ K with H abelian and K purely non-abelian, then by Theorem 3.76
and the preceding discussion, we have

|Aut(G)|p ≥ |H | |Aut(K )|p ≥ p4.

Thus, the proof of the theorem is complete. �

Theorem 3.78 Let G be a p-group such that |G| ≥ p f (h) with f (h) = h2−3h+6
2 and

h ≥ 5. Then |Aut(G)|p ≥ ph.

Proof As in the previous theorem, the result holds when G is abelian. So, assume
that G is non-abelian. If

| Inn(G)| = |G/Z(G)| ≥ ph−1,

then, by Theorem 1.32, we have |Aut(G)|p ≥ ph .
Suppose that | Inn(G)| = |G/Z(G)| ≤ ph−2. Then, by Theorem 1.9, we have

|γ2(G)| ≤ p
h2−5h+6

2 ,

and hence |G/γ2(G)| ≥ ph . Further,

|Z(G)| ≥ p
h2−5h+10

2

and h2−5h+10
2 ≥ h for h ≥ 5. Since G/γ2(G) and Z(G) are abelian p-groups, it is

easy to see that

|Hom (
G/γ2(G), Z(G)

)|p ≥ min
{|G/γ2(G)|, |Z(G)|} ≥ ph .

Now, if G is purely non-abelian, then by Theorem 3.72, we get

|Aut(G)|p ≥ |Autcent(G)|p ≥ ph .

Now suppose that G = H ⊕ K with H non-trivial abelian and K purely non-
abelian, then |H | = pr for some r ≥ 1 and |K | ≥ p f (h)−r . If r ≥ h, then by Theorem
3.76, we have

|Aut(G)|p ≥ |H | |Aut(K )|p ≥ ph

https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
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and we are done. If r ≤ h, then showing that

|Aut(K )|p ≥ ph−r

completes the proof of the theorem. Again, we have two cases. If h − r ≥ 5, then
f (h) − r ≥ f (h − r) and we can apply the proof of purely non-abelian case to get

|Aut(K )|p ≥ ph−r .

If h − r ≤ 4, then f (h) − r ≥ h − r + 1, and therefore by Theorem 3.77, we get
|Aut(K )|p ≥ ph−r . �

Before presenting Hyde’s function in the general case, we prove the following
results, which are of independent interest.

Proposition 3.79 Let G = H ⊕ K, where H is an abelian group with |H | divisible
by p and K is a group with |Z(K ) ∩ γ2(K )| divisible by p. Then

|Aut(G)|p > |Aut(K )|p.

Proof If |H |p ≥ p2, then by Theorem 3.35, we have |Aut(H)|p ≥ p. It follows that

|Aut(G)|p ≥ |Aut(H)|p|Aut(K )|p > |Aut(K )|p.

If |H |p = p, then it is sufficient to consider the case when H = Cp = 〈h〉. Since
Autcent(G) is normal in Aut(G), we obtain

|Aut(G)|p ≥ |Autcent(G)Aut(K )|p
= |Autcent(G)|p|Aut(K )|p

|Autcent(G) ∩ Aut(K )|p
= |Autcent(G)|p|Aut(K )|p

|Autcent(K )|p .

Thus, it suffices to show that |Autcent(G)|p > |Autcent(K )|p. To this end, we pro-
ceed to construct a central automorphism of G which is not induced by a central
automorphism of K . Notice that

G/γ2(G) ∼= H ⊕ K/γ2(K )

and Z(G) ∼= H ⊕ Z(K ). Since p divides |Z(G) ∩ γ2(K )|, it has an element z of
order p. Then the map sending (h, 1) �→ (1, z) and

(
1, γ2(K )k

) �→ (1, 1) defines
a homomorphism

f : G/γ2(G) → Z(G).
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As in Theorem 3.72, there exists a central endomorphism σ given by

σ(g) = g f
(
γ2(G)g

)
.

We claim that σ is, in fact, an automorphism. It suffices to show that σ is injective.
Let g = (hn, k) be an element of G such that

σ(g) = (hn, kzn) = (1, 1).

Then hn = 1 and n ≡ 0 mod p. It follows that g = (hn, k) = (1, 1). Notice that σ
has order p and is not induced by an automorphism of K . Further, one can see that
σ centralizes Autcent(K ). Hence,

|Autcent(G)|p ≥ |Autcent(K )〈σ〉|p > |Autcent(K )|p,

and the proof is complete. �

We need the following well-known result [51, Theorem 14.4.7].

Theorem 3.80 A group G has a quotient isomorphic to a Sylow p-subgroup P of
G if and only if for each subgroup Q of P an element of G of order coprime to p
which normalizes Q also centralizes Q.

Next we have the following

Proposition 3.81 Let G be a finite group such that |Aut(G)|p = |Autcent(G)|p. If
P is a Sylow p-subgroup of G, then G ∼= P ⊕ Q for some subgroup Q of G.

Proof First notice that |Aut(G)|p = |Autcent(G)|p implies that every Sylow p-
subgroup of Autcent(G) is also a Sylow p-subgroup of Aut(G). Since Autcent(G)

is normal in Aut(G), by Sylow’s Theorem, every Sylow p-subgroup of Aut(G) is
contained in Autcent(G). For each x ∈ P , since the order of the inner automorphism
ιx is some power of p, it lies in Autcent(G). Hence, it follows that [g, x] ∈ Z(G) for
all g ∈ G, and consequently [G, P] ≤ Z(G).

Let H be any subgroup of P and y ∈ NG(H) an element of order coprime to p,
where NG(H) is the normalizer of H in G. Let the order of the inner automorphism
ιy be n. Then n divides the order of y, and, since [y, h] ∈ Z(G), we get

h = ιny(h) = ynhy−n = [yn, h]h = [y, h]nh.

Since [y, h] ∈ H and (n, p) = 1, we have [y, h] = 1, and hence y ∈ CG(H). It
follows from Theorem 3.80 that P has a normal complement Q. Since [G, P] ≤
Z(G), it follows that P Z(G) is normal in G. Further, P , being the unique Sylow
p-subgroup of P Z(G), is characteristic in P Z(G), hence P is normal in G. �

The following result is straightforward and we leave the proof to the reader.



3.6 Hyde’s Function 111

Exercise 3.82 Let H and K be two abelian p-groups with |H | = pr , exp(H) ≤ ps

and |K | = pt , where t ≤ s. Then |Hom(H, K )| ≥ pl , where l = r t
s .

The following technical result is the final preparation towards Hyde’s theorem.

Lemma 3.83 Let G be a purely non-abelian finite group such that |G|p ≥ p
h2−h+2

2 ,
where h ≥ 3 and |Z(G) ∩ γ2(G)|p = 1. Then |Aut(G)|p ≥ ph.

Proof If | Inn(G)|p = |G/Z(G)|p ≥ ph , then the result holds trivially. If |G/

Z(G)|p ≤ ph−2, then by Theorem 3.11,

|γ2(G)|p ≤ p
h2−3h+2

2 .

It follows that
|G/γ2(G)|p ≥ ph

and
|Z(G)|p ≥ p

h2−3h+6
2 ≥ ph .

Therefore,

|Autcent(G)|p = |Hom (
G/γ2(G), Z(G)

)|p ≥ min
{|G/γ2(G)|p, |Z(G)|p

} ≥ ph

and the result holds.
Now, suppose that |G/Z(G)|p = ph−1. Then using the fact that |γ2(G) ∩

Z(G)|p = 1, we get

|γ2(G)|p = |γ2(G)/
(
γ2(G)∩ Z(G)

)|p ≤ |Gγ2(G)/Z(G)|p = |G/Z(G)|p = ph−1.

Consequently,
|G/γ2(G)|p ≥ ph−1.

Notice that |Z(G)|p ≥ ph−1, and therefore we get

|Autcent(G)|p ≥ min
{|G/γ2(G)|p, |Z(G)|p

} ≥ ph−1.

If |Aut(G)|p > |Autcent(G)|p, then we are done.
Suppose that |Aut(G)|p = |Autcent(G)|p. In this case, by Proposition 3.81,G ∼=

P ⊕ Q, where P is a Sylow p-subgroup ofG. SinceG is purely non-abelian, P must
be non-abelian. Now, by Theorem 1.32, there exists a non-inner automorphism of
P of order a power of p. Clearly θ then extends to a non-inner automorphism of G,
and hence |Aut(G)|p ≥ ph . �

We now present the main result of Hyde [68].

https://doi.org/10.1007/978-981-13-2895-4_1


112 3 Orders of Automorphism Groups of Finite Groups

Theorem 3.84 The integer-valued function f defined, on natural numbers h ≥ 3,
by setting

f (h) =
{
5 if h = 3,
h2−h+6

2 if h ≥ 4

has the property that for each h ≥ 3 and each prime p, if G is any finite group such
that p f (h) divides |G|, then ph divides |Aut(G)|.
Proof We divide the proof into the following two cases:

Case (1):We first show that f (3) = 5. If | Inn(G)|p = |G/Z(G)|p ≥ p3, then the
result holds trivially. Suppose that |G/Z(G)|p ≤ p2. By Theorem 3.11, |γ2(G)|p ≤
p3 and |G/γ2(G)|p ≥ p2.

Subcase (1a): G is purely non-abelian. In this case, by Theorem 3.72, we have

|Aut(G)|p ≥ |Autcent(G)|p = |Hom (
G/γ2(G),Z(G))

∣
∣
p (3.85)

≥ min
{|G/γ2(G)|p, |Z(G)|p

}

≥ p2.

If |Aut(G)|p > p2, then we are done. Otherwise,

|Aut(G)|p = |Autcent(G)|p = p2,

and so, byProposition 3.81,G = P ⊕ Q, where P is a Sylow p-subgroup ofG. Since
G is purely non-abelian, |P| ≥ p3. It follows that | Inn(P)| ≥ p2, and therefore by
Theorem 1.32, |Aut(G)|p ≥ p3, which is absurd.

Subcase (1b): G = H ⊕ K , where H is a non-trivial abelian group and K is a
purely non-abelian group. If |H |p ≥ pi for i = 2, 3, 4, 5, then

|Aut(G)|p ≥ |Aut(H)|p ≥ pi−1

by Theorem 3.77. Hence, the result holds for i = 4, 5. For i = 2, we have |K |p ≥ p3.
Hence, using (3.85), we get |Aut(K )|p ≥ p2. Consequently,

|Aut(G)|p ≥ |Aut(H)|p |Aut(K )|p ≥ p3.

The case i = 3 is similar. If |H |p = 1, then

|G|p = |K |p ≥ p5,

and the result follows from Subcase (1a). Finally, if |H |p = p, then |K |p ≥ p4.
Hence, using (3.85), we obtain |Aut(K )|p ≥ p2.

Now, if |Z(K ) ∩ γ2(K )| is divisible by p, then by Proposition 3.79, we have

|Aut(G)|p > |Aut(K )|p,

https://doi.org/10.1007/978-981-13-2895-4_1
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and the result follows. In case |Z(K ) ∩ γ2(K )|p = 1, by Lemma 3.83, we have
|Aut(K )|p ≥ p3, and again the result follows.

Case (2): h ≥ 4. If | Inn(G)|p = |G/Z(G)|p ≥ ph , then the result holds trivially.
Assume that |G/Z(G)|p ≤ ph−1. By Theorem 3.11,

|γ2(G)|p ≤ p
h2−h
2 .

It follows that
|G/γ2(G)|p ≥ p3

and
|Z(G)|p ≥ p

h2−3h+8
2 .

Let |G/γ2(G)|p = pt , where t ≥ 3. Then, by Corollary 3.8,

exp
(
Z(G)

)
p ≤ |G/Z(G)|p exp

(
G/γ2(G)

)
p ≤ ph−1 |G/γ2(G)|p = ph−1+t .

Now, there are two subcases:
Subcase (2a): G is purely non-abelian. If t ≥ h, then

|Autcent(G)|p = |Hom (
G/γ2(G), Z(G)

)|p ≥ min
{|G/γ2(G)|p, |Z(G)|p

} ≥ ph,

and we are done. Assume that t ≤ h − 1. Then, by Exercise 3.82, we get

|Hom (
G/γ2(G), Z(G)

)|p ≥ pC ,

where C = (h2−3h+8)t
2(h−1+t) . We claim that C ≥ h − 1, or equivalently

(t − 2)h2 + (4 − 5t)h + 10t − 2 ≥ 0.

Notice that the discriminant of the quadratic polynomial (t − 2)h2 + (4 − 5t)h +
10t − 2 is negative for t ≥ 4. Thus, the claim is true for t ≥ 4.Also, for the case t = 3,
it can be seen that h2 − 11h + 28 ≥ 0 for h = 4 and h ≥ 7. Thus, the remaining cases
are t = 3 and h = 5, 6.

If h = 5, then |Z(G)|p ≥ p9 and by Corollary 3.8,

exp
(
Z(G)

)
p ≤ p4 p3 = p7.

Now it follows that

|Hom (
G/γ2(G), Z(G)

)|p ≥ |Hom(Cp3 , Cp7 ⊕Cp2)| ≥ p4.

If h = 6, then |Z(G)|p ≥ p13 and by Corollary 3.8,
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exp
(
Z(G)

)
p ≤ p5 p3 = p8.

Again, it is easy to see that

|Hom (
G/γ2(G), Z(G)

)|p ≥ |Hom(Cp3 , Cp8 ⊕Cp5)| ≥ p5.

Thus, we have proved that

|Autcent(G)|p = |Hom (
G/γ2(G), Z(G)

)|p ≥ ph−1.

If |Aut(G)|p > |Autcent(G)|p, then the result holds. Suppose that |Aut(G)|p =
|Autcent(G)|p. In this case, by Proposition 3.81,

G = P ⊕ Q,

where P is a Sylow p-subgroup ofG. SinceG is purely non-abelian, P must be non-
abelian. By Theorem 1.32, there exists a non-inner automorphism of P of order a
power of p, which extends to a non-inner automorphism ofG and gives |Aut(G)|p ≥
ph .

Subcase (2b): G = H ⊕ K , where H is a non-trivial abelian group and K is
a purely non-abelian group. Let |H |p = pr for some r ≥ 1. If r ≥ h + 1, then by
Theorem 3.35, |Aut(H)|p ≥ ph and the result holds.

If 2 ≤ r ≤ h, then h2−h+6
2 − r ≥ (h−r+1)2−(h−r+1)+6

2 , which in turn gives

|K |p ≥ p
h2−h+6

2 −r ≥ p
(h−r+1)2−(h−r+1)+6

2 .

Since K is purely non-abelian, the previous case gives |Aut(K )|p ≥ ph−r+1, which
together with Theorem 3.35 yields

|Aut(G)|p ≥ |Aut(H)|p|Aut(K )|p ≥ pr−1 ph−r+1 = ph .

If r = 1, then |K |p ≥ p
h2−h+6

2 −1 = p
h2−h+4

2 . Since h ≥ 4, we get

h2 − h + 4

2
≥ (h − 1)2 − (h − 1) + 6

2
.

Consequently, we obtain |Aut(K )|p ≥ ph−1. If |Z(K ) ∩ γ2(K )| is divisible by p,
then by Proposition 3.79, we have |Aut(G)|p > |Aut(K )|p and the result follows.
If |Z(K ) ∩ γ2(K )|p = 1, then by Lemma 3.83, we have |Aut(K )|p ≥ ph , which
finally completes the proof. �

It is natural to ask whether the function f can be bounded from below. Hyde
[68] provided an answer to this question using the following example, which, in
particular, shows that f (3) = 5 is the best possible bound for h = 3.

https://doi.org/10.1007/978-981-13-2895-4_1
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Example 3.86 It is well known that if a and d are coprime integers, then the arith-
metic progression {a + nd | n = 0, 1, 2, . . . } contains an infinite number of primes
[5, p. 154, Theorem 7.9]. Let p be an odd prime, a = 1 + ph and d = ph+1. Then a
and d are coprime and q = 1 + ph + kph+1 is a prime for some k. IfG = GL(2, Fq),
then |G| = (q + 1)q(q − 1)2 and |G|p = p2h . Notice that |Z(G)| = q − 1, and
hence | Inn(G)| = (q + 1)q(q − 1). Further, since q is prime, we have |Aut(G)| =
2 | Inn(G)|, which gives |Aut(G)|p = ph .

Replacing h by h − 1 in the preceding example shows that the function f (h) =
2h − 2 does not work. Hence, the least function f (h) such that |Aut(G)|p ≥ ph

whenever |G|p ≥ p f (h) satisfies f (h) ≥ 2h − 1. We thus have the following result.

Theorem 3.87 Let h ≥ 2. The least function f (h) such that |Aut(G)|p ≥ ph when-
ever |G|p ≥ p f (h) satisfies f (h) ≥ 2h − 1.

The following problem remains open.

Problem 3.88 Does there exist a linear polynomial function f : N → N with the
property that, for each prime p, if G is a finite group with |G|p ≥ p f (h), then
|Aut(G)|p ≥ ph?

Exarchakaos [29] and Burmester-Exarchakos [15] further attempted to improve
the functional bound in the class of p-groups, which we state here without proof.
The papers are intricate case-by-case analysis of various numerical invariants of
subgroups of the groups under consideration. First we state the main result of [29].

Theorem 3.89 The function f : N → N defined by

f (h) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

h i f h ≤ 5,
2h − 5 i f 6 ≤ h ≤ 8,
14 i f h = 9,
17 i f h = 10,
20 i f h = 11,
23 i f h = 12,
h2

6 i f h ≥ 13

satisfies the property that if G is a finite p-group with |G| ≥ p f (h), then |Aut(G)|p ≥
ph.

The preceding bound was improved in [15] to the following

Theorem 3.90 The function f : N → N defined by

f (h) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

h i f h ≤ 6,
3h − 13 i f 7 ≤ h ≤ 12,
5h − 39 i f 13 ≤ h ≤ 22,
7h − 81 i f 23 ≤ h ≤ 31,
9h − 142 i f 32 ≤ h ≤ 41,
h2

7 i f h ≥ 42
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satisfies the property that if G is a finite p-group with |G| ≥ p f (h), then |Aut(G)|p ≥
ph.

Exarchakos–Dimakos–Baralis in [31, 32] claimed to have improved the functional
bound to a linear polynomial function. Unfortunately, the following key lemma [32,
Lemma 2], on which the proof depends heavily, does not work and there are coun-
terexamples to this lemma.

Lemma 3.91 Let G be a non-abelian p-group of order pn and nilpotency class c.
Let |G/γ2(G)| = pm, |Z(G)| = pk and m1 ≥ m2 ≥ · · · ≥ mt ≥ 1, k1 ≥ k2 ≥ · · · ≥
ks ≥ 1 be the invariants of G/γ2(G) and Z(G), respectively. Then the following
statements hold:

(1) exp
(
Zi+1(G)/Zi (G)

) = exp
(
Z(G)

) = pk1 for all i = 0, 1, . . . , c − 1;
(2) exp

(
γi (G)/γi+1(G)

) = exp
(
Z(G)

) = pk1 for all i = 1, 2, . . . , c − 1andm2 ≥
k1;

(3) exp
(
Zc−i (G)/γi (G)

) ≤ pk1 for all i = 1, 2, . . . , c − 1;
(4) |G/Z2(G)| ≥ pk1c−2k1+2.

For an odd prime p, the preceding lemma does not hold for the group

G = 〈x, y, u | x p2 = y p2 = u p2 = 1, [x, y] = u, [u, x] = u p, [u, y] = 1〉.

It is not difficult to show that G is generated by two elements, has order p6 and is of
nilpotency class 3. Further, γ2(G) and Z(G) are distinct cyclic subgroups of order
p2 and γ3(G) is of order p. Being cyclic, exp

(
Z(G)

) = p2. Obviously

exp
(
γ2(G)/γ3(G)

) = p �= exp
(
Z(G)

)
,

which contradicts Lemma 3.91(2).
We remark that Problem 3.88 is open for the class of finite p-groups.



Chapter 4
Groups with Divisibility Property-I

Every finite non-cyclic abelian p-group of order greater than p2 has the property that its
order divides that of its group of automorphisms (Theorem3.34). The problemwhether every
non-abelian p-group of order greater than p2 possesses the same property has been a subject
of intensive investigation. As discussed in the introduction, this property is referred to as the
Divisibility Property.While several classes of p-groups have been shown to haveDivisibility
Property, it is now known that not all finite p-groups admit this property [46]. An exposition
of these developments is presented in the remaining part of this monograph.

In this chapter, some reduction results, due to Buckley [14], are presented in Sect. 4.1.
Among other results, it is proved that one can confine attention to the class of purely non-
abelian p-groups. In subsequent sections it is shown that Divisibility Property is satisfied by
p-groups of nilpotency class 2 [33], p-groups with metacyclic central quotient [18], modular
p-group [22], p-abelian p-groups [19], and groups with small central quotient [20].

In view of Theorem3.34, it can be assumed that the groups under consideration are non-
abelian p-groups. The main ingredient in verifying Divisibility Property for various classes
of groups G is the subgroup

IC(G) := Inn(G)Autcent(G)

of the automorphism group Aut(G) of G.

4.1 Reduction Results

This section is devoted to some reduction arguments which enable verification of
Divisibility Property for finite p-groups with certain conditions. In what follows,
most of the results are due to Buckley [14].

Recall that a group G is an internal central product of two subgroups N and S if
G = NS, [N , S] = 1 and N ∩ S ≤ Z(G).

The following result is an interesting application of extension theory for central
products and Wells exact sequence.

© Springer Nature Singapore Pte Ltd. 2018
I. B. S. Passi et al., Automorphisms of Finite Groups, Springer Monographs
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Theorem 4.1 Let G be a finite p-group which is a central product of non-trivial
subgroups N and S. Suppose that N < G, S ≤ G and N ∩ γ2(S) = 1. Then

|AutN (G)|p ≥ p |Aut(N )|p |Aut(G/N )|p.

Proof Let H = G/N and E be the extension

1 → N → G → H → 1.

Then, by Theorem2.63, we have the following exact sequence

1 → Hom
(
H, Z(N )

) −→ AutN (G)
ρ(E)−→ Aut(H) × Aut(N ).

Consequently, Ker
(
ρ(E)

)
is isomorphic to Hom

(
H, Z(N )

)
. It follows that

|Ker (ρ(E)
)| = |Hom (

H, Z(N )
)| = |Hom (

H/γ2(H), Z(N )
)| = pm

for somem ≥ 1.Recall thatS(H, N ) denotes the set of equivalence classes of special
quasi-central extensions of H by N (see Sect. 2.8 of Chap.2). In view of Remark2.62
and the fact that both H/γ2(H) and Z(N ) are finite abelian groups, we have

|S(H, N )| = |Ext (H/γ2(H),Z(N )
)| = |Hom (

H/γ2(H), Z(N )
)| = pm .

If E is a split extension, then the map ρ(E) is surjective. Again, by Theorem2.63, we
have

|AutN (G)| = pm |Aut(N )| |Aut(G/N )|,

and the result follows in this case.
Now, suppose that E is a non-split extension. In view of Theorem2.61, E is a spe-

cial quasi-central extension, and hence [E] is an element of S(H, N ). Further, notice
that S(H, N ) is invariant under the action of Aut(H) × Aut(N ) on Extα(H, N ),
where α is the trivial coupling. Since this action of Aut(H) × Aut(N ) on S(H, N )

permutes non-split extensions, we can consider this as an action on the set of all
non-split extensions in S(H, N ), which is a set with pm − 1 elements. Let L be the
stabilizer subgroup of Aut(H) × Aut(N ) at [E]. Then

|Aut(H) × Aut(N )|
|L| ≤ pm − 1,

which implies that
|Aut(H) × Aut(N )|p

|L|p ≤ pm−1

https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_2
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or equivalently

|L|p ≥ |Aut(H)|p |Aut(N )|p
pm−1

.

Therefore, by Theorem2.63, we obtain

|AutN (G)|p = |Ker (ρ(E)
)|p |L|p = pm |L|p ≥ p |Aut(G/N )|p |Aut(N )|p,

and the proof is complete. �
The preceding theorem leads to the following reductions on groups with Divisi-

bility Property.

Theorem 4.2 Let G be a finite p-group and 1 < N � G such that N ∩ γ2(G) = 1.
Then the following statements hold:

(1) |AutN (G)|p ≥ p |Aut(N )|p |Aut(G/N )|p.
(2) If |G/N | divides |Aut(G/N )|, then |G| divides |AutN (G)|.
In particular, if both N and G/N have Divisibility Property, then so does G.

Proof Since N ∩ γ2(G) = 1, N is a central subgroup. Therefore, G can be viewed
as a central product of N and G, and assertion (1) follows from Theorem4.1.

If N is a non-cyclic abelian p-group of order greater than p2, then |N | divides
|Aut(N )| by Theorem 3.34. If N is cyclic, then, obviously, |N | divides p |Aut(N )|.
The assertion (2) then follows from (1). �

Remark 4.3 In view of the preceding theorem, for studying Divisibility Property,
it is enough to consider finite p-groups G such that �1

(
Z(G)

) ≤ γ2(G). For, if
�1

(
Z(G)

) �≤ γ2(G), then we can always find a non-trivial normal subgroup N ≤
Z(G) such that N ∩ γ2(G) = 1, and �1

(
Z(G/N )

) ≤ γ2(G/N ).

We now present the main result of Hummel [65].

Theorem 4.4 Let G be a finite p-group which is a central product of non-trivial sub-
groups N and A with A abelian. If |N | divides |Aut(N )|, then |G| divides |Aut(G)|.
Proof Since A is abelian, N ∩ γ2(A) = 1, and therefore,

|AutN (G)|p ≥ p |Aut(N )|p |Aut(G/N )|p
by Theorem4.1. If G/N is an abelian p-group of order pr for some r , then
|Aut(G/N )|p ≥ pr−1 by Theorem3.35, and the proof follows. �

Remark 4.5 In view of Theorem4.4, for studying Divisibility Property, it is enough
to consider finite p-groups G with Z(G) ≤ �(G).

The following result of Otto [98, Theorem1] is a special case of Theorem4.4.

https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_3
https://doi.org/10.1007/978-981-13-2895-4_3
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Theorem 4.6 Let G = A × N be a finite p-group with A abelian and N purely
non-abelian. Then

|Aut(G)|p ≥ |A| |Aut(N )|p.

Consequently, if |Aut(N )|p ≥ |N |, then |Aut(G)|p ≥ |G|.
Remark 4.7 In view of Theorem4.6, for studying Divisibility Property, it is further
enough to consider only purely non-abelian finite p-groups.

Next, we define the notion of isoclinism originally introduced by Hall [53]. Two
groups G and H are said to be isoclinic if there exist isomorphisms

α : G/Z(G) → H/Z(H)

and
β : γ2(G) → γ2(H)

such that the following diagram commutes

G/Z(G) × G/Z(G)

(α,α)

γ2(G)

β

H/Z(H) × H/Z(H) γ2(H),

where the horizontal maps are the commutator maps given by

(
Z(G)x,Z(G)y

) �→ [x, y].

It can be easily checked that isoclinism is an equivalence relation on the class of all
groups. The following observations, due to Hall [53], allow us to state Theorems4.1
and 4.2 in terms of isoclinism.

Proposition 4.8 Let G be a group. Then the following statements hold:

(1) If N ≤ G, then G and N are isoclinic if and only if G = N Z(G).
(2) If N � G, then G and G/N are isoclinic if and only if N ∩ γ2(G) = 1.
(3) If G = N × A with A abelian, then G and N are isoclinic.

We conclude this section with the following result of Weichsel [124], which is
of independent interest, and states that given two isoclinic groups, we can always
obtain one from the other via a sequence of three groups involving steps (1)–(3) of
Proposition4.8.

Theorem 4.9 Let G and H be two groups. Then G and H are isoclinic if and only
if there exists an abelian group A and groups N � R such that R ≤ G × A with
R Z(G × A) = G × A, and H = R/N with N ∩ γ2(R) = 1.
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Proof The sufficiency part of the statement follows from Proposition4.8. Assume
that G are H are isoclinic. Consider the subgroup

C = {
(g, h) | α(Z(G)g) = Z(H)h

}

of G × H . Set
Z1 = C ∩ (

1 × H
) = 1 × Z(H)

and
Z2 = C ∩ (

G × 1
) = Z(G) × 1.

Observe that γ2(C) = 〈([g1, g2],β([g1, g2])
) | g1, g2 ∈ G

〉
. It follows that

γ2(C) ∩ Z1 = 1 = γ2(C) ∩ Z2.

Also, one can see that C/Z1
∼= G and C/Z2

∼= H . Now, consider the subgroup

C = {(
Z1c, γ2(C)c

) | c ∈ C
}

of C/Z1 × C/γ2(C), which is easily seen to be isomorphic to C . Notice that

C Z
(
C/Z1 × C/γ2(C)

) = C/Z1 × C/γ2(C),

which implies that C can be viewed as a subgroup of G × C/γ2(C). Taking A =
C/γ2(C), R = C and N = Z2 completes the proof of the theorem. �

4.2 Groups of Nilpotency Class 2

In this section, we present a result of Faudree [33] showing that p-groups of nilpo-
tency class 2 have Divisibility Property. We begin with the following useful result
which is of independent interest, and is a slight generalization of [33, Lemma1] and
[67, Lemma].

Lemma 4.10 Let G be a finite p-group and K a normal subgroup of G such that
G/K = 〈Kx〉 is a cyclic group of order pn. Suppose that there exists an element
z ∈ CG(K ) such that (zx)p

n = x pn and G = 〈K , zx〉. Then the map φ : G → G
given by

φ(kxi ) = k(zx)i

for 1 ≤ i < pn is an element of AutK (G). Moreover, if z ∈ Z(K ), then the order of
φ equals the order of z.

Proof Since (zx)p
n = x pn , it follows that the map φ is well-defined. Using the fact

that z ∈ CG(K ), a routine computation shows that φ is an endomorphism of G.
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That φ ∈ AutK (G) follows from the fact that φ maps a generating set of G onto a
generating set of G, and the very definition. �

We need the following well-known result [66, III.3.18 Satz].

Theorem 4.11 Let G be a finite p-group. Then AutG/�(G)(G) is a p-group.

Let G be a purely non-abelian finite p-group of nilpotency class 2. Let X =
{x1, x2, . . . , xd} be a minimal generating set for G such that

G/γ2(G) = 〈x̄1〉 ⊕ · · · ⊕ 〈x̄d〉,

where x̄i = γ2(G)xi . Let pαi and pβi denote the orders of xi modulo γ2(G) and Z(G)

respectively for 1 ≤ i ≤ d such that α1 ≥ · · · ≥ αd . Without loss of generality, we
can assume that

γ2(G) = 〈w1〉 ⊕ · · · ⊕ 〈wn〉,

where w1 = [x1, x2], |wi | = pmi and m1 ≥ · · · ≥ mn . Since exp
(
G/Z(G)

) =
exp

(
γ2(G)

)
, we have α1 ≥ α2 ≥ m1.

Let k be the largest positive integer such that αk > m1. Fix an integer i such that
1 ≤ i ≤ k. For each 0 ≤ j < (αi − m1), define a map

f : {x1, . . . , xd} → G

by setting

f (xl) =
{
xi x

p j+m1

i if l = i,
xl if 1 ≤ l ≤ d and l �= i.

Then, by Lemma4.10, f extends to an automorphism of G. It is easy to see that
x−1
i f (xi ) ∈ Z(G) \ γ2(G) for 1 ≤ i ≤ k. Let R1 denote the subgroup of Autcent(G)

generated by the set of all such automorphisms f .
Notice that each φ ∈ Hom

(
G/γ2(G), γ2(G)

)
defines an automorphism, say fφ,

of G given by
fφ(g) = gφ(g)

for g ∈ G. Let R2 denote the subgroup of Autcent(G) corresponding to the group of
homomorphismsHom

(
G/γ2(G), γ2(G)

)
. Then, by Theorem3.72 or Theorem4.11,

it follows that R1R2 is a p-group of order

|R1R2| ≥ p
(∑d

i=1 αi

)
+m2+(

∑n
i=2 mi)

.

With the above set-up, we thus have the following result.

Proposition 4.12 Let G be a purely non-abelian finite p-group of nilpotency class
2. Then

|Autcent(G)| ≥ p
(∑d

i=1 αi

)
+m2+(

∑n
i=2 mi)

.

https://doi.org/10.1007/978-981-13-2895-4_3
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In view of Proposition4.12,we only need to produce pm1−m2 more automorphisms
to conclude that |Aut(G)|p ≥ |G|. If m1 = m2, then we are done.

From now onwards, for the rest of this section, we assume that m1 > m2. Con-
tinuing with the above settings, assume further that

x pα1

1 ≡ w
pt1
1 mod 〈w2, . . . , wn〉

and
x pα2

2 ≡ w
pt2
1 mod 〈w2, . . . , wn〉

for some non-negative integers t1, t2. Now define maps

σ1,σ2 : {x1, . . . , xd} → G

by setting

σ1(xl) =
{
x pm1

2 x1 if l = 1,
xl if l �= 1,

and

σ2(xl) =
{
x2x

pκ

1 if l = 2,
xl if l �= 2,

where κ = max{m1,α1 + m1 − α2 − t1,α1 + m2 − α2}. Using Lemma4.10 and
Theorem4.11, we can prove the following:

Exercise 4.13 The maps σ1,σ2 extend to central automorphisms of G, and are of
orders pα2−m1 and pmin{α1−m1,α2+t1−m1,α2−m2} modulo R1R2, respectively.

The following result is a slight generalization of [3, Lemma1], which is valid in
our situation since m1 > m2.

Lemma 4.14 Let G be a finite p-group of nilpotency class 2 such that

(1) γ2(G) = 〈w〉 ⊕U, where |w| = pm1 > pm
′ ≥ exp(U );

(2) w = [x1, x2] and x pm1+m′′

2 = 1;
(3) m ′′ = m ′ if p is odd, and m ′′ = max{1,m ′} if p = 2.

Let H = 〈x1, x2〉 and L = {x ∈ G | [x1, x], [x2, x] ∈ U }. Then G = HL and the
map σ : G → G given by

σ(g) =
⎧
⎨

⎩

x1x
pm

′′

2 if g = x1,
g if g = x2,
g if g ∈ L

extends to an automorphism of G centralising Z(G). Furthermore, σ has order
pm1−m ′′

modulo Autcent(G).
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Proof We first show that G = HL . For g ∈ G, we have

[x1, g] ≡ ws mod U

and
[x2, g] ≡ wt mod U,

which in turn gives
[x1, x−s

2 xt1g] ≡ 1 mod U

and
[x2, x−s

2 xt1g] ≡ 1 mod U.

By definition, x−s
2 xt1g ∈ L , and hence g ∈ HL . Thus, G = HL and every element

g ∈ G can be uniquely written as

g = xs1x
t
2l,

where 0 ≤ s < pm1 and l ∈ L , since γ2(G) ≤ Z(G) ≤ L .
Showing that σ is an automorphism is a routine check using basic commutator

identities in groups of nilpotency class 2, and hence left to the reader. Notice that
x pm1

1 ∈ Z(G). Thus, to show that σ centralizes Z(G), it suffices to show that

σ(x pm1

1 ) = x pm1

1 .

Observe that

σ(x pm1

1 ) = (x1x
pm

′′

2 )p
m1

= x pm1

1 x pm1+m′′

2 [x2, x1] pm1+m′′
(pm1−1)
2

= x pm1

1 [x2, x1] pm1+m′′
(pm1−1)
2 .

If p is odd, then

[x2, x1] pm1+m′′
(pm1−1)
2 = 1,

and hence
σ(x pm1

1 ) = x pm1

1 .

Finally, if p = 2, then

[x2, x1] 2m1+m′′
(2m1−1)
2 = 1

if and only if m ′′ = max{1,m ′}. By the very construction, the order of σ modulo
Autcent(G) is pm1−m ′′

, and the proof is complete. �
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Remark 4.15 For odd primes p, the preceding lemma is originally due toAdney-Yen
[3, p. 138, Lemma1], wherein they construct an automorphism as above for each
m > k ≥ m ′. The case of p = 2 was considered by Faudree [33, Lemma2].

Define η : Z → N by setting

η(n) =
{
0 if n ≤ 0,
n if n > 0.

Set

N1 =
⎧
⎨

⎩

min
{
η(m1 + t2 − α2), η(2m1 − α2 − m2)

}
if p odd,

min
{
η(m1 + t2 − α2), η(2m1 − α2 − m2), m1 − 1

}
if p = 2,

and

N2 =
⎧
⎨

⎩

min
{
η(m1 + t1 − α1), η(2m1 − α1 − m2)

}
if p odd,

min
{
η(m1 + t1 − α1), η(2m1 − α1 − m2), m1 − 1

}
if p = 2.

With the above set-up, using Theorem4.11 and Lemma4.14, we have

Exercise 4.16 The maps defined by

τ1(g) =
⎧
⎨

⎩

x1x
pm

′′

2 if g = x1,
g if g = x2,
g if g ∈ L ,

and

τ2(g) =
⎧
⎨

⎩

g if g = x1,

x1x
pm

′′

2 if g = x2,
g if g ∈ L

extend to automorphisms of G of orders pN1 and pN2 modulo Autcent(G), respec-
tively.

We are now in a position to prove the following result of Faudree [33] proof
of which makes use of the automorphisms σ1,σ2, τ1, τ2 defined in the preceding
discussion.

Theorem 4.17 Let G be a finite p-group of nilpotency class 2. Then |G| divides
|Aut(G)|.
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Proof In view of Remark4.7, we can assume without loss of generality that G is
purely non-abelian. We consider the following three cases:

Case (1): t2 = t1 + r for some integer r ≥ 0;
Case (2): t1 = t2 + r for some integer r ≥ (α1 − α2);
Case (3): t1 = t2 + r for some integer 0 < r < (α1 − α2).

In Case (1), we replace x2 by x
−pα1−α2+r

1 x2. Then it follows that t2 = m1 except the
casewhen p = 2,α1 = α2 = m1 and r = 0; and in this exceptional case t2 = m1 − 1.

In Case (2), we replace x1 by x−pr−α1+α2

2 x1. Then t1 = m1 except the case when
p = 2, α1 = α2 = m1 and r = 0. Again, in this exceptional case t1 = m1 − 1.

Finally, in Case (3), we replace x2 by x2x
−pα1−α2−r

1 and obtain t2 = m1 − r .
Consider the following conditions:

(a) p = 2 and α1 = α2 = m1;
(b) p = 2, α1 > α2 = m1 and m2 = 0.

Except in conditions (a) and (b), the result follows in Case (1) by considering
orders of σ1 and τ1 modulo R1R2; in Case (2) by considering orders of σ2 and τ2
modulo R1R2; and in Case (3) by considering orders of σ2 and τ1 modulo R1R2.

It remains to prove the theorem when conditions (a) and (b) are satisfied in all the
three cases (1)–(3).

First we consider Case (1) with condition (a). Ifm2 > 0, then τ1 has order pm1−m2

modulo R1R2 and we are done. We assume that m2 = 0.
If t1 ≥ 1 andm1 > 1, then considering the orders of τ1 and τ2 gives pm1 automor-

phisms modulo R1R2. If t1 ≥ 1 and m1 = 1, then it follows that t1 = 1. In this case,
r = 0, and hence t2 = 1. Therefore, we get x21 = x22 = 1. The map

θ(xl) =
⎧
⎨

⎩

x2 if l = 1,
x1 if l = 2,
xl otherwise

is an automorphism of order pm1 modulo R1R2.
If t1 = 0 and m1 > 1, then r > 0. So, we can assume without loss of generality

that t2 = m1 − 1. A direct check shows that the map

θ(xl) =
⎧
⎨

⎩

x2x1 if l = 1,
x2 if l = 2,
xl otherwise

is an automorphism of order pm1 modulo R1R2. Finally, suppose that t1 = 0 and
m1 = 1. If r = 0, then x21 = x22 = w1. And if r > 0, then x21 = w1 and x22 = 1. The
result now follows by considering the automorphisms

θ1(xl) =
⎧
⎨

⎩

x2 if l = 1,
x1 if l = 2,
xl otherwise
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and

θ2(xl) =
⎧
⎨

⎩

x1 if l = 1,
x1x2 if l = 2,
xl otherwise

respectively. Case (1) with condition (b) is analogous, and we leave it to the reader.
Cases (2) and (3) with condition (a) are analogous to Case (1) with condition (a).

The result in Case (2) with condition (b) follows by considering the orders of σ2

and τ2 modulo R1R2. Finally, in Case (3) with condition (b) the result follows by
considering the orders of σ2 and τ1 modulo R1R2. With this, the proof of the theorem
is complete. �

4.3 Groups with Metacyclic Central Quotient

Recall that a group G is said to be metacyclic if it admits a cyclic normal subgroup
N such that G/N is cyclic. In this section, for odd primes p, we show that finite
p-groups G with metacyclic central quotient G/Z(G) satisfy Divisibility Property.

We begin with recalling the definition of regular p-group. A finite p-group G is
said to be regular if for each a, b ∈ G, there exists c ∈ γ2(H) such that

(ab)p = a pbpcp,

where H = 〈a, b〉.
Throughout this section p is an odd prime. Let G be a finite p-group with meta-

cyclic central quotient and of nilpotency class greater than 2. Set

G = G/Z(G).

Then there exists a cyclic normal subgroup B of G such that G/B is also cyclic. So
we can choose elements a, b ∈ G such that

B = 〈Z(G)b〉,

where the order of Z(G)b is pm , and

G/B = 〈Bā〉,

where ā = Z(G)a.
Let exp

(
G/γ2(G)

) = pk and exp
(
Z(G)

) = pl . Then there exists an element
z1 ∈ Z(G) of order pl such that

Z(G) = 〈z1〉 ⊕ W1
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for some subgroup W1 of Z(G) with

exp(W1) = pβ, (4.18)

where β ≤ l. Set
M = 〈b,Z(G)〉.

Since γ2(G) ≤ M and the order of Ma is pm (by Theorem1.16(1)), as observed in
Chap.1, it follows that the order of γ2(G)a is at least pm , and therefore

k ≥ m.

In the following result we derive a lower bound for |Autcent(G)|.
Theorem 4.19 Let G be a purely non-abelian finite p-group with metacyclic central
quotient and of nilpotency class greater than 2. Then |Autcent(G)| ≥ pα+β |Z(G)|
or |Autcent(G)| ≥ p2α |Z(G)|, where α is as in (1.17) and β as in (4.18).

Proof We have two cases: (1) l ≥ k; (2) l < k.
Case (1): In this case, we decompose W1 as

W1 = 〈w1〉 ⊕ · · · ⊕ 〈wn〉 ⊕ W2,

where the order of each wi is at least pk and exp(W2) < pk . Then

|Hom (
G/γ2(G), Z(G)

)| = |Hom (
G/γ2(G), 〈z1〉

)|
n∏

i=1

|Hom (
G/γ2(G), 〈wi 〉

)|

|Hom (
G/γ2(G), W2

)|
≥ |G/γ2(G)|n+1 |W2|.

If |Autcent(G)| ≥ |G| = p2m |Z(G)|, then, since m > α, |Autcent(G)| >

p2α|Z(G)|, and we are done. So assume that |Autcent(G)| < |G|. If n > 0, then by
Theorem3.72, we have

pm |G/γ2(G)| = |G| > |Autcent(G)| ≥ |G/γ2(G)|n+1.

Thus, we obtain

pm > |G/γ2(G)|n ≥ |G/γ2(G)| ≥ exp
(
G/γ2(G)

) = pk,

which is a contradiction to the fact that k ≥ m. Hence, n = 0 and W1 = W2. There-
fore, by Theorem1.16(2), we obtain

|Autcent(G)| ≥ |G/γ2(G)| |W1| ≥ |G/γ2(G)| exp(W1) = pm+β |Z(G)| ≥ pα+β |Z(G)|.

https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_3
https://doi.org/10.1007/978-981-13-2895-4_1
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Case (2): Decompose G/γ2(G) as

G/γ2(G) = 〈x̄1〉 ⊕ · · · ⊕ 〈x̄d〉,

where x̄i = γ2(G)xi with xi ∈ G and

pk = |x̄1| ≥ |x̄2| ≥ · · · ≥ |x̄d |.

Observe that d ≥ 2 and assume for the moment that |x̄1| ≥ |x̄2| ≥ pα. Then

|Hom (
G/γ2(G), Z(G)

)| ≥ |Hom (〈x̄1〉, Z(G)
)| |Hom (〈x̄2〉, Z(G)

)|
= |Z(G)| |Hom (〈x̄2〉, Z(G)

)|.

If |x̄2| ≥ pl , then

|Hom (〈x̄2〉, Z(G)
)| = |Z(G)| = pl |W1| ≥ pα+β .

Hence, we obtain
|Autcent(G)| ≥ pα+β |Z(G)|.

So we assume that |x̄2| < pl . Since |x̄2| ≥ pα, we have

|Hom (
G/γ2(G), Z(G)

)| ≥ |Z(G)| |Hom (〈x̄2〉, 〈z1〉
)| |Hom (〈x̄2〉, W1

)|.

Notice that |Hom (〈x̄2〉, W1
)| ≥ pβ or pα, depending onwhether |x̄2| ≥ pβ or |x̄2| <

pβ . Also
|Hom (〈x̄2〉, 〈z1〉

)| = |〈x̄2〉| ≥ pα,

and hence we obtain

|Autcent(G)| ≥ pα+β |Z(G)| or p2α |Z(G)|.

It only remains to prove that |x̄2| ≥ pα. Suppose that |x̄2| < pα. Then x pα−1

i ∈
γ2(G) for all 2 ≤ i ≤ d. From the proof of Theorem1.16, we obtain

|γ2(G)Z(G)/Z(G)| = |γ2(G)/
(
γ2(G) ∩ Z(G)

)| = pm−α,

which implies that
(
x pα−1

i

)pm−α = x pm−1

i ∈ Z(G)

for all 2 ≤ i ≤ d. Since [xi , x j ]pm−1 = 1 for all 1 ≤ i, j ≤ d, regularity of G implies
that exp

(
γ2(G)

) ≤ pm−1, a contradiction. The proof is now complete. �
We now present the following result of Davitt and Otto [21].

https://doi.org/10.1007/978-981-13-2895-4_1
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Theorem 4.20 Let G be a finite p-group with G/Z(G) metacyclic, where p is an
odd prime. Then |G| divides |Aut(G)|.
Proof In view of Remark4.7 and Theorem4.17, we can assume that G is purely
non-abelian of nilpotency class greater than 2. By Theorem4.19, we have

|Autcent(G)| ≥ p2α |Z(G)| or pα+β |Z(G)|.

By Theorem1.18(1), we have

| IC(G)| = | Inn(G)| |Autcent(G)|
| Inn(G) ∩ Autcent(G)| = p2m−2α |Autcent(G)|.

If |Autcent(G)| ≥ p2α |Z(G)|, then we are done.
Assume that |Autcent(G)| ≥ pα+β |Z(G)|, where β < α. Set

F = γ2(G)Z(G).

Then F = 〈bpα〉Z(G) and it is a normal subgroup of G of order pm−α |Z(G)|. The
approach for the rest of the proof is to modify the generating set for G/Z(G) to get
a normal subgroup of G with cyclic quotient so that the hypothesis of Lemma4.10
is satisfied. The proof is now divided into two cases: (1) ta ≥ tb; (2) ta < tb, where
ta, tb are as in Theorem1.18.

Case (1): In this case, ta = tb + r for some integer r ≥ 0. Let ã = b−pr a and

K = 〈ã, F〉.

Then K is a normal subgroup of G. Notice that [ã, b] = [a, b]. If ã pn ∈ F , then
[ã, b]pn = 1. It follows that the order of the element Fã is at least pm . An easy
exercise shows that ã pm ∈ Z(G) ≤ F , and hence the order of Fã is precisely pm .
Thus,

|K | = p2m−α |Z(G)|,

and therefore G/K is cyclic of order pα generated by Kb. By Theorem1.18(2), we
obtain

ã pm = b−pr+m
a pm = z−ptb+r

1 z p
ta

1 w

for some w ∈ W1. Since ta = tb + r and exp(W1) = pβ , we have

pm ≤ |ã| ≤ pm+β .

Since α < m, we can choose s such that |ã ps | = pα and m + β − α ≥ s ≥ m − α.
Notice that

[ã pm−α

, bpα ] = [ã, b]pm = 1.

https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
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Consequently, ã pm−α ∈ Z(K ), and therefore ã ps ∈ �α

(
Z(K )

)
. By Lemma1.15, G

is regular, and we have (ã ps b)p
α = bpα

. Hence, by Lemma4.10, there exists an
automorphism φ of G of order pα. Since |Fã| = pm , it follows that

|Fã ps | = pm−s ≥ pα−β .

Hence, b−1φpα−β−1
(b) = ã ps+α−β−1

/∈ F and the order of φ modulo IC(G) is at least
pα−β . Consequently, we obtain

|Aut(G)|p ≥ |〈φ, IC(G)〉| ≥ pα−β | IC(G)| ≥ |G|.

Case (2): In this case, tb = ta + r for some integer r > 0. Set b̃ = a−pr b and
L = 〈b̃, F〉. It is clear that L is a normal subgroup of G. Observe that |b̃| ≥ pm .
There are two subcases: (2a) r + α ≥ m; (2b) r + α < m.

Subcase (2a): Notice that G/L is generated by La. We claim that |G/L| = pm .
Since Z(G) ≤ L and |Z(G)a| = pm , it follows that |La| = |G/L|, which is at most
pm . Conversely, notice that

b̃ pα = (a−pr b)p
α = a−pr+α

bpα

g pα

for some g ∈ γ2(G) ≤ F . Since r + α ≥ m, it follows that a−pr+α ∈ Z(G) ≤ F ,
which implies that b̃ pα ∈ F . Consequently,

|L| ≤ pα |F | = pm |Z(G)|,

and hence |G/L| ≥ pm . Thus, our claim is proved, and hence |Fb̃| = pα.
As in Case (1), it follows that b̃ pm ∈ W1, which implies that

pm ≤ |b̃| ≤ pm+β .

We can now choose s with 0 ≤ s ≤ β such that |b̃ ps | = pm . Since r + α ≥ m, we
have

[a−pr , bpα ] = [a−1, b]pr+α = 1.

Therefore, [b̃, bpα ] = 1, which in turn implies that b̃ ∈ Z(L). It is now clear that
b̃ ps ∈ �m

(
Z(L)

)
. Since G is regular, we have (b̃ ps a)p

m = a pm , and therefore by
Lemma4.10, there exists an automorphism φ of G of order pm . Since |Fb̃| = pα, it
follows that |Fb̃ps | = pα−s ≥ pα−β . As in Case (1), the order of φ modulo IC(G) is
at least pα−β , and we are done.

Subcase (2b): Let γ = m − r − α. We claim that |G/L| = pm−γ . Observe that

b̃ pα+γ = (a−pr b)p
α+γ = a−pm bpα+γ

g pα+γ

https://doi.org/10.1007/978-981-13-2895-4_1
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for some g ∈ γ2(G) ≤ F . Thus, the order of Fb̃ is at most pα+γ . If the order of Fb̃
is less than pα+γ , then b̃ pα+γ−1 ∈ F . But

b̃ pα+γ−1 = (a−pr b)p
α+γ−1 = a−pm−1

bpα+γ−1
g pα+γ−1 ∈ F,

which implies that a−pm−1 ∈ F . This gives

[a, b]pm−1 = [a pm−1
, b] = 1,

a contradiction. Hence, |Fb̃| = pα+γ , and therefore

|L| = pm+γ |Z(G)|,

which further yields |G/L| = pm−γ . Again observe that

pm ≤ |b̃| ≤ pm+β,

which implies
pm−γ ≤ |b̃ pγ | ≤ pm+β−γ .

Choose s with γ ≤ s ≤ γ + β such that |b̃ ps | = pm−γ .
Notice that

[b̃ pγ

, bpα ] = [a−pr+γ

, bpα ] = [a−pm−α

, bpα ] = [a−1, b]pm = 1,

which implies that b̃ pγ ∈ Z(L) and b̃ ps ∈ �m−γ

(
Z(L)

)
. Again, byLemma4.10, there

exists an automorphism φ of G of order pm−γ . Since |Fb̃| = pα+γ , it follows that

|Fb̃ps | = pα+γ−s ≥ pα−β .

As before, we obtain that the order of φ modulo IC(G) is at least pα−β , which
completes the proof of the theorem. �

As an immediate consequence we obtain the following result of Davitt [18] for
metacyclic p-groups.

Corollary 4.21 Let G be a purely non-abelian metacyclic p-group, where p is an
odd prime. Then |G| divides |Aut(G)|.

It would be interesting to explore the following:

Problem 4.22 Do purely non-abelian 2-groups with metacyclic central quotients
have Divisibility Property?
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4.4 Modular Groups

Recall that a group G is said to be modular if its lattice of all subgroups is modular.
The aim of this section is to show that, for odd primes p, finite non-abelian modular
p-groups have Divisibility Property.

Assume for the rest of the section that p is an odd prime, and G is a purely non-
abelian modular p-group of nilpotency class greater than 2 such that G/Z(G) is not
metacyclic.

LetG be amodular p-group. Then, by Theorem1.21, there exists a normal abelian
subgroup A of G and an integer α > 0 such that G/A = 〈Ab〉 is cyclic,

�α(A) = γ2(G)

and
�2α(A) = γ3(G).

We now decompose A in a useful way as follows. Let |G/A| = pk and
exp

(
γ2(G)

) = pm for some positive integers k,m. Since �α(A) = γ2(G), we have
exp(A) = pm+α. Thus, we can write

A = 〈a1〉 ⊕ B

for some element a1 of order pm+α and some subgroup B. If exp(B) ≤ pα, then

B ≤ �α(A) = A ∩ Z(G) ≤ Z(G),

which implies that G/Z(G) is metacyclic, which is contrary to our hypothesis.
Hence, exp(B) > pα, which also implies that exp

(
Z(G)

)
> pα. Consequently, we

can write
B = 〈a2〉 ⊕ C

for some element a2 of order pm2+α and some subgroup C of order pr , where r ≥ 0
and m2 > 0. Hence, we can write

A = 〈a1〉 ⊕ 〈a2〉 ⊕ C. (4.23)

If G/γ2(G) is generated by two elements, then G is generated by b and a1, and
hence is metacyclic, which is again contrary to our hypothesis. Hence, G/γ2(G)

must be generated by at least 3 elements. By Theorem1.23(1), we have k > α. Thus,
we can write

G/γ2(G) = 〈γ2(G)b1〉 ⊕ A/γ2(G)

for some element b1 ∈ G, where |〈γ2(G)b1〉| > exp
(
A/γ2(G)

)
. Let |〈γ2(G)b1〉| =

pk1 . Notice that |〈Ab1〉| = pk . Thus, without loss of generality, we can take b = b1.

https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
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By (1.25), we have |〈�α(A)b〉| = pk . This yields |b| ≤ pk+α, which further implies
that

k1 ≤ k + α. (4.24)

From the decomposition A = 〈a1〉 ⊕ B, we can write

G/γ2(G) = 〈γ2(G)b〉 ⊕ 〈γ2(G)a1〉 ⊕ H,

for some subgroup H of A of order ps , where s is a positive integer. Notice that

|〈γ2(G)a1〉| = pα, (4.25)

and hence

|G/γ2(G)| = |〈γ2(G)b〉 ⊕ 〈γ2(G)a1〉 ⊕ H | = pk1+α+s . (4.26)

Lemma 4.27 With the above set-up, we have exp
(
Z(G)

) ≤ pk1 .

Proof Set exp
(
Z(G)

) = pl . Since �α(A) ≤ Z(G), we have α ≤ l. If α = l, since
α < k ≤ k1, we obtain l ≤ k1. If α < l, then from the fact that Z(G) = 〈bpm 〉�α(A),
we obtain |bpm | = pl , and hence |b| = pl+m . Since exp

(
γ2(G)

) = pm and

|γ2(G)b| = pk1 , we get bpm+k1 = 1, which implies that l ≤ k1. �

Lemma 4.28 With the above set-up, we have | IC(G)| ≥ ps−α |G|.
Proof First notice that

| IC(G)| = |G| |Autcent(G)|
|Z2(G)|

= pk |A| |Autcent(G)|
pk−m+α |�2α(A)|

= pm−α |Autcent(G)| |A|
|�2α(A)|

= pm−α |Autcent(G)| |�2α(A)|.

Since G/γ2(G) = G/�α(A), we have

|G/γ2(G)| = |G/A| |A/�α(A)| = pk |�α(A)|. (4.29)

By Lemma4.27, we get

|Hom (〈γ2(G)b〉, Z(G)
)| = |Z(G)|. (4.30)

https://doi.org/10.1007/978-981-13-2895-4_1
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By (4.25), it follows that

|Hom (〈γ2(G)a1〉, Z(G)
)| = |�α

(
Z(G)

)| ≥ |�α(A)|. (4.31)

Further, since exp
(
Z(G)

) ≥ pα ≥ exp(H), we obtain

|Hom (
H, Z(G)

)| ≥ ps . (4.32)

Now Theorem3.72 yields

|Autcent(G)| = |Hom (
G/γ2(G), Z(G)

)|
= |Hom (〈γ2(G)b〉, Z(G)

)| |Hom (〈γ2(G)a1〉, Z(G)
)| |Hom (

H, Z(G)
)|.

Combining the preceding equality together with (4.30), (4.31), (4.32) and using
Theorem1.23(2), we get

|Autcent(G)| ≥ ps |Z(G)| |�α(A)| ≥ pk+s−m |�α(A)|2.

Finally, we obtain

| IC(G)| = pm−α |Autcent(G)| |�2α(A)|.
≥ pk+s−α |�α(A)|2 |�2α(A)| (4.33)

≥ pk+s−α |A| (by Exercise 1.14)

= ps−α |G|,

which completes the proof. �
Weare now in a position to prove themain result of this section, which is originally

due to Davitt and Otto [22].

Theorem 4.34 Let G be a finite non-abelian modular p-group, where p is an odd
prime. Then |G| divides |Aut(G)|.
Proof In view of Remark4.7, Theorems4.17 and 4.20, we can assume that G is
purely non-abelian of nilpotency class greater than 2 with G/Z(G) not metacyclic.

In view of Lemma4.28, it only remains to prove that s ≥ α. By (4.23), we have

A = 〈a1〉 ⊕ 〈a2〉 ⊕ C,

where |a1| = pm+α, |a2| = pm2+α and |C | = pr . The proof is now divided into the
following two cases: (1) r ≥ α; (2) r < α.

Case (1): In this case, if exp(C) ≥ pα, then |�α(A)| ≥ p3α. If exp(C) < pα, then
C ≤ �α(A), and hence

|�α(A)| = p2α |C | = p2α+r ≥ p3α.

https://doi.org/10.1007/978-981-13-2895-4_3
https://doi.org/10.1007/978-981-13-2895-4_1


136 4 Groups with Divisibility Property-I

Thus, in either case |�α(A)| ≥ p3α. By (4.29), we obtain

|G/γ2(G)| ≥ pk+3α.

By (4.26), we have k1 + α + s ≥ k + 3α. Finally, by (4.24), we get s ≥ α, and the
proof is complete in this case.

Case (2): In this case, we have C ≤ �α(A) and the decomposition of A gives

�α(A) = 〈a pm

1 〉 ⊕ 〈a pm2

2 〉 ⊕ C.

Since, |�α(A)b| = pk by (1.25), we get

bpk = an1 p
m

1 an2 p
m2

2 c,

where n1, n2 ≥ 0 and c ∈ C . Also, |�α(A)| = p2α+r . Now, we have two subcases:
(2a) m2 ≥ α; (2b) m2 < α.

Subcase (2a): In this subcase, since exp(C) ≤ pr , we have

bpk+r = an1 p
m+r

1 an2 p
m2+r

2 .

Since m,m2 ≥ α, we obtain bpk+r ∈ �α(A) = γ2(G). Now, |γ2(G)b| = pk1 gives
k + r ≥ k1. Combining all these with

|G/γ2(G)| = pk1+α+s = pk |�α(A)|,

we get k1 + α + s = k + 2α + r . This implies k + r + α + s ≥ k + 2α + r or
equivalently s ≥ α.

Subcase (2b): If α − m2 ≤ r , then r = α − m2 + β for some β ≥ 0. Since cp
r =

1, we have
bpk+r = an1 p

m+α−m2+β

1 an2 p
α+β

2 .

Since β ≥ 0 and α > m2, we have bpk+r ∈ �α(A) = γ2(G). As in Subcase (2a),
k + r ≥ k1, and hence s ≥ α.

Finally, suppose that α − m2 > r . In this case, we directly show that | IC(G)| ≥
|G|. Observe that

bpk+α−m2 = an1 p
m+α−m2

1 an2 p
α

2 ,

since cp
α−m2 = 1. Thus, we get bpk+α−m2 ∈ �α(A) = γ2(G), and hence k + α − m2 ≥

k1. Again combining all these with

|G/γ2(G)| = pk1+α+s = pk |�α(A)|,

https://doi.org/10.1007/978-981-13-2895-4_1


4.4 Modular Groups 137

we get k1 + α + s = k + 2α + r . Hence, k + α − m2 + α + s ≥ k + 2α + r , and

therefore s ≥ m2 + r . Since m2 < α, we get �2α(A) = 〈a p2α

1 〉, which implies

|�2α(A)| = pm−α.

By Exercise1.14, we obtain

|γ2(G)| = |�α(A)| = |A|/|�α(A)| = pm+m2 .

By (4.33), we have

| IC(G)| ≥ pk+s−α |�α(A)|2 |�2α(A)|,
which yields

| IC(G)| ≥ pk+s−α (p2α+r )2 pm−α ≥ pk+m+2α+2r+s ≥ p2r+(k1+α+s)+(m+m2) = p2r |G|,

and the proof is now complete. �
The following problem remains open.

Problem 4.35 Do finite non-abelian modular 2-groups have Divisibility Property?

4.5 p-Abelian Groups

For a positive integer n, recall that a group G is said to be n-abelian if

(xy)n = xn yn

for all elements x, y ∈ G. Notice that 2-abelian groups are abelian. For notational
convenience, we set

D(G) = Aut�1(Z(G))(G),

the group of automorphisms of G which centralize �1
(
Z(G)

)
. Notice that

Inn(G) ≤ D(G) ≤ Aut(G).

In this section, Divisibility Property is established for p-abelian p-groups. The
result is originally due to Davitt [19].

We begin with the following technical results.

Lemma 4.36 Let G be a finite p-abelian p-group with exp(G) ≥ p2 and

�1(G) = 〈a p〉 ⊕ M,
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where a is an element of order pn+1 for some n ≥ 1 and M ≤ G. Then the set

L := {x ∈ G | x p ∈ M}

is a normal subgroup of G, �1(G) ≤ L, G = L〈a〉, L ∩ 〈a〉 = 〈a pn 〉 ≤ �1
(
Z(G)

)

and G/L = 〈La〉 is a cyclic group of order pn.

Proof Since the exponent of �1(G) is p, �1(G) ≤ L . By Theorem1.26, γ2(G) ≤
�1(G), and hence L is a normal subgroup of G. Further, it is easy to see that
G = 〈a〉L . Since ak /∈ M for any k < pn+1, we have L ∩ 〈a〉 = 〈a pn 〉. Consequently,
by Theorem1.26, 〈a pn 〉 ≤ �1

(
Z(G)

)
. Hence, G/L = 〈La〉 is a cyclic group of

order pn . �

Lemma 4.37 Let G be a finite p-abelian p-group as in Lemma4.36. Then the fol-
lowing statements hold:

(1) The map σ : G → G defined by

σ(lak) = l(a p+1)k,

where 0 ≤ k < pn and l ∈ L, is an element of D(G) of order pn.
(2) Let N ≤ �n

(
Z(L)

)
. Then for each x ∈ N, the map φx : G → G defined by

φx (la
k) = l(xa)k,

where 0 ≤ k < pn and l ∈ L, is an element of D(G). Further, the order of φx is
equal to the order of x.

(3) If SN := {φx | x ∈ N }, then SN ≤ D(G) and SN ∼= N.

Proof Notice that themaps σ andφx satisfy the hypothesis of Lemma4.10, and proof
of first two assertions follows. The third assertion immediately follows once SN is a
group. Let x, y ∈ N . Then

φxφy(a) = φx (ya) = (yx)a = φyx (a),

and hence SN is a group. �
We need the following elementary number-theoretic result.

Exercise 4.38 For a prime p, the following statements hold:

(1) If k ≥ 1 is an integer and r = ∑p
j=1(p + 1) jk , then p divides r .

(2) If p is odd and k ≥ 0 an integer, then

(p + 1)p
k ≡ 1 mod pk+1

and
(p + 1)p

k ≡ (1 + pk+1) mod pk+2.
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If N = �n
(
Z(L)

)
, then we denote SN simply by S. Further, set

R = 〈σ〉,

where σ is as defined in Lemma4.37(1).

Lemma 4.39 Let G be a finite p-abelian p-group as in Lemma4.36. Then the fol-
lowing statements hold:

(1) R is a subgroup of NAut(G)(S), RS ≤ D(G), R ∩ S = 〈φa pn 〉, |RS| =
pn−1|�n

(
Z(L)

)| and RS/S = 〈Sσ〉 is a cyclic group of order pn−1.
(2) Let x ∈ �n

(
Z(L)

)
and s, k ≥ 1 be integers. Then

(φxσ
k)s = σskφxr ,

where r = ∑s
j=1(p + 1) jk .

(3) If θ ∈ �1(RS), then θ = φx for some x ∈ �1
(
Z(L)

)
.

Proof Consider

σ−1φxσ(a) = σ−1φx (a
p+1)

= σ−1(xa)p+1

= σ−1(x p+1a p+1), since x p ∈ Z(G) by Theorem 1.26

= x p+1σ−1(σ(a))

= φx p+1(a).

This shows that σ ∈ NAut(G)(S). The remaining assertions of (1) are left as an
exercise.

Assertion (2) is proved by induction on s. For s = 1, by imitating proof of (1), it
follows that φxσ

k = σkφx (p+1)k for all k ≥ 1. Suppose that

(φxσ
k)s−1 = σ(s−1)kφxr1 ,

where r1 = ∑s−1
j=1(p + 1) jk . Then we obtain

(φxσ
k)s = φxσ

k(φxσ
k)s−1

= φxσ
kσ(s−1)kφxr1

= σskφx (p+1)sk φxr1

= σskφxr1+(p+1)sk ,

where r1 + (p + 1)sk = r , and assertion (2) is established.
Let θ = φxσ

k ∈ �1(RS), where 0 ≤ k < pn−1 and x ∈ �n
(
Z(L)

)
.We claim that

k = 0. Suppose that k > 0. Then we have
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1 = θ p = (φxσ
k)p = σ pkφxr ,

where r = ∑p
j=1(p + 1) jk . Notice that σ pk �= 1 as the order of σ is pn . Hence,

φxr �= 1 and lies in R ∩ S = 〈φa pn 〉. Thus, xr ∈ 〈a pn 〉 ≤ 〈a p〉. Since x ∈ L and p
divides r by Exercise4.38(1), xr ∈ M ∩ 〈a p〉 = 1. Hence, φxr = 1, which is a con-
tradiction. Thus, we have proved that θ ∈ �1(S), and therefore x ∈ �1

(
Z(L)

)
by

Lemma4.37(3). �
Let G be a non-abelian p-abelian p-group such that exp(G) = pm+1, where

m ≥ 1. Consequently, p must be an odd prime. Let

�1(G) = 〈a p
1 〉 ⊕ · · · ⊕ 〈a p

t 〉,

where the order of ai is pni+1 and n1 ≥ · · · ≥ nt . For each 1 ≤ i ≤ t , define

Mi = 〈a p
1 〉 ⊕ · · · ⊕ 〈a p

i−1〉 ⊕ 〈a p
i+1〉 ⊕ · · · ⊕ 〈a p

t 〉

and
Li = {x ∈ G | x p ∈ Mi }.

In the following result we collect interesting information about these groups, proof
of which is similar to that of Lemma4.36, and hence omitted.

Lemma 4.40 Let G be a p-abelian p-group as in the preceding paragraph with
subgroups Mi and Li for each 1 ≤ i ≤ t . Then�1(G) ≤ Li � G, G = Li 〈ai 〉, Li ∩
〈ai 〉 = 〈a pni

i 〉 ≤ �1
(
Z(G)

)
and G/Li = 〈Liai 〉 is cyclic of order pni . Further, if

j �= i , then a j ∈ Li .

Since �1(G) ≤ Z(G) and exp(G) = pm+1, it follows that exp
(
Z(G)

)
is either

pm or pm+1. First, we deal with the case exp
(
Z(G)

) = pm . The following result is
a direct consequence of the definitions.

Lemma 4.41 LetG bea p-abelian p-groupwith theabove set-upand exp
(
Z(G)

) =
exp

(
�1(G)

) = pm. Then, for each i with ni = m, the following statements hold:

(1) CG(Li ) = Z(Li )〈a p
i 〉 is an abelian normal subgroup of G;

(2) �ni

(
CG(Li )

) = �ni

(
Z(Li )

)〈a p
i 〉.

Remark 4.42 For each 1 ≤ i ≤ t , imitating Lemma4.37, we have the following:

(1) The map σi : G → G defined by

σi (li a
ki
i ) = li (a

p+1
i )ki ,

where 0 ≤ ki < pni and li ∈ Li , is an element of D(G) of order pni .
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(2) For each x ∈ �ni

(
Z(Li )

)
, the map φi,x : G → G defined by

φi,x (li a
ki
i ) = li (xai )

ki ,

where 0 ≤ ki < pni and li ∈ Li , is an element of D(G).
(3) If Si := {φi,x | x ∈ �ni

(
Z(Li )

)}, then Si ≤ D(G) and Si ∼= �ni

(
Z(Li )

)
.

For each 1 ≤ i ≤ t , set
Ri = 〈σi 〉,

T =
t∏

i=1

Ri

and
Wi = {

φi,x | x ∈ �1
(
Z(G)

)}
.

Lemma 4.43 Let G be a p-abelian p-group with the preceding set-up. Then the
following statements hold:

(1) T is the direct product R1 ⊕ · · · ⊕ Rt .
(2) For 1 ≤ i, j ≤ t , σ j ∈ NAut(G)(Si ).
(3) Wi ≤ D(G) and Wi

∼= �1
(
Z(G)

)
. Furthermore, if j �= i , then Wj ≤

CAut(G)(Wi ).

Proof Fix i such that 1 ≤ i ≤ t . Let j �= i and li ∈ Li . Then we can write li = l j akj ,
where 0 ≤ k < pn j and l j ∈ Li ∩ L j . We obtain

σ−1
j σiσ j (li ) = σ−1

j σiσ j
(
l j a

k
j

)

= σ−1
j σi

(
l j a

(p+1)k
j

)

= σ−1
j

(
l j a

(p+1)k
j

)
, since a(p+1)k

j l j ∈ Li

= σi (li ).

Further, we obtain
σ−1
j σiσ j (ai ) = a p+1

i = σi (ai ),

and hence σiσ j = σ jσi . Obviously 〈σi 〉 ∩ 〈σ j 〉 = 1, and therefore T is the direct
product of Ri , 1 ≤ i ≤ t , establishing assertion (1).

Observe that assertion (2) for i = j is simply Lemma4.39(1). So, fix i such that
i �= j . Let x ∈ �ni

(
Z(Li )

)
and li = l j akj , where 0 ≤ k < pn j and l j ∈ Li ∩ L j . As

in assertion (1), it follows that σ−1
j φi,xσ j (li ) = li . Further, we have

σ−1
j φi,xσ j (ai ) = σ−1

j (x)ai .
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It remains to be proved that

y := σ−1
j (x) ∈ �ni

(
Z(Li )

)
.

Writing
G = Li 〈a p+1

j 〉,

we get x = l ′j a
r(p+1)
j , for some 0 ≤ r < pn j and l ′j ∈ L j . Consequently, we obtain

y = σ−1
j (l ′j a

r(p+1)
j ) = l ′j a

r
j = xa−rp

j .

Since a−rp
j ∈ Li ∩ Z(G), it follows that a−rp

j ∈ �ni

(
Z(Li )

)
, and hence

y ∈ �ni

(
Z(Li )

)
.

Assertion (3) follows from Lemma4.37 by observing that �1
(
Z(G)

) ≤
�ni

(
Z(Li )

)
for each 1 ≤ i ≤ t . �

Theorem 4.44 Let G be a non-abelian p-abelian p-group with exp(G) = pm+1,
where m ≥ 1. If exp

(
Z(G)

) = exp
(
�1(G)

) = pm, then |G| divides |D(G)|.
Proof Recall that �1(G) = 〈a p

1 〉 ⊕ · · · ⊕ 〈a p
t 〉, where the order of ai is pni+1 and

m = n1 ≥ n2 ≥ · · · ≥ nt . We have the following two cases:

(1) exp
(
Z(L1)

) ≤ exp
(
Z(G)

) = pn1 ;
(2) exp

(
Z(L1)

) = exp(G) = pn1+1.

Case (1): By Lemmas4.39(1) and 4.41, we have R1S1 ≤ D(G) and

|R1S1| = pn1−1 |�n1

(
Z(L1)

)| = pn1−1 |Z(L1)| = |CG(L1)|.

The idea is to show that R1S1 along with Inn(G) is big enough in this case. Since
CG(L1) is a normal abelian subgroup of G, the map

ρ1 : CG(L1) → CG(L1)

given by ρ1(x) = [x, a1] is an endomorphism of CG(L1). Then it follows that

|CG(L1)| = |Ker(ρ1)| | Im(ρ1)|.

Since Im(ρ1) ≤ γ2(G) ≤ �1(G) ≤ L1 and Im(ρ1) ≤ CG(L1), we get

Im(ρ1) ≤ �1
(
Z(L1)

)
.

Let us set
T = {φ1,y | y ∈ Im(ρ1)}.
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Now by Lemma4.37(3), T ≤ S1 and T ∼= Im(ρ1). We claim that T = R1S1 ∩
Inn(G).

Let θ ∈ R1S1 ∩ Inn(G). Since θ ∈ Inn(G), it follows that the order of θ is p, and
therefore θ ∈ �1(R1S1). Now it follows by Lemma4.39(3) that θ = φ1,x for some
x ∈ �1

(
Z(L1)

)
. Let θ = ιg for some g ∈ G. For any element l ∈ L1, we have

glg−1 = θ(l) = φ1,x (l) = l,

and hence g ∈ CG(L1). On the other hand

φ1,x (a1) = xa1 = ga1g
−1.

Hence, x = [g, a1] = ρ1(g) ∈ Im(ρ1) and φ1,x ∈ T .
Conversely, if φ1,x ∈ T , then x ∈ Im(ρ1). Thus, there exists an element g ∈

CG(L1) such that ρ1(g) = [g, a1] = x . Consequently, we obtain

φ1,x (a1) = ga1g
−1.

Since g ∈ CG(L1) and G = L1〈a1〉, φ1,x is an inner automorphism of G induced by
g. Since Im(ρ1) ≤ �1

(
Z(L1)

)
, it follows that φ1,x ∈ S1, and hence φ1,x ∈ R1S1 ∩

Inn(G), which settles the claim.
Recall that R1S1 Inn(G) ≤ D(G) and

|D(G)| ≥ |R1S1 Inn(G)| = |CG(L1)| |G/Z(G)|
| Im(ρ1)| = |Ker(ρ1)| |G/Z(G)|.

Since Z(G) ≤ Ker(ρ1), it follows that |G| divides |D(G)|, and the proof of theorem
in Case (1) is complete.

Case (2): In this case, n1 = n2 = m, and hence we can assume that a2 ∈ Z(L1).
Just as in Case (1), by considering L2 instead of L1, we prove

|R2S2 Inn(G)| = |�n2

(
CG(L2)

)| |G/Z(G)|
| Im(ρ2)| , (4.45)

where the endomorphism
ρ2 : CG(L2) → CG(L2)

is given by ρ2(x) = [x, a2]. If [b, a2] = 1 for all b ∈ CG(L2), then Im(ρ2) = 1. Since
|Z(G)| divides |�n2

(
CG(L2)

)|, it follows that |G| divides |R2S2 Inn(G)|.
From this point onwards, we assume that [b1, a2] �= 1 for some b1 ∈ CG(L2).

Since G = L1〈a1〉, we can write b1 = l1ak1 , where 0 ≤ k < pn1 and l1 ∈ L1. As
a2 ∈ Z(L1) � G, it follows that [ak1, a2] ∈ Z(L1). Consequently,

1 �= [b1, a2] = [l1ak1, a2] = [ak1, a2],
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and hence p � k. Since |a1| = pn1+1, it follows that |b1| = pn1+1, and hence

�1(G) = 〈bp
1 〉 ⊕ K

for some subgroup K . Therefore, we can now assume that a1 = b1.
We claim that | Im(ρ2)| = p. Notice that a1 ∈ Z(L2), a2 ∈ Z(L1), and therefore

1 �= [a1, a2] ∈ Z(G). For each x ∈ CG(L2), we write x = l1ar1, where 0 ≤ r < pn1

and l1 ∈ L1. Then, we have

ρ2(x) = [x, a2] = [l1ar1, a2] = [ar1, a2] = [a1, a2]r .

Since the order of [a1, a2] is p, the claim follows. The remaining proof is divided
into two subcases: (2a) m = 1; (2b) m > 1.

Subcase (2a): It is clear that exp(G) = p2 and Z(G) = �1
(
Z(G)

)
. Further, as

[a2, a1] �= 1, we have CG(L2) = Z(L2), and hence

�1
(
CG(L2)

) = �1
(
Z(L2)

)
.

Since σ2 = φ1,a p
2
, it follows that

R2S2 = S2.

Further, Z(G) ≤ �1
(
Z(L2)

)
implies that |�1

(
Z(L2)

)| = ps |Z(G)| for some s ≥ 0.
Thus, by (4.45), we get

|S2 Inn(G)| = |�1
(
CG(L2)

)| |G/Z(G)|
| Im(ρ2)| = ps |Z(G)| |G/Z(G)|

p
= ps−1 |G|.

If s > 0, then we are done. Assume that s = 0. Recall that

Wi = {
φi,x | x ∈ �i

(
Z(G)

)}

for i = 1, 2. Notice that W2 = S2 by the very definition. Since

〈a p
1 〉 ⊕ 〈a p

2 〉 ≤ �1
(
Z(G)

)
,

by Lemma4.43, we have |W1| ≥ p2. It is easy to see that

W1 ∩ S2 Inn(G) = 〈φ1,[a1,a2]〉

is of order p. Therefore, we get

|W1S2 Inn(G)| = |W1| |S2 Inn(G)|
|W1 ∩ S2 Inn(G)| ≥ |G|.
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Subcase (2b): In this case, exp(G) ≥ p3 and n1 = n2 = m ≥ 2. Since σ1 ∈
CAut(G)(R2) and σ1 ∈ NAut(G)(S2), we have

R1R2S2 Inn(G) ≤ D(G).

Notice that θ(a p
1 ) = a p

1 for each θ ∈ R2S2 Inn(G). On the other hand, since |a1| =
pn1+1 ≥ p3, we have

σ1(a
p
1 ) = a p+p2

1 �= a p
1 .

Therefore, σ1 /∈ R2S2 Inn(G), and hence R2S2 Inn(G) < R1R2S2 Inn(G). Conse-
quently, we obtain

|R1R2S2 Inn(G)| ≥ p |R2S2 Inn(G)|.

Then it follows that

|R1R2S2 Inn(G)| ≥ p |�n2

(
CG(L2)

)| |G/Z(G)|
| Im(ρ2)| = |�n2

(
CG(L2)

)| |G/Z(G)|.

Since |Z(G)| divides |�n2

(
CG(L2)

)|, the proof of the theorem is complete. �
The next result is a reformulation of a result of Ree [101, Theorem 1].

Theorem 4.46 Let G be a non-abelian finite p-group of order greater than p2 and
of exponent p. Then |G| divides |Aut(G)|.
Proof Let N be a maximal subgroup of G containing Z(G) such that G/N = 〈Na〉
is cyclic of order p for some a ∈ G. It follows that Z(G) ≤ Z(N ). Define a map
η : Z(N ) → Z(N ) by

η(z) = zaz−1a−1

for z ∈ Z(N ). It is easy to see that η is a group homomorphism. SinceZ(G) ≤ Ker(η),
it follows that |Z(G)| divides |Z(N )/ Im(η)|.

By Lemma4.10, for each z ∈ Z(N ), the map θz : G → G defined by

θz(xa
i ) = x(za)i ,

for x ∈ N and 1 ≤ i ≤ p, is an automorphism of G centralising N . Thus, we get a
map � : Z(N ) → Aut(G) given by

�(z) = θz

for z ∈ Z(N ). It is easy to check that � is an injective group homomorphism.
Next we claim that

Im(�) ∩ Inn(G) = Im(�η).

If �(z) = ιg for some g = xai ∈ G, then
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g = θz(g) = x(za)i ,

and hence (za)i = ai . If i �= p, then za = a, and hence z = 1. In this case, �(z),
being trivial, obviously lies in Im(�η). If i = p, then g = x ∈ N . Since

n = θz(n) = xnx−1

for all n ∈ N , we have x ∈ Z(N ). Now

za = θz(a) = xax−1

implies that z = η(x), which yields�(z) ∈ Im(�η). Conversely, for each z ∈ Z(N ),
we see that �η(z) is the inner automorphism induced by z, and hence the claim is
proved.

Now consider

Im(�) Inn(G)/ Inn(G) ∼= Im(�)/
(
Im(�) ∩ Inn(G)

)

∼= Im(�)/ Im(�η)

∼= Z(N )/ Im(η), since � is injective.

As Im(�) Inn(G)/ Inn(G) ≤ Aut(G)/ Inn(G) and |Z(G)| divides |Z(N )/ Im(η)|,
it follows that |G| divides |Aut(G)|. �

Notice that, if exp(G) = p, then�1
(
Z(G)

) = Z(G). Thus, the preceding theorem
actually proves that |G| divides |D(G)|.

We need the following result for the case exp(G) = exp
(
Z(G)

) = pm+1.

Lemma 4.47 Let G be a p-abelian p-group such that exp(G) = pm+1, where m ≥
1. Let

�1(G) = 〈a p
1 〉 ⊕ · · · ⊕ 〈a p

t 〉,

where the order of ai is pni+1 for 1 ≤ i ≤ t . If a j ∈ Z(G) for some fixed j , then the
following statements hold:

(1) If θ ∈ Aut�1

(
Z(L j )

)
(L j ), then the map θ̃ : G → G given by

θ̃(lakj ) = θ(l)akj

for all 0 ≤ k < pn j and l ∈ L j , defines an automorphism of G extending θ.

(2) If Vj = {
θ̃ | θ ∈ Aut�1

(
Z(L j )

)
(L j )

}
, then Vj ≤ D(G) and

|Vj | = |Aut�1

(
Z(L j )

)
(L j )|.

(3) R j Vj ≤ D(G) and |R jVj | = pn j |Vj |.
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Proof Since L j ∩ 〈a j 〉 = 〈a pn j

j 〉 and θ(a pn j

j ) = a pn j

j , it follows that θ̃ is well-defined.

Further, G = L j 〈a j 〉 implies that θ̃ extends to an automorphism of G, proving asser-
tion (1).

Since �1
(
Z(G)

) ≤ �1
(
Z(L j )

)
, we have Vj ≤ D(G). It is clear that |Vj | =

|Aut�1

(
Z(L j )

)
(L j )|, which proves assertion (2).

Observe that R j ≤ CAut(G)(Vj ), and hence R jVj ≤ D(G). Further, if α ∈ R j ∩
Vj , then α(a j ) = a j and α(l) = l for all l ∈ L j , and hence α = 1. Finally |R jVj | =
pn j |Vj | by Remark4.42(1), and the proof is complete. �

With this information in hand, we prove the following

Theorem 4.48 Let G be a finite non-abelian p-abelian p-group such that

exp(G) = exp
(
Z(G)

) = pm+1,

where m ≥ 1. Then |G| divides |D(G)|.
Proof Notice that �1(G) is non-trivial. Recall the decomposition of �1(G) from
Lemma4.47. We now proceed by induction on t .

If t = 1, then �1(G) is cyclic of order pn1 . Choose a1 ∈ Z(G) such that the order
of a1 is pn1+1. Then we have �1(G) = 〈a p

1 〉. Thus,

L1 = �1(G)

and
G/�1(G) = 〈�1(G)a1〉,

the latter being cyclic of order pn1 . Since G is non-abelian and a1 ∈ Z(G), it follows
that �1(G) is non-abelian group of exponent p. Thus, it follows from Theorem4.46
that |�1(G)| divides |D(

�1(G)
)|. Now consider

V1 = {
θ̃ | θ ∈ Aut�1

(
Z(�1(G))

) (
�1(G)

)}

as defined in Lemma4.47(2). Since |G| = pn1 |�1(G)|, by Lemma4.47(3), we see
that |G| divides |D(G)|.

Now assume that the theorem holds for t − 1, where t ≥ 2. Choose a1 ∈ Z(G) of
order pn1+1 and a2, . . . , at ∈ G such that the order ai is pni and

�1(G) = 〈a p
1 〉 ⊕ · · · ⊕ 〈a p

t 〉.

Then G/L1 = 〈L1a1〉 is cyclic of order pn1 . Since a1 ∈ Z(G), it follows that L1 is a
non-abelian p-abelian p-group of exponent at least p2 such that

�1(L1) = 〈a p
2 〉 ⊕ · · · ⊕ 〈a p

t 〉.
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If exp
(
Z(L1)

) = exp
(
�1(L1)

)
, then, by Theorem4.44, |L1| divides

|Aut�1(Z(L1))(L1)|. If exp
(
Z(L1)

) = exp(L1), then, by the induction hypothesis,

|L1| again divides |Aut�1

(
Z(L1)

)
(L1)|. Considering V1 as defined in Lemma4.47,

we see that

|D(G)| ≥ |R1V1| = pn1 |V1| = pn1 |Aut�1

(
Z(L1)

)
(L1)| ≥ pn1 |L1| = |G|,

and the proof is complete. �
Putting all the pieces together, we obtain the following result of Davitt

[19, Theorem3].

Theorem 4.49 Let G be a finite non-abelian p-abelian p-group. Then |G| divides
|Aut(G)|.

4.6 Groups with Small Central Quotient

In this section, we show that finite non-abelian p-groups G with |G/Z(G)| ≤ p4

satisfy Divisibility Property [20].
We begin with the special case when G is regular. See Sect. 1.2 of Chap.1 for the

definition.

Proposition 4.50 Let G be a non-abelian regular p-group with |G/Z(G)| ≤ p4.
Then |G| divides |Aut(G)|.
Proof Since regular 2-groups are abelian, pmust be an odd prime. If G is p-abelian,
then the result follows from Theorem4.49.

Assume that G is not p-abelian. Then there exist at least two elements x and
y in G such that [x, y]p �= 1. From the regularity of G, it follows that none of
the two elements [x p, y] and [x, y p] is trivial, which implies that both x p and
y p lie outside Z(G) and x p �= y p modulo Z(G). Since |G/Z(G)| ≤ p4, we must
have |G/Z(G)| = p4. Notice that |�1

(
G/Z(G)

)| = p2. Hence, by Proposition1.10,
G/Z(G) is metacyclic, and the result follows by Theorem4.20. �

Before proceeding further,we list all possible reductions on our group.Notice that,
since G is non-abelian, |G/Z(G)| ≥ p2. If |G/Z(G)| = p2, then G is of nilpotency
class 2, and the result follows from Theorem4.17. Therefore, we assume that

p3 ≤ |G/Z(G)| ≤ p4.

Further, by Theorem4.17, we assume that G has nilpotency class greater than 2,
and hence the nilpotency class of G is either 3 or 4. By Theorem4.20, we assume
that G/Z(G) is not metacyclic. Let us set

exp(G) = pm .

https://doi.org/10.1007/978-981-13-2895-4_1
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In view of Theorem4.49, we assume that G is not p-abelian, and therefore m ≥ 2.
Additionally, by Remark4.5, we assume that

Z(G) ≤ �(G).

It follows that d(G) = d(H), which is either 2 or 3. Finally, if p ≥ 5, thenG is regular
and the result follows from Proposition4.50. Therefore, we assume that p = 2, 3.

We first take up the case p = 3.

Proposition 4.51 Let G be a 3-group such that |G/Z(G)| = 33. Then |G| divides
|Aut(G)|.
Proof Since H := G/Z(G) is neither abelian nor metacyclic, it follows that H is an
extraspecial 3-group of exponent 3 and d(H) = 2. Notice that G = 〈a, b〉 for some
a, b ∈ G, and the nilpotency class of G is 3. Further, by Theorem1.31(2), we have
exp

(
γ3(G)

) = 3, and a simple computation yields

1 = [a3, b] = [a, b]3[a, b, a]3[a, b, a, a] = [a, b]3.

Since G is generated by two elements, it easily follows that (see [52, Theorem2.81])

γ2(G) = 〈[a, b], γ3(G)〉.

Consequently, exp
(
γ2(G)

) = 3. By Theorem1.31(3), �(G) is regular. Therefore,
by Theorem1.27, we get exp

(
G/γ2(G)

) ≥ exp
(
Z(G)

)
. Since

|Hom (
G/γ2(G), Z(G)

)| ≥ 3 |Z(G)|,

we obtain

| IC(G)| = |Hom (
G/γ2(G), Z(G)

)| |G/Z2(G)| ≥ 33 |Z(G)| = |G|,

and the proof is complete. �
Recall that a group K is said to be capable if there exists a group G such that

K ∼= G/Z(G).

We refer the reader to [7] for some foundational results on capable groups. The
following result [115, 3.2.10] gives a necessary condition for a group to be capable.

Theorem 4.52 If G is a group containing a non-identity elementw and a generating
set S such that some power of each element in S equals w, then G is not capable.

Proposition 4.53 Let G be a 3-group such that |G/Z(G)| = 34. Then |G| divides
|Aut(G)|.

https://doi.org/10.1007/978-981-13-2895-4_1
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Proof Let H := G/Z(G). We have two cases: (1) d(G) = 3; (2) d(G) = 2.
Case(1): If |Z(H)| = 3, then H must be extraspecial, which is not possible.

Hence, we have |Z(H)| = 32. In this case H must be regular and |G/Z2(G)| = 32.
Indeed, since |γ2(H)| = 3, H is 3-abelian.

If exp(H) = 3, then G = 〈a, b, c〉 such that the order of all three elements
Z(G)a,Z(G)b and Z(G)c is 3. It is an easy exercise to prove that

γ2(G) = 〈[a, b], [a, c], [b, c], γ3(G)〉.

Since the nilpotency class of G is 3 and exp
(
γ3(G)

) = 3, we have exp
(
γ2(G)

) = 3.
By Theorem1.31(3), �(G) is regular. It follows from Theorem1.27 that
exp

(
G/γ2(G)

) ≥ exp
(
Z(G)

)
. Therefore, since

|Hom (
G/γ2(G), Z(G)

)| ≥ 32 |Z(G)|,

we obtain
| IC(G)| ≥ 34 |Z(G)| = |G|.

If exp(H) = 32, then we can take H = 〈x, y, w〉 with x of order 32 and �1(G) =
〈x3〉. Since H is regular, without loss of generality, we can assume that the order of
both y and w is 32. So there is a generating set for H such that some power of each
element in it equals x3. Thus, by Theorem4.52, H is not capable, and therefore this
case does not arise.

Case (2): Let G = 〈a, b〉. Suppose that |G/Z2(G)| = 33. If Z(G) is non-cyclic
or exp

(
G/γ2(G)

) ≥ exp
(
Z(G)

)
, then | IC(G)| ≥ |G|, and we are done.

So we assume that Z(G) is cyclic and

exp
(
G/γ2(G)

)
< exp

(
Z(G)

)
.

Thus, by Theorem 1.27, we have exp
(
γ2(G)

) = 32. Since γ2(G) = 〈[a, b], γ3(G)〉,
�1

(
γ2(G)

) ≤ Z(G) and exp
(
γ3(G)

) = 3, it follows that 〈[a, b]3〉 is the unique sub-
group of Z(G) of order 3 and

|γ2(G)| = 3 |γ3(G)|.

Notice that |γ2(G) ∩ Z(G)| = 3. If the nilpotency class of G is 3, then γ2(G) must
be cyclic of order 32, which is not possible as G is non-regular. If the nilpotency
class of G is 4, then

|γ2(G)| = 3 |γ3(G)Z(G)/Z(G)| |γ3(G) ∩ Z(G)| = 33.

Now suppose that exp(G) = 3m , where m ≥ 2. If m = 2, then, since
exp

(
G/γ2(G)

)
< exp

(
Z(G)

)
, it follows that exp

(
G/γ2(G)

) = 3 and
exp

(
Z(G)

) = 32. On one hand, we have

https://doi.org/10.1007/978-981-13-2895-4_1
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|G| = |H | |Z(G)| = 36.

On the other hand,
|G| = |G/γ2(G)| |γ2(G)| = 35,

which is a contradiction. Hence, m > 2, and it follows that exp
(
G/γ2(G)

) = 3m−2

and exp
(
Z(G)

) = pm−1. If

G/γ2(G) = C3m−2 ⊕C3,

then
|G| = |G/γ2(G)| |γ2(G)| = 3m+2.

Also, we have |G| = |H | |Z(G)| = 3m+3, which is not possible. So we must have

G/γ2(G) = C3m−2 ⊕C32 ,

and hence
| IC(G)| = 3m+3 = |G|.

Finally, assume that |G/Z2(G)| = 32. Then |Z(H)| = 32, the nilpotency class
of H is 2, and so H is regular. Notice that |�1(H)| ≤ 3, otherwise H is metacyclic.
If |�1(H)| = 1, then Z(H) = γ2(H) is cyclic of order 32, which is absurd. Hence,
|�1(H)| = 3, and therefore there exists an element x ∈ G having order 32. We can
always choose another element y of order 32 such that H = 〈x, y〉 and y3 = x3.
Hence, H is not capable by Theorem4.52, and this case cannot occur, completing
the proof of the proposition. �

We now move to 2-groups.

Proposition 4.54 Let G be a 2-group such that |G/Z(G)| = 23. Then |G| divides
|Aut(G)|.
Proof There are only two non-abelian groups of order 23 and both of these are
2-generator metacyclic groups having elements of order 22.

Assume that G = 〈a, b〉, where the orders of Z(G)a and Z(G)b respectively are
22 and 2, and 〈Z(G)a〉 is normal subgroup of G/Z(G) with index 2. Then, by
Exercise1.28, for A = 〈a,Z(G)〉, we get

|A| = |γ2(G)| |Z(G)|.

On the other hand |A| = 22 |Z(G)|, and hence |γ2(G)| = 22 and |G/γ2(G)| =
2 |Z(G)|. Now exp

(
G/γ2(G)

)
< exp

(
Z(G)

)
or exp

(
G/γ2(G)

) ≥ exp
(
Z(G)

)
.

Since |G/Z2(G)| = 22, in both the cases, we obtain | IC(G)| ≥ |G|, and the proof
is complete. �

For the remaining case when |G/Z(G)| = |H | = 24, we use the classification
of non-abelian groups of order 24 from Hall-Senior [54]. There are 9 such groups

https://doi.org/10.1007/978-981-13-2895-4_1
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H listed as follows in terms of their presentation together with some other relevant
information.

H = 〈x, y, w | x4, y2, w2, [x, y] = x2〉, (4.55)

γ2(H) = 〈x2〉, Z(H) = 〈x2〉 ⊕ 〈w〉.

H = 〈x, y, w | x4, y4, w2, [x, y] = x2 = y2〉, (4.56)

γ2(H) = 〈x2〉, Z(H) = 〈x2〉 ⊕ 〈w〉.

H = 〈x, y, w | x2, y2, w4, [x, y] = w2〉, (4.57)

γ2(H) = 〈w2〉, Z(H) = 〈w〉.

H = 〈x, y | x2, y4, [x, y]2〉, (4.58)

γ2(H) = 〈[x, y]〉, Z(H) = 〈[x, y]〉 ⊕ 〈y2〉.

H = 〈x, y | x4, y4, [x, y] = x2〉, (4.59)

γ2(H) = 〈x2〉, Z(H) = 〈x2〉 ⊕ 〈y2〉.

H = 〈x, y | x2, y8, [x, y] = y4〉, (4.60)

γ2(H) = 〈y4〉, Z(H) = 〈y2〉.

H = 〈x, y | x8, y2, [x, y]−1 = x2〉, (4.61)

γ2(H) = 〈[x, y]〉 = Z2(H), Z(H) = 〈[x, y]2〉 = γ3(H).

H = 〈x, y | x8, y2, [x, y] = x2〉, (4.62)

γ2(H) = 〈[x, y]〉 = Z2(H), Z(H) = 〈[x, y]2〉 = γ3(H).

H = 〈x, y | x8, y4, [x, y]−1 = x2, [x, y]2 = y2〉, (4.63)

γ2(H) = 〈[x, y]〉 = Z2(H), Z(H) = 〈[x, y]2〉 = γ3(H).

By suitably modifying the generating sets, the following result is a direct conse-
quence of Theorem4.52.

Lemma 4.64 The groups (4.56), (4.57), (4.59), (4.60), (4.62) and (4.63) are not
capable.

Proposition 4.65 Let G be a 2-group such that |G/Z(G)| = 24. Then |G| divides
|Aut(G)|.
Proof In view of Lemma4.64, we only need to consider groups (4.55), (4.58) and
(4.61) from the preceding list.

Group (4.55): Since exp
(
γ2(H)

) = 2, it follows from Theorem1.30 that
exp

(
γ3(G)

) = 2 and
�1

(
γ2(G)

) ≤ Z(G).

https://doi.org/10.1007/978-981-13-2895-4_1
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Thus, we have |G/Z2(G)| = 22, |γ2(G)Z(G)/Z(G)| = 2 and the nilpotency class
ofG is 3. Consequently,�(G) is abelian. ByTheorem1.30(2), we have exp

(
γ2(G)

)≤
22. If exp

(
γ2(G)

) = 2, then by Theorem1.27 we get

exp
(
G/γ2(G)

) ≥ exp
(
Z(G)

)
.

And, if exp
(
γ2(G)

) = 22, then by Theorem1.27, we have exp
(
G/γ2(G)

) ≥
exp

(
Z(G)

)
/2.

If either Z(G) is not cyclic or exp
(
G/γ2(G)

) ≥ exp
(
Z(G)

)
, then it follows

that | IC(G)| ≥ |G|. Thus, we assume that Z(G) is cyclic and exp
(
G/γ2(G)

)
<

exp
(
Z(G)

)
. Then, byTheorem1.27,wehave exp

(
γ2(G)

) = 22. Since |G/Z2(G)| =
22, we only need to show that |γ2(G)| = 22. Let

G = 〈a, b, c〉

such that the order of Z(G)c is 2 and c ∈ Z2(G). Then it follows that [a, c] and [b, c]
both lie in �1

(
Z(G)

)
. Since

γ2(G) = 〈[a, b], [a, c], [b, c], γ3(G)〉,

it follows that [a, b] is of order 22. Since �1
(
γ2(G)

) ≤ Z(G), we have �1
(
Z(G)

) =
〈[a, b]2〉. Hence, γ2(G) = 〈[a, b]〉 is cyclic of order 22, and the proof in this case is
complete.

Group (4.58): Let G = 〈a, b〉, where Z(G)a = x and Z(G)b = y. It follows that
exp

(
γ3(G)

) = 2, �1
(
γ2(G)

) ≤ Z(G), |G/Z2(G)| = 22, |γ2(G)Z(G)/Z(G)| = 2,
�(G) = 〈[a, b], b2,Z(G)〉 and the nilpotency class of G is 3. Since b2 ∈ Z2(G), it
follows that �(G) is abelian. By Theorem1.30(2), we obtain exp

(
γ2(G)

) ≤ 22. An
easy exercise shows that

γ2(G) = 〈[a, b], [a, b, a], [a, b, b]〉,

where only [a, b] could possibly have order 22. Since the order of a modulo Z(G)

is 2, we have
1 = [a2, b] = [a, b]2[a, b, a].

Thus, [a, b, a] ∈ 〈[a, b]〉, and therefore |γ2(G)| ≤ 23. We now have two cases: (1)
Z(G) is cyclic; (2) Z(G) is not cyclic.

Case (1): In this case, since γ2(G) = 〈[a, b], [a, b, b]〉, we have |γ2(G)| = 22.
Nextwe claim that exp

(
γ2(G)

) = 2. If not, then the order of [a, b] is 22. If [a, b, b] �=
1, then [a, b, b] = [a, b]2. Further we have

[a, b2] = [a, b]2[a, b, b] = [a, b]4 = 1,

which implies that b2 ∈ Z(G), which is not true. Hence, [a, b, b] = 1. Then B :=
〈[a, b], b,Z(G)〉 is an abelian normal subgroup of index 2 in G. Thus, |B| =
23|Z(G)|. On the other hand, by Exercise1.28, we get

https://doi.org/10.1007/978-981-13-2895-4_1
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|B| = |γ2(G)| |B ∩ Z(G)| = 22 |Z(G)|,

a contradiction. Hence, exp
(
γ2(G)

) = 2 and consequently [a, b, a] = 1.
Since |Z(G)| > 2 and Z(G) ≤ �1

(
γ2(G)

)
, it follows that exp

(
Z(G)

) ≤ 2m−1

and m > 2. Let g ∈ G be of maximal order. Since g4 ∈ Z(G), we have g2
m−1 ∈

Z(G) ∩ γ2(G), which is the unique subgroup of Z(G) of order 2. Thus,
exp

(
G/γ2(G)

) = 2m−1. Similarly, exp
(
Z(G)

) = |Z(G)| ≥ 2m−2. If |Z(G)| = 2m−1,
then

| IC(G)| ≥ 22 |G/γ2(G)| = |G|.

Assume thatZ(G) is cyclic of order 2m−2. Then it follows thatZ(G) ≤ �2
(
γ2(G)

)
.

Let Z(G) = 〈vw4〉, where v ∈ γ2(G) and w ∈ G. As a2 ∈ Z(G), we have a2 =
viw4 j for some integers i and j . If a′ := aw−2 j , then a′4 = 1. Since w−2 j ∈ �(G),
G = 〈a′, b〉. Therefore, without loss of generality, we can assume that G = 〈a, b〉
such that the order of a is at most 22. Then

A := 〈[a, b], a,Z(G)〉

is an abelian normal subgroup ofG such thatG/A = 〈Ab〉 is cyclic of order 22. Now
it follows from Lemma4.10 that the map φ : G → G defined by

φ(b) = ab and φ(u) = u

for all u ∈ A, extends to an automorphism of G centralising A, and the order of φ
is equal to the order of a. Since a /∈ γ2(G)Z(G), it follows that φ is a non-trivial
2-power automorphism which is not in IC(G). Hence,

|Aut(G)|p ≥ |〈φ, IC(G)〉| ≥ 2 | IC(G)| = 24 |Z(G)| = |G|,

and the proof in complete in this case.
Case (2): In this case, if exp

(
G/γ2(G)

) ≥ exp
(
Z(G)

)
, then

| IC(G)| ≥ 24 |Z(G)| = |G|.

Similarly, if exp
(
G/γ2(G)

) = exp
(
Z(G)

)
/2, then

| IC(G)| ≥ 23 |G/γ2(G)| ≥ |G|,

and we are done.
Group (4.61): In this case, G = 〈a, b〉, where the order of Z(G)a is 23 and

|G/Z2(G)| = 23. Then A := 〈a,Z(G)〉 is an abelian normal subgroup of G with
index 2. By Exercise1.28, we have

23 |Z(G)| = |A| = |γ2(G)| |Z(G)|,

https://doi.org/10.1007/978-981-13-2895-4_1
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and hence |γ2(G)| = 23. If exp
(
G/γ2(G)

) ≥ exp
(
Z(G)

)
, then

| IC(G)| ≥ 24 |Z(G)| = |G|.

Similarly, if exp
(
G/γ2(G)

)
< exp

(
Z(G)

)
, then

| IC(G)| ≥ 23 |G/γ2(G)| = |G|.

This completes the proof of the proposition. �
Combining Propositions4.50, 4.51, 4.53, 4.54, 4.65,we have proved the following

result of Davitt [20].

Theorem 4.66 Let G be a non-abelian finite p-group with |G/Z(G)| ≤ p4. Then
|G| divides |Aut(G)|.

As a consequence of the preceding theorem and Theorem1.32, we readily get

Corollary 4.67 Let G be a non-cyclic finite p-group such that p3 ≤ |G| ≤ p6. Then
|G| divides |Aut(G)|.

https://doi.org/10.1007/978-981-13-2895-4_1


Chapter 5
Groups with Divisibility Property-II

This chapter is a continuation of the previous chapter onDivisibility Property. In the first three
sections, we deal with groups of order p7 [41], groups of coclass 2 [35] and 2-groups with
a given coclass [26]. Section5.4 deals with p2-abelian p-central p-groups [121]. Finally, in
Sect. 5.5, results with certain specific conditions on groups are presented [30, 34, 128].

5.1 Groups of Order p7

In view of Corollary 4.67, to study Divisibility Property, it is enough to consider
p-groups of order greater than p6. That p-groups of order p7 admit Divisibility
Property was established by Gavioli [41], which we present in this section.

We begin with the following result, which is an immediate consequence of
[17, Theorem 3.2], whose proof is purely module-theoretic.

Lemma 5.1 Let G = 〈a, b〉 be a two-generated metabelian p-group. Then for all
u, v ∈ γ2(G), there exists an automorphism of G mapping a to au and b to bv. In
particular, |γ2(G)|2 divides |Aut(G)|.

For the rest of this section, we assume thatG is a p-group of order p7. In addition,
we assume that G satisfies the following hypotheses:

(i) p is an odd prime (For p = 2, it is proved in [95] that |G| divides |Aut(G)|,
which can also be verified using a direct GAP calculation [38]).

(ii) G is purely non-abelian of nilpotency class greater than 2 such that�1
(
Z(G)

) ≤
γ2(G) and |Z(G)| = p2 (In view of Remarks 4.3 and 4.7, Theorems 4.17 and
4.66).

(iii) If G is 2-generated and metabelian, then |γ2(G)| ≤ p3 (By Lemma 5.1).

The main result of this section is the following theorem of Gavioli [41], which is
a consequence of the next four results depending on the structure of Z(G) and the
number of generators of G.
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Theorem 5.2 If G is a non-abelian p-group of order p7, then |G| divides |Aut(G)|.
We begin with the case when the center is elementary abelian.

Theorem 5.3 If G is a non-abelian p-group of order p7 with Z(G) = Cp ⊕Cp,
then |G| divides |Aut(G)|.
Proof If |Hom (

G/γ2(G), Z(G)
)| ≥ |Z2(G)|, then

| IC(G)| = |Hom (
G/γ2(G), Z(G)

)| |G|
|Z2(G)| ≥ |G|,

and we are done.
So assume that |Hom (

G/γ2(G), Z(G)
)| < |Z2(G)|. Observe that G is gen-

erated by 2 elements. For, if G is generated by more than 2 elements, then
|Hom (

G/γ2(G), Z(G)
)| ≥ p6, which implies that Z2(G) = G, that is, G is nilpo-

tent of class 2, a contradiction. Consequently, we have

|Hom (
G/γ2(G), Z(G)

)| = p4,

and hence |Z2(G)| ≥ p5. By Proposition 1.8(3), Z2(G) ≤ �(G). Hence, Z2(G) =
�(G), and consequently |Z2(G)| = p5.

Since G is generated by 2 elements and is of nilpotency class 3, by Proposition
1.8(5), it is metabelian. By our assumption on G, |γ2(G)| ≤ p3. Since

Z(G) = �1
(
Z(G)

) ≤ γ2(G),

it follows that |γ2(G)| = p3. Notice that exp
(
G/Z(G)

) = p2, and hence

G/γ2(G) ∼= Cp2 ⊕Cp2 .

Suppose that G = 〈x, y〉. Observe that Z2(G) is abelian and can be considered
as a G-module via conjugation. Also γ2(G) acts trivially on Z2(G), and hence
G/γ2(G) acts on Z2(G). Since the hypothesis of Proposition 2.13 holds, the map
δ : G/γ2(G) → Z2(G) defined on generators by

δ
(
γ2(G)x

) = y p

and
δ
(
γ2(G)y

) = 1

is a derivation. We lift δ to a derivation δ̃ : G → Z2(G) by setting

δ̃(ug) = δ
(
γ2(G)g

)
,
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where u ∈ γ2(G) and g is a coset representative of γ2(G) in G. Further, notice that
δ̃
(
Z2(G)

) = 1. Thus, by Proposition 2.14, δ̃ defines an automorphism of G of p-
power order, which is obviously non-inner and non-central. Since | IC(G)| = p6, we
obtain |Aut(G)|p ≥ p7, and the proof is complete. �

We need the following basic result.

Proposition 5.4 Let G be a group and A an abelian normal subgroup of G
with Z(G) ≤ A ≤ Z2(G). Then there is an embedding of A/Z(G) into
Hom

(
G/A, Z(G)

)
.

Proof For a ∈ A, let ā = Z(G)a. Consider the map

θ : A/Z(G) → Hom
(
G/A, Z(G)

)

by setting
θ(ā) = θā,

where θā : G/A → Z(G) is the homomorphism given by

θā(Ag) = [a, g].

It is easy to see that θ is an injective homomorphism. �

Next, we take-up the case when the center is cyclic.

Theorem 5.5 If G is a 2-generated non-abelian p-group of order p7 with Z(G)

cyclic, then |G| divides |Aut(G)|.
Proof Let G = 〈a, b〉. We have the following five possible cases:

Case (1) G/Z2(G) ∼= Cp ⊕Cp, Z2(G)/Z(G) ∼= Cp2 ⊕Cp, Z(G) ∼= Cp2;
Case (2) G/Z2(G) ∼= Cp ⊕Cp, Z2(G)/Z(G) ∼= Cp ⊕Cp ⊕Cp, Z(G) ∼= Cp2;
Case (3) G/Z3(G) ∼= Cp ⊕Cp, Z3(G)/Z2(G) ∼= Cp, Z2(G)/Z(G) ∼= Cp2 ,

Z(G) ∼= Cp2;
Case (4) G/Z3(G) ∼= Cp ⊕Cp, Z3(G)/Z2(G) ∼= Cp, Z2(G)/Z(G) ∼= Cp ⊕Cp,

Z(G) ∼= Cp2;
Case (5) G/Z4(G) ∼= Cp ⊕Cp, Z4(G)/Z3(G) ∼= Cp, Z3(G)/Z2(G) ∼= Cp,

Z2(G)/Z(G) ∼= Cp, Z(G) ∼= Cp2 .

Cases (1)–(3): Notice that in all these cases Z2(G) is abelian. Taking A = Z2(G),
we see that A/Z(G) cannot be embedded into Hom

(
G/A, Z(G)

)
, a contradiction

to Proposition 5.4. Hence, these cases do not arise.
Case (4): By Proposition 1.8(5), G is metabelian, and therefore by the given

condition on G, we have |γ2(G)| = p3. Thus, we obtain

https://doi.org/10.1007/978-981-13-2895-4_2
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G/γ2(G) ∼= Cp2 ⊕Cp2 or Cp ⊕Cp3 .

In the former case, the result holds by considering IC(G). In the latter case, since
Z2(G)γ2(G) = Z3(G), we have

|Z2(G)/
(
γ2(G) ∩ Z2(G)

)| = |Z3(G)/γ2(G)| = p2.

Hence, we obtain
|γ2(G) ∩ Z2(G)| = p2.

Notice that [b, a, b] and [b, a, a] lie in γ2(G) ∩ Z2(G). Since

�1
(
Z(G)

) = γ2(G) ∩ Z(G) < γ2(G) ∩ Z2(G),

we can choose the generators a, b such that [b, a, b] ∈ �1
(
Z(G)

)
. Then, using Hall-

Witt identity, we obtain

[b, a, a, b] = [b, a, b, a] = 1.

Notice that [b, a, a] /∈ Z(G), otherwise γ3(G) ≤ Z(G), which is not possible. Since
Z2(G)γ2(G) = Z3(G), it follows that [c, a] /∈ Z(G) for any c ∈ Z3(G) \ Z2(G).
Consequently, as [a p, a] = 1, we have a p ∈ Z2(G).

If a p ∈ γ2(G)Z(G), then |γ2(G)b| = p3. If bp ∈ Z3(G) \ Z2(G), then it follows
that [b, a, b] = 1. Since [b, a, a, b] = 1, we see that 〈b,Z2(G)〉 is abelian and Z2(G)

centralize b, which is a contradiction. Hence, we obtain

bp ∈ Z2(G) \ Z(G).

Since bp and [b, a, a] are not powers of each other modulo γ2(G)Z(G), they are not
so modulo Z(G). Consequently, Z2(G) centralize b, which is again a contradiction.
Hence, this situation does not arise, and therefore a p /∈ γ2(G)Z(G).

Since a p ∈ Z2(G), we have a p ∈ Z2(G) \ γ2(G)Z(G). Choose integers i, j such
that the elements h := a pi and k := [b, a, a] j satisfy [a, k] = [b, h]. Using Propo-
sition 2.13, there exists a derivation φ : G → Z2(G) with

φ(a) = h and φ(b) = k.

The automorphism induced by φ together with non-inner central automorphisms
generate a p-subgroup of Aut(G) of order greater than or equal to p2. That |G|
divides |Aut(G)| follows by combining this p-subgroup together with Inn(G).

Case (5): Clearly p4 ≤ |γ2(G)| ≤ p5. If |γ2(G)| = p4, then

Hom
(
G/γ2(G), Z(G)

) ∼= Cp ⊕Cp2 ,

and therefore | IC(G)| = p7, and we are done.

https://doi.org/10.1007/978-981-13-2895-4_2
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Now we assume that |γ2(G)| = p5, which yields

γ2(G) = �(G) = Z4(G).

Consequently, we get Z4(G) = 〈[b, a]〉Z3(G). Modify generators a, b of G such
that Z3(G) = 〈[b, a, a]〉Z2(G) and [b, a, b] ∈ Z2(G). Further,

[b, a, a, b] ≡ [b, a, b, a] ≡ 1 mod �1
(
Z(G)

)

gives Z2(G) = 〈[b, a, a, a]〉Z(G).
Let M = 〈[b, a, a], [b, a, a, a], z p〉, where 〈z〉 = Z(G). Since [Z2(G),�(G)] =

1, it follows that Z3(G) is abelian. Thus, M is an abelian normal subgroup of G. If
a p ∈ Zk(G) \ Zk−1(G) for k = 3, 4, then [a p, a] = 1 generates the quotient group
Zk−1(G)/Zk−2(G), which is absurd. Hence, it follows that a p ∈ Z2(G). A simple
commutator calculation shows that

[b, a, a]p ≡ [b, a, a p] ≡ 1 mod 〈[b, a, a, a, a]〉

and
�1

(
Z2(G)

) = 〈[b, a, a, a], z p〉 .

Notice that [b, a, a, a, a] is a central element of order p. Thus, [b, a, a, a, a] ∈
�1

(
Z(G)

)
, and consequently M ∩ Z(G) = �1

(
Z(G)

)
and |M | = p3.

We claim that [Z4(G),G] � M . Contrarily, suppose that [Z4(G),G] ≤ M . Since
Z4(G) = γ2(G) and the nilpotency class of G is 5, it follows that M = γ3(G).
Then G/M is a group of order p4 such that the nilpotency class of G/M is 2 and
|γ2(G/M)| = p2, which is not possible. Hence, we must have [Z4(G),G] � M .

Since�1
(
Z(G)

) ≤ M and Hom
(
G/Z3(G), �1

(
Z(G)

))
has a non-inner deriva-

tion, it follows that
H1

(
G/Z3(G), M

) �= 1.

Since [Z4(G),G] � M , no inner automorphism can be induced by a representative
of a non-trivial element in H1

(
G/Z3(G), M

)
. If |H1

(
G/Z3(G), M

)| ≥ p2, then
it follows that H1

(
G/Z3(G), M

)
embeds in Out(G) as a p-subgroup, and hence

|G| divides |Aut(G)|.
Suppose that |H1

(
G/Z3(G), M

)| = p. By Proposition 2.9, we have the follow-
ing long exact sequence of cohomology groups

0 → �1
(
Z(G)

) → Z(G) → Z3(G)/M → H1 (
G/Z3(G), M

) → H1 (
G/Z3(G), Z3(G)

)

σ→ Hom
(
G/Z3(G), Z3(G)/M

) δ1→ H2
(
G/Z3(G), M

) → · · ·

associated to the short exact sequence

https://doi.org/10.1007/978-981-13-2895-4_2
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1 → M → Z3(G) → Z3(G)/M → 1

of G/Z3(G)-modules. We claim that the connecting homomorphism δ1 is trivial.
First notice that

Hom
(
G/Z3(G), Z3(G)/M

) ∼= Hom
(
G/γ2(G), Z3(G)/M

)
.

Let f ∈ Hom
(
G/γ2(G), Z3(G)/M

)
. Then we can factor f through Z3(G) via the

map
f̃
(
γ2(G)aib j

) = h
(
γ2(G)aib j

)
zli+mj ,

where h : G/γ2(G) → M is somemap and i, j, l,m are integers such that 0 ≤ i, j <

p. By the definition of connecting homomorphism, it follows that δ1( f ) = ∂1(h)

modulo the group of 1-coboundaries of G/Z3(G) with coefficients in M , where ∂1

is the coboundary map of the associated cochain complex. Thus, δ1( f ) = 1 and it
follows that

|H1
(
G/Z3(G), Z3(G)

)| = p3.

Let K := Z3(G)/Z(G) and L := CZ4(G)

(
Z3(G)

)
/Z(G). Then we have

L ≤ G/Z(G) ∼= Inn(G).

Using Proposition 2.45, we get

|H1
(
G/Z3(G),Z3(G)

)| = |AutZ3(G),G/Z3(G)(G)|
|K |

and
|AutZ3(G),G/Z3(G)(G) ∩ Inn(G)| = |L|.

Since |L/K | ≤ p, it follows that

|AutZ3(G),G/Z3(G)(G) Inn(G)/ Inn(G)| = pi ,

where i ≥ 2. Consequently, |G| divides |Aut(G)|, and the proof is complete. �

Theorem 5.6 If G is a 3-generated non-abelian p-group of order p7 with Z(G)

cyclic, then |G| divides |Aut(G)|.
Proof If G = 〈a, b, c〉 and Z2(G)/Z(G) is cyclic, then

|Hom (
G/γ2(G), Z(G)

)| ≥ |Z2(G)|,

and we are done. So assume that Z2(G)/Z(G) is not cyclic. Then there are four
possible cases, namely:

https://doi.org/10.1007/978-981-13-2895-4_2
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Case (1) G/Z2(G) ∼= Cp ⊕Cp, Z2(G)/Z(G) ∼= Cp2 ⊕Cp, Z(G) ∼= Cp2;
Case (2) G/Z2(G) ∼= Cp ⊕Cp, Z2(G)/Z(G) ∼= Cp ⊕Cp ⊕Cp, Z(G) ∼= Cp2;
Case (3) G/Z2(G) ∼= Cp ⊕Cp ⊕Cp, Z2(G)/Z(G) ∼= Cp ⊕Cp, Z(G) ∼= Cp2;
Case (4) G/Z3(G) ∼= Cp ⊕Cp, Z3(G)/Z2(G) ∼= Cp, Z2(G)/Z(G) ∼= Cp ⊕Cp,

Z(G) ∼= Cp2 .

Case (1): Let Z2(G) = 〈h, k〉Z(G) for some h, k ∈ G, where |Z(G)h| = p2 and
|Z(G)k| = p. If k /∈ �(G), then k ∈ CG

(
�(G)

)
. Since Z2(G) ∩ �(G) = �(G) is

abelian, it follows that Z2(G) is abelian. Taking A = Z2(G) contradicts Proposition
5.4. Thus, k ∈ �(G), and in this case

�(G)/Z(G) ∼= Cp ⊕Cp .

Hence, we can assume that G = 〈a, b, c〉 with a, b /∈ Z2(G) and c = h ∈ Z2(G).
Since c induces a homomorphism of order p2 from G/γ2(G) onto Z(G), we get
[b, c] = z, where Z(G) = 〈z〉 and Z(G) ≤ γ2(G). Notice that orders of a, b, c
modulo γ2(G) are p, p2, p, respectively. Thus, we can take k = bp, [b, a] ≡ cp

mod Z(G), [a, c] = [b, c]pi , where 0 ≤ i < p. Replacing a by ab−i p, we can
assume that [a, c] = 1. It follows that the subgroup A = 〈a, c〉Z(G) is abelian and
normal. Further, Q = G/A is cyclic of order p2 and A can be viewed as a Q-module
via conjugation.

By Proposition 2.11, we have

H1(Q, A) ∼= Ker(τ )/I (Q)A

and
H2(Q, A) ∼= AQ/ Im(τ ) = Z(G)/ Im(τ ).

Let τ : A → A be as in Proposition 2.12. Suppose that H1(Q, A) = 1. Since

1 = H1(Q, A) ∼= Ker(τ )/I (Q)A

and I (Q)A = γ2(G), it follows that Ker(τ ) = γ2(G). Consequently, we get

Im(τ ) ∼= A/Ker(τ ) ∼= A/γ2(G) ∼= Cp ⊕Cp .

By Theorem 2.10, we obtain

1 = H2(Q, A) ∼= Z(G)/ Im(τ ),

which implies that
Im(τ ) = Z(G) ∼= Cp2 ,

https://doi.org/10.1007/978-981-13-2895-4_2
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a contradiction. Hence, we must have H1(Q, A) �= 1. Since H1(Q, A) =
Ker(τ )/γ2(G), it follows that there exists an element x ∈ A \ γ2(G) such that
τ (x) = 1. By Proposition 2.12, there exists a non-inner derivation of G, which,
by Proposition 2.14 induces a non-central automorphism of G. Since the nilpotency
class of G is greater than 2, G also admits a non-inner central automorphism. As
Autcent(G) is a normal subgroup of Aut(G), the two automorphisms are in the same
Sylow p-subgroup of Aut(G), and the result follows.

Case (2): Notice that, in this case Z2(G) is abelian. Using Proposition 5.4 with
A = Z2(G), we get a contradiction. Hence, this case does not arise.

Case (3): If γ2(G) �= �(G), then

|Hom (
G/γ2(G), Z(G)

)| ≥ |Z2(G)|,

andwe are done. So assume thatγ2(G) = �(G). It follows that Z2(G) = 〈h, k〉Z(G)

for some h, k ∈ G. In fact, we can take h = [a, b] and k = [a, c]. This implies
〈h, k〉 �1

(
Z(G)

)
is an abelian normal subgroup of G of order p3. Further, γ2(G) =

�(G) implies that [b, c] /∈ 〈h, k〉 �1
(
Z(G)

)
and [b, c] = hskt z, where 〈z〉 = Z(G).

Replacing b by ba−t and c by ca−s , we can take 〈[b, c]〉 = Z(G). Since

[b, c]p = [bp, c] = [b, cp] �= 1,

it follows that both bp and cp gives non-trivial elements in Z2(G)/Z(G). Since

[b, cp] �= 1 �= [bp, c],

it follows that bp and cp do not have the same centralizer. Therefore, we have
Z2(G)/Z(G) = 〈bp, cp〉. Thus, �(G) = �1(〈b, c〉) and

C〈b,c〉
(
�(G)

) = Z2(G) = �1
( 〈b, c〉 )

.

Since CG/�(G)

(
�(G)

) �= 1, without loss of generality, we can assume that a cen-
tralizes �(G).

Set A = 〈a〉Z2(G). Then A is normal in G and CG(A) = A. Since a p, bp ∈ A,
it follows that the extension

1 → A → G → G/A → 1

does not split. Hence, H2(G/A, A) �= 1, and therefore H1(G/A, A) �= 1 by Theo-
rem 2.10. Since CG(A) = A, by Proposition 2.45, it follows that

H1(G/A, A) ∼= AutA,G/A(G)/
(
AutA,G/A(G) ∩ Inn(G)

)

∼= AutA,G/A(G) Inn(G)/ Inn(G).

Since |H1(G/A, A)| ≥ p, there exists a non-inner automorphism ζ with |ζ| ≥ p.
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Define ψ : G/Z2(G) → Z(G) by setting

ψ(a) = z p, ψ(b) = 1, ψ(c) = 1.

Then ψ ∈ Hom
(
G/Z2(G), Z(G)

)
. Since γ2(G) = Z2(G), in view of Theorem

3.72, ψ corresponds to an automorphism, say, γ ∈ Autcent(G). We claim that
γ /∈ Inn(G)AutA,G/A(G). Suppose that γ = αβ, where α ∈ Inn(G) and
β ∈ AutA,G/A(G). Then

γ(a) = α
(
β(a)

) = α(a) = [g, a]a

for some g ∈ G. This implies [g, a] = z p ∈ Z(G). Since [a,Z2(G)] = 1, it fol-
lows that g ∈ G \ A. Hence, gA = blcm A for some integers l,m such that lm �≡ 0
mod p. This yields

[g, a] ≡ [b, a]l [c, a]m �≡ 0 mod Z(G),

a contradiction. Hence, γ /∈ Inn(G)AutA,G/A(G). Therefore, 〈ζ, γ〉 Inn(G) is a sub-
group of Aut(G) with | 〈ζ, γ〉 Inn(G)| ≥ p7, and the result follows.

Case (4): Since Z2(G) is abelian and centralizes �(G), it follows that G is
metabelian. We claim that γ2(G) < �(G). Contrarily, suppose that γ2(G) = �(G).
Then we can choose the generators a, b, c such that c ∈ Z2(G) and [b, a, b] ∈ Z(G).
It follows that [b, a, a, b] = 1, and neither ap Z2(G) generates Z3(G)/Z2(G) nor
a p Z(G) generates

(
Z2(G) ∩ 〈a, b〉Z(G)

)
/Z(G). Hence, a p ∈ Z(G) and we obtain

1 ≡ [a p, b] ≡ [a, b]p mod γ3(G)

and [c,G] ≤ γ3(G). Thus, Z(G) � 〈[a, b]〉 γ3(G) = γ2(G), a contradiction to the
fact that γ2(G) = �(G). Hence, the claim follows, and |γ2(G)| ≤ p3. Consequently,
we get

|Hom (
G/γ2(G), Z(G)

)| ≥ |Z2(G)|,

and the proof is complete. �

Theorem 5.7 If G is a 4-generated non-abelian p-group of order p7 with Z(G)

cyclic, then |G| divides |Aut(G)|.
Proof In this case, we can assume that Z2(G)/Z(G) is elementary abelian of order
p3. Thus, we have

G/Z2(G) ∼= Cp ⊕Cp,

Z2(G)/Z(G) ∼= Cp ⊕Cp ⊕Cp

and
Z(G) ∼= Cp2 .

https://doi.org/10.1007/978-981-13-2895-4_3
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It now follows that γ2(G) = 〈[a, b]〉 �1
(
Z(G)

)
, where cosets of a and b form a basis

for G/Z2(G). Since |Hom (
G/γ2(G), Z(G)

)| = p5, it follows that

| IC(G)| = p7 = |G|,

and the proof is complete. �

5.2 Groups of Coclass 2

Recall that, for a p-group of order pn and nilpotency class c, the number n − c is
called its coclass. We begin by noticing that if G is a finite non-abelian p-group
of coclass 1 (maximal nilpotency class), then |Z(G)| = p, and hence |G| divides
|Aut(G)| by Theorem 1.32. The aim of this section is to prove the same assertion
for finite non-abelian p-groups of coclass 2, where p is an odd prime. Notice that
for such groups G, we have |γ2(G)| = pn−2 or pn−3.

We begin with the following result of Blackburn [66, III.14.14 Hilfssatz].

Lemma 5.8 Let G be a p-group of maximal nilpotency class and of order pn such
that 5 ≤ n ≤ p + 1. Then G/γn−1(G) and γ2(G) are of exponent p.

Lemma 5.9 Let G be a p-group of order pn with coclass 2, where p is an odd prime.
If |Z(G)| = p2, then the following statements hold:

(1) exp
(
G/Zn−4(G)

) = p for n ≥ 6;

(2) |Zi (G)| = pi+1 for 1 ≤ i ≤ n − 3.

Proof Set G1 = G/Z(G) and G2 = G1/γ4(G1). Then both G1 and G2 are of max-
imal nilpotency class having order, respectively, pn−2 and p4. Since p + 1 ≥ 4, by
Lemma 5.8, it follows that exp

(
G2/γ3(G2)

) = p. Since γ3(G2) = γ3(G1)/γ4(G1),
we have

G/Zn−4(G) ∼= (
G/Z(G)

)
/
(
Zn−4(G)/Z(G)

) = G1/γ3(G1) ∼= G2/γ3(G2).

This completes the proof of assertion (1).
Since |Z2(G)/Z(G)| = |Z (

G/Z(G)
)| = p, we have |Z2(G)| = p3. Assertion

(2) now follows by induction on i . �

We now present the following result of Fouladi-Jamali-Orfi [35].

Theorem 5.10 Let G be a p-group of order pn and coclass 2, where p is an odd
prime. Then |G| divides |Aut(G)|.
Proof We first suppose that either Z(G) is elementary abelian or |γ2(G)| = pn−3.
If |Z(G)| = p, then the assertion follows by Theorem 1.32. So assume that Z(G) is
elementary abelian of order p2. Since G/γ2(G) is non-cyclic, we have

https://doi.org/10.1007/978-981-13-2895-4_1
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|Autcent(G)| = |Hom (
G/γ2(G), Z(G)

)| ≥ p4.

Further, asG/Z(G) is of maximal nilpotency class, we get |Z2(G)/Z(G)| = p, and
hence

|Aut(G)|p ≥ | IC(G)| ≥ pn+1.

If |γ2(G)| = pn−3, then we can assume that Z(G) is cyclic of order p2. It follows
that |Autcent(G)| ≥ p3, and hence

|Aut(G)|p ≥ | IC(G)| ≥ pn.

We now take up the remaining case, that is, Z(G) is cyclic of order p2 and
|γ2(G)| = pn−2. Further, by Corollary 4.67, we can take n ≥ 7. Since
|Z2(G)/Z(G)| = p, it follows that

| IC(G)| = pn−1.

So, to complete the proof, it suffices to construct a non-central and non-inner auto-
morphism of G of p-power order. Since |Z2(G)| = p3 and Z(G) is of order p2,
it follows that Z2(G) is abelian. By Proposition 1.8(6), Z2(G) is non-cyclic, and
therefore we can write

Z2(G) = 〈z〉 ⊕ 〈x〉 ,

where z is a generator of Z(G) and x ∈ Z2(G) \ Z(G). It is not difficult to show that
CG(x) properly contains γ2(G). Since x /∈ Z(G), it follows that CG

(
Z2(G)

)
is a

maximal subgroup of G.
Set H = CG

(
Z2(G)

)
and choose elements s ∈ G \ H and t ∈ H \ γ2(G). Then

we have G = 〈s, t〉. Obviously Z2(G) ≤ Z(H), and the element z1 := [s−1, x] lies
in Z(G). Since x is of order p, it follows that z1 is also of order p. Set s2 = [t, s].
Since G = 〈s, t〉, it follows that s2 ∈ γ2(G) \ Zn−4(G) and

H = 〈Zn−4(G), s2, t〉 .

We construct an automorphism of H , which extends to an automorphism of G
of order p. By Lemma 5.9, H/Zn−4(G) is elementary abelian, and hence can be
written as

H/Zn−4(G) = 〈Zn−4(G)s2〉 ⊕ 〈Zn−4(G)t〉 .

Consider the homomorphism

ψ : H/Zn−4(G) → Z(H)

defined by setting ψ
(
Zn−4(G)s2

) = z1 and ψ
(
Zn−4(G)t

) = x . Let

π : H → H/Zn−4(G)

https://doi.org/10.1007/978-981-13-2895-4_4
https://doi.org/10.1007/978-981-13-2895-4_1
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be the natural projection. Then the map

h → hψ
(
π(h)

)

defines a homomorphism
α : H → H

such that α(t) = t x , α(s2) = s2z1 and α(y) = y for all y ∈ Zn−4(G). Notice that αp

is identity on H , and hence it follows that α is an automorphism of H of order p.
We extend α to an automorphism of G. Since H is a maximal subgroup, each

element of G can be uniquely written in the form hsi for some h ∈ H and some i
with 1 ≤ i ≤ p − 1. Define

α̂ : G → G

by setting
α̂(hsi ) = α(h)si .

Let ιs : H → H be the restriction of the inner automorphism of G induced by s.
Since H = 〈Zn−4(G), s2, t〉 and γ3(G) ≤ Zn−4(G), it is straightforward to show
that αιs = ιsα. Consequently, α̂ is an endomorphism of G. Since α̂p is identity on
G, it follows that it is an automorphism of G of order p. Further, α̂ is a non-central
automorphism of G, since t−1α̂(t) = x /∈ Z(G).

Notice that G = 〈ts, t〉. The same way as in the preceding paragraph, we can also
extend α to a non-central automorphism

α̃ : G → G

by defining
α̃(ts) = ts and α̃(t) = t x .

Consequently, we have α̃(s) = x−1s. Our final claim is that both α̂ and α̃ cannot
be inner automorphisms. Contrarily, assume that α̂ and α̃ are inner automorphisms
induced by the elements u1 and u2 of G, respectively. Then the automorphisms
induced by α̂ and α̃ on G/Z(G) agree with the inner automorphisms induced by the
elements u1 Z(G) and u2 Z(G), respectively, which are also central as x ∈ Z2(G).
So it follows that u1 Z(G) and u2 Z(G) lie in Z2

(
G/Z(G)

)
, and therefore u1 and u2

belong to Z3(G) \ Z2(G). Thus,

u2 ≡ ul1 mod Z2(G)

for some integer l with 1 ≤ l ≤ p − 1. Since s = α̂(s) = u1su
−1
1 , we get [u1, s] = 1.

Notice that
x−1s = α̃(s) = u2su

−1
2 .
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Consequently,
x−1 = [u2, s] = [ul1x j , s] = [x, s] j ∈ Z(G),

where 0 ≤ j ≤ p − 1, which is a contraction. The proof of the theorem is now
complete. �

The following problem remains open.

Problem 5.11 Do all 2-groups of coclass 2 satisfy Divisibility Property?

For each coclass it is known that all but finitely many 2-groups have Divisibility
Property; we discuss this result of Eick [26] in the following section.

5.3 2-Groups of Fixed Coclass

In this section, we present a result of Eick [26] which asserts that there can possibly
be only finitely many groups without Divisibility Property among the 2-groups of a
fixed coclass. The tools include coclass theory, pro-p-groups and the fundamental
exact sequence of Wells.

Notice that, in view of Corollary 4.67, non-abelian 2-groups of order at most
26 have Divisibility Property. Further, in [95, 97], using computational methods,
it is proved that non-abelian 2-groups of order 27 and 28, respectively, also have
Divisibility Property.

In what follows, we recall a bit of extension theory from Chap.2 for abelian
extensions. Let

E : 1 → N → G → H → 1

be an abelian extension of groups inducing the coupling α : H → Aut(N ). Recall
from Sect. 2.4 of Chap.2 that a pair (φ, θ) ∈ Aut(H) × Aut(N ) is α-compatible if

θα(x)θ−1 = α
(
φ(x)

)

for all x ∈ H . The group of all α-compatible pairs is denoted by Cα(H, N ). We
suppress α from the notation when the action is clear from the context.

We use Wells fundamental exact sequence (2.53)

1 → Z1(H, N ) −→ AutN (G)
ρ(E)−→ C(H, N )

ω(E)−→ H2(H, N ),

where ω(E) is Wells map defined as follows.
Recall that C(H, N ) acts on the set Extα(H, N ) in a natural way. Let [E]

denote the equivalence class of E in Extα(H, N ) and c ∈ C(H, N ). Then c[E] ∈
Extα(H, N ). Since H2(H, N ) acts freely and transitively on Extα(H, N ), there
exists a unique element h ∈ H2(H, N ) such that

https://doi.org/10.1007/978-981-13-2895-4_4
https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_2
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h
(c[E]) = [E].

Then ω(E) is defined as
ω(E)(c) = h.

Now, by exactness of the preceding sequence at C(H, N ), we have

Im
(
ρ(E)

) = Ker
(
ω(E)

)

= {
c ∈ C(H, N ) | c[E] = [E]}

= C(H, N )[E], the stabilizer subgroup at [E].

In view of the preceding observation, we obtain the following short exact sequence

1 → Z1(H, N ) −→ AutN (G) −→ C(H, N )[E] → 1.

Consequently, if G is finite, then

|AutN (G)| = |Z1(H, N )| |C(H, N )[E]|. (5.12)

Let H and N be finite p-groups such that H acts on N . We say that the action
is uniserial if

〈
(hk)k−1| k ∈ K , h ∈ H

〉
is an index p subgroup of K for each H -

invariant normal subgroup K of N .We refer the reader to [82,Chapter 4] for extensive
investigation of uniseriality.

Let L be an infinite pro-2-group of coclass r . Then, by Theorem 1.42, L has an
open normal subgroup T ∼= (Z2)

d for d = 2s for some integer s ≤ r + 1. Further,
the quotient group P = L/T is a 2-group of order 2r+(r+1)2r+1

and coclass r . Setting
T0 = T and Ti+1 = [Ti , L], we have the following result.

Lemma 5.13 |Z1(P, T/Tj+d)| = 2d |Z1(P, T/Tj )| for sufficiently large positive
integer j .

Proof First we show that the group of 1-coboundaries B1(P, T/Tj ) has order 2 j−1

for each positive integer j . By definition, if λ ∈ B1(P, T/Tj ), then there exists
m ∈ T/Tj such that

λ(g) = ∂0(m)(g) = gm m−1

for all g ∈ P . Recall that ∂0 : C0(P, T/Tj ) → C1(P, T/Tj ) is the coboundary
operator (see (2.1)). Notice that P acts uniserially on T/Tj for each j [82, Chapter
7, Section 4]. Thus, Ker(∂0) = (T/Tj )

P , the fixed-point set under the action of P ,
has size 2, and therefore

|B1(P, T/Tj )| = |(T/Tj )/Ker(∂
0)| = 2 j−1 (5.14)

for each j .

https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_2
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Now consider the exact sequence

H1(P, T )
α−→ H1(P, T/Tj )

β j−→ H2(P, Tj )

obtained from the long exact sequence corresponding to the short exact sequence

1 → Tj → T → T/Tj → 1

of P-modules (see Theorem 2.9). Let exp
(
H1(P, T )

) = 2e. Then it follows that

Z1(P, Tde) = Z1(P, 2eT ) ≤ (
Z1(P, T )

)2e ≤ B1(P, T ).

Thus, if j ≥ de, then α is injective. Set k ≡ j mod d. Then Tj
∼= Tk as P-

modules and H2(P, Tj ) ∼= H2(P, Tk). Thus, Im(β j ) ∼= I j , where I j is a subgroup
of H2(P, Tk). It can be seen that

Ik ≤ Ik+d ≤ · · · .

Since H2(P, Tk) is finite, there exits a positive integer l such that

Il = Il+d = · · · .

If we choose j ≥ max{l, de}, then

|H1(P, T/Tj )| = |H1(P, T )| |Il | = |H1(P, T/Tj+d)|. (5.15)

Using (5.14) and (5.15), we obtain

|Z1(P, T/Tj+d)| = |H1(P, T/Tj+d)| |B1(P, T/Tj+d)|
= |H1(P, T/Tj )| 2 j+d−1

= 2d |H1(P, T/Tj )| |B1(P, T/Tj )|
= 2d |Z1(P, T/Tj )|,

which completes the proof. �

Let k be a positive integer and j ≥ k. Then

T/Tk ∼= (T/Tj )/(Tk/Tj )

as P-modules. This implies that the natural projections

T/Tj → T/Tk

https://doi.org/10.1007/978-981-13-2895-4_2
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and
T → T/Tk

are homomorphisms of P-modules.
Set l = dim

(
EndP(T )

)
for the rest of this section.

Lemma 5.16 For each positive integer k and each j ≥ k, the above natural projec-
tions induce the following homomorphisms between groups of compatible pairs:

π j,k : C(P, T/Tj ) → C(P, T/Tk)

and
πk : C(P, T ) → C(P, T/Tk)

defined by π j,k(φ, θ) = (φ, θ̄) and πk(φ, θ) = (φ, θ̄) respectively, where θ̄ denotes
the induced automorphism on the corresponding quotient. Furthermore,

πk,lπ j,k = π j,l and πk,lπk = πl

for j ≥ k ≥ l.

Proof It is sufficient to prove that the maps are well-defined. More precisely,
we prove that if (φ, θ) ∈ C(P, T/Tj ), then θ(Tk/Tj ) = Tk/Tj , and similarly if
(φ, θ) ∈ C(P, T ), then θ(Tk) = Tk . Let (φ, θ) ∈ C(P, T/Tj ) and K be a P-invariant
subgroup of T/Tj . If x ∈ K , then for each g ∈ P , we have

α
(
φ(g)

)
θ(x) = θ

(
α(g)(x)

) ∈ θ(K ),

since K is P-invariant. Thus, θ maps P-invariant subgroups of T/Tj to P-invariant
subgroups. Since P acts uniserially on T/Tj with unique maximal P-invariant series

T/Tj > T1/Tj > · · · > Tj/Tj = 1,

it follows that Tk/Tj are θ-invariant. Compatibility of (φ, θ̄) follows from that of
(φ, θ). The proof for πk follows along similar lines, and left to the reader.

The last assertion follows simply by observing that T/Tl ∼= (T/Tk)/(Tl/Tk),
T/Tk ∼= (T/Tj )/(Tk/Tj ) and Tl/Tk ∼= (Tl/Tj )/(Tk/Tj ). �

If (φ, θ) ∈ Ker(π j,k), then φ = 1 and θ : T/Tj → T/Tj looks like θ(x) = xλ(x)
for some λ(x) ∈ Tk/Tj , where x ∈ T/Tj . This defines a function

λ : T/Tj → Tk/Tj .

It is not difficult to check that λ is indeed a group homomorphism. Further, the fact
(1, θ) is a compatible pair implies that λ is a homomorphism of P-modules. We now
have the following result.
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Lemma 5.17 For each positive integer k and each j ≥ k, the following statements
hold:

(1) The map (1, θ) → λ defines a bijection Ker(π j,k) → HomP(T/Tj , Tk/Tj ).
Furthermore, if j ≤ 2k, then this is an isomorphism of groups.

(2) The map (1, θ) → λ defines a bijection Ker(πk) → HomP(T, Tk).

Proof First we prove that the map in assertion (1) is well-defined. Since θ ∈
Aut (T/Tj ), it follows that λ ∈ Hom(T/Tj , Tk/Tj ). As (1, θ) ∈ C(P, T/Tj ), we
see that λ(gxg−1) = gλ(x)g−1 for all g ∈ P and x ∈ T/Tj . Thus, λ is compatible
with the action of P , and hence the map (1, θ) → λ is well-defined. The injectivity
and surjectivity follows by similar arguments.

Suppose that j ≤ 2k. Notice that the map (1, θ) → λ is a homomorphism if and
only if Tk/Tj ≤ Ker(θ) for all θ ∈ Ker(π j,k). Since θ(Ti/Tj ) ⊆ Tk+i/Tj for all i ,
we have the desired result.

The assertion (2) follows by similar arguments as in (1). �
Now assume that j ≥ d. We set

A(T/Tj ) = {
θ ∈ Aut(T/Tj ) | (1, θ) ∈ Ker(πk,d)

}
(5.18)

and
A(T ) = {

θ ∈ Aut(T ) | (1, θ) ∈ Ker(πd)
}
. (5.19)

Observe that A(T/Tj ) ∼= Ker(π j,d) and A(T ) ∼= Ker(πd). With this set-up, we have
the following result.

Theorem 5.20 If j is a sufficiently large positive integer, then

|A(T/Tj+d)| = 2l |A(T/Tj )|.

Proof In view of the final assertion of Lemma 5.16, we have the following commu-
tative diagram

· · · id
A(T )

π̂ j+d

id
A(T )

π̂ j

id · · ·

· · · π̂ j+2d, j+d
A(T/Tj+d)

π̂ j+d, j
A(T/Tj )

π̂ j, j−d · · · ,

where π̂ j,k and π̂k denote restrictions of π j,k and πk on A(T/Tj ) and A(T ), respec-
tively. Lemma 5.17 yields the following commutative diagram

· · · id HomP(T, T )

π̃ j+d

id HomP(T, T )

π̃ j

id · · ·

· · ·π̃ j+2d, j+d
HomP(T/Tj+d , Td/Tj+d)

π̃ j+d, j
HomP(T/Tj , Td/Tj )

π̃ j, j−d · · · ,
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where π̃ j,k and π̃k are the corresponding maps. Since

HomP(T/Tj+d , Td/Tj+d) ∼= HomP(T/Tj , T/Tj ) =EndP(T/Tj )

for all j , it follows that the preceding commutative diagram is equivalent to the
following commutative diagram

· · · id EndP(T )

π̃ j+d

id EndP(T )

π̃ j

id · · ·

· · ·π̃ j+2d, j+d
EndP(T/T j)

π̃ j+d, j
EndP(T/Tj−d)

π̃ j, j−d · · · ,

where the maps are natural projections. Since T ∼= Zd
2 , we have

End(T ) ∼= T ⊗ T ∼= Zd2

2 .

The given action of P on T induces an action onEnd(T ) as follows: For x ∈ P and
f ∈End(T ), define x f to be the conjugation of f by the automorphism of T induced
by x .

Let P → GL(d2, Z2) be the action of P on End(T ) given by g → Mg. Then
EndP(T ) =End(T )P , the fixed-point subgroup under the action of P , can be deter-
mined as the kernel of the md2 × d2 matrix

M =
⎛

⎜
⎝

Mg1 − I
...

Mgm − I

⎞

⎟
⎠

with entries inZ, where P = {g1, . . . , gm}. Along similar lines, we see that the group
EndP(T/Tj ) corresponds to the kernel of M in T/Tj . Write M = ADB for some
diagonal matrix D and invertible matrices A and B. Then for v ∈End(T ), we have

Tj ⊗ Tj + v ∈EndP(T/Tj ) ⇔ M(v) ≡ 0 mod Tj ⊗ Tj

⇔ ADB(v) = w ∈ Tj ⊗ Tj

⇔ DB(v) = A−1(w) ∈ A−1(Tj ⊗ Tj )

⇔ D(v′) ≡ 0 mod A−1(Tj ⊗ Tj ),

where B(v) = v′. Similarly, v ∈EndP(T ) if and only if M(v) = 0, which holds if
and only if D(v′) = 0. Now, let d1, . . . , ds, e1, . . . , el be the elementary divisors of
D such that di > 0 for all i , e j = 0 for all j , and l = dim

(
EndP(T )

)
. Choose j

sufficiently large such that exp(T/Tj ) ≥ di for all i . Then we obtain

EndP(T/Tj ) ∼= Cd1 ⊕ · · · ⊕ Cds ⊕ Im(π̃ j+d).
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Since Tj+d = 2Tj , we obtain A−1(Tj ⊗ Tj ) = 2 P−1(Tj−d ⊗ Tj−d). Consequently,

| Im(π̃ j+d)| = 2l | Im(π̃ j )|,

and hence
|EndP(T/Tj )| = 2l |EndP(T/Tj−d)|,

completing the proof. �

Combining the preceding results, we prove the following

Theorem 5.21 If j is a sufficiently large positive integer, then

|C(P, T/Tj+d)| = 2l |C(P, T/Tj )|.

Proof By the last assertion of Lemma 5.16, we obtain the chain

· · · ≥ Im(π j−d,d) ≥ Im(π j,d) ≥ Im(π j+d,d) ≥ · · ·

of subgroups of C(P, T/Td). Since C(P, T/Td) is a finite group, the chain must
stabilise at some point. Hence, there exists a positive integer k such that

Im(π j,d) = Im(π j+d,d)

for all j ≥ k. Recall that A(T/Tj ) ∼= Ker(π j,d) and A(T ) ∼= Ker(πd). Now, using
Theorem 5.20, we obtain

|C(P, T/Tj+d)| = | Im(π j+d,d)| |A(T/Tj+d)|
= 2l | Im(π j,d)| |A(T/Tj )| for sufficiently large j

= 2l |C(P, T/Tj )|,

and the proof is complete. �

Let L be an infinite pro-2-group of coclass r with lower central series

L = γ1(L) > γ2(L) > · · · .

Let t be the minimal positive integer such that L/γt (L) has coclass r and L/γt (L)

does not arise as a quotient of an infinite pro-2-group of coclass r not isomorphic to
L . Then the full subtree T (L) of G(2, r) consisting of all descendants of L/γt (L) is
a maximal coclass tree in the coclass graph G(2, r).

The sequence of groups {Gi }i≥0 withGi = L/γt+i (L) contains every infinite path
of T (L). For each integer i ≥ 0, let T (L)i be the subgraph of T (L) consisting of all
descendants of Gi which are not descendants of Gi+1. Then, by Theorem 1.45, there
exists a positive integer m such that for each j ≥ m, there is a graph isomorphism

https://doi.org/10.1007/978-981-13-2895-4_1
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τ j : T (L) j → T (L) j+d .

With this set-up, we are now in a position to present the following result leading to
the main theorem of this section.

Theorem 5.22 Let L be an infinite pro-2-group of coclass r which is an extension
of T by P, and T (L) the corresponding maximal coclass tree in G(2, r) of rank d
and periodicity root Gm. Then for each sufficiently large j ≥ m and G ∈ T (L) j ,

|Aut (τ j (G)
)| = 2d+l |Aut(G)|,

where l = dim
(
EndP(T )

)
.

Proof Let j ≥ m and G ∈ T (L)i . Then, by Theorem 1.46, we have extensions

E : 1 → T/Tj → G → P → 1

and
E ′ : 1 → T/Tj+d → τ j (G) → P → 1.

We know from Sect. 2.4 of Chap.2 that C(P, T/Tj ) and C(P, T/Tj+d) act on the
extension classes [E] and [E ′], respectively. It follows from [27, Section 6] that the
orbits of [E] and [E ′] have the same size. Hence, by the orbit-stabilizer theorem, we
obtain |C(P, T/Tj )|

|C(P, T/Tj )[E]| = |C(P, T/Tj+d)|
|C(P, T/Tj+d)[E ′]| .

Now, by Theorem 5.21, for sufficiently large j , we get

|C(P, T/Tj+d)[E ′]| = 2l |C(P, T/Tj )[E]|.

Notice that Aut
(
τ j (G)

) = AutT/Tj+d

(
τ j (G)

)
and Aut(G) = AutT/Tj (G), since

T/Tj+d and T/Tj are characteristic subgroups of τ j (G) andG, respectively. Finally,
by (5.12), we have

|Aut (τ j (G)
)| = |Z1(P, T/Tj+d)| |C(P, T/Tj+d)[E ′]|

= 2d |Z1(P, T/Tj )| |C(P, T/Tj+d)[E ′]|, by Lemma 5.13

= 2d |Z1(P, T/Tj )| 2l |C(P, T/Tj )[E]|, by Theorem 5.21

= 2d+l |Aut(G)|.

The proof of the theorem is complete. �
As an immediate consequence of the preceding theorem and Theorem 1.45, we

have
|Aut (τ j (G)

)|
|τ j (G)| = 2d+l |Aut(G)|

2d |G| = 2l |Aut(G)|
|G|

https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_1
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for all sufficiently large j . Notice that l = dim
(
EndP(T )

)
is positive, and hence

|Aut (τ j+i (G)
)| grows faster than |τ j+i (G)| with consecutive applications of τ j+i

for i = 0, d, 2d, . . . . Indeed, for instance

|Aut (τ j+d τ j (G)
)|

|τ j+d τ j (G)| = 2d+l |Aut (τ j (G)
)|

2d |τ j (G)| = 22l |Aut(G)|
|G| .

Therefore,
|Aut (τ j+i (G)

)|
|τ j+i (G)| ∈ N

for some i . Using Corollary 1.44, the preceding discussion leads to the following
theorem.

Theorem 5.23 Let r be a fixed positive integer. Then there exists a function fr :
N → N such that 2s |G| divides |Aut(G)| for each 2-group G of coclass r and order
at least 2 fr (s).

Corollary 5.24 Given a fixed positive integer r , all but finitely many 2-groups of
coclass r have Divisibility Property.

5.4 p2-Abelian p-Central Groups

In this section, we present a result of Thillaisundaram [121, Theorem 1.1] showing
that p2-abelian p-central p-groups have Divisibility Property.

A p-group G is said to be p-central if x p ∈ Z(G) for all x ∈ G. For example,
extra-special p-groups are p-central. Recall that a finite abelian p-group A can be
decomposed as

A ∼= Cpm1 ⊕ · · · ⊕ Cpmr ,

where 1 ≤ m1 ≤ · · · ≤ mr . Suppose that, for each 1 ≤ t ≤ r , Cpmt = 〈zt 〉, and set

dt = max{s | ms = mt }

and
ct = min{s | ms = mt }.

Let k be the number of factors of distinct orders in the decomosition of A. Suppose
that for each 1 ≤ l ≤ k, A has rl generators of order pnl , where n1 < · · · < nk . Then,
we can write

A ∼= Cpn1 ⊕ · · · ⊕ Cpn1︸ ︷︷ ︸
r1

⊕ · · · ⊕ Cpnl ⊕ · · · ⊕ Cpnl︸ ︷︷ ︸
rl

⊕ · · · ⊕ Cpnk ⊕ · · · ⊕ Cpnk︸ ︷︷ ︸
rk

.

https://doi.org/10.1007/978-981-13-2895-4_1
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Notice that
∑k

l=1 rl = r . For each 1 ≤ l ≤ k, define

Dl =
l∑

i=1

ri and Cl =
l−1∑

i=1

ri + 1.

For convenience, we set Ck+1 = r + 1.
Define the following set

Rp = {
(ai j ) ∈ M(r, Z) | ai j ≡ 0 mod pmi−m j for 1 ≤ j ≤ i ≤ r

}
.

It is easy to check that Rp is a subring of M(r, Z), the ring of r × r matrices with
entries in Z. For each 1 ≤ i ≤ r , let

πi : Z → Z/pmi Z

be the natural projection. Define the group homomorphism

π : Zr → A

by setting
π(x1, . . . , xr ) = (

zπ1(x1)
1 , . . . , zπr (xr )

r

)
.

Let End(A) be the ring of endomorphisms of the abelian group A. In this setting,
we have the following result due to Hillar-Rhea [57, Theorem 3.3]. Since the proof
is elementary, we leave it to the reader. We denote the transpose of a matrix M by
Mt .

Theorem 5.25 The map ψ : Rp →End(A) given by

ψ(M)
(
zπ1(x1)
1 , . . . , zπr (xr )

r

) = π
((

M(x1, . . . , xr )
t
)t)

is a surjective ring homomorphism with

Ker(ψ) = {
(ai j ) | ai j ≡ 0 mod pmi for all i, j

}
.

Throughout this section, we take A = Z(G) for a given finite p-group G and use
the above setting.

Proposition 5.26 Let G be a finite non-abelian p2-abelian p-central p-group with

Z(G) ∼= Cpm1 ⊕ · · · ⊕ Cpmr ,

where 2 ≤ m1 ≤ · · · ≤ mr . Let θ ∈ Aut
(
Z(G)

)
and M ∈ Rp with ψ(M) = θ satis-

fying the following conditions:
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(1) M ≡ I mod p;
(2) ai j ≡ 0 mod pmi−m j+2 for i �= j with mi ≥ m j , and aii ≡ 1 mod p2.

Then θ extends to an automorphism θ̃ ∈ Autcent(G).

Proof Taking N = Z(G) and φ = 1 in Proposition 2.51, we see that θ can be
extended to a central automorphism of G if and only if there exists a function

χ : G/Z(G) → Z(G)

such that
μ(x, y)θ

(
μ(x, y)

)−1 = χ(x)χ(y)χ(xy)−1. (5.27)

Hereμ : G/Z(G) × G/Z(G) → Z(G) is the 2-cocycle corresponding to a transver-
sal t : G/Z(G) → G of the central extension

1 → Z(G) → G → G/Z(G) → 1.

Let θ = ψ(M) be an automorphism of Z(G) satisfying the given conditions (1)
and (2). Then we can write M in the following form

M =

⎛

⎜
⎜⎜
⎝

1 + s1 p2 a12 · · · a1r
a21 1 + s2 p2 · · · a2r
...

...
...

...

ar1 ar2 · · · 1 + sr p2

⎞

⎟
⎟⎟
⎠

,

where 0 ≤ si < pmi−2. Given x, y ∈ G/Z(G), we have

μ(x, y) = zα1
1 · · · zαr

r

for some 0 ≤ αi < pmi for each i . The left hand side of (5.27) equals

r∏

j=1

z
−α j s j p2

j

r∏

j=1

z
−∑

i �= j a jiαi

j .

We now proceed to define the desired χ. Notice that, sinceG is p-central, t (g)p ∈
Z(G) for all g ∈ G. Therefore, we can write

t (x)p = zβ1
1 · · · zβr

r for some 0 ≤ βi < pmi ,

t (y)p = zγ1
1 · · · zγr

r for some 0 ≤ γi < pmi

and
t (xy)p = zδ1

1 · · · zδr
r for some 0 ≤ δi < pmi .

https://doi.org/10.1007/978-981-13-2895-4_2
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Since G is also p2-abelian, we have

μ(x, y)p
2 = t (x)p

2
t (y)p

2
t (xy)−p2 .

Putting values in this equation yields

zα1 p2

1 · · · zαr p2
r = z(β1+γ1−δ1)p

1 · · · z(βr+γr−δr )p
r .

Now comparing the powers, we get

αi p
2 ≡ (βi + γi − δi )p mod pmi .

Define the maps χ1 : G/Z(G) → Z(G) and χ2 : Z(G) → Z(G) given by

χ1(x) = t (x)p = zβ1
1 · · · zβr

r

and

χ2(z
β1
1 · · · zβr

r ) =
r∏

j=1

z
−β j s j p
j

r∏

j=1

z
−∑

i �= j
a ji βi

p

j .

Taking χ = χ2χ1 and using the conditions (1)–(2), it is not difficult to see that χ
satisfies equation (5.27). �

For notational convenience, a matrix M ∈ Rp is said to be of type (H) if it satisfies
the conditions (1)–(2) of Proposition 5.26. Set

S = {
θ̃ ∈ Autcent(G) | θ̃|Z(G) = θ = ψ(M), where M is of type (H)

}
. (5.28)

Continuing with the preceding set-up, we have the following

Proposition 5.29 Let G be a finite purely non-abelian p2-abelian p-central p-group
with 2 ≤ n1 < · · · < nk. Then S is a p-subgroup of Autcent(G) and

|S| ≥ |Z(G)|
p2r

k∏

i=1

p(ni−1)(r−Ci+1+1)(Ci+1−Ci )

k∏

i=1

p(ni−2)(r−Ci )(Ci+1−Ci ).

Proof Since G is a purely non-abelian p-group, Autcent(G) is a p-group. Hence,
for the first assertion, it suffices to prove that S is a subgroup of Autcent(G). If
θ̃i ∈ Autcent(G)withψ(Mi ) = θi for i = 1, 2, thenψ(M1M2) = θ1θ2. Thus, it only
remains to show that M1M2 is of type (H), which we leave as an exercise for the
reader.

If θ̃ ∈ S, then there exists a matrix M of type (H) and of the form



5.4 p2-Abelian p-Central Groups 181

M =

⎛

⎜⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜
⎝

a11 · · · a1D1

...
...

aD11 · · · aD1D1

aC2C2 · · · aC2D2 ∗
...

...

aD2C2 · · · aD2D2

. . .

∗ aCkCk · · · akk Dk

...
...

aDkCk · · · aDk Dk

⎞

⎟⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟
⎠

.

In viewofTheorem5.25,we count the choices forai j modulo pmi for 1 ≤ i, j ≤ r .
Further, since each aii ≡ 1 mod p2, the number of choices for aii is pmi−2. Thus,
the total number of choices for the diagonal of M is

r∏

i=1

pmi−2 = |Z(G)|
p2r

.

For each 1 ≤ i ≤ r , the number of choices for the i th block modulo the diagonal is

p(ni−2)(Ci+1−Ci−1)(Ci+1−Ci ).

The number of choices for the entries ai j of M with ni < n j is

k∏

i=1

p(ni−1)(r−Ci+1+1)(Ci+1−Ci ).

Finally, the number of choices for the entries of M with ni > n j is at least

k∏

j=1

p(n j−2)(r−C j+1+1)(C j+1−C j ).

Since the matrices M are counted modulo Ker(ψ), it follows that distinct matrices
give rise to distinct automorphisms of Z(G), and hence distinct elements of S. It is
now clear from the above counting that the order of S is as desired. �

We now present the main result of this section [121, Theorem 1.1].
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Theorem 5.30 Let G be a finite purely non-abelian p2-abelian p-central p-group
with

Z(G) ∼= Cpm1 ⊕ · · · ⊕ Cpmr ,

where r ≥ 3 and 3 ≤ m1 ≤ · · · ≤ mr . Then |G| divides |Aut(G)|.
Proof Recall the definition of S from (5.28). Notice that S ∩ Inn(G) = 1. It is suf-
ficient to prove that |S| ≥ |Z(G)|. Since ni ≥ 3, by Proposition 5.29, we have

|S| ≥ |Z(G)|
p2r

k∏

i=1

p2(r−Ci+1+1)(Ci+1−Ci )

k∏

i=1

p(r−Ci )(Ci+1−Ci )

≥ |Z(G)|
p2r

k∏

i=1

p(r−Ci+1+1)(Ci+1−Ci )

k∏

i=1

p(r−Ci )(Ci+1−Ci )

= |Z(G)|
p2r

k∏

i=1

p
(
2r+1−(Ci+1+Ci )

)
(Ci+1−Ci )

= |Z(G)|
p2r

k∏

i=1

p(2r+1)(Ci+1−Ci )−(C2
i+1−C2

i )

= |Z(G)|
p2r

p(2r+1)(Ck+1−C1)−(C2
k+1−C2

1 )

= |Z(G)|pr2−3r .

Since r ≥ 3, the result follows. �
Remark 5.31 The preceding theorem does not imply that all p2-abelian p-central
p-groups have Divisibility Property. The cases 1 ≤ r ≤ 2 and 1 ≤ m1 ≤ 2, except
r = m1 = 1, still remain open.

Remark 5.32 Recall that, it was proved by Davitt (Theorem 4.49) that all p-abelian
p-groups haveDivisibility Property.Notice that every p-abelian p-group is obviously
p2-abelian. Further, it is p-central by Theorem 1.26. Thus, Theorem 5.30 gives an
alternate proof of Theorem 4.49, except in the cases as stated in Remark 5.31.

5.5 Further Results

In this section, we present additional results on Divisibility Property which are not
covered in the previous sections.

We begin with groups of unitriangular matrices over finite fields. Let Fq be a finite
field, where q = pn for a prime p. For an integerm ≥ 2, anm × m matrix A = (ai j )
over Fq is said to be upper unitriangular if

https://doi.org/10.1007/978-981-13-2895-4_4
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_4
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ai j = 0 for all i > j

and
aii = 1 for all i.

Let UT(m, Fq) be the group of all m × m upper unitriangular matrices over Fq . It
is well-known that UT(m, Fq) is a Sylow p-subgroup of the general linear group

GL(m, Fq) of order p
nm(m−1)

2 and nilpotency class m − 1. We need the following
result [66, III.16.4 Satz].

Lemma 5.33 The upper and the lower central series of UT(m, Fq) coincide.

The stucture of the automorphism group of UT(m, Fq) has been investigated by
Weir [125] for odd primes p, and by Maginnis [86] for F2. Concerning Divisibility
Property, we have the following result.

Theorem 5.34 For each 3 ≤ i ≤ m, the group

Gi := UT(m, Fq)/γi
(
UT(m, Fq)

)

satisfies Divisibility Property.

Proof By Lemma 5.33, Z(Gi ) = γi−1(Gi ) and Z2(Gi ) = γi−2(Gi ). Since Gi is
purely non-abelian, by Theorem 3.72, we obtain

|Aut(Gi )|p ≥ | IC(Gi )|
= |Hom (

Gi/γ2(Gi ), Z(Gi )
)| |G|

|Z2(Gi )|
= q2m−i |G|

q2m−2i+3

= qi−3 |G|
≥ |G|,

and the proof is complete. �

Let n and m be positive integers such that n ≥ m ≥ 3. A group G is said to be
of type ECF(m, n, p) if G is a p-group of order pn and nilpotency class m − 1,
G/γ2(G) is elementary abelian, and |γi (G)/γi+1(G)| = p for 2 ≤ i ≤ m − 1. This
special class of groups was introduced by Blackburn [13]. The following result is
due of Otto [98, Theorem 2].

Theorem 5.35 Let n andm be positive integers such that n ≥ m ≥ 3. If G is a purely
non-abelian group of type ECF(m, n, p), then |G| divides |Aut(G)|.

https://doi.org/10.1007/978-981-13-2895-4_3
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Proof Notice that, if m = 3, then the group G is of nilpotency class 2, and there-
fore the result follows by Theorem 4.17. Therefore, we assume that m > 3. Since
|γi (G)/γi+1(G)| = p for 2 ≤ i ≤ m − 1 and |G| = pn , it follows that G/γ2(G) is
elementary abelian of order pn−m+2. Let Z(G) be of order pr and minimally gener-
ated by t elements. Then, by Theorem 3.72, we have

|Autcent(G)| = p(n−m+2)t .

Since t ≥ 1, it follows that |Autcent(G)| ≥ pn−m+2. Further, since |G/Zm−2(G)| ≥
p2 and |Zi (G)/Zi−1(G)| ≥ p for 1 ≤ i ≤ m − 2, we have

|Z2(G)/Z(G)| ≤ pn−(r+m−2).

Clubbing these all together with |G/Z(G)| = pn−r , we get

| IC(G)| = |G/Z(G)| |Autcent(G)|
|Z2(G)/Z(G)| ≥ pn−r pn−m+2

pn−(r+m−2)
= pn,

which proves that |G| divides |Aut(G)|. �

As a consequence of the preceding theorem, taking n = m, we get the following
result, which also follows from Theorem 1.32.

Corollary 5.36 Let G be a finite p-group of maximal nilpotency class with order
greater than p2. Then |G| divides |Aut(G)|.

We now present some results from [30] on p-groups with Divisibility Property.

Theorem 5.37 Let G be a purely non-abelian p-group of nilpotency class c such
that γi (G)/γi+1(G) is cyclic of order pr for some r ≥ 1 and for all 2 ≤ i ≤ c. If
|G/Zc−1(G)| ≥ p2r and exp

(
G/γ2(G)

) ≤ |Z(G)|, then |G| divides |Aut(G)|.
Proof Let |G| = pn and |G/γ2(G)| = pm . Since |γi (G)/γi+1(G)| = pr for all 2 ≤
i ≤ c, we have n = m + (c − 1)r . By Proposition 1.6, we get

Zi (G) ∩ γc−i (G) = γc−i+1(G)

for all 0 ≤ i ≤ c − 2. It follows that

|Zi+1(G)|
|Zi (G)| ≥ |Zi (G)γc−i (G)|

|Zi (G)| = |γc−i (G)|
|Zi (G) ∩ γc−i (G)| = |γc−i (G)|

|γc−i+1(G)| = pr .

Further, |G/Zc−1(G)| ≥ p2r by the hypothesis. Let |Z(G)| = pk and |Z2(G)/

Z(G)| = pu . Then we have n ≥ 2r + (c − 3)r + u + k. Consequently,
m + (c − 1)r ≥ 2r + (c − 3)r + u + k, andhencem ≥ k + u. ByCorollary3.75(2),

|Autcent(G)| ≥ pm ≥ pk+u,

https://doi.org/10.1007/978-981-13-2895-4_4
https://doi.org/10.1007/978-981-13-2895-4_3
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_3
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and hence
|Aut(G)|p ≥ | IC(G)| ≥ pn,

and the proof is complete. �

The following result is the case p = 2 of [118, Theorem 4.1].

Theorem 5.38 Let G be a non-abelian 2-group of order 2n and M a maximal cyclic
subgroup of G. Then G is isomorphic to one of the following groups:

(1) The dihedral group of order 2n for n ≥ 3.

(2) The generalised quaternion group of order 2n for n ≥ 3.

(3)
〈
x, y | x2n−1 = y2 = 1, yxy−1 = x1+2n−2

〉
for n ≥ 4.

(4)
〈
x, y | x2n−1 = y2 = 1, yxy−1 = x−1+2n−2

〉
for n ≥ 4.

Theorem 5.39 If G is a non-abelian finite p-group such that the Frattini subgroup
�(G) is cyclic, then |G| divides |Aut(G)|.
Proof Suppose that p is an odd prime. Since γ2(G) ≤ �(G), it follows that γ2(G)

is also cyclic. Then, by Lemma 1.13, G is regular. It follows that

|�1
(
G/�1(G)

)| = |�2(G)/�1(G)| = |�1(G)/�2(G)|.

Since �1(G) ≤ �(G), �1(G) is cyclic and |�1(G)/�2(G)| ≤ p. Hence, |�1
(
G/

�1(G)
)| ≤ p and G/�1(G) has at most one subgroup of order p. Thus, G/�1(G)

is cyclic and γ2(G) ≤ �1(G). Since G is regular, we have exp
(
�1(G)

) = p.
Consequently, exp

(
γ2(G)

) = p, and hence |γ2(G)| = p. Thus, G has nilpotency
class 2, and the result follows from Theorem 4.17.

Nowassume that p = 2. In this case�1(G) = �(G). Thus, there exists an element
a ∈ G such that �(G) = 〈

a2
〉
. Let

C = {
H | H ≤ G, a ∈ H and |H/ 〈a〉 | = 2

}
.

Since for each x ∈ G, we have x2 ∈ �(G), it follows that

G = 〈H | H ∈ C〉 .

Notice that, each H ∈ C has a maximal cyclic subgroup. Therefore, by Theorem
5.38, H satisfies one of the following conditions:

(1) H is abelian;
(2) H is of nilpotency class 2 with H/Z(H) elementary abelian of order 4;
(3) H is of maximal nilpotency class.

https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_4
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If there is nogroupofmaximal nilpotency class inC, thena2 ∈ Z(H) for allH ∈ C.
Consequently, �(G) = 〈

a2
〉 ≤ Z(G) and G has nilpotency class 2. The result again

follows from Theorem 4.17.
If H ∈ C is of maximal nilpotency class, then |H/γ2(H)| = 4 = |H/�(G)|, and

hence γ2(G) = �(G). Therefore, exp
(
G/γ2(G)

) = 2 and γi (G)/γi+1(G) is cyclic
of order 2 for all 2 ≤ i ≤ c. The result now follows from Theorem 5.37. �

Next we investigate Divisibility Property for finite p-groups admitting a normal
subgroup of maximal nilpotency class [30, Theorem 2].

Theorem 5.40 Let G be a purely non-abelian finite p-group and M a normal
subgroup of G of maximal nilpotency class. If G/M is elementary abelian or
|G/M | = p2, then |G| divides |Aut(G)|.
Proof LetG be of nilpotency class cwith |G| = pn , |G/γ2(G)| = pm and |G/M | =
pa . Then M is of nilpotency class c′ = n − a − 1 with c ≥ c′. In view of Theorem
4.17, we can assume that c > 2. By Theorem 1.32, we can further assume that
|Z(G)| ≥ p2.

Suppose that G/M is elementary abelian. Then �(G) ≤ M . Since �(G) cannot
be of maximal nilpotency class, it follows that �(G) < M , and therefore γ2(G) <

M . This implies that m ≥ a + 1. Further, nilpotency class of G being c implies that
|γ2(G)| ≥ pc−1. This together with the fact that c ≥ c′ implies that m ≤ a + 2, and
hencem = a + 1 or a + 2. Consequently, |�(G)/γ2(G)| ≤ p, which along with the
fact that exp

(
G/�(G)

) = p yields

exp
(
G/γ2(G)

) ≤ p2 ≤ |Z(G)|.

Thus, by Corollary 3.75(2),

|Autcent(G)|p ≥ pm .

Since c > 2, it follows that |G/Z2(G)| ≥ pc−1. Consequently, we get

|Aut(G)|p ≥ | IC(G)|p = |G/Z2(G)| |Autcent(G)| ≥ pm+c−1.

Thus, it suffices to prove that m + c − 1 ≥ n.
Notice that, since c ≥ c′, form = a + 2, we havem + c − 1 ≥ n. So, we assume

thatm = a + 1.Consequently,weget |γ2(G)/γ2(M)| = p.We claim thatγi+1(G) =
γi (M) for all i . First notice that,γ2(M)being anormal subgroupofG,γ2(G)/γ2(M) ≤
Z

(
G/γ2(M)

)
, which further yields

γ3(G) = [γ2(G),G] ≤ γ2(M).

Since M/γ2(G) is cyclic, we get γ2(M) = [M, γ2(G)]. Consequently,

γ2(M) = [γ2(G), M] ≤ [γ2(G),G] = γ3(G),

https://doi.org/10.1007/978-981-13-2895-4_4
https://doi.org/10.1007/978-981-13-2895-4_4
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_3
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which yields γ3(G) = γ2(M). Assuming that γi+1(G) = γi (M) for some
2 ≤ i ≤ c − 1, we obtain

γi (M) = γi+1(G) > γi+2(G) = [γi+1(G),G] ≥ [γi (M), M] = γi+1(M).

Since M is of maximal nilpotency class, we have |γi (M)/γi+1(M)| = p. Hence,
γi+2(G) = γi+1(M), which proves our claim. In particular, we have γc′+2(G) =
γc′+1(M) = 1 and γc′+1(G) = γc′(M) �= 1. Therefore, G has nilpotency class c =
c′ + 1 = n − a, and hence m + c − 1 = n. This completes the proof when G/M is
elementary abelian.

We remark that |G/Z2(G)| ≥ pc−1. Next, suppose that |G/M | = p2. We only
need to consider the case when G/M is cyclic of order p2 and c ≥ c′ = n − 3.
Since G/γ2(G) is not cyclic, we must have γ2(G) < M , and hence m ≥ 3. Further,
|γ2(G)| ≥ pc−1 yields m ≤ 4, which implies that m = 3 or 4.

If m = 3, then proceeding as in the case when G/M is elementary abelian,
we obtain c = c′ + 1 = n − 2. Since exp

(
G/γ2(G)

) ≤ p2 ≤ |Z(G)|, by Corollary
3.75(2), we have |Autcent(G)|p ≥ p3, which in turn gives |Aut(G)|p ≥ pc+2 = pn.

If m = 4, then |γi (G)/γi+1(G)| = p for all i ≥ 1 and c = n − 3. Moreover,

|G/γ2(G)| = p4 = |G/M | |M/γ2(M)| = |G/γ2(M)|

implies that γ2(G) = γ2(M). Suppose that G is generated by two elements. Since
M < G, there exists a maximal subgroup N of G such that M ≤ N . Consequently,
we have �(G) ≤ N . Since G is generated by two elements, there exists an element
x ∈ G such that N = 〈x,�(G)〉. By Proposition 1.7, we get

γ2(N ) = γ2(〈x〉 �(G)) < γ2(G),

which implies that γ2(M) < γ2(G), a contradiction. Hence, G cannot be generated
by two elements. Thus,G/γ2(G) hasmore than two invariants and exp

(
G/γ2(G)

) ≤
p2 ≤ |Z(G)|. By Corollary 3.75(2), we obtain

|Aut(G)|p ≥ | IC(G)| ≥ p4 pc−1 = pn,

and the proof is complete. �

Divisibility Property for p-groups admitting certain quotient of maximal nilpo-
tency class is considered in the following result [30, Theorem 3].

Theorem 5.41 Let G be a finite p-group and M a maximal subgroup of G. If M
contains a normal subgroup H of order p such that M/H is of maximal nilpotency
class, then |G| divides |Aut(G)|.
Proof Suppose that |G| = pn . By Theorem 1.32, we can assume that |Z(G)| ≥ p2.
Since |M/H | = pn−2, it follows that M/H has nilpotency class n − 3, and hence M

https://doi.org/10.1007/978-981-13-2895-4_3
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_3
https://doi.org/10.1007/978-981-13-2895-4_1
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has nilpotency class c′ ≥ n − 3. If c′ = n − 2, then the results follows fromTheorem
5.40.

Assume that c′ = n − 3. As H is normal in M and |H | = p, it follows that H ≤
Z(M) and |Z(M)| = p2. We claim that Z(M) is elementary abelian. Suppose that
Z(M) is cyclic. Since |M | = pn−1, we have

p2 ≤ |M/γ2(M)| ≤ p3.

Consequently, M/γ2(M) is one of the following groups:

Cp ⊕Cp, Cp ⊕Cp2 , Cp ⊕Cp ⊕Cp .

In each of these cases, exp
(
γc′(M)

) = p. Further, γc′(M) ≤ Z(M) and Z(M) being
cyclic implies that γc′(M) is cyclic of order p. Since Z(M) has only one subgroup
H of order p, we have H = γc′(M), and hence γc′(M/H) = 1, a contradiction.
Therefore, Z(M) is elementary abelian of order p2, and hence

|Aut(M)|p ≥ | IC(G)| ≥ pc
′+3 = pn.

If Z(G) �≤ M , then G = Z(G)M , and the result follows from Theorem 4.4. And, if
Z(G) ≤ M , then Z(G) ≤ Z(M). Since |Z(G)| ≥ p2, it must be elementary abelian
of order p2, and we again obtain

|Aut(G)|p ≥ | IC(G)| ≥ pc
′+3 = pn,

completing the proof. �

LetG be a finite p-group and N a non-trivial proper normal subgroup ofG. Recall
that (G, N ) is called a Camina pair if

Nx ⊆ Gx

for all x ∈ G \ N .
Let (G, N ) be a Camina pair and H a normal subgroup of G such that H < N .

Then it easily follows that
(
G/H, N/H

)
is also a Camina pair. We begin with the

following observation.

Lemma 5.42 Let G be afinite p-group and M amaximal subgroupof G. If Z(M) ≤
Z(G), then AutM(G) ∩ Inn(G) = 1.

Proof Each element φ ∈ AutM(G) ∩ Inn(G) is conjugation by some element g ∈ G
such that g centralizes M . If g /∈ M , then G = M 〈g〉. Thus, g centralizes G, and
therefore lies in Z(G). If g ∈ M , then g ∈ Z(M) ≤ Z(G). Hence, g ∈ Z(G), and φ
is trivial. �

The following result is from [34, Lemma 3.2].

https://doi.org/10.1007/978-981-13-2895-4_4
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Proposition 5.43 Let G be a finite p-group such that Z(G) is elementary abelian
and Z(G) = Z(M) for some maximal subgroup M of G. Then |G| divides |Aut(G)|.
Proof Under the given hypothesis, by Proposition 2.45, we have

|AutM,G/M(G)| = |Der (G/M, Z(M)
)| = |Hom (

G/M, Z(M)
)| = |Z(G)|.

By Lemma 5.42, AutM,G/M(G) ∩ Inn(G) = 1. Thus,

|Out(G)|p ≥ |AutM,G/M(G)| = |Z(G)|,

and the proof is complete. �

The next result is from [128, Theorem A].

Theorem 5.44 Let G be a finite p-group such that
(
G,Z(G)

)
is a Camina pair.

Then |G| divides |Aut(G)|.
Proof If |Z(G)| = p, then the result follows from Theorem 1.32. So, we assume
that |Z(G)| ≥ p2.

Since
(
G,Z(G)

)
is a Camina pair, Z(G) is elementary abelian by Proposition

1.11(2). Further, by Theorem1.12, eitherG has amaximal subgroupM with Z(M) =
Z(G) or |Z2(G)/Z(G)| = |G/�(G)|. First assume that G has a maximal subgroup
M such that Z(M) = Z(G). By Proposition 2.45, we get

AutM,G/M(G) ∼= Z1
(
G/M, Z(M)

)
.

Since Z(M) = Z(G), we have Z1
(
G/M, Z(M)

) = Hom
(
G/M, Z(G)

)
. It follows

from Lemma 5.42 that
AutM,G/M(G) ∩ Inn(G) = 1.

Since |G/M | = p, we get |Hom (
G/M, Z(G)

)| = |Z(G)|. Thus,

|Aut(G)| ≥ |AutM,G/M(G)| | Inn(G)| = |Z(G)| |G/Z(G)| = |G|.

Now assume the second case. Since
(
G,Z(G)

)
is a Camina pair, we have Z(G) ≤

γ2(G), and thereforeG is purely non-abelian. Let |G/�(G)| = pd and |Z(G)| = pr .
By the given hypothesis,

|Z2(G)/Z(G)| = |G/�(G)| = pd ,

and hence |Z2(G)| = pr+d . Also, we have |Hom (
G/�(G), Z(G)

)| = prd . Since
both r and d are greater than 1, we get

|Z2(G)| = pr+d ≤ prd = |Hom (
G/�(G), Z(G)

)|.

https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
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By Theorem 3.72, we obtain |Autcent(G)| = |Hom (
G/�(G), Z(G)

)|, and hence

|Aut(G)|p ≥ | IC(G)| ≥ |G|.

This completes the proof of the theorem. �

Before proceeding further, we recall some notations from Sect. 1.4 of Chap.1. Let
G be a finite p-group, and M be a maximal subgroup of G. Let g ∈ G be such that
G/M = 〈Mg〉. Define endomorphisms τ and γ of Z(M) as follows:

τ (m) = m gm · · · g p−1
m

and
γ(m) = [m, g],

for all m ∈ Z(M).
Below is one of the main results of [34, Theorem 2.4].

Theorem 5.45 Let G be a finite non-cyclic p-group of order greater than p2 admit-
ting an abelian maximal subgroup. Then |G| divides |Aut(G)|.
Proof In view of Remark 4.7, we can assume that G is purely non-abelian. Let M
be an abelian maximal subgroup of G. Let g ∈ G be such that G/M = 〈Mg〉. Then
we have

γ2(G) = {[m, g] | m ∈ M
} = [M, g].

Further, by Exercise 1.28, we get |γ2(G)| = |M/
(
M ∩ Z(G)

)|. Since Z(G) ≤ M , it
follows that |γ2(G)| = |M/Z(G)|, and hence

|G/γ2(G)| = p |Z(G)|.

Notice that M/Z(G) is an abelian maximal subgroup of G/Z(G). So, as above,
we obtain

|(G/Z(G)
)
/γ2

(
G/Z(G)

)| = p |Z (
G/Z(G)

)|.

This yields
|G/

(
γ2(G)Z(G)

)| = p |Z2(G)/Z(G)|,

which further implies that

|Z2(G)| = |G/γ2(G)| |γ2(G) ∩ Z(G)|
p

= |Z(G)| |γ2(G) ∩ Z(G)|. (5.46)

We claim that exp
(
γ2(G) ∩ Z(G)

) = p. Since M = Z(M), γ and τ , as defined
above, are endomorphisms of M . We know that Im(γ) ≤ Ker(τ ). Since Im(γ) =
[M, g] = γ2(G), we have

https://doi.org/10.1007/978-981-13-2895-4_3
https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_4
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[m, g] g[m, g] · · · g p−1[m, g] = 1

for all m ∈ M . But, if [m, g] ∈ Z(G), then this yields [m, g]p = 1. Thus, for any
[m, g] ∈ γ2(G) ∩ Z(G), [m, g]p = 1, and our claim follows.

Notice that d(G) ≥ 2. If exp
(
G/γ2(G)

) ≥ exp
(
Z(G)

)
, then the preceding claim

together with (5.46) implies that

|Hom (
G/γ2(G), Z(G)

)| ≥ |Z(G)| |�1
(
Z(G)

)| ≥ |Z(G)| |γ2(G) ∩ Z(G)| = |Z2(G)|.

If exp
(
G/γ2(G)

)
< exp

(
Z(G)

)
, then again by (5.46), we get

|Hom (
G/γ2(G), Z(G)

)| ≥ |G/γ2(G)| |�1
(
Z(G)

)|
p

≥ |G/γ2(G)| |γ2(G) ∩ Z(G)|
p

= |Z2(G)|.

Since G is purely non-abelian, by Theorem 3.72, we have

|Aut(G)|p ≥ | IC(G)| = |Hom (
G/γ2(G), Z(G)

)| |G|
|Z2(G)| ≥ |G|,

and the proof is now complete. �

We need the following result of Müller [91, Lemma 2.2].

Lemma 5.47 Let G be a finite p-group such that Z(G) < Z(M) for all maximal
subgroups M of G and CG

(
Z(�(G))

) �= �(G). Then G = RS is a central product
of subgroups R and S with R/Z(R) elementary abelian of order p2.

Proof We claim that there exists a maximal subgroup M of G such that Z(M) �≤
�(G). Suppose Z(M) ≤ �(G) for each maximal subgroup M of G. It follows that

∪M maximal Z(M) ≤ Z
(
�(G)

)
.

Since CG
(
Z(M)

) = M for all maximal subgroups M of G, we have

CG
( ∪M maximal Z(M)

) ≤ �(G).

Hence, CG
(
Z(�(G))

) = �(G), a contradiction to our hypothesis.
With M as above, choose a maximal subgroup N such that G = Z(M)N . Next,

we claim that Z(M) ∩ N = Z(G). If Z(M) ∩ N �= Z(G), then

M = CG
(
Z(M) ∩ N

) ≥ CG(N ) = Z(N ),

https://doi.org/10.1007/978-981-13-2895-4_3
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which implies that Z(M) = CG(M) ≤ CG
(
Z(N )

) = N , a contradiction. Similarly,
we can prove that M ∩ Z(N ) = Z(G).

Set R = Z(M)Z(N ) and S = M ∩ N . Notice that

Z(M)/Z(G) = Z(M)/
(
Z(M) ∩ N

) ∼= Z(M)N/N = G/N .

Thus, |Z(M)/Z(G)| = p, and similarly |Z(N )/Z(G)| = p. It follows that R is
non-abelian with |R/Z(R)| = p2 and S = CG(R). Further, it is easy to see that

Z(R) = Z(G) = Z(S) = R ∩ S,

and hence G = RS is a central product. �

Finally, we present [34, Proposition 3.4].

Theorem 5.48 Let G be a finite p-group with elementary abelian center such that
CG(Z(�(G))) �= �(G) andZ(G) < Z(M) for all maximal subgroups M of G. Then
|G| divides |Aut(G)|.
Proof If |Z(G)| = p, then the result follows from Theorem 1.32. So assume that
|Z(G)| ≥ p2. By the proof of Lemma 5.47, there exist maximal subgroups M and
N such that G = Z(M)N and Z(G) = Z(M) ∩ N . Thus, we have

Z(M)/Z(G) = Z(M)/
(
Z(M) ∩ N

) ∼= (
Z(M)N

)
/N = G/N .

Write G/M = 〈Mg〉 for some g ∈ G. Let τ and γ be as in the discussion preceding
Theorem 5.45. Since Z(G) ≤ Ker(τ ), it follows that | Im(τ )| ≤ p. For simplicity of
notation, we set

OutM,G/M(G) = AutM,G/M(G) Inn(G)/ Inn(G).

By Corollary 1.37, we obtain

|OutM,G/M(G)| = |Ker(γ)/ Im(τ )|.

If Im(τ ) = 1, then |OutM,G/M(G)| = |Z(G)|, and we are done. Hence, we
assume that Im(τ ) ∼= Cp. In this case, we have

|OutM,G/M(G)| = |Z(G)|/p.

By Lemma 5.47, G is a central product of subgroups R and S with

R/Z(R) ∼= Cp ⊕Cp

and
Z(R) = Z(G) = Z(S) = R ∩ S.

https://doi.org/10.1007/978-981-13-2895-4_1
https://doi.org/10.1007/978-981-13-2895-4_1
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Furthermore, R = Z(M)Z(N ) and S = M ∩ N = CG(R). By Theorem 1.33, there
exists a non-inner automorphism β ∈ AutZ(S)(S) of p-power order. Since

Z(G) = Z(S) = R ∩ S,

the automorphismβ uniquely extends to anon-inner automorphism β̃ ∈ AutZ(G),R(G).
Certainly, β̃ does not act trivially on M ∩ N = S, and hence β̃ /∈ AutM(G). We

show that Inn(G)β̃ /∈ OutM,G/M(G). Contrarily suppose that β̃ = ιxρ for some ιx ∈
Inn(G) and ρ ∈ AutM,G/M(G), where x ∈ G. As S ≤ M , we have

β(s) = β̃(s) = ιx
(
ρ(s)

) = ιx (s)

for all s ∈ S. Write x = rs ′ for some r ∈ R and s ′ ∈ S. Since S = CG(R), we obtain
β(s) = ιs ′(s). This implies that β ∈ Inn(S), a contradiction. Hence, Inn(G)β̃ /∈
OutM,G/M(G), and we obtain

|Out(G)|p ≥ |〈Inn(G)β̃,OutM,G/M(G)〉| ≥ |Z(G)|,

which was desired. �

Remark 5.49 It would be interesting to explore whether finite p-groups G with
Z(G) elementary abelian, Z(G) < Z(M) for all maximal subgroups M of G and
CG

(
Z(�(G))

) = �(G) satisfy Divisibility Property.

https://doi.org/10.1007/978-981-13-2895-4_1


Chapter 6
Groups Without Divisibility Property

We conclude themonograph by showing the existence of finite p-groups without Divisibility
Property. This is a recent work of González-Sánchez and Jaikin-Zapirain [46]. Uniform
pro-p-groups, uniform Zp-Lie algebras, continuous cohomology, and existence of a 41-
dimensionalQ-Lie algebrawith one dimensional center and admitting only inner derivations,
are the main tools in this work.

6.1 Lie Algebras and Uniform Pro- p-Groups

In this section we recall some basics from the theory of Lie algebras and uniform
pro-p-groups which are needed in the proof of the main result of [46].

Let R be a commutative ring. An R-Lie algebra is an R-module L with a binary
operation

[−,−] : L × L → L ,

called the Lie bracket, that is R-bilinear and satisfies the following conditions:

(1) [x, x] = 0 for all x ∈ L;
(2) [[x, y], z] + [[y, z], x] + [[z, x], y] = 0 for all x, y, z ∈ L (Jacobi identity).

Expanding the Lie bracket [x + y, x + y] and using bilinearity together with
condition (1) yields

(3) [x, y] = −[y, x] for all x, y ∈ L .

Further, if 2 is invertible in R, then condition (3) implies condition (1). Throughout
this chapter, the notation [−,−] stands for the Lie bracket, and it does not conflict
with the group commutator notation as the latter is not used in this chapter. Given
elements x1, . . . , xn ∈ L , we set

[x1, . . . , xn] = [. . . [[x1, x2], x3], . . . , xn],

© Springer Nature Singapore Pte Ltd. 2018
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called the left-normed Lie bracket of x1, . . . , xn . If L1 and L2 are two R-Lie algebras,
then an R-module homomorphism f : L1 → L2 satisfying

f
([x, y]) = [

f (x), f (y)
]

for all x, y ∈ L1, is called a Lie algebra homomorphism.
For example, any associative algebra A over a commutative ring R can be turned

into an R-Lie algebra by defining the Lie bracket on A as

[a, b] = ab − ba

for a, b ∈ A. In particular, if M is an R-module, then the set EndR(M) of all R-
module endomorphisms of M is an associative R-algebra in the usual way. And
thus, EndR(M) can be viewed as an R-Lie algebra.

Let L be an R-Lie algebra and M an R-module. An L-module structure on M is
a Lie algebra homomorphism

L → EndR(M).

For each x ∈ L , let adx : L → L be the map defined by

adx (y) = [x, y]

for y ∈ L . Taking M = L as the R-module, we see that adx ∈ EndR(L) for each
x ∈ L . Notice that the Jacobi identity is equivalent to saying that the map

ad : L → EndR(L)

given by x �→ adx is a Lie algebra homomorphism, also referred to as the adjoint
representation of the Lie algebra L .

Let L be an R-Lie algebra. Then an R-linear map d : L → L is called a derivation
of L if

d
([x, y]) = [

d(x), y
] + [

x, d(y)
]

for x, y ∈ L . The set of all derivations of L , denoted Der(L), forms a Lie subalgebra
of EndR(L) and called the derivation algebra of L . Further, each adx is also a
derivation of L called an inner derivation. The set of all inner derivations, denoted
InnDer(A), is a Lie subalgebra of Der(L).

We now recall the definition of Lie algebra cohomology. In contrast to rest of the
monograph, the cohomology groups dealt with in this section are written additively
so that they can be viewed as modules over some appropriate rings.

Let R be a field, L an R-Lie algebra and M an L-module. Set �0(L) = R. For
each integer k ≥ 1, let �k L denote the kth exterior power of L and set

Ck(L , M) := HomR
(
�k L , M

)
.
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Define ∂k : Ck(L , M) → Ck+1(L , M) by setting

∂k(ν)(x0, . . . , xk) =
k∑

i=0

(−1)i xi ν
(
x0, . . . , xi−1, xi+1, . . . , xk

)

+
∑

0≤i< j≤k

(−1)i+ j ν
([xi , x j ], x0, . . . , xi−1, xi+1, . . . , x j−1, x j+1, . . . , xk

)

for ν ∈ Ck(L , M). It is easy to verify, using the Jacobi identity and the L-module
structure on M , that ∂k∂k−1 is the trivial homomorphism, and hence {C∗(L , M), ∂∗}
is a cochain complex. The cohomology groups H∗

Lie(L , M) of this cochain complex
are called the Lie algebra cohomology groups of L with coefficients in M .

If we take M = L with the adjoint representation ad : L → EndR(L), then the
cohomology groupsH∗

Lie(L , L) contain structural information about L . In particular,
it follows that

H1
Lie(L , L) = Der(L)/ InnDer(L).

Let p be a prime. Let Zp and Qp be the ring of p-adic integers and the field of
p-adic numbers, respectively. A Zp-Lie algebra L is said to be uniform if L ∼= Z

k
p

as a Zp-module for some integer k and [L , L] ⊆ 2pL .
Similarly, a pro-p-group G is said to be uniform if it is finitely generated, has

no non-trivial element of finite order and γ2(G) ≤ G2p, where G2p = 〈
g2p | g ∈ G

〉
,

the topological closure of the subgroup generated by 2pth powers of elements of G.
We refer the reader to [24] and the seminal paper [79] of Lazard for detailed account
of uniform pro-p-groups and Zp-Lie algebras.

Let L be the category of uniform Zp-Lie algebras, and G the category of uniform
pro-p-groups. Then there are functors

Exp : L → G

and
Log : G → L

described as follows.
Let G be a pro-p-group, a ∈ G and λ ∈ Zp. Then define

λa = lim
n→∞ aan , (6.1)

where (an) is a sequence of integers converging to λ. By [24, Lemma1.24], the limit
exists and the definition does not depend on the choice of the sequence (an).

IfU is a uniform pro-p-group, thenLog(U ) is theZp-Lie algebra with underlying
setU and the scalarmultiplication, the addition and the Lie bracket defined as follows
[24, Theorem4.30]: For λ ∈ Zp and a, b ∈ U , λa is given by (6.1),
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a + b = lim
n→∞(a pnbpn )1/p

n
(6.2)

and
[a, b] = lim

n→∞
(
a pnbpna−pn b−pn

)1/p2n
. (6.3)

If f : U → V is a grouphomomorphismbetween twouniformpro-p-groups, then
Log( f ) = f is a homomorphism of corresponding Zp-Lie algebras. In particular,
conjugation in U gives a U -module structure on Log(U ).

On the other hand, the passage fromLie algebra to the group structure is described
in terms of the classical Baker–Campbell–Hausdorff formula. Let Q[[X,Y ]] be the
ring of formal power series over Q in two non-commuting variables X and Y . Then
Q[[X,Y ]] is an associative algebra and so can be viewed as aQ-Lie algebra. Consider
the power series

∞∑

n=0

Xn

n! and
∞∑

n=0

Y n

n!

in Q[[X,Y ]]. Then their formal product can be written as 1 + p(X,Y ), where
p(X,Y ) is a power series with zero constant term. The essence of the Baker–
Campbell–Hausdorff formula is that the nth term of the power series

∞∑

n=1

(−1)n+1 p(X,Y )n

n

can be written as a Lie polynomial of degree n, that is, it is a linear combination
of commutators of length n involving X and Y . More precisely, the nth term of the
power series is un(X,Y ) as described below.

Let L be a Qp-Lie algebra. Let x, y ∈ L and e = (e1, . . . , ek) be a vector of
positive integers. Set

[x, y]e = [x, y, . . . , y
︸ ︷︷ ︸

e1

, x, . . . , x︸ ︷︷ ︸
e2

, . . . ],

the left-normed Lie bracket of total length |e| + 1, where

|e| = e1 + · · · + ek .

Then the Baker–Campbell–Hausdorff series of L with respect to x, y ∈ L is the
series ∞∑

n=1

un(x, y),
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where
u1(x, y) = x + y,

u2(x, y) = 1

2
[x, y]

and
un(x, y) =

∑

e

qe[x, y]e for n ≥ 3. (6.4)

Notice here that the summation in (6.4) is over all vectors e of positive integers
satisfying |e| = n − 1, and the coefficients qe are certain rational numbers satisfying
the convergence condition

lim|e|→∞ |p|e|qe| = 0.

Since each un(x, y) is a finite sum, it can be evaluated in any Qp-Lie algebra. By
[24, Corollary 6.38], if L is a uniform Zp-Lie algebra, then, in fact, each un(x, y)
can be evaluated in L , and furthermore, the series

∞∑

n=1

un(x, y)

converges in L . Therefore, given a uniform Zp-Lie algebra L , we can define the
uniform pro-p-group Exp(L) as the set L with the group operation given by

xy :=
∞∑

n=1

un(x, y)

for x, y ∈ L . Then, by [24, Theorem9.8], Exp(L) is a uniform pro-p-group. If f :
L → M is a Lie algebra homomorphism between two uniformZp-Lie algebras, then
Exp( f ) = f is a homomorphism of the corresponding uniform pro-p-groups.

The two functors Exp and Log are related as follows [24, Theorem9.10]. Also,
see [45, TheoremA] and [79].

Theorem 6.5 The functor Exp : L → G is an isomorphism of categories with the
functor Log : G → L as its inverse.

Let U be a uniform pro-p-group. Then, for i ≤ j , U acts on �i (U )/� j (U ) by
conjugation. More precisely,

u
(
� j (U )v

) := � j (U )uvu−1

for u ∈ U and� j (U )v ∈ �i (U )/� j (U ). A consequence of the definition of addition
in (6.2) is the following result.
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Lemma 6.6 Let U be a uniform pro-p-group. Let i, j ∈ N be such that i ≤ j ≤
2i + 1. Then �i (U )/� j (U ) is abelian and

�i (U )/� j (U ) ∼= Log(U )/p j−i Log(U )

as U-modules.

We recall the notion of a p-adic analytic profinite group. For an integer r ≥ 1,
let Qp[[X1, X2, . . . , Xr ]] be the ring of formal power series over Qp in commuting
variables X1, X2, . . . , Xr . For x = (x1, . . . , xr ) ∈ Z

r
p and h ∈ N, we set

B(x, p−h) = {
x + ph y | y ∈ Z

r
p

}
.

It is easy to see that B(x, p−h) is open in Z
r
p, where Z

r
p is equipped with the product

topology.
Let V be a non-empty open subset of Z

r
p and f = ( f1, . . . , fs) a function

from V to Z
s
p. Then, for x ∈ V , we say that f is analytic at x if there exist

h ∈ Nwith B(x, p−h) ⊆ V and formal power series Fi (X) ∈ Qp[[X1, X2, . . . , Xr ]]
(i = 1, . . . , s) such that

fi (x + ph y) = Fi (y)

for all y ∈ Z
r
p. Further, f is analytic on V if it is analytic at each point of V .

For example, the function f (z) = 1/z is analytic on the group of units Z
×
p of Zp.

It is not difficult to see that the composition of analytic functions is again analytic.
Let X be a topological space and U a non-empty open subset of X . A triple

(U,φ, n) is called a p-adic chart on X if φ is a homeomorphism from U onto
an open subset of Z

n
p. Further, two p-adic charts (U,φ, n) and (V,ψ,m) on X

are compatible if the maps ψφ−1|φ(U∩V ) and φψ−1|ψ(U∩V ) are analytic functions on
φ(U ∩ V ) and ψ(U ∩ V ), respectively. A p-adic atlas AX on X is a set of pairwise
compatible p-adic charts that covers the topological space X .

A p-adic analytic manifold structure on a topological space X is an equivalence
class of compatible p-adic atlases on X . If such a structure exists, then X is called
a p-adic analytic manifold. Any atlas belonging to the given equivalence class is
called an atlas of X ; and any chart belonging to such an atlas is called a chart of X .

For example, any discrete topological space X is a p-adic analytic manifold
with the structure determined by the atlas

{
({x},φx , 0) | x ∈ X

}
, where φx : x → 0.

The topological spaces Q
n
p and GL(n, Zp) are p-adic analytic manifolds. Also, by

[24, Theorem4.9], uniform pro-p-groups are p-adic analytic manifolds.
Let X and Y be p-adic analytic manifolds and f : X → Y a function. We say that

f is analytic if there exist p-adic atlases AX on X and AY on Y such that for each
pair of p-adic charts (U,φ, n) ∈ AX and (V,ψ,m) ∈ AY , the set f −1(V ) is open in
X and the composition

ψ f φ−1|
φ
(
U∩ f −1(V )

) : φ
(
U ∩ f −1(V )

) → Z
m
p
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is an analytic function.The compositionof analytic functions between p-adic analytic
manifolds is analytic.

A topological groupG is a p-adic analytic group ifG has the structure of a p-adic
analytic manifold such that the function

G × G → G

given by
(x, y) �→ xy−1,

for x, y ∈ G, is analytic.
For example, discrete groups, the additive group Q

n
p and the multiplicative group

GL(n, Zp) are p-adic analytic groups. Also, by [24, Theorem8.18], uniform pro-p-
groups are p-adic analytic groups.

The following result guarantees the existence of a uniform pro-p-subgroup in a
p-adic analytic profinite group. See [24, Theorem8.29 and Theorem8.31] or [79]
for the original source.

Theorem 6.7 Let G be a p-adic analytic profinite group. Then G contains an open
uniform pro-p-subgroup U.

For a p-adic analytic profinite group G, define its Lie algebra L(G) as the Qp-Lie
algebra

L(G) = Log(U ) ⊗Zp Qp.

Notice that the definition of L(G) does not depend on the choice of U . Further, the
dimension of G is defined as

dim(G) = dimQp

(
L(G)

)
.

For a p-adic analytic pro-p-group G, the dimension dim(G) and |G/�i (G)| are
related as follows ([24, Lemma4.10], [79, Proposition III.3.1.8]).

Theorem 6.8 Let G be a p-adic analytic pro-p-group. Then there exist positive
constants c1 and c2 such that

c1 pi dim(G) ≤ |G/�i (G)| ≤ c2 pi dim(G)

for each i . Moreover, if G is uniform, then |G/�i (G)| = pi dim(G).

Finally, we recall the definition of continuous cohomology of topological groups
for the convenience of the reader. Let G be a pro-p-group. An abelian Hausdorff
topological group A is said to be a topologicalG-module if it is a leftG-module such
that the actionG × A → A is continuous. SetC−1(G, N ) = 0, andC0(G, N ) = N
viewed as maps from the trivial group to the group N . For each n ≥ 1, the set
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Cn
cts(G, A) := {

μ : Gn → A | μ is a continuous function
}

is an abelian group with

(μ + ν)(g1, . . . , gn) := μ(g1, . . . , gn) ν(g1, . . . , gn)

for μ, ν ∈ Cn
cts(G, A). The coboundary operator

∂n : Cn
cts(G, A) → Cn+1

cts (G, A)

is the same as in (2.1) given by

∂n(μ)(g1, . . . , gn+1) (6.9)

= g1μ(g2, . . . , gn+1)

n∏

k=1

μ(g1, . . . , gkgk+1, . . . , gn+1)
(−1)kμ(g1, . . . , gn)

(−1)n+1

for all μ ∈ Cn
cts(G, A) and (g1, . . . , gn+1) ∈ Gn+1. Then the cohomology groups

H∗
cts(G, A) of the cochain complex {C∗

cts(G, A), ∂∗} are called the continuous
cohomology groups of G with coefficients in A. If A is a finite p-group, then

Hn
cts(G, A) = Hn(G, A),

the usual cohomology of G with coefficients in A. The reader is referred to [93, 119]
for more details on continuous cohomology of p-adic analytic groups.

Let β : A → B be a continuous homomorphism of topologicalG-modules. Then,
as in Corollary 2.3, for each n ≥ 0, there is a homomorphism of cohomology groups

βn : Hn
cts(G, A) → Hn

cts(G, B)

given by
βn

([μ]) = [βμ].

Let G be a pro-p-group and H < K open normal subgroups of G. Then the
natural map G/H → G/K induces an epimorphism between the group algebras

Zp[G/H ] → Zp[G/K ].

Thus, we obtain an inverse system of Zp-algebras whose inverse limit, denoted by
Zp[[G]], is called the completed group algebra of G. More precisely,

Zp[[G]] := lim←− Zp[G/U ],

https://doi.org/10.1007/978-981-13-2895-4_2
https://doi.org/10.1007/978-981-13-2895-4_2
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where U ranges over the inverse system of open normal subgroups of G (see [24,
Section7.4] for details). Then the following result holds [93, Lemma2.7.2] (compare
with Proposition2.9).

Lemma 6.10 Let G be a pro-p-group and

0 → A
α−→ B

β−→ C → 0

a short exact sequence of Zp[[G]]-modules with C finite. Then there exists an exact
sequence

H1
cts(G, A)

α1−→ H1
cts(G, B)

β1−→ H1
cts(G, C)

δ1−→ H2
cts(G, A)

α2−→ H2
cts(G, B),

where δ1 : H1
cts(G, C) → H2

cts(G, A) is the connecting homomorphism.

We need the following result [119, Proposition4.2.2].

Theorem 6.11 If G is a p-adic analytic pro-p-group and A is a topological G-
module which is finitely generated as a Zp-module, then Hn

cts(G, A) is finitely gen-
erated as a Zp-module for each n ≥ 0.

6.2 Existence of Groups Without Divisibility Property

We begin the final section by proving finiteness of first cohomology of a uniform
pro-p-group U for which all derivations of L(U ) are inner.

Proposition 6.12 Let U be a uniform pro-p-group such that the Lie algebra L(U )

has only inner derivations. Then H1
cts

(
U, Log(U )

)
is finite.

Proof Since U is a finitely generated pro-p-group and Log(U ) is finitely generated
as a Zp-module, by Theorem6.11, it follows that H1

cts

(
U, Log(U )

)
is also finitely

generated as a Zp-module. Thus, it is enough to show that H1
cts

(
U, Log(U )

)
is a

torsion module, equivalently,

H1
cts

(
U, Log(U )

) ⊗Zp Qp = 0.

By [119, Theorem3.8.2], we have

H1
cts

(
U, Log(U )

) ⊗Zp Qp
∼= H1

cts

(
U, L(U )

)
,

and, by [119, Theorem5.2.4], we get

H1
cts

(
U, L(U )

) ∼= H1
Lie

(
L(U ), L(U )

)
.

https://doi.org/10.1007/978-981-13-2895-4_2
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But,
H1

Lie

(
L(U ), L(U )

) = Der
(
L(U )

)
/ InnDer

(
L(U )

) = 0,

and the proof is complete. �

Next, we derive a bound for |H1
cts

(
U, Log(U )/piLog(U )

)|which is uniform for
all i .

Proposition 6.13 Let U be a uniform pro-p-group such that the Lie algebra L(U )

has only inner derivations. Then there exists a constant C such that

|H1
cts

(
U, Log(U )/piLog(U )

)| ≤ C

for all i .

Proof Let α : Log(U ) → Log(U ) be the multiplication by pi . Then the induced
map

α2 : H2
cts

(
U, Log(U )

) → H2
cts

(
U, Log(U )

)

is also the multiplication by pi , and hence Ker(α2) ≤ T , where T is the torsion
subgroup of H2

cts

(
U, Log(U )

)
. Since U is a finitely generated pro-p-group and

Log(U ) is finitely generated as a Zp-module, by Theorem6.11, it follows that
H2

cts

(
U, Log(U )

)
is also finitely generated as a Zp-module. Consequently, T must

be finite. Applying Lemma6.10 for the short exact sequence

0 → Log(U )
pi→ Log(U ) → Log(U )/piLog(U ) → 0

of U -modules, we obtain

|H1
cts

(
U, Log(U )/pi Log(U )

)| ≤ |H1
cts

(
U, Log(U )

)| |T |.

Finally, the result follows by Proposition6.12. �

The following result of Satô [110, Section4], showing the existence of a Q-Lie
algebra M with its derivation algebra Der(M) consisting of only inner derivations,
is the key to the main result of this section.

Proposition 6.14 There exists a Q-Lie algebra M such that dimQ(M) = 41,
dimQ

(
Z(M)

) = 1, and the derived algebra Der(M) consists only of inner deriva-
tions.

TheLie algebraM as in the preceding proposition allows construction of a uniform
pro-p-group U such that L(U ) admits only inner derivations. The algebra M has a
sub-algebra M0 such that M = M0 ⊗Z Q. Setting

L = p2(M0 ⊗Z Zp),
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we see that L is a uniform Zp-Lie algebra. For the rest of this section, set

U = Exp(L) and Ui = U/�i (U ) (6.15)

for each i . Then we have L = Log(U ) and

L(U ) = L ⊗Zp Qp
∼= M ⊗Q Qp.

Consequently, for the Qp-Lie algebra L(U ), we have

dimQp

(
L(U )

) = 41, (6.16)

dimQp

(
Z(L(U ))

) = 1 (6.17)

and

Der
(
L(U )

) = InnDer
(
L(U )

)
. (6.18)

For i ≥ j , let
πi, j : Ui → Uj

be the natural projection and

ρi, j : Aut(Ui ) → Aut(Uj )

the map given by
ρi, j (φ)

(
� j (U )u

) = πi, j
(
φ(�i (U )u)

)

for φ ∈ Aut(Ui ) and u ∈ U .
The next result is the final step towards the main theorem.

Proposition 6.19 Let U and Ui be as in the preceding discussion. Then there exists
a constant D such that

|Aut(Ui )/ Inn(Ui )| ≤ D

for all i .

Proof By (6.18), the hypothesis of Proposition6.13 holds, and hence there exists an
integer k such that

pk H1
cts

(
U, Log(U )/pi Log(U )

) = 0

for all i . Further, by Lemma6.6, �i−k(U )/�i+1(U ) is abelian, and, further, it is
isomorphic to Log(U )/pk+1Log(U ) as an U -module. Consequently, we have

pk H1
cts

(
U, �i−k(U )/�i+1(U )

) = 0



206 6 Groups Without Divisibility Property

for all i .
We now claim that

Ker(ρi,k) ≤ Inn(Ui )Ker(ρi,i−k)

for all i ≥ 2k.Weproceed by induction on i . For i = 2k, the claim is obvious.Assume
that the claim holds for i ≥ 2k. Let φ ∈ Ker(ρi+1,k). Since ρi+1,i (φ) ∈ Ker(ρi,k), the
induction hypothesis implies that φ ∈ Inn(Ui+1)Ker(ρi+1,i−k). Therefore, without
loss of generality, we can assume that φ ∈ Ker(ρi+1,i−k).

Since φ ∈ Ker(ρi+1,i−k), we have φ
(
�i+1(U )u

)(
�i+1(U )u

)−1 ∈ �i−k(U )/

�i+1(U ) for each u ∈ U . Thus, we can consider the map

c : U → �i−k(U )/�i+1(U )

defined by
c(u) = φ

(
�i+1(U )u

)(
�i+1(U )u

)−1

for u ∈ U . Further, for u1, u2 ∈ U , we have

c(u1u2) = φ
(
�i+1(U )u1u2

)(
�i+1(U )u1u2

)−1 = c(u1)
u1c(u2),

and hence c ∈ Z1
(
U, �i−k(U )/�i+1(U )

)
.

Consider the following short exact sequence of U -modules

1 → �i−k+1(U )/�i+1(U )
α−→ �i−k(U )/�i+1(U )

β−→ �i (U )/�i+1(U ) → 1,

where α is the inclusion map and β is the pk th power map. Then the induced homo-
morphism β1 is multiplication by pk . Hence, by Lemma6.10, we have

Im(α1) = Ker(β1) = H1
cts

(
U, �i−k(U )/�i+1(U )

)
.

Therefore, there exist c′ ∈ Z1
(
U, �i−k+1(U )/�i+1(U )

)
, and v ∈ �i−k(U ) such that

c(u) = c′(u) ∂0
(
�i+1(U )v

)
(u) = c′(u) u

(
�i+1(U )v

) (
�i+1(U )v

)−1

for each u ∈ U . Thus, for each u ∈ U , we obtain

φ
(
�i+1(U )u

) = c(u)
(
�i+1(U )u

)

= c′(u) u
(
�i+1(U )v

) (
�i+1(U )v

)−1 (
�i+1(U )u

)

= c′(u)
(
�i+1(U )v

)−1 u
(
�i+1(U )v

) (
�i+1(U )u

)

= c′(u)
(
�i+1(U )v

)−1 (
�i+1(U )u

) (
�i+1(U )v

)
,
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since�i−k(U )/�i+1(U ) is abelian. Since c′(u) ∈ �i−k+1(U )/�i+1(U ), we have φ ∈
Ker(ρi+1,i−k+1) Inn(Ui+1), and the claim follows.

In view of the preceding discussion, we obtain

|Aut(Ui )/ Inn(Ui )| = |Aut(Ui )/ Inn(Ui )Ker(ρi,i−k)| | Inn(Ui )Ker(ρi,i−k)/ Inn(Ui )|
≤ |Aut(Ui )/Ker(ρi,k)| |Ker(ρi,i−k)|
≤ |Aut(Uk)| |Ker(ρi,i−k)|.

Since Ui has 41 generators and |�i−k(U )/�i (U )| = p41k , we obtain

|Ker(ρi,i−k)| ≤ p(41)2k,

and the proof is complete. �

Finally, we present the main result of González-Sánchez and Jaikin-Zapirain [46,
Theorem1.1] establishing the existence of finite p-groups without Divisibility Prop-
erty.

Theorem 6.20 For each prime p, the family of finite p-groups {Ui } given by (6.15)
satisfy

lim
i→∞ |Ui | = ∞

and

lim sup
i→∞

|Aut(Ui )|
|Ui | 40

41

< ∞.

In particular, for each prime p, there exists a non-abelian finite p-group G such that
|Aut(G)| < |G|.
Proof Notice that, by Theorem6.8, we have

|Ui | = p41i .

By (6.16) and (6.17), we have dim(U ) = 41 and dim
(
Z(U )

) = 1, respectively, and
therefore dim

(
U/Z(U )

) = 40. Consequently,

| Inn(Ui )| ≤ |U/
(
�i (U )Z(U )

)| = p40i

and | Inn(Ui )| ≤ |Ui | 40
41 . The result now follows from Proposition6.19. �

Remark 6.21 In [14], Buckley asked whether converse of Theorem4.6 is true.
More precisely, if G = A × N is a finite p-group with A abelian and N purely
non-abelian such that |Aut(G)|p ≥ |G|, then |Aut(N )|p ≥ |N |. Unfortunately, it
is not true in general. For, by Theorem6.20, there exists a finite p-group N such
that |N | = pr |Aut(N )|p for some integer r ≥ 1. Let A be an elementary abelian

https://doi.org/10.1007/978-981-13-2895-4_4
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p-group of rank d such that d(d − 3) ≥ 2r . Taking G = A × N , we see that
|Aut(G)|p ≥ |G|.

We conclude the chapter with the following problem.

Problem 6.22 Construct explicit examples of finite p-groups without Divisibility
Property. More precisely, construct such an example of the smallest order.
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