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Preface

The National Conference of Theoretical Computer Science (NCTCS) is the main
academic activity in the area of theoretical computer science in China. To date, NCTCS
has been successfully held 35 times in over 20 cities. It provides a platform for
researchers in theoretical computer science or related areas to exchange ideas and start
cooperations.

This volume contains the papers presented at NCTCS 2018: the 36th National
Conference of Theoretical Computer Science held during October 13–14, 2018, in
Shanghai, China. Sponsored by the China Computer Forum (CCF), NCTCS 2018 was
hosted by the CCF Theoretical Computer Science Committee and Institute for Theo-
retical Computer Science at Shanghai University of Finance and Economics (SUFE).

NCTCS 2018 received 49 English submissions (including 18 published papers
accepted only for communication at the conference) in the area of algorithms and
complexity, software theory and methods, data science and machine learning theory,
web science base theory, parallel and distributed computing and computational models,
etc. Each of the 31 submissions was reviewed by at least three Program Committee
members. The committee decided to accept 11 papers that are included in these pro-
ceedings published Springer’s Communications in Computer and Information Science
(CCIS) series.

NCTCS 2018 invited well-reputed researchers in the field of theoretical computer
science to give keynote speeches, carry out a wide range of academic activities, and
introduce recent advanced research results. We had eight invited plenary speakers at
NCTCS 2018: Yijia Chen (Fudan University), Yi Deng (Institute of Information
Engineering, Chinese Academy of Sciences), Nick Gravin (Shanghai University of
Finance and Economics), Angsheng Li (Institute of Software Chinese Academy of
Sciences), Jianzhong Li (Harbin Institute of Technology), Xiangyang Li (University of
Science and Technology of China), Shengyu Zhang (The Chinese University of Hong
Kong), and Zhihua Zhang (Peking University). We express our sincere thanks to them
for their contributions to the conference and the proceedings.

We would like to thank the Program Committee members and external reviewers for
their hard work in reviewing and selecting papers. We are also very grateful to all the
editors at Springer and the local organization chairs for their hard work in the prepa-
ration of the conference.

September 2018 Lian Li
Pinyan Lu
Kun He
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Semi-online Machine Covering on Two
Hierarchical Machines with Discrete

Processing Times

Gangxiong Wu1(B) and Weidong Li1,2(B)

1 School of Mathematics and Statistics, Yunnan University, Kunming 650504, China
1317630396@qq.com, weidongmath@126.com

2 Dianchi College of Yunnan University, Kunming 650504, China

Abstract. In this paper, we study the semi-online machine covering
problem on two hierarchical machines, whose objective is to maximize
the minimum machine load. When the processing times are discrete by
{1, 2, 22, . . . , 2k} with k ≥ 2, we prove that no algorithm can have a com-
petitive ratio less than 2k and present an optimal semi-online algorithm
with competitive ratio 2k.

Keywords: Machine covering · Semi-online · Competitive ratio
Hierarchy · Discrete processing times

1 Introduction

Given m hierarchical machines and n jobs, each job can only be processed on
a subset of the machines and each job can only be processed on a machines.
The hierarchical scheduling problem, denoted by P |GoS|Cmax, is to minimize
the maximum load of all machines (makespan). Hwang et al. [2] studied the
offline problem P |GoS|Cmax and designed an approximation algorithm with
the mankspan no more than 5

4 -times the optimum for m = 2, and no more
than 2 − 1

m−1 -times the optimum for m ≥ 3. Ou et al. [7] designed a 4/3-
approximation algorithm and a polynomial time approximation scheme (PTAS,
for short) for P |GoS|Cmax. Li et al. [6] designed an efficient PTAS with running
time O(nlogn) for a special case of the problem P |GoS|Cmax and present a
simple fully polynomial time approximation scheme (FPTAS, for short) with
running time O(n) for the problem Pm|GoS|Cmax, where m is a constant. For
the online version, Park et al. [8] and Jiang et al. [3] designed an optimal online
algorithm with a competitive ratio of 5

3 for the case of two machines, respectively.
Wu et al. [10] designed several optimal semi-online scheduling algorithm on two
hierarchical machines. Zhang et al. [11] designed some optimal online algorithms
on two hierarchical machines with tightly-grouped processing times.

Machine covering on hierarchical machines with the objective of maximiz-
ing the minimum machine load, denoted by P |GoS|Cmin, is not a well-studied
scheduling problem. Li et al. [4] presented a PTAS for P |GoS|Cmin. Wu et al.
c© Springer Nature Singapore Pte Ltd. 2018
L. Li et al. (Eds.): NCTCS 2018, CCIS 882, pp. 1–7, 2018.
https://doi.org/10.1007/978-981-13-2712-4_1
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[9] designed two semi-online optimal algorithms for P |GoS|Cmin on two hierar-
chical machines, when both the processing time and the class of the largest job
are known. Luo et al. [5] presented an optimal online algorithm with a compet-
itive ratio of (1 + α) for P |GoS|Cmin on two hierarchical machines, when the
processing time of each job is bounded by an interval [1, α]. Chassid and Epstein
[1] considered the machine covering problem on two hierarchical machines of
possibly different speeds.

In this paper, we consider the online machine covering problem on two hier-
archical machines with discrete processing times. The processing time of all jobs
are discrete by {1, 2, 22, . . . , 2k}, where k ≥ 2. We prove that no algorithm can
have a competitive ratio less than 2k and give an optimal algorithm with the
competitive ratio of 2k. The paper is organized as follows. Section 2 gives some
basic definitions. Section 3 presents an optimal semi-online algorithm. Section 4
presents concluding remarks.

2 Preliminaries

We are given two machines and a series of jobs arriving online which are to be
scheduled irrevocably at the time of their arrivals. The first machine can process
all the jobs while the second one can process only part of the jobs. The arrival of
a new job occurs only after the current job is scheduled. Let J = {J1, J2, . . . , Jn}
be the set of all jobs arranged in the order of arrival. We denote each job as Ji

with pi and gi, where pi > 0 is the processing time (also called job size) of the
job Ji and gi ∈ {1, 2} is the hierarchy of the job Ji. If gi = 1, the job Ji must
be processed by the first machine, and if gi = 2, the job Ji can be processed by
either of the two machines. pi and gi are not known until the arrival of the job
Ji.

The schedule can be seen as the partition of J into two subsets, we denote
as <S1, S2>, where S1 and S2 contain job indices assigned to the first and the
second machine, respectively. Let p(S1) =

∑
Ji∈S1

pi and p(S2) =
∑

Ji∈S2
pi

denote the load of the first machine and the second machine, respectively.
For the first i jobs, we define that T i denote total processing time, TGi

1 is
total processing time the jobs with hierarchy 1; pimax is the largest job time;
p(Si

1) denote total processing time of the jobs scheduled on M1 after the job Ji

is scheduled; p(Si
2) is total processing time of the jobs scheduled on M2 after

the job Ji is scheduled; Vi(opt) denote the optimal minimum machine load after
scheduling the job Ji; Vopt is the optimal function value of the problem in an
offline version; Vout denote the output objective function value by a algorithm.

So, according to the define of above, we have S1 = Sn
1 and S2 = Sn

2 . The
minimum value of p(S1) and p(S2), i.e., min{p(S1), p(S2)}, is defined as the
minimum machine load of the schedule <S1, S2>. The objective is to find a
schedule <S1, S2> that maximizes the minimum machine load.

For the first i jobs, let Li = min{T i − TGi
1,

T i

2 , T i − pimax} and Li is a
standard upper bound of the optimal minimum machine load. Then we can get
following lemma.
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Lemma 1. The optimal minimum machine load is at most Li after scheduling
the job Ji.

Definition 1. For a job sequence J and an algorithm, then the competitive ratio
of algorithm is defined as the smallest η such that for any J , Vopt ≤ ηVout.

At first, we give a lower bounded for the problem.

Theorem 1. There exists no algorithm with a competitive ratio less than 2k.

Proof: Consider an algorithm B and the following job sequence. The first job J1

with p1 = 1 and g1 = 2. If algorithm B schedules J1 on M1, we further generate
the last job J2 with p2 = 2k and g2 = 1 must be scheduled on M1. Therefore, we
have Vopt = 1 and Vout = 0, which lead to the competitive ratio is unbounded.

Otherwise, if algorithm B schedules J1 with p1 = 1 and g1 = 2 on M2. The
job J2 with p2 = 2k and g2 = 2, the algorithm B must schedule J2 with p2 = 2k

and g2 = 2 on M1. If the algorithm B schedule J2 with p2 = 2k and g2 = 2
on M2, we have Vopt = 1 and Vout = 0, which lead to the competitive ratio is
unbounded. The job J3 with p3 = 2k and g3 = 1 must be scheduled on M1. We
have Vopt = 2k and Vout = 1. Hence, there exists no algorithm with a competitive
ratio less than 2k.

3 An Optimal Semi-online Algorithm

In the section, we consider that the hierarchical load balancing problem on
two machines with discrete processing times. All processing times belong to
{1, 2, 22, . . . , 2k}, where k ≥ 2 in this problem. We present an optimal algo-
rithm.

Algorithm A
Input : Ji = (pi, gi)
Output : < S1, S2 >;
Step 0: S0

1 = ∅, S0
2 = ∅, i = 1;

Step 1: On receiving Ji = (pi, gi), update T i, TGi
1, pimax and Li;

Step 2: If gi = 1, schedule Ji on M1. Go to Step 4;
Step 3: If gi = 2 and when p(Si−1

1 ) < 1
2k

Li, schedule Ji on M1.
Else schedule it on M2. Go to Step 4;

Step 4: If there is a new job, let i = i + 1 and go to Step 1.
Else, output S1 and S2.

For the problem and the algorithm, we define that Vout = min{p(Sn
1 ), p(Sn

2 )}
is the output of the Algorithm A and Vopt is the output of the optimal offline
algorithm.

Lemma 2. If Algorithm A schedule the job Ji with gi = 2 on M1, then Li �=
T i − TGi

1.
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Proof: According to Algorithm A, if the job Ji with gi = 2 is scheduled on M1,
we have p(Si−1

1 ) < 1
2k

Li.

If Li = min{T i−TGi
1,

T i

2 , T i−pimax} = T i−TGi
1, then we get T i−TGi

1 ≤ T i

2 ,

which implies TGi
1 ≥ T i

2 . Since p(Si−1
1 ) ≥ TGi−1

1 = TGi
1, then we have

p(Si−1
1 ) ≥ T i

2
≥ Li >

Li

2k

and it is contradictory with p(Si−1
1 ) < Li

2k
. Thus, the proof is complete.

Lemma 3. If Algorithm A schedule the job Ji with gi = 2 on M1 and Li =
T i − pimax, then p(Si

2) ≥ 1
2k

(T i − TGi
1).

Proof: Since Li = T i − pimax, according to the definition of Li, we get T i −
pimax ≤ T i

2 , which means

pimax ≥ T i

2
.

In the first i jobs, we denote job Jj where j ∈ {1, 2, 3 · · · i} has largest processing
time, i.e., pj = pimax. Now, we will discuss two cases:
Case 1. pimax �= pi.

If Jj belongs to Si−1
1 , we have

p(Si−1
1 ) ≥ pimax ≥ T i

2
>

1
2k

Li

and this is contradictory with that Algorithm A schedule the job Ji on M1.
If Jj belongs to Si

2, we have

p(Si
2) ≥ pimax ≥ T i

2
≥ 1

2k
T i ≥ 1

2k
(T i − TGi

1). (1)

Case 2. pimax = pi.
We have

T i − pimax = p(Si
2) + p(Si−1

1 ). (2)

Since Algorithm A schedule the job Ji on M1, we have

p(Si−1
1 ) <

1
2k

Li =
1
2k

(T i − pimax). (3)

Hence, according to the inequalities of (2), (3), we have

p(Si
2) = T i −pimax −p(Si−1

1 ) > T i −pimax − 1
2k

(T i −pimax) =
2k − 1

2k
(T i −pimax).

Since k ≥ 2 and according to the inequalities of (3), we have

p(Si
2) >

2k − 1
2k

(T i − pimax) > (2k − 1)p(Si−1
1 ) ≥ 3p(Si−1

1 ). (4)
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Since p(Si−1
1 ) ≥ 1, we have p(Si

2) > 3. Since pi = pimax ≥ T i

2 > p(Si−1
1 ) and

pi ≤ 2k, we have

T i − TGi
1

p(Si
2)

≤ T i

p(Si
2)

= 1 +
p(Si−1

1 ) + pi
p(Si

2)
< 1 +

2k+1

3
< 2k. (5)

The proof is complete.

Lemma 4. If Algorithm A schedule the job Ji with gi = 2 on M1 and Li = T i

2 ,

then p(Si
2) ≥ T i−TGi

1
2k

.

Proof: Since the job Ji with gi = 2 is scheduled on M1, we have p(Si−1
1 ) <

Li

2k
= T i

2×2k
. Since

Li = min{T i − TGi
1,

T i

2
, T i − pimax} =

T i

2
.

So, we have T i − pimax ≥ T i

2 holds, which implies pimax ≤ T i

2 . Then, we have
pi ≤ pimax ≤ T i

2 and

p(Si
2) = T i − p(Si−1

1 ) − pi > T i − T i

2 × 2k
− T i

2
=

2k − 1
2 × 2k

T i.

Since k ≥ 2 and T i ≥ T i − TGi
1, we have

p(Si
2) >

2k − 1
2 × 2k

T i >
T i

2k
≥ T i − TGi

1

2k
.

We complete the proof.

Theorem 2. If Vout = min{p(Sn
1 ), p(Sn

2 )} = p(Sn
1 ), then Vopt

Vout
≤ 2k.

Proof: According to the question, we know that Sn
2 �= ∅.

We assume that the job Ji is the last job that scheduled on M2. According
to Algorithm A, we have p(Si−1

1 ) ≥ 1
2k

Li. Since

Ln − Li ≤ Tn − T i (6)

and all the jobs arrived after the job Ji will be scheduled on M1.
According to the definition of Ln and Ln ≥ Vopt, we have

1
2k

Li + (Ln − Li) ≥ 1
2k

(Li − Ln) +
Ln

2k
+ (Ln − Li)

≥ (1 − 1
2k

)(Ln − Li) +
Ln

2k

≥ 0.

(7)

Then, according to inequality (7), we have

1
2k

Li + (Ln − Li) ≥ 1
2k

Ln. (8)
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So, according to the inequalities of (6), (8), we have

p(Sn
1 ) = p(Si−1

1 ) + (Tn − T i) ≥ 1
2k

Li + (Ln − Li) ≥ 1
2k

Ln ≥ 1
2k

Vopt. (9)

Thus, according to inequality (9), when Vout = min{p(Sn
1 ), p(Sn

2 )} = p(Sn
1 ),

we have
Vopt

Vout
≤ 2k.

We complete the proof.

Theorem 3. The competitive ratio of Algorithm A is 2k.

Proof: According to Theorem 2, if Vout = min{p(Sn
1 ), p(Sn

2 )} = p(Sn
1 ), then

Vopt

Vout
≤ 2k. (10)

Therefore, we only need to prove when Vout = min{p(Sn
1 ), p(Sn

2 )} = p(Sn
2 ), the

inequality (10) holds.
We discuss the following two cases:

Case 1. Algorithm A doesn’t schedule jobs with hierarchy 2 on M1.
In this case, according to the definition of Ln. We have

p(Sn
2 ) = Tn − TGn

1 ≥ Ln ≥ Vopt >
1
2k

Vopt. (11)

Case 2. At least one job with hierarchy 2 is scheduled on M1.
Let Ja denote the last job with ga = 2 that scheduled on M1. According to

Lemmas 2, 3 and 4, we have

p(Sa
2 ) ≥ 1

2k
(T a − TGa

1).

Since remaining the jobs with hierarchy 2 are scheduled on M2 after job Ja and
we have k ≥ 2 and

Tn − TGn
1 ≥ T a − TGa

1 ,

then we get

p(Sn
2 ) = p(Sa

2 ) + ((Tn − TGn
1 ) − (T a − TGa

1))

≥ 1
2k

(T a − TGa
1) + ((Tn − TGn

1 ) − (T a − TGa
1))

=
1 − 2k

2k
(T a − TGa

1) + (Tn − TGn
1 )

≥ 1 − 2k

2k
(Tn − TGn

1 ) + (Tn − TGn
1 )

=
1
2k

(Tn − TGn
1 )

≥ 1
2k

Ln

≥ 1
2k

Vopt.

(12)
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According to the definition of Vout and the inequalities of (11), (12). We have
the inequality (10) holds.

According to Theorem1, the optimal competitive ratio of Algorithm A is 2k.
We complete the proof of competitive ratio.

4 Conclusion

In the paper, we study the semi-online version of hierarchical scheduling problem
on two parallel machines with the objective of maximizing the minimum machine
load. If the processing times are discrete by {1, 2, 22, . . . , 2k}, where k ≥ 2. We
prove the lower bound of the competitive ratio of any online algorithm is 2k and
present an algorithm which is shown to be optimal.

Acknowledgement. The work is supported in part by the National Natural Science
Foundation of China [Nos. 11761078, 61662088], the Natural Science Foundation of
Education Department of Yunnan Province [No. 2017ZZX235], IRTSTYN and Program
for Excellent Young Talents, Yunnan University.
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Abstract. We study the problem of learning Gaussian Mixture Model
(GMM) in one dimension. Given samples access to a mixture f of k
Gaussians and an accurate parameter ε > 0, our algorithm takes Õ( k

ε5
)

samples, runs in polynomial time and outputs a mixture g of at most

Õ(min{ k2

ε2
, k

ε3
}) Gaussians such that the total variation distance between

f and g is at most ε. This improves the previous result by [4], which

uses O( k2

ε6
) samples and outputs a mixture of O( k

ε3
) Gaussians. Our

algorithm uses LP rounding technique to find the sparse solution of a
linear programming. The main technical contribution of us is a non-
trivial inequality for Gaussians, which may be interesting in its own
right.

We also consider the problem of properly learning mixture of two
Gaussians. We show how to reduce the learning task to the closest pair
problem in L∞-norm. Our algorithm takes Õ( 1

ε2
) samples and runs in

time Õ( 1
ε4.001 ). Our result improves the previous result by [7], which uses

Õ( 1
ε2

) samples and runs in time Õ( 1
ε5

).

Keywords: Gaussian mixture model · LP rounding
Proper learning · L∞-closest pair

1 Introduction

We study the problem of learning Gaussian Mixture Model (GMM) in one dimen-
sion. A one-dimensional GMM is simply a convex combination of Gaussian dis-
tributions. A GMM with k components has density function:

f(x) =
k∑

i=1

ωiN(μi, σ
2
i )(x),

where ωis are nonnegative and
∑

i ωi = 1. Here, N(μ, σ2)(x) = 1√
2πσ2 e− (x−μ)2

2σ2

denotes the density function of a Gaussian distribution whose mean is μ and
variance is σ2.
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Gaussian Mixture Model is one of the most important and well-studied sta-
tistical mixture models. Given sample access of a Gaussian mixture, our goal is
to recover the underlying mixture. There are three popular objectives, parame-
ter learning, proper learning and improper learning. In parameter learning, the
task is to recover each constitute component and its weight, up to a given error
parameter ε. Starting from Dasgupta’s seminal paper [5], there is a long line of
work in parameter learning GMM (e.g. [12,14,15]). A relaxed problem is the
density estimation problem, in which we only need to output a density function
g such that |f − g|1 ≤ ε. We call the density estimation problem a proper learn-
ing problem if we require the output is also a GMM with the same number of
components as the underlying GMM. Otherwise, we call it improper learning.

Recently, [1] provided an algorithm for estimating the density of GMM with
nearly optimal sample complexity and in nearly linear time but their algorithm
outputs a piecewise polynomial density function rather than a Gaussian mix-
ture. So their result is an improper learning result. Proper learning is more
difficult. [16] provided an algorithm for properly learning GMM in exponential
time. Given a candidate set of Gaussians, they basically enumerated all possi-
ble k-mixtures of Gaussians and applied a modified Scheffe hypothesis learning
algorithm (see e.g. [8]). Recently, [13] provided an algebraic algorithm for prop-
erly learning mixtures of Gaussians with nearly optimal sample complexity and
nearly linear time for any constant k. But their algorithm still runs in time
exponential on k.

Obtaining a polynomial time algorithm that properly learns GMM without
any separation assumption is a long-standing open problem. In this paper, we
consider a relaxation of the problem. Given sample access to a mixture f of k-
Gaussians, we still require the output g is a mixture of Gaussians. However, we
allow the number of components of g to be somewhat larger than k. In a recent
paper, [4] obtain such a result by finding a sparse solution of an LP via the
multiplicative weights updating (MWU) method. Their algorithm takes O(k2

ε6 )
samples and output a mixture of at most O( k

ε3 ) Gaussians. In this paper, we
improve the above result, as in the following theorem.

Theorem 1. Given an integer k, a positive real number ε > 0 and sam-
ple access to a mixture f of k Gaussians, there is a polynomial time algo-
rithm which takes Õ( k

ε5 ) samples from f and outputs a mixture g of at most
Õ(min{k2

ε2 , k
ε3 })Gaussians, such that with probability at least 0.99, we have

|f − g|1 ≤ ε.

In this paper, we also consider a special but important case, properly learning
a mixture of two Gaussians. Given sample access to a mixture f of two Gaussians
and a constant ε > 0, one needs to output a mixture of two Gaussians g such that
|f − g|1 ≤ ε. Previously, the best result is due to [7]. Their algorithm uses Õ( 1

ε2 )
samples and runs in Õ( 1

ε5 ) time. Their algorithm is also based on a modified
version of Scheffe’s algorithm. We provide two algorithms which improve both
sample and time complexity, as follows.
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Theorem 2. Given ε > 0, the sample access to an unknown mixture f of two
Gaussians, there is an algorithm which takes O(ε−2) samples from f , runs in
Õ(ε−5) and outputs a mixture g of two Gaussians such that with probability at
least 0.99, |f − g|1 ≤ ε.

For any p > 0, there is a different algorithm which takes
O((log log 1

ε )2p−2ε−2) samples from f , runs in Õ(ε−4−2p) time and outputs a
mixture of two Gaussians g such that with probability at least 0.99, |f − g|1 ≤ ε.
If we take p = 0.0005, the sample and time complexity become O((log log 1

ε )2ε−2)
and Õ(ε−4.001) respectively.

1.1 Related Work

Gaussian Mixture Model (GMM) is introduced over 100 years ago by Pearson.
In an 1895 paper, Pearson used GMM to estimate the distribution of local crabs’
leg length. He guessed that the distribution is a mixture of two Gaussians and
used a moment-based method to find parameters which fit the first six empirical
moments the best.

The problem of learning Gaussian mixture model has been studied exten-
sively by computer scientists from last century. In a seminal paper, [5] provided
a clustering algorithm for recovering the mixture components and their weights,
under some separation assumption. This result was improved by some subsequent
work (see e.g., [6,17]). Two breakthrough papers [12] and [14] gave the first algo-
rithm to efficiently recover the components of the Gaussian mixture without any
separation assumption, their algorithm’s sample complexity is super-exponential
on k, where k is the number of mixture components. It is also shown in their
paper [14] that exponential dependence on k is unavoidable. A similar upper
bound is also obtained by [3] in which they used an algebraic algorithm to show
the existence of a super-exponential bound. Recently, [10] showed that for learn-
ing the parameters of a mixture of two Gaussians, the tight bound is Θ(ε−12).

Recently, [9] shows that under the smoothed analysis setting, learning GMM
is significantly easier in high dimensional space. Another paper [2] used tensor
methods to show there is a polynomial time algorithm to recover GMM under a
certain non-degenerate condition in general high-dimensional space.

1.2 Preliminaries

In this section, we list notations and classical results used in this paper.

Ak distance: a proxy of L1-distance

Definition 1 (Ak-norm and Ak distance). Denote by Sk the set contain-
ing all possible ways to partition the real axis into at most k intervals, i.e.
Sk = {(s1, s2, . . . , sk−1) : s1 ≤ s2 ≤ . . . ≤ sk−1} where the partition defined
by (s1, s2, . . . , sk−1) is naturally

(−∞, s1], (s1, s2], . . . , (sk−1,∞)
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Let f : R → R. We define the Ak-norm of f to be

|f |Ak
= sup

(s1,...,sk−1)∈Sk

k∑

i=1

|
∫ si

si−1

f(x)dx|

where s0 is defined to be −∞ and sk is ∞. We also define the Ak-distance
between f and g to be

dAk
(f, g) = |f − g|Ak

In probability theory, dK(f, g) = 1
2dA2(f, g) = supx | ∫ x

−∞(f(y)−g(y))dy| is called
Kolmogorov’s distance.

The following theorem proved in [14] explains why Ak-distance can be used
as a proxy for L1-distance.

Theorem 3 ([14]). If f is a mixture of n Gaussians and g is a mixture of m
Gaussians, then f and g have at most 2(n + m) − 2 crossing points.

Consequently, we have the following theorem.

Theorem 4. If f and g are two mixture of k-Gaussians, then dA4k−2(f, g) =
|f − g|1.

The following simple lemma will be used in Sect. 4:

Lemma 1. Let f, g be both mixtures of two Gaussians. We have that

|f − g|1 = dA6(f, g) = Θ(dK(f, g)).

Proof. By Theorem 4 we have |f − g|1 = dA6(f, g). By definition dK(f, g) ≤
dA6(f, g). For a partition determined by S = (Y1, . . . , Y5) (as usual, Y0 =
−∞, Y6 = ∞), by triangle inequality we have,

5∑

i=0

∣∣∣∣
∫ Yi+1

Yi

(
f(x) − g(x)

)
dx

∣∣∣∣ ≤
5∑

i=0

∣∣∣∣
∫ Yi+1

−∞

(
f(x) − g(x)

)
dx

∣∣∣∣ +
5∑

i=0

∣∣∣∣
∫ Yi

−∞

(
f(x) − g(x)

)
dx

∣∣∣∣

≤ 12dK(f, g)

This holds for each partition of R containing 6 intervals. So we conclude that,

dK(f, g) ≤ dA6(f, g) ≤ 12dK(f, g)

The Empirical Distribution. The empirical distribution is also used in this
paper, we require the following definition and classical result.

Definition 2 (Empirical distribution). Let p denote a probability den-
sity over R, the empirical distribution p̂n of p is defined by n i.i.d samples
X1,X2, . . . , Xn from p as follows:

p̂n(x) =
1
n

n∑

i=1

δXi
(x),

where δXi
(x) is the delta function.
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Theorem 5 (VC-inequality). Let p denote a probability density over R, p̂n is
its empirical distribution defined by n = Ω(kε−2) samples, then with probability
at least 0.9999 the Ak distance between p and p̂n is bounded by ε i.e.,

dAk
(p, p̂n) ≤ ε.

When k = 2 the inequality is also called DKW-inequality.

The Candidate Set. Our analysis of the algorithm highly depends on the
structural construction of a candidate set of Gaussians given in [16],

Definition 3 ([16]). Let f be a mixture of k-Gaussians. Let n = O(k log k
ε ) and

X1,X2, . . . , Xn are n samples from f . Define the candidate set of Gaussians

Hf = {Nij(x) = N(Xi, (Xi − Xj)2)(x) : i, j ∈ [n], j �= i}

Theorem 6 ([16]). Let f be a mixture of k-Gaussians and Hf denote the
candidate set in Definition 3. Then with probability at least 0.99, there exists a
mixture of k Gaussians from Hf denoted by g such that |f − g|1 ≤ ε.

1.3 High Level Description

Our algorithm is based on LP rounding. Firstly we follow [16] to construct a
candidate set of Õ(k2/ε2) many Gaussians such that there is a convex combi-
nation of these Gaussians which is close to f in L1-distance. We use an LP to
compute this convex combination, it is a mixture of Õ(k2/ε2) many Gaussians,
we then round its coefficients to multiple of 1

q for q = Õ( k
ε3 ). Next, we analyze

the AO(q) distance between the rounded mixture and original mixture, we prove
a non-trivial concentration bound and conclude that the distance is less than ε.
Since each non-zero coefficient is a multiple of 1/q and there is at most Õ(k2

ε2 )
candidate components, the resulting mixture will have at most Õ(min{k2

ε2 , k
ε3 })

components.
The concentration bound depends on the structural construction of the can-

didate set, the problem here seems to be of independent interest. We prove an
interesting fact that given arbitrary n different real numbers x1, . . . , xn, we have

∫ ∞

−∞
max

i,j∈[n],i �=j
N(xi, (xi − xj)2)(x)dx = Θ(n).

2 The Linear Programming

In this section, we define the LP in our learning algorithm. It’s used for learning
a mixture of Gaussians from Hf as in Definition 3. Precisely, we prove following
theorem in this section:
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Theorem 7. Let f denote a mixture of k-Gaussians, let Hf be the candidate set
in Definition 3. Given Õ( k

ε5 ) samples from f , one can learn a density function g
which is a convex combination of Gaussians in Hf such that dA4q

(f, g) ≤ ε for
q = Õ(k/ε3), with probability at least 0.99.

The algorithm is simply to solve an LP defined as follows:

Definition 4 (The Linear Programming). Let f denote a mixture of k-
Gaussians, Hf is the candidate set in Definition 3, n = O(k log k

ε

ε ) is the param-
eter in Definition 3, q = Õ( k

ε3 ),m = O( q
ε2 ), f̂m is the empirical distribution of

f as defined in 2. In the following LP, aij represents for the weight of each
candidate Gaussians Nij in Hf :

min δ

s.t.(1)
∑

i,j∈[n],j �=i

aij = 1

(2) aij ≥ 0, i, j ∈ [n], i �= j

(3) dA4q
(

∑

i,j∈[n],j �=i

aijNij , f̂m) ≤ δ

Firstly, we need to show the program in Definition 4 is indeed an LP and can
be solved in polynomial time.

Lemma 2. The programming in Definition 4 is an LP and can be solved in
polynomial time. The solution of this program satisfies δ ≤ ε, with probability at
least 0.99.

Proof. Firstly, note that constraints (1), (2) are linear constraints, constraint (3)
can be written as exponentially many linear constraints since we only need to
enumerate all possible partitions. By Theorems 6 and 5, with probability 0.99,
this LP has a solution which is less than ε.

To solve this LP in polynomial time, we use the ellipsoid method. We only
need to show a polynomial separation oracle exists for constraints of this LP.

Assume the empirical distribution f̂m is determined by Y1 < Y2 < . . . < Ym.
Given a set of value of variables {bij : i, j ∈ [n]i �= j}, we use a dynamic
programming to compute dA4q

(
∑

i,j∈[n],j �=i bijNij , f̂m). Note the end points of
the optimal partition should be at Yi by monotonicity. Let F [i, j] denote the Aj-
distance between

∑
i,j∈[n],j �=i bijNiji and f̂m restricted on (−∞, Yi). We have:

F [i, j] = max
l<i

{
F [l, j − 1] +

∣∣∣∣
∑

i,j∈[n],j �=i

bijNij((Yl, Yi)) − i − l

m

∣∣∣∣

}
, j > 1.

and

F [i, 1] =
∣∣∣∣

∑

i,j∈[n],j �=i

bijNij((−∞, Yi)) − i

m

∣∣∣∣.
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Given such separation oracle, the ellipsoid method can return the optimal
solution.

Proof (Proof of Theorem 7). The algorithm is simply to solve the LP in Defini-
tion 4, where we need O(k log k

ε

ε ) many samples to construct the candidate set
and m = O( q

ε2 ) = Õ( k
ε5 ) many samples to construct the empirical distribution

by Theorem 5. By lemma 2, the A4q distance between the mixture returned by
solving LP and the underlying GMM is at most ε. The algorithm obviously runs
in polynomial time since LP has polynomial algorithm.

3 Main Theorem

In this section, we give our algorithm for Theorem1 and prove its correctness.
In what follows, we use [x] and {x} to denote the integral and fractional part of
a real number x.

Algorithm 1. Learning GMM
Require: k, ε > 0 and sample access to f which is an unknown k-mixture of Gaussians.

Ensure: A mixture g of at most Õ(min{ k2

ε2
, k

ε3
}) Gaussians.

1: Define q = Θ̃( k
ε3

), n = Õ( k
ε
), m = O( q

ε2
). Take n + m independent samples from f

to construct the empirical distribution and the candidate set. Let Hf denote the
candidate set of Gaussians in Definition 3, let f̂m denote the empirical distribution
in Definition 2.

2: Solve the LP in Definition 4, obtain a solution {aij : i, j ∈ [n], i �= j}.
3: Independently round aij to a multiple of 1/q as follows: define rij to be independent

random variables where P
(
rij = [qaij ]

)
= 1 − {qaij} and P

(
rij = [qaij + 1]

)
=

{qaij}. Round aij to ωij =
rij

q
.

4: Arbitrarily add multiple of 1/q (may be negative if sum of ωij is larger than 1)
into some ωij such that they remain non-negative and sum to 1.

5: return g(x) =
∑

i,j∈[n],j �=i ωijNij(x).

Theorem 8. The algorithm Learning GMM outputs a mixture of at most
Õ(min{k2

ε2 , k
ε3 })-Gaussians g such that the L1-distance between f and g is at

most O(ε), with probability at least 0.99.

Proof. Note the output is a mixture of Gaussians where each component’s coef-
ficient is a multiple of 1/q, so the total number of positive coefficients is at most
q. That means g is a mixture of at most q Gaussians. Next we prove that with
probability at least 0.99, |f − g|1 = O(ε).

By multiplicative Chernoff bound we have that:

P

(∣∣
∑

i,j∈[n],j �=i

rij

q
− 1

∣∣ > ε

)
< e−4qε2 < e−Ω(k) < 0.00001.
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Let g′(x) =
∑

i,j∈[n],j �=i
rij

q Nij(x). Since f is a mixture of k Gaussians and g is
a mixture of q Gaussians, we have, with probability at least 0.9999,

|f − g|1 = dAO(q)(f, g)

≤ dAO(q)(f, g′) + dAO(q)(g, g′)

≤ dAO(q)(f, g′) +
∣∣∣∣

∑

i,j∈[n],j �=i

rij

q
− 1

∣∣∣∣

= dAO(q)(f, g′) + O(ε)

Next we prove that with probability at least 0.9999 (on the randomness of
constructing Hf and f̂m), E[dAO(q)(f, g′)] = O(ε) (on the randomness of variables
rij). Then the theorem follows by using Markov’s inequality.

Recall the empirical distribution f̂m(x) = 1
m

∑m
i=1 I(Yi = x), where

{Y1, Y2, . . . , Ym} are m samples from f . Without loss of generality, assume that

−∞ = Y0 < Y1 < Y2 < . . . < Ym < Ym+1 = ∞.

Note that by 5 and m = O(q/ε2), with probability at least 0.9999 we have:

dAO(q)(f, g′) ≤ dAO(q)(f, f̂m) + dAO(q)(f̂m, g′)

≤ ε + dAO(q)(f̂m, g′)

Now look at dAO(q)(f̂m, g′), note that by monotonicity the AO(q)-distance
between g′ and f̂m is determined by all ways to partition the real axis into at
most O(q) intervals where each interval’s endpoints are at some Yi. Let S be the
set of all such partitions then we know that:

dAO(q)(f̂m, g′) = sup
S∈S

∑

s∈S

|g′(s) − f̂m(s)|

where g′(s) =
∫

s
g(x)dx i.e., the probability mass of g on interval s.

Let f ′(x) =
∑

i,j∈[n],j �=i aijNij(x) denote the corresponding Gaussian mix-
ture determined by the LP solution. For any S ∈ S, by triangular inequality,

∑

s∈S

|g′(s) − f̂m(s)| ≤
∑

s∈S

|g′(s) − f ′(s)| +
∑

s∈S

|f ′(s) − f̂m(s)|

By union bound, the probability of all previous inequality holds and the
algorithm ends successfully is at least 0.999. Conditioned on this we have that:

∑

s∈S

|f ′(s) − f̂m(s)| ≤
∑

s∈S

|f ′(s) − f(s)| +
∑

s∈S

|f(s) − f̂m(s)|

≤ dAO(q)(f
′, f) + dAO(q)(f, f̂m)

≤ 2ε.
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Here dAO(q)(f
′, f) ≤ ε is by the fact that f ′ is the solution returned by the

linear programming (Lemma 2).
So

∑

s∈S

|g′(s) − f̂m(s)| ≤
∑

s∈S

|g′(s) − f ′(s)| + 2ε

≤
m∑

i=0

|g′([Yi, Yi+1]) − f ′([Yi, Yi+1])| + 2ε

It means that

E[dAO(q) (f̂m, g′)] = E[ sup
S∈S

∑

s∈S

|g′(s) − f̂m(s)|] ≤ E[
m∑

i=0

|g′([Yi, Yi+1]) − f ′([Yi, Yi+1])|] + 2ε

=
m∑

i=0

E[|g′([Yi, Yi+1]) − f ′([Yi, Yi+1])|] + 2ε

Note that by definition we have:

E[g′([Yi, Yi+1])] = E[
∑

l,j∈[n],j �=l

rlj

q
Nlj([Yi, Yi+1])] =

∑

l,j∈[n],j �=l

aljNlj([Yi, Yi+1])

= f ′([Yi, Yi+1]).

To upper bound E[|g′([Yi, Yi+1]) − f ′([Yi, Yi+1])|] we use the following simple
lemma:

Lemma 3. Let b1, b2, . . . , bn be n independent 0–1 variables such that P(bi =
1) = pi and P(bi = 0) = 1 − pi. r1, r2, . . . , rn are positive numbers and μ =
E[

∑n
i=1 biri] =

∑n
i=1 piri, then

E[|
n∑

i=1

ribi − μ|] = O

(
√

μmax
i∈[n]

ri

)

Proof. By independence,

E
2[|

n∑

i=1

ribi − μ|] ≤ V ar[
n∑

i=1

ribi] =
n∑

i=1

V ar[ribi] =
n∑

i=1

b2i pi(1 − pi)

≤ max
i∈[n]

bi ·
n∑

i=1

bipi = μmax
i∈[n]

bi

So we have a corresponding upper bound for the deviation,

E[|g′([Yi, Yi+1]) − f ′([Yi, Yi+1])|] = O

(√
q−1f ′([Yi, Yi+1]) max

l,j∈[n],l�=j
Nlj([Yi, Yi+1])

)
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So by Cauchy-Schwarz’s inequality,

E[dAO(q)(f̂m, g′)] ≤
m∑

i=0

E[|g′([Yi, Yi+1]) − f ′([Yi, Yi+1])|] + 2ε

≤ O

( m∑

i=0

√
q−1f ′([Yi, Yi+1]) max

l,j∈[n],l�=j
Nlj([Yi, Yi+1])

)
+ 2ε

≤ O

(
√√
√√q−1

( m∑

i=0

f ′([Yi, Yi+1])
)( m∑

i=0

max
l,j∈[n],l�=j

Nlj([Yi, Yi+1])
)
)

+ 2ε

= O

(
√√
√
√q−1

( m∑

i=0

max
l,j∈[n],l�=j

Nlj([Yi, Yi+1])
))

+ 2ε.

Since q = Θ̃( k
ε3 ), we only need to prove

m∑

i=0

max
l,j∈[n],l �=j

Nlj([Yi, Yi+1]) = Õ(k/ε)

Indeed we have the following stronger lemma, and we put the proof in
AppendixA.

Lemma 4. ∫ ∞

−∞
max

i,j∈[n],i �=j
Nij(x)dx = O(n).

So we have that
m∑

i=0

max
l,j∈[n],l �=j

Nlj([Yi, Yi+1]) ≤
∫ ∞

−∞
max

i,j∈[n],i �=j
Nij(x)dx = O(n) = Õ(k/ε).

Proof (Proof of Theorem 1). We use the algorithm in Theorem 8, and the output
mixture of Gaussians g is what we need. By union bound, the success probability
is at least 0.99, the sample complexity is

O(m + n) = O

(
q

ε2
+

k log k
ε

ε

)
= Õ(

k

ε5
)

Obviously, the running time is polynomial on the sample complexity.

4 Properly Learning Mixture of Two Gaussians

In this section, we provide two algorithms for properly learning mixture of two
Gaussians. The algorithms search for a mixture of two Gaussians which is close
to the empirical distribution in A6 distance.

Let f̂n be the empirical distribution of f defined by n = O( 1
ε2 ) many samples.

By DKW-inequality (Theorem 5), we have dK(f, f̂n) ≤ O(ε). Lemma 1 motivates
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us to look for a mixture of two Gaussians g such that dK(g, f̂n) ≤ O(ε). The
same as in the general case, g can be a mixture from the candidate set Hf

in Definition 3. We show that this problem can be reduced to a well-studied
geometric problem, the closest pair problem in L∞-norm. We then give two
algorithms. One uses a good property of Gaussian distribution to speed up the
search and the other is a consequence of Indyk’s result [11].

4.1 Reduce to L∞-Closest Pair

Assume f̂n is the empirical distribution defined by samples Y1, Y2, . . . , Yn, for
n = O( 1

ε2 ), i.e., f̂n(x) = 1
n

∑n
i=1 δYi

(x). W.l.o.g assume that

−∞ = Y0 < Y1 < Y2 < . . . < Yn < Yn+1 = ∞,

Recall the construction of Hf . We draw m = Õ( 1ε ) samples x1, . . . , xm from
f and define

Hf = {Nij(x) = N(xi, (xi − xj)2)(x) : i, j ∈ [m], i �= j}.

By Theorem 6, we know there is a mixture of two Gaussians in Hf which is
close to f̂n in Kolmogorov distance. We need to look for it. Being more precise,
we look for a real number ω ∈ [0, 1] and index i, j, k, l ∈ [m] where i �= j, k �= l
such that

dK

(
ωNij(x) + (1 − ω)Nkl(x), f̂n(x)

) ≤ O(ε)

This also reads as

∀t ∈ [n],
∣∣∣∣ωNij((−∞, Yt]) + (1 − ω)Nkl((−∞, Yt]) − t

n

∣∣∣∣ ≤ ε.

Now we enumerate ω over all multiples of ε
3 in [0, 1] which takes O(1ε ) time.

For all i, j ∈ [m], i �= j, we define n-dimensional vectors uij and vij as follows:

vij = (v(t)
ij )n

t=1, v
(t)
ij = ω ·

(
Nij

(
(−∞, Yt)

) − t

n

)

uij = (u(t)
ij )n

t=1, u
(t)
ij = −(1 − ω) ·

(
Nij

(
(−∞, Yt)

) − t

n

)

By definition, we have that:

Lemma 5.

dK

(
ωNij(x) + (1 − ω)Nkl(x), f̂n(x)

)
≤ O(ε)

if and only if
|vij − ukl|∞ = O(ε).
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The problem now is to look for an approximation of the closest pair between
{vij} and {vij}. We give two algorithms in next subsection which are faster than
the naive searching algorithm.

There is one remaining trouble before we state and prove the correctness
of our algorithm. The trouble is the number of coordinates are large (it’s n =
O( 1

ε2 )). However, we can reduce it to O(1ε ) through the following simple lemma.

Lemma 6. Let the empirical distribution f̂n(x) = 1
n

∑n
i=1 δYi

(x). Let d = [εn],
ki = [ i

ε ], for i = 1, . . . , d. Define a distribution ĝ(x) = 1
d

∑d
i=1 δYki

(x). Let g be
a probability density function. We have that,

– If dK(f̂n, g) ≤ ε, then dK(ĝ, g) ≤ ε.
– If dK(ĝ, g) ≤ ε, then dK(f̂n, g) ≤ O(ε).

So in order to find some g which is close to f̂n in Kolmogorov’s distance, we
can indeed only consider the values of vij and uij on k1, k2, . . . , kd-th coordinates.

Definition 5. For each ω ∈ [0, 1], define Uω = {uij} and Vω = {vij} to be
vectors sets in d-dimensions such that,

v
(t)
ij = ω

(
Nij

(
(−∞, Ykt

)
) − kt

n

)

and

u
(t)
ij = −(1 − ω)

(
Nij

(
(−∞, Ykt

)
) − kt

n

)

4.2 Proof of Theorem2

We use the following simple fact to speed up the brute force searching algorithm
through a binary search.

Lemma 7. Let F (μ, σ2)(x) denote the CDF of N(μ, σ2), that is F (μ, σ2)(x) =∫ x

−∞ N(μ, σ2)(y)dy. If y < μ then F (μ, σ2)(y) is monotone decreasing on σ. If
y > μ then F (μ, σ2)(y) is monotone increasing on σ.

Back to our problem, we want to find a real number ω ∈ [0, 1] and four indexes
i, j, k, l such that |uij − vkl|∞ ≤ ε. If we naively enumerate ω over all multiples
of ω

3 and all possible i, j, k, l then compute the L∞ norm in O(d) = O(1ε ) time,
the overall time is Õ( 1

ε6 ). Thanks to the previous observation, we can improve
the running time by using a binary search. We first enumerate ω and construct
Uω and Vω then we enumerate i, j, k ∈ [m]. By the previous observation u

(t)
ij −

v
(t)
kl = ωNij

(
(−∞, Ykt

)
)

+ (1 − ω)Nkl

(
(−∞, Ykt

)
) − kt

n is monotone decreasing
on the variance when Ykt

< xk and monotone increasing on the variance when
Ykt

> xk. So for each t, we can use a binary search to find all l which satisfies
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that |u(t)
ij − v

(t)
kl | < ε (which is a continuous interval). Finally we check if there

is a l which satisfies all constraints. The overall running time is Õ(ε−5).
The second algorithm for Theorem 2 uses a classical result of the Nearest

Neighbor Search (NNS) problem in L∞ norm by [11] as a subroutine. The Nearest
Neighbor Search (NNS) problem in Ld

∞ is defined as follows: given a set of points
in a d dimensional space, build a data structure to answer efficiently the queries
which ask for the closest point to some point q in L∞ norm. The C-NNS problem
requires returning a point which is at most C times the minimum distance close
to the query point in L∞ norm. Obviously, the closest pair problem can be solved
by simply asking the queries on each input point for a built NNS data structure.
In this section, we use a classical algorithm for L∞-nearest neighbor by [11].

Theorem 9 ([11]). Assume there are n points in d dimensional space. For any
p > 0 there is a data structure, uses Õ(dn1+p) storage and Õ(d) query time for
4 log1+p log d + 1-NNS algorithm in Ld

∞. Moreover, the data structure can be
constructed in nearly linear time.

So we can simply enumerate ω and construct the previous data structure
for Uω. Then we obtain an O(log1+p log d) = O( log log 1

ε

p ) -approximation of the
closest pair through the data structure by querying each point in Vω. Note we
only obtain a mixture of two Gaussians which is O(p−1ε log log 1

ε ) close to f
in L1-distance. So we need to work on a smaller ε at the beginning. We lose a
(p−1 log log 1

ε )2 factor on the sample complexity. Note that in our problem the
number of points is Õ( 1

ε2 ) and we need another O(1ε ) factor to enumerate ω. So
the total time complexity is Õ(1ε · dn1+p + 1

ε · nd) = Õ( 1
ε4+2p ). Theorem 2 then

follows.

Acknowledgement. Thanks Jian Li for very useful discussion.

A Proof of Technique Lemma

In this section, we prove that:
∫ ∞

−∞
max

p,q∈[n],p�=q
N(xp, (xp − xq)2)(x) dx = O(n).

Define max(∅) = 0. Set x0 = −∞, xn+1 = ∞, and, w.l.o.g, assume x0 <
x1 < x2 < · · · < xn < xn+1. For convenience, let S = {(p, q)|p, q ∈ [n], p �= q}
and Np,q = N(xp, (xp − xq)2) for any (p, q) ∈ S.

To estimate LHS, a nature idea is to consider for what kind of p, q and x,
N(p, q)(x) will be maximized. More specifically, we want to find a subset Si of
S such that

max
(p,q)∈S

Np,q(x) = max
(p,q)∈Si

Np,q(x)
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for any x ∈ [xi, xi+1]. Unfortunately, there does not exist such good Si. But if we
relax the restriction, then we can get a pretty good result: for any x ∈ [xi, xi+1],

max
(p,q)∈S,p≤i

Np,q(x) ≤ 2max
(

gi(x), Ni,i+1(x)
)

, (1)

where
gi(x) = max

k∈[n],ki≤k≤i−1
Ni,k(x)

and ki denotes the smallest k such that xi − xk < xi+1 − xi for any i ∈ [n].
The proof of (1) is in Appendix A.1.
Note that

∫ ∞

−∞
max

(p,q)∈S
Np,q(x) dx =

n∑
i=1

∫ xi+1

xi

max

(
max

(p,q)∈S,p≤i
Np,q(x), max

(p,q)∈S,p≥i+1
Np,q(x)

)
dx

≤
n∑

i=1

∫ xi+1

xi

max
(p,q)∈S,p≤i

Np,q(x) dx +
n∑

i=1

∫ xi+1

xi

max
(p,q)∈S,p≥i+1

Np,q(x) dx.

By symmetricity, we only need to prove that

n∑

i=1

∫ xi+1

xi

max
(p,q)∈S,p≤i

Np,q(x) dx = O(n).

By inequality (1),

n∑

i=1

∫ xi+1

xi

max
(p,q)∈S,p≤i

Np,q(x) dx ≤
n∑

i=1

∫ xi+1

xi

2 max
(

gi(x), Ni,i+1(x)
)

dx

≤
n∑

i=1

∫ xi+1

xi

2gi(x) dx +
n∑

i=1

∫ xi+1

xi

2Ni,i+1(x) dx

≤
n∑

i=1

∫ ∞

−∞
2gi(x) dx + 2n.

So we only need to prove that:

n∑

i=1

∫ ∞

−∞
gi(x)dx = O(n). (2)

We put proof of (2) in Appendix A.2.

A.1

In this section, we show that for any x ∈ [xi, xi+1]

max
(p,q)∈S,p≤i

Np,q(x) ≤ 2 max
(

gi(x), Ni,i+1(x)
)

,
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where ki denotes the smallest k such that xi − xk < xi+1 − xi and

gi(x) = max
k∈[n],ki≤k≤i−1

Ni,k(x)

for any i ∈ [n].
By definition, we have ki ≤ i. It is easy to find that some Np,q(x) are always

bigger than any other. To illustrate it, we need a lemma:

Lemma 8. For any real number a < b ≤ x ≤ c such that b − a ≥ c − b,

N(b, (b − c)2)(x) ≥ N(b, (b − a)2)(x).

Proof. When t ≥ x − b,

d

dt
N(b, t2)(x) =

1√
2π

(x − b)2 − t2

t4
e− (x−b)2

2t2 ≤ 0.

Since b − a ≥ c − b ≥ x − b, we have

N(b, (b − c)2)(x) ≥ N(b, (b − a)2)(x).

So it is easy to find two deductions (3) and (4) of Lemma 8:
For any k, i ∈ [n] such that k < ki, any x ∈ [xi, xi+1], let a = xk, b = xi,

c = xi+1. Since k < ki ≤ i, we have a < b < c. By definition of ki and k < ki,
we have xi − xk ≥ xi+1 − xi, which means b − a ≥ c − b. Obviously, b ≤ x ≤ c.
So we can use Lemma 8 to conclude:

Ni,k(x) ≤ Ni,i+1(x). (3)

For any p, q, i such that p ≤ i, q ≥ i + 1 and any x ∈ [xi, xi+1],

Np,q(x) =
1√

2π(xp − xq)2
e

− (x−xp)2

2(xp−xq)2

≤ 1√
2π(xp − xq)2

e
− (x−xi)

2

2(xp−xq)2

= N(xi, (xp − xq)2)(x).

Let a = xi − (xq − xp), b = xi, c = xi+1. Obviously, a < b ≤ x ≤ c, b − a ≥ c − b.
So we can use Lemma 8 to conclude:

N(xi, (xp − xq)2)(x) ≤ Ni,i+1(x).

Combining two inequalities, we have

Np,q(x) ≤ Ni,i+1(x). (4)

To compare Nq,p(x) and Ni,p(x) for p < q ≤ i, we need a lemma:
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Lemma 9. For any real numbers a, b, c, x such that a < b ≤ c ≤ x,

2N(c, (c − a)2)(x) ≥ N(b, (b − a)2)(x).

Proof. Note that for any real number t,

(1 + t)2 ≤ 2(1 + t2) ≤ 2et2 .

So
1 + t ≤

√
2et2 ≤ 2e

1
2 t2 .

Let t = c−b
b−a . Then we have

c − a

b − a
≤ 2exp

(
(c − b)2

2(b − a)2

)
.

Since

(x − b)2

2(b − a)2
− (x − c)2

2(c − a)2
≥ (x − b)2

2(b − a)2
− (x − c)2

2(b − a)2

=
2(c − b)x + b2 − c2

2(b − a)2

≥ 2(c − b)c + b2 − c2

2(b − a)2

=
(c − b)2

2(b − a)2
,

we have

2exp

(
(x − b)2

2(b − a)2
− (x − c)2

2(c − a)2

)
≥ 2exp

(
(c − b)2

2(b − a)2

)

≥ c − a

b − a
.

That is

2
1

c − a
exp

(
− (x − c)2

2(c − a)2

)
≥ 1

b − a
exp

(
− (x − b)2

2(b − a)2

)
,

which means
2N(c, (c − a)2)(x) ≥ N(b, (b − a)2)(x).

For any p, q, i ∈ [n] such that p < q ≤ i and any x ∈ [xi, xi+1], note that

Np,q(x) =
1√

2π(xp − xq)2
e

− (x−xp)2

2(xp−xq)2

≤ 1√
2π(xp − xq)2

e
− (x−xq)2

2(xp−xq)2

= Nq,p(x).
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Let a = xp, b = xq, c = xi. Obviously, a < b ≤ c ≤ x. So we can use Lemma 9
to conclude that:

Nq,p(x) ≤ 2Ni,p(x).

Combining two inequalities, we have that:

Np,q(x) ≤ Nq,p(x) ≤ 2Ni,p(x). (5)

By inequality (3) and definition of gi(x), for any k < i and any x ∈ [xi, xi+1]
we have:

Ni,k(x) ≤ max
(

gi(x) + Ni,i+1(x)
)

. (6)

Combining inequalities (4), (5) and (6), for any p ≤ i and any x ∈ [xi, xi+1],

Np,q(x) ≤ 2max
(

gi(x), Ni,i+1(x)
)

.

A.2

In this section, we show that:

n∑

i=1

∫ ∞

−∞
gi(x) dx = O(n).

To estimate the LHS, we need a lemma:

Lemma 10. For any real number a < b < c,
∫ ∞

−∞
max

(
N(c, (c − b)2)(x) − N(c, (c − a)2)(x), 0

)
dx ≤ b − a

c − a
.

Proof.

N(c, (c − a)2)(x) =
1√

2π(c − a)2
e

− (x−c)2

2(c−a)2

≥ 1√
2π(c − a)2

e
− (x−c)2

2(c−b)2

=
c − b

c − a
N(c, (c − b)2)(x).

That is

b − a

c − a
N(c, (c − b)2)(x) ≥ N(c, (c − b)2)(x) − N(c, (c − a)2)(x).

Also since b−a
c−aN(c, (c − b)2)(x) ≥ 0, we have

max
(

N(c, (c − b)2)(x) − N(c, (c − a)2)(x), 0
)

≤ b − a

c − a
N(c, (c − b)2)(x).
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So
∫ ∞

−∞
max

(
N(c, (c − b)2)(x) − N(c, (c − a)2)(x), 0

)
dx ≤

∫ ∞

−∞
b − a

c − a
N(c, (c − b)2)(x) dx

=
b − a

c − a
.

Note that for any i, j ∈ [n] such that ki ≤ j ≤ i − 1,

Ni,j = Ni,ki
+

j−1∑

k=ki

Ni,k+1 − Ni,k

≤ Ni,ki
+

i−2∑

k=ki

max
(

Ni,k+1 − Ni,k, 0
)

.

So

max
ki≤k≤i−1

Ni,j ≤ Ni,ki
+

i−2∑

k=ki

max
(

Ni,k+1 − Ni,k, 0
)

.

By Lemma 10, we have:

n∑

i=1

∫ ∞

−∞
gi(x) dx ≤

n∑

i=1

(∫ ∞

−∞
Ni,ki

(x) dx +

i−1∑

k=ki+1

∫ ∞

−∞
max

(
Ni,k+1 − Ni,k, 0

)
(x) dx

)

≤ n +

n∑

i=1

i−2∑

k=ki

xk+1 − xk

xi − xk

= n +

n∑

k=1

(xk+1 − xk)
∑

i∈Tk

1

xi − xk
,

where Tk = {i|ki ≤ k ≤ i − 2}.
Fix a subscript k. Assume all elements in Tk are i1 < i2 < · · · < im. For any

it, by the definition of ki and kit
≤ k ≤ it −2, we have xit+1 −xit

> xit
−xk. So

xit+1 − xk ≥ xit+1 − xit
+ xit

− xk

≥ 2(xit
− xk).

So

(xk+1 − xk)
∑

i∈Tk

1
xi − xk

≤ xk+1 − xk

xi1 − xk
(1 +

1
2

+
1
4

+ · · · +
1

2m−1
)

≤ xk+1 − xk

xi1 − xk
· 2

≤ 2.

Since k is arbitrary, we have
n∑

i=1

∫ ∞

−∞
gi(x) dx ≤ n + 2n = 3n = O(n).
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Abstract. Retina images contain a lot of useful information for medi-
cal judgment, blood vessel extrusion, the ratio of the arteriovenous width
and whether there is lesion area are vital to disease judgment, it is dif-
ficult to draft a unified standard for artificial judgment due to subjec-
tivity. Traditional approaches to obtain the three indicators mentioned
above include image processing and machine learning, these approaches
have relatively poor accuracy or too many restrictions. In order to solve
these problems, we propose a customized fully convolutional network,
RI-FCN, based on image semantic segmentation for retina image detec-
tion. In our proposed method, there are five convolution layers, three
down-pooling layers and two up-pooling layers. This structure can clas-
sify every pixel into predefined categories and show in different colors
and small features can also be presented which is vital in the detection
of blood vessel extrusion. Using the RI-FCN model, identification accu-
racy rate of arteriovenous width ratio, extrusion and lesion area can be
increased to 92.23%, 90.99% and 98.13% respectively.

Keywords: RI-FCN · Semantic segmentation · Deep learning
Retina images

1 Introduction

Retina adjuvant therapy is an important part of intelligent medical system.
Retinal blood vessels are the only blood vessels that can be observed of the
body [1,2]. Doctors can infer the health situation of the patients according to
whether there is lesion and blood vessel extrusion area or whether the ratio of
the arteriovenous width is in normal range [1,3]. However, in this process, the
evaluation criteria are greatly influenced by the subjective judgment of doctors.

Y. Cao—Graduate student majoring in computer science at University of Science
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For the same retinal image, different doctors may give different conclusions,
resulting this kind of traditional medical treatment is not accurate [1,3,4]. A
quick and accurate extraction of the required information from an existing retinal
image is an urgent problem to be solved.

The main difficulty in the identification of retinal lesions lies in lesion and
extrusion area extraction and corresponding spatial position localization [5,6].
The artery, vein, blood vessel extrusion area and lesion area have their own
unique characteristics, these characteristics are necessary for feature extraction
[7,8]. However, these characteristics are very difficult to address. Firstly, the
width of the arteries and veins are particularly fine, it is very difficult to deter-
mine which pixel is or is not on the blood vessel [9]. Secondly, at the intersection
of the arterial and venous vessels, the area of the cross obstruction will be much
smaller due to the small width of the arteriovenous blood vessels [10]. In reti-
nal images, the RGB values of the vascular area and non-vascular regions are
not immutable in different locations, which is difficult to set the threshold for
the traditional method of image processing [11]. Given retinal image resolution,
calculation error caused by pure image processing is inevitable.

The difficulty in the lesion region extraction is the uncertainty of the location
of the lesion region [12]. The lesion may occur in the fundus region, or it may
occur in the vascular region. When the lesion occurs in the eye, it presents
bright red, distinct from the color of other areas of the retina ground. However,
there is a partial overlap with the color of the vascular region, it is difficult
to ensure that a part of the normal vascular area is extracted when the lesion
is extracted, and this error may cause the misjudgment of doctor [13]. When
the lesion region is on the vessel, the problem at this point is the difficulty of
extracting the lesion. As mentioned above, the width of the vessel is very fine,
therefore, the corresponding lesion region is also very fine. Usually, there is only
one or two pixels in the retinal image dataset. After setting the static threshold,
the lesion region in some raw images may not be extracted at all. In those
dynamic threshold setting literatures, it is difficult to set the dynamic threshold
for each of these regions, considering the chromaticity changes in the vascular
region [11]. Although there is some difference in color between the lesion area
and the surrounding vascular region, the RGB value in the vascular region has
a certain range, and the RGB value of the lesion region may have the same
RGB value as the distant vessel [14]. Similarly, some blood vessel regions may
be extracted when the region of interest is extracted, or the region of interest
cannot be extracted at all when the vascular region is removed.

At present, the method of pure image processing is to find the feature of the
region for a certain area, perform some transformations in frequency domain and
time domain. Antal et al. [15] propose a combination of internal components of
micro aneurysm detectors, but the performance of this method depends on more
preprocessing methods and candidate extractors. Agurto et al. [12] adopt mul-
tiscale amplitude-modulation-frequency-modulation methods for discriminating
between normal and pathological retinal images, however, this method empha-
sizes lesion area detection, it does not work well in classification. Ramlugun et al.
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[16] introduce a systematic approach for segmentation of retinal blood vessels.
The key components of this method include 2D-Match (Gabor) filters, a double
sided thresholding scheme and hysteresis thresholding, but the threshold has to
be manually set to for the best result, hence it is not universal.

Traditional image processing has inevitable drawbacks as introduced above.
With the developing of machine learning, more and more machine learning
approaches have been applied in medical image processing. Shanmugam et al.
[17] uses a 7-D feature vector based on pixel classification, and this approach
can categorize each pixel into two classes, vessel and non-vessel area respec-
tively, but this method cannot extract lesion region because of its small size.
Narasimhan et al. [18] also presents a method to classify normal and abnor-
mal images, but uses Support Vector Machine (SVM) and Bayesian Network to
train their model. This model is very effective on linear separable problems, as
for complex pixel localization problems, SVM cannot work nicely. Lachure et al.
[19] compares SVM and KNN classifier, giving method to detect both exudates
and micro-aneurysms. Though this method has a great improvement on speci-
ficity and accuracy, the structure is relatively simple and can only be used for
classification, but not to locate lesion region accurately. Besides, there are many
machine learning based methods in the literature [20–23], although machine
learning based classification is more accurate than pure image processing, some
deep-seated features cannot be extracted.

Compared to pure image processing and machine learning combined, deep
learning can reach more accurate classification and segmentation results. Li et al.
[24] offers a new supervised method for retinal vessel segmentation. This method
transforms the segmentation task to a problem of cross-modality data trans-
formation from retinal image to vessel map based on a wide and deep neural
network. Holbura et al. [25] presents a deep neural network for optic disc seg-
mentation, this method can learn different features between parapapillary atro-
phy and optic disc. Based on extracted features, the method can reach a least
mean overlapping error 9.7%. However, machine learning based methods yield
relatively few features, therefore, they have limited accuracy in segmentation.

In order to solve the problems mentioned above and obtain three key indi-
cators, in this paper, we propose a method of semantic segmentation for retinal
images based on fully convolution network. This method uses the idea of deep
learning to classify every pixel in the retinal image, and solves the problem of
image segmentation at semantic level [26]. The traditional method is to do some
transformation in the time and frequency domain, or to do some trick in the
dynamic threshold setting, and then multiple morphological transformations are
performed to extract interest regions. This method has great limitations, espe-
cially in the attribution of fuzzy pixel points, often results in great errors and
misjudgment. In contrast, our method marks each pixel and the object or area
around the pixel, and determines the pixel attribute according to the comprehen-
sive information, hence it is more universal in applicability. Moreover, compared
to the deep convolutional networks based on semantic segmentation, RI-FCN
can accept any size of the input image. The last convolution layer feature map
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is sampled by a convolution kernel to restore it to the same size as the input
image. This method can predict the category of each pixel, and preserve the
spatial pixels information of the original input image. After the up-sampling
is completed, RI-FCN classifies each pixel on their feature map and calculates
the error of each pixel classification. In our method, the five-layer convolution
structure can preserve the edge information of the blood vessel when extracting
the blood vessel characteristics, and reduce the misclassification rate. The latter
two convolution operations make a further classification of the third convolution
layer, guarantying the integrity of the minimum granularity of the interest region
(Fig. 1).

Fig. 1. Schematic diagram of vein, artery, extrusion and lesion region. AREA1,
AREA2, AREA3 and AREA4 denote extrusion region, lesion region, vein and artery
respectively.

2 Related Works

2.1 Semantic Image Segmentation

Semantic image segmentation is the key technology of image processing. Now
deep learning is getting more and more popular in the field of image segmen-
tation, many excellent methods have emerged, one of the most representative
is fully convolutional network. FCN was presented by Jonathan Long on the
CVPR2015 and has gotten the best paper [26]. It is a pioneering work in the
task of image semantic segmentation based on deep learning. The principle of
semantic image segmentation is to carry out the end-to-end semantic segmen-
tation of pixel level in order to achieve the state-of-the-art results. The core
processing of FCN consists of three parts: convolution, pooling and hopping,
which will be described in detail in next sections. FCN is a semantic segmen-
tation method based on convolution neural network training, on the basis of
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pre-training supervision, accuracy has been greatly improved. In the past two
years, FCN is increasingly being applied to image segmentation, a number of
papers based on FCN and its optimization algorithms appear in top conferences
and journals, such as CVPR. For example, in order to solve the large represen-
tation domain and many pooling layers in FCN, Bertasius [27] proposes BNF
based on the existing FCN to enhance the consistency of semantic segmentation
and improve the localization of objects.

2.2 Edge Detection

Edge detection is a kind of supervised learning problem. Ganin et al. [28] pro-
poses a new architecture for complex image processing operations, adopting nat-
ural edge detection and thin object segmentation. The architecture uses nearest
neighbor search to improve the results considerably and account for the under-
fitting effect. Wang [29] presents a supervised method combining two superior
classifiers: Convolutional Neural Network (CNN) and Random Forest (RF), the
proposed method is able to learn features from the raw images automatically
based on trained edge detection patterns. Therefore, using deep learning tech-
nique in edge detection can improve image segmentation performance greatly.

3 Methodology

On the basis of general FCN framework, we add image preprocessing and
improved convolution kernel, propose a deep learning algorithm for retinal
images. FCN uses a locally aware convolution layer, for retinal images with rel-
atively fixed range, adding a certain process to the convolution layer will yield
better effect than pure FCN. The most important training process in FCN is
the second convolution layer, the feature extraction is obvious. The processing
of our optimization model is mainly focused on the input level and the second
convolution stage to process the edge feature data of the object to be extracted.
FCN differs from CNN in that there is no fully connected layer, the two con-
nections between the last volume of the CNN or the sub sampling layer to the
output layer are fully connected. In FCN, the two connections are replaced by
two volumes, and output a labeled retinal images.

3.1 Customized Pretreatment

The training accuracy of retinal images depends largely on the quality of the
training set, in this paper, we propose a customized pretreatment for retinal
image processing. The preprocessing layer is used to filter out the noise and
redundant information in the original image and intercept the interesting region.
The images of the original training set and the test set are substantially more
than 1000×1000. In terms of training, the classification accuracy can be guaran-
teed, but for large-scale data this kind of training is too slow. In order to speed
up the image training with ensuring the accuracy, we resize the captured image
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to 500 × 500, the vascular lesions unit can be seen in the retina image under
this kind of resolution. Suppose original image is Raw(Wr,Hr), Hr denotes the
height of the corresponding edge of the intercepted image, then the intercepted
and zoomed out region of interest image ROI(W0,H0) can be calculated using
the following formula.

ROI(W0,H0) = Gtrans(Fscaling(Raw(Wr,Hr) ∗ Mscaling)) (1)

where

Mscaling =

⎡
⎢⎢⎣

0 · · · 0 1 · · · 0 0 · · · 0
...

. . .
...

...
. . .

... 0
. . . 0

0
... 0 0 · · · 1 0 · · · 0

⎤
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T

Wr,Hr

(2)

Fscalingi,j(Raw) =
1

(THhigh − THlow)2

THhigh,THhigh∑
m=THlow,n=THlow

Rawm,n (3)

Gtrans(Raw) = Rawimage ∗

⎡
⎢⎣

1 · · · 0
...

. . .
...

0 · · · 1

⎤
⎥⎦

K,K

∗ (
e

Rawi,j
255 − 1
e − 1

) (4)

In the formula above, Mscaling denotes the scaling matrix, we can obtain
region of interest from original image. Function Fscaling can resize ROI region to
right size for training, and Function Gtrans denotes an exponential form map-
ping, this function can reduce image contrast and give more details of extracted
object. The internal parameters can be found below.

THlow =
⌊

H0

K

⌋
∗ K (5)

THhigh =
⌈

H0

K

⌉
∗ K (6)

K = 500 (7)

Processed image contains the desired region of interest and these images are
scaled to the size of the 500 × 500.

3.2 Multi-layer Feature Sensing and Extraction

General FCN framework only contains convolution layers except pooling layers.
As shown in Fig. 2, the system puts the original image into the convolution layer,
and after multiple convolution and sub-sampling layer, the final result maps the
two-dimensional image to one-dimensional space. Input layer to C1 is one step
convolution operation. As shown in Fig. 2, the pixel points in a certain neighbor-
hood can be mapped to the same points in the classification, indicating that all
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pixels within this neighborhood belong to the same class. Convolution layer is
the core step of FCN, local connection and weight sharing are realized through
convolution kernel. The convolution kernel acts as a filter and receptive field.
The spatial relationship of the image obeys the principle that local pixels are
closely related and those pixels far away have weak correlation. Therefore, the
next convolution kernel only needs to perceive the local information of the cur-
rent layer, and this will greatly reduce the training parameters and the training
complexity. The influence convolution layer to image feature extraction includes
two factors, the number of convolution kernel and the size of convolution ker-
nel. Each convolution kernel can learn one feature of the current image, if the
first layer convolution kernel size is 500 × 500, obviously feature extraction is
not sufficient. The solution is to add multiple convolution kernels, for example,
Lenet-5 uses six convolution kernels, which can learn 6 features from the upper
image. For complex images such as retinal images, more convolution kernels are
needed. In addition, the size of the convolution kernel is also critical, it decides
how many pixels within the receptive fields share the same weights, too big will
make different types of pixels have the same characteristics, too small extracting
feature will not be sufficient.

Fig. 2. Simple structure for deep learning using convolution network, basic elements
include input layer, convolution layer, pooling layer and output layer.

FCN deals with the two-dimensional image signal, as for convolution, there
are

f(m,n) ∗ g(m,n) =
∞∑
u

∞∑
v

f(u, v)g(m − u, n − v) (8)

In a convolution operation, suppose the size of the original image or feature
map is M × M , given that there are A convolution kernels, these convolution
kernels’ size is N ×N , which we can know that N < M . So as for the convolution
feature map using k–convolution kernel, the value of every pixel can be calculated
from the following formula.

hk
i,j = Fnon−linear(Fconv) (9)

where
Fnon−linear(x) = tanh(x) (10)
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Fconv =
2∑

u=0

2∑
v=0

w2−u,2−vxu+i,v+j + bk
i,j (11)

In the formula above, the parameter b denotes the bias constant of every con-
volution kernel, a total of A training parameters. w is the weight of each convo-
lution kernel representation, each convolution kernel has N ×N data. Therefore,
there are N ∗ N ∗ A training parameters in addition. From the above formula,
the convolution operation of two-dimensional image is to convolute the weight
matrix and the input feature map, the convolution results add the bias of the
neurons in the corresponding position of the input layer, after a non-linear trans-
formation, we can find the output of the corresponding neurons.

3.3 Local Redundant Data Reduction

The down sampling layer, also known as down pooling layer, is one key step in
processing course. Its main purpose is to reduce the feature map, slightly improve
transformation invariance. The visual cortex has a similar lateral inhibitory
effect, it can reduce parameters to prevent overfitting. Usually sampling size
is 2 × 2, commonly used methods include maximum pooling, mean pooling,
Gauss pooling and trainable pool. Maximum pooling takes the maximum value
of 4 adjacent pixels as the value of the corresponding output unit. Mean pooling
uses the average of 4 adjacent pixels, and Gauss pool uses the same method as
Gauss blur. Trainable pool is a function with training parameters. The inputs
are the values of 4 adjacent pixels, and the outputs are the corresponding unit
values. However, the side length of the feature map is not necessarily a multiple
of 2, in this situation, there are two ways to deal with object edges. One way is
to ignore the edge, this method directly eliminates redundant edges. The second
way is to preserve the object edge, fill the side of the feature map using 0 to
reach an integer multiple of 2, then put it into the sampling operation. The main
reason of using the down sampling layer rather than increasing the size of the
convolution kernel is that the latter will increase the number of training param-
eters, and lose some of the characteristics of detected objects. Down sampling
layer will lose some information, but can retain the characteristic information of
object edge.

As shown in Fig. 3, the size of the input image is K × K, every time after
sampling, the original image is reduced by half. Down-sampling can be achieves
by the following four ways.

DownSamplingmax = max
i,j∈win(Ksampling)

Pixeli,j (12)

DownSamplingmean =
1

K2
sampling

∑

i,j∈win(Ksampling)

Pixeli,j (13)

DownSamplingweight =
∑

i,j∈win(Ksampling)

Pixeli,j ∗ WPixeli,j
(14)

DownSamplingweight =
∑

i,j∈win(Ksampling)

Pixeli,j ∗ Fweighti,j
(15)
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Fig. 3. Simplified down-sampling structure, after each sampling, previous image is
reduced by half

where
Ksampling = 2 (16)

In the formula above, (13) is max down-sampling, and the second one denotes
mean down-sampling. (14) and (15) are similar, but in (14) the weights are fixed,
in (15) weights are trained out. We use the fourth function as the sampling
mode. This process will add some parameters, but can improve the classification
accuracy in the training process.

3.4 End-to-End Classification Output

FCN is an end-to-end training type, its output can reach state-of-art status.
FCN abandons the traditional CNN whose last two layers are full connection
structure, and uses two convolution layers. The neurons in the convolution layer
are only connected to the local data in the input data, and the neurons share the
same parameters in convolution sequence, the rest are 0, this structure greatly
reduces the number of parameters to be trained.

Fig. 4. Output structure for RI-FCN, the dashed arrow denotes a general CNN struc-
ture.

In the Fig. 4, in the process of origin image to the first feature map, there are
several feature layers, including some convolution and down sampling operations.
This process is the same as that of general convolutional neural network, what
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is different is the output layer. The first feature layer to the third feature layer,
CNN includes two full connections, shown as the dotted arrow in Fig. 4. However,
RI-FCN uses two convolution layers as the solid line arrow shows. As can be seen
above, RI-FCN can accept any size of the original image.

3.5 Trainable Feature Backtracking

Feature backtracking includes two parts, up-sampling and transposedal layer.
When the output image is reduced to 1

322 of the original image size, we can
obtain the category of each pixel, the output image needs feature backtracking
to restore the space position to the original image. There are many ways to
achieve the up-sampling. In our RI-FCN model, we use the three convolution
interpolation algorithm as the up-sampling method with the edge enhancement
effect. Target pixel value can be calculated as follows.

f(i + u, j + v) = [A] · [B] · [C] (17)

where
[A] = [S(u + 1)S(u + 0)S(u − 1)S(u − 2)] (18)

[B]

⎡

⎢⎣

f(i − 1, j − 1) f(i − 1, j + 0) f(i − 1, j + 1) f(i − 1, j + 2)
f(i − 0, j − 1) f(i − 0, j + 0) f(i − 0, j + 1) f(i − 0, j + 2)
f(i + 1, j − 1) f(i + 1, j + 0) f(i + 1, j + 1) f(i + 1, j + 2)
f(i + 2, j − 1) f(i + 2, j + 0) f(i + 2, j + 1) f(i + 2, j + 2)

⎤

⎥⎦ (19)

[C]

⎡
⎢⎢⎣

S(v + 1)
S(v + 0)
S(v − 1)
S(v − 2)

⎤
⎥⎥⎦ (20)

S(x) =

⎧
⎨

⎩

1 − (λ + 3) · |x|2 + (λ + 2) · |x|3 |x| < 1
−(4 · λ) + (8 · λ) · |x| − (5 · λ) · x2 + λ · |x|3 1 ≤ |x| ≤ 2

0 2 ≤ |x|
(21)

The convolution back operation is performed in order to calculate the loss
parameters and input gradients of the roll up layer. The negative gradient rep-
resents the steepest descent direction, in order to make the function value (i.e.,
Loss) as small as possible. It is also called fractionally stride convolutions, and
works by switching the forward and backward passes of a step of convolution.
One approach denotes that the kernel defines a convolution, but whether it is a
direct convolution or a transposed convolution is determined by how the forward
and backward passes are computed.

4 Experiments

In this part, we mainly introduce the experimental setup, the strategy of the
experiment, and at the next section, we present our experimental results.
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4.1 Strategy

In our RI-FCN model, in the process of obtaining all the pixels of the original
image, we use 5 convolution layers and 5 down-sampling layers. In general, as
we have introduced, the last two convolutions of RI-FCN is unique. The kernel
of the first three convolution layers and the kernel of the latter two convolution
layers are different when extracting object pixel feature. In order to get more
accurate classification results, we set up a series of control experiments, the main
difference of the experiment is that the size and number of each convolution layer
is different. RI-FCN core processes are illustrated in Fig. 5.

We split the algorithm into three parts, step1 is similar to convolutional
neural network, step2 is the core of the RI-FCN algorithm and in step3 we restore
classified characteristics. First, we import the image into the system, after a set of
pretreatment, we carry out the first convolution. In our RI-FCN model diagram,
we set that the convolution kernel of the first layer is 5, the size is also 5, which
can be modified in the subsequent operations, then the number of feature maps
after convolution is 5. Convolution operation does not ignore edges, those parts of
the convolution kernel overflow fill with 0, then the convolution feature maps C1
have the same size with the input image. After getting C1, we progress the first
down-sampling operation. We set the kernel of down-sampling 2, demonstrating
that each adjacent 4 pixels corresponds to the same dynamic weight function
operation, and we can obtain the first down-sampling feature map S1. Then,
there are a total of 10 subsampling maps, the 1/4 size of the original image, the
subsequent operations of Step1 are similar to these two operations. After getting
S3, we still use the convolution and down-sampling from S3 to S5, rather than
full connection. Such structure can further extract features, whose process is
similar to step1. In step3, we have got the classification of all pixels, what needs
to be done is to display the spatial information of the features on the original
image, this process consists of up-sampling and transposed convolution. First,
after an up-sampling, a pixel is mapped into the 4 × 4 region, and then through
the transpose of original convolution kernel, we get the feature map C6. Repeat
this process once we can get the final feature layer C8. After an up-sample of
2 × 2, we get the final result image.

4.2 Experimental Setup

We use the retina dataset on kaggle, the retinal images of the right eye and
the left eye are 40000 respectively, 80000 in total. 60000 of them are used as
training set and the rest as test set. Detailed data are shown in the Table 1, the
total number of “Normal”, “extrusion” and “lesion” are larger than 80k, this
is because one abnormal picture may contains both extrusion and lesion. Each
picture is marked in advance, and put them into the RI-FCN network to train
our model. We set up a series of comparative experiments, including varying the
RI-FCN internal parameters, as well as comparison with the CNN classifier.
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Fig. 5. Whole structure for RI-FCN system.

We set the RI-FCN model with RI-FCN(α1, α2, α3), α1, α2 indicate the size
of the convolution kernel in step1 and Step2 respectively, α3 represents the con-
volution kernel number overall. CNN uses the best structural parameters in the
RI-FCN experiment, so as to contrast the experimental effect. Here we have
α1 ∈ {4, 5, 6}, α2 ∈ {5, 6}, α3 ∈ {5, 6}.

Table 1. Basic information about the data set

Type Number Training set Test set

Normal 21450 14350 7100

Extrusion 28751 19167 9584

Lesion 32122 21414 10708

5 Results and Analysis

5.1 Image Segmentation Results

Figure 6 illustrates the results of our experiments using the proposed method RI-
FCN, and we pick out three distinct feature maps. In the picture, (a)(b)(c) denote
the original input image, (d)(e)(f) denote the corresponding segmented feature
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map. Red, blue, green and yellow represent vein, artery, the lesion region and
the extrusion region respectively. From the Fig. 6, we can see that our method
can effectively mark the target region. In the feature extraction of an original
image, the morphological features and position features of pixel points and their
surrounding points can be mapped to the final feature map according to the
trained model. One more thing can be seen from the graph is that the blood
vessels do not necessarily have the same width as the original image, because it
is difficult to mark a particularly fine blood vessel in the process of marking the
original image training set. But the overall location information is preserved, this
information plays a key role in medical judgment, such as vascular misplacement,
and three-dimensional reconstruction. Also, we reach a very high accuracy for
extracting the lesion region. In the labeling process of the original training set,
we use the method of doctor assisted marking to determine the boundary of the
lesion region and the background, so as to obtain the relatively accurate mark
region. As can be seen from the be contrast map (b)(e), most of the lesions can
be marked out, only a small part of the regions that are not obvious or obtain-
ing little difference between the ground color are not split out, but it does not
affect the condition judgment. From (c) to (f), our method uses yellow dots to
indicate the region of the arteriovenous crossing. Vascular extrusion position is
mostly concentrated in some locations, the feature of the extrusion region can
be extracted from the training set, and find the location of the maximum prob-
ability of detection of the extrusion region and marked out according to trained
parameters. The following table is the experimental probability of segmentation
and detection as well as the contrast data of CNN and original FCN detection.

5.2 Accuracy Comparison

The data in Table 2 are the results obtained from 20000 test data. Lesion detec-
tion accuracy denotes the ratio of the number of images that can correctly detect
the lesion region to the total image number of test set. Extrusion detection accu-
racy denotes the ratio of the number of detected arteriovenous extrusion region
to the total images. We suppose whether the ratio of the width of the artery and
vein is within the normal range or not as the basis of the retinopathy. Correct
prediction accuracy of retinopathy indicates the probability to predict retina
disease correctly. The latter two indexes are related to the position information
of pixels. Position sensitivity indicates the ratio of the number of pixels that
can be correctly detected and segmented to the total number pixels of the cur-
rent image. Pixel specificity indicates the ratio of the number of pixels marked
correctly to the overall pixels. Given that CNN and FCN are the best results
under the same conditions, the optimal results of these two methods is directly
compared with our method RI-FCN.

CNN can be used for classification, but cannot achieve pixel level operation.
As can be seen from Table 2, the accuracy of CNN in retinal image classification
is relatively high. In the detection of lesions, vascular compression region and
retinopathy prediction experiments, as for the first three indicators, CNN has
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(a) Normalorigin (b) Lesionorigin (c) Extrusionorigin

(d) NormalSegmented (e) LesionSegmented (f) ExtrusionSegmented

Fig. 6. Feature extraction map for three special cases (Color figure online)

better performance than the accuracy of some of experiments based on RI-
FCN, but still fails to reach the best performance of FCN and RI-FCN. This is
because CNN only contains the training data categories, but FCN and RI-FCN
can further improve the accuracy of segmentation and detection based on the
spatial relative position of the pixel. In addition, FCN is better than CNN in
the detection accuracy, but still cannot compare the performance of the optimal
RI-FCN results under the same conditions. The key point is that on the basis of
FCN, we perform some preprocessing for the specific retinal images, and improve
part of the sampling and convolution operation, this improvement can achieve
higher accuracy. Appropriate processing can reduce the redundant information
of the pixel spatial position, and map the original image information to the final
feature map better.

5.3 Performance Comparison

As shown in Fig. 7, we compare the classification and prediction performance of
RI-FCN, CNN, and SVM. It can be seen from (a) and (b) that when there is
little amount of training samples, the accuracy of CNN and SVM is very low and
there is not much difference between the precision of the three methods. With the
increase of training samples, the accuracy of classification increases gradually.
Compared with CNN and SVM, the performance of RI-FCN is getting better.
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Table 2. Accuracy comparison using different methods

Lesion
detection
accuracy

Extrusion
detection
accuracy

Correct
prediction
accuracy of
retinopathy

Position
sensitivity

pixel
specificity

RI-FCN(4, 5, 5) 0.8927 0.8059 0.8738 0.8757 0.8597

RI-FCN(4, 5, 6) 0.9153 0.8145 0.8750 0.8646 0.8517

RI-FCN(4, 6, 5) 0.9241 0.8031 0.8690 0.8807 0.8603

RI-FCN(4, 6, 6) 0.9212 0.8230 0.8911 0.8825 0.8974

RI-FCN(5, 5, 5) 0.9311 0.8393 0.9053 0.9053 0.9124

RI-FCN(5, 5, 6) 0.9370 0.8418 0.9144 0.8545 0.8962

RI-FCN(5, 6, 5) 0.9584 0.8599 0.9086 0.9061 0.9168

RI-FCN(5, 6, 6) 0.9813 0.8794 0.9223 0.9155 0.9109

RI-FCN(6, 5, 5) 0.9759 0.9099 0.9110 0.8671 0.8657

RI-FCN(6, 5, 6) 0.9623 0.8607 0.8927 0.8546 0.8528

RI-FCN(6, 6, 5) 0.9605 0.8418 0.8878 0.9068 0.8711

RI-FCN(6, 6, 6) 0.9654 0.8545 0.8530 0.8928 0.8708

CNN(6, x, 6) 0.8716 0.8616 0.8625 * *

FCN(6, 5, 5) 0.9145 0.8879 0.8681 0.8526 0.8526

(c) illustrates the error of the three methods in predicting retinopathy. When
the number of training samples is increased to 5000, the prediction error can
be reduced to about 30%. By increasing the number of samples, the prediction
error is further reduced, and our method has greater probability in reducing
prediction error than other two methods and hence has better performance. CNN
and SVM do not consider the spatial location specificity, therefore, in (d), we
only represent RI-FCN performance. It can be seen that increasing the training
sample can increase the probability of the pixel position in the final mapping
near the original pixel location.

5.4 Simple 3D Reconstruction

As the Fig. 8 illustrates, we present a simple 3D reconstruction for segmented
results in Fig. 8. Due to the complexity of reconstruction. We do not give spe-
cific segmentation of different regions. However, from the overall framework, our
segmented images can provide great support for 3D reconstruction.
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(a) lesion classification accuracy (b) extrusion classification accuracy

(c) prediction error of retinopathy (d) training pixel specificity

Fig. 7. Performance comparison using different methods

(a) 3D −NormalSeg (b) 3D − LesionSeg (c) 3D − ExtrusionSeg

Fig. 8. Simple 3D reconstruction for segmented results

6 Conclusion

In this paper, we propose a new method for semantic segmentation for retinal
image, RI-FCN. We train an optimal end-to-end model to extract the lesion
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region, arteriovenous extrusion region and whether the arteriovenous ratio is in
the normal range, and map the pixel of the original image to the feature map. On
the basis of the general FCN framework, we derive a customized pretreatment
function, adopt multi-layer feature sensing and extraction, and improve the oper-
ation of partial sampling and convolution, these improvement can achieve higher
accuracy and more accurate pixel mapping. Compared to CNN, the classification
error of our method is reduced by more than 10%. This method overcomes the
shortcomings of traditional deep learning approaches that only focus on classi-
fication, also solves the problem that the pure image processing is very difficult
to detect the small extrusion region.

There are still some improvements to continue in our method, such the iden-
tification of some blood vessels in the retina light spot, and most of the errors
occur in this position. Also, there are a little cases that our method performs no
better than FCN and CNN, our future work will focus on solving this. The next
step should be to increase the processing of the original training set and try to
extend the blood vessel detection to other parts of the human body where the
contrast is not obvious.

Acknowledgements. This work was supported in part by The National Key Research
and Development Program of China (Grant No. 2016YFB1001404) and National Nat-
ural Science Foundation of China (No. 61572075).
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Abstract. RFID three-party authentication protocol based on NTRU cryp-
tosystem is a type of multi-entities authentication protocol. Unlike other RFID
mutual authentication protocols, this protocol realizes mutual authentication of
Server to Reader, and Server to Tag. Model checking is a formal method to
check the correctness specifications hold in each state on concurrent and dis-
tributed systems, which can be used to verify the security of network protocol.
A multi-channels constructing method is proposed to build this protocol model
for formal analysis, then authentication property of the protocol is verified by
model checker SPIN. Formal verification result reveals that an attack exists in
this protocol, hence the protocol cannot guarantee the security of the three-party
authentication protocol. The modeling method proposed above has great sig-
nificance on security analysis for such three-party authentication protocols.

Keywords: RFID three-party authentication protocol � Model checking
Multi-channel modeling

1 Introduction

Radio frequency identification (RFID) technology is a non-contact communication
technology that can identify specific targets, and read or write related data through radio
signals. RFID is widely used in various areas such as warehousing, logistics, super-
markets, automatic road toll collection, library management, and healthcare [1]. To
achieve automatic object recognition, wireless communication is adopted between
Reader, Tag and Server. Therefore, it is more vulnerable to malicious attacks during
information exchange phase, which might causes huge economic losses in its application
fields [2]. The authentication protocol is a pre-protocol for an encrypted session, once the
authentication protocol has a vulnerability, the conversation initiator with the honest
subject may be an attacker, as making important information leaked. Formal method is an
important means to improve the security and reliability of software system, and it can be
provided a strong support for the construction of a secure and reliable RFID system.
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RFID system is consists of Server, Reader and Tag. According to the numbers of
entity, authentication protocols can be divided into two-party authentication and three-
party authentication. Research works [3, 4] aim at mutual authentication of Server and
Tag, but lack authentication of Server and Reader, therefore, intruder can potentially
steal random numbers from Server. Research works [5, 6] focus on mutual authenti-
cation of Reader and Tag, but lack authentication between Reader and Server. As a
result, intruder can steal information from the Reader.

Research work [7] has been expanded on the basis of [8], Deng [7] claims that the
protocol they proposed can improve the efficiency of encryption and decryption, and
reduce the consumption of resources. However, this paper [7] only analyzed the
security of cryptosystem, without considering the security of protocol interaction.

Formal methods are divided into modal logic, theorem proving and model checking
[9]. There are three somemodel checker such as SMV,Murphi SPINand etc. SPIN (Simple
Promela Interpreter) [10] is a well-known model detection tool and is awarded with the
“Soft System Award” by ACM. Maggi et al. [11] proposes a security protocol modeling
method based on the Dolev-Yao attacker model [12], and has found the N-S public key
protocol vulnerability with SPIN. This paper extends the Maggi’s modeling method, and
the proposed method can be used to verify RFID three-party authentication protocol.

2 Related Work

In [8], the author proposed a three-party unidirectional authentication protocol, but tags do
not authenticateReader and Server. The randomnumber generated by the reader and server
is not updated, which is easily to cause Denial of Service (DoS) attack. In [13], Wang
presents a three-party authentication protocol between the Tag, Reader and Server. How-
ever, their work only uses the security of the BAN logic analysis protocol. In [14], Li used
model checking to analyze the RFID authentication protocol. But he only analyzed the
mutual authentication protocol, and did not analyze the three-party authentication protocol.

Unlike most two-party authentication protocols, RFID three-party authentication
protocol based on NTRU public key cryptosystem can complete the mutual authenti-
cation between Server and Reader, Server and Tag. However, the research works of the
three-party authentication protocol in model checking are still insufficient. Most
scholars use modal logic [15] (BAN logic, GNY logic, etc.) to verify the security of
three-party authentication protocols but it is difficult to achieve automation.

This paper explores the security of the three-party authentication protocol by using
model checking and formal methods. After a reasonable abstraction of the RFID three-
party authentication protocol with multi-channels constructing method, an RFID three-
party authentication protocol model is constructed. We describe protocol behavior and
convert the protocol model to Promela code. Then we use SPIN to verify the
authentication of the protocol. Formal verification result reveals that an attack is existed
in the protocol, and SPIN gives out the attack sequence.

The structure of this paper is as follows: Sect. 3 abstracts the RFID three-party
authentication protocol based on NTRU cryptosystem, and builds a protocol model;
Sect. 4 describes the Promela modeling process of the protocol; Sect. 5 analyze and
verify the protocol with SPIN; Sect. 6 concludes.
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3 Three-Party Authentication Protocol and Formal
Representation

In this three-party authentication protocol, Tag, Reader, and Server are treated as
independent three parties. The data stored in each Tag is (keyi; IDt; ht); the data stored
in Reader is (IDr; hr); the data stored in Server is (keyi; IDt; IDnew; IDold ; ht; hr; yr; yt).
The three-party authentication protocol works as follows:

The Reader first sends a random number R1 and an authentication request message
Query to the Tag. After receiving the message, the Tag generates a shared secret key
keyi and pubic key ht to compute secret information T_s, and then Tag sent the secret
information to the Reader as the response of authentication request. (Note: XOR () is an
exclusive or operation function)

Upon the Reader receiving T_s, the Reader verifies the correctness of the message
through the decryption operation. If succeeds, the Reader generates R2 and IDr to
compute secret message R_s and send to the Server for authentication. (Note:

‘
() is a

connection operation, and ∯ () is an Interception operation)

After receiving the messages R1 and R_s, the Server decrypts R_s with the private
key pair Kr and Kt respectively, and then uses the interception operation to obtain the
shared key K

0
i and IDr, and compares them with the stored data. If the shared key K

0
i is

the same as the key Ki stored in the Server, Tag is successfully authenticated by the
Server. If the IDr is the same as the IDnew or IDold stored in the Server, Reader is
successfully authenticated by the Server. The Server then continue to calculate the
message S_r&&S_t and send it to the Reader.

After the Reader receives the message (S_r&&S_t), Reader obtains data R2 through
connection operation and XOR operation. Then Reader verifies the correctness of the
data. If the data is correct, the Server is successfully authenticated by the Reader.
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At this point, the Server and Reader have completed mutual authentication, and
then the Reader sends the message R_t to the Tag. Then Tag calculates the received
data and verifies its correctness. If the data is correct, the Server passes the authenti-
cation of Tag. At this point, the Tag and the Server complete the mutual authentication.

Due to the complexity of cryptographic operations, it is difficult to directly use
formal methods for analysis. Before the formal analysis of the three-party RFID
authentication protocol, it is necessary to abstract the protocol. Following work [14],
the protocol abstraction is based on the following principles:

(1) Assume that the cryptosystem of the protocol is perfect, that is, there is no flaws in
cryptographic operations. Therefore, all the cryptographic operations in the pro-
tocol are abstracted into Ek functions. In this way, the defects analysed by the
formal method are the defects of protocol itself, rather than the vulnerabilities of
the cryptosystem.

(2) After the two parties share the key encrypted message, only the two parties can
decrypt. For convenience of presentation, the public key KT , KR and the shared
key Ki in the protocol are recorded as the key tuple Key, i.e., Key = {KT , KR,Ki};

Then, following the above two principles and using the modelling method, an
abstract model for the RFID three-party authentication protocol can be constructed, as
shown in Fig. 1.

According to the RFID three-party authentication protocol model in Fig. 1, the
protocol can be formalized and simplified as follows:

Here, R1 is a random number generated by the Reader, Query is an authentication
request sent by the Reader to the Tag, and Ek is an encryption function.

Fig. 1. The abstract model of the three-party authentication protocol
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4 Modeling Three-Party Authentication Protocol
with Promela

After formalizing the RFID three-party authentication protocol, the protocol needs to
be converted into Promela language. The modeling of RFID three-party authentication
protocol can be divided into two parts: honest principal modeling and attacker mod-
eling. Because of the protocol has three instances, three main processes must be
constructed. Attacker modelling is guided by the Dolev-Yao model. when using the
PROMELA language to build honest subject models and attacker model, we should
follow the principles:①There is no defects in the encryption and decryption process of
the three-party authentication protocol; ②The attacker is powerful enough to imper-
sonate any legal entity; ③Messages encrypted through the NTRU cryptosystem can be
decrypted only by three parties.

4.1 Honest Principal Modelling

The RFID three-party authentication protocol mainly includes three honest entities:
Server, Reader, and Tag. Therefore, it is necessary to define the respective processes
for these three entities, which are named proctype PS (), proctype PR (), and proctype
PT (). In the language of Promela, message transmission needs to be realized by means
of the data structure of the message channel chan. For this purpose, messages in three-
party RFID authentication protocol needs to be classified, and the same type of mes-
sages are transmitted using the same message channels.

Before starting the session, the Reader does not encrypt the random number R1 and
the authentication request Query. However, this message cannot be regarded as the
message (Hello) in the RFID mutual authentication protocol. In the RFID three-party
authentication protocol, the attacker needs to intercept the message and learn the
random number R1. In addition, due to the increased number of authentication parties,
there will be a problem of repeating sub message items and multi round session
parallel. Therefore, in order to solve these two types of problems, this paper proposed
multi-channel modelling to describe the ability of participants. According to the type of
three-party authentication protocol, Message channel transmission is defined as an
encrypted channel and an unencrypted channel as follows:

The ca and cb channels are encrypted channels, and the cc channel is an unen-
crypted channel. Messages (3) and (4) from the model are transmitted by channel ca,
messages (2) and (5) are transmitted by channel cb, and message (1) is transmitted by
channel cc. Take the message channel ca as an example, the encrypted channel is
defined as follows: If the party wants to send a secret message, the format of the send
statement should be Ca! x1, x2, x3, x4. In this statement, x1 is the receiver of the
message, x2 and x3 is the data items, x4 represents encryption key; Take the message
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channel cc as an example, the unencrypted channel is defined as follows: If the party
wants to send a public message, the format of the send statement should be Ca! x1, x2,
x3. In this statement, x1 is the receiver of the message, x2 and x3 is the data items.

The ultimate goal of protocol modeling is to transform a protocol into a concurrent
system. Therefore, the state transitions generated by the cross-operation between
processes are very enormous, and may even produce a state explosion problem [16].
For this purpose, it is necessary to reduce the number of state transitions. In the
receiving statement, Eval can be used to determine whether each item is consistent with
expectations. Judging from left to right, if an item is inconsistent, the receiver will
directly reject the message. Discarding messages that are not expected can effectively
reduce the state migration of concurrency systems. For example, statement ca? eval
(x1), x2, x3, eval(x4), The receiver and key are important conditions for receiver that
whether the receiver receives the message.

The modeling of Reader is as shown in the detailed code of the following proctype
PR:

In the Reader process, self represents the initiator of the messages; party1 and
party2 all represent the receivers of the information; g1, g2, and g3 represent generic
variables for receiving unknown data. Atomic can make local calculations atomized to
reduce the number of intersecting processes.

Each properties of the model is represented by a Promela global variable. The
initialization operation is as follows:
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IniRunning and IniCommit are defined for macros and are used to update the value
of the atomic predicate variables. IniRunningR_T(R, T) indicates that the Reader ini-
tiated a conversation with the Tag. IniCommitR_T(R, T) indicates that the Reader
submitted a conversation with the Tag. While the session state changes, the value of its
corresponding atomic predicate will change from the initial value 0 to 1. Therefore,
these atomic predicate variables can be used to describe the properties of the protocol.
In order to describe the security nature of the protocol as an acceptable language for
SPIN, LTL (Linear Temporal Logic) [17] needs to be used to characterize the protocol.
This paper uses the LTL formula to describe the security properties of the RFID three-
party authentication protocol as follows:

Mutual authentication between Server and Reader:

Mutual authentication between Server and Tag:

Sequence of the protocol (1):

The Sequence of the protocol (1) is used to ensure that the Reader can start a
session with the Server after the Tag responds to the Reader’s session.

Sequence of the protocol (2):

The sequentially of the protocol (2) is used to ensure that the Server continues to
authenticate with the Tag after completing the mutual authentication of the Reader.

That is, before the Reader starts a session with the Server, the Tag needs to respond;
the Reader needs to respond before the Server submits a session with the Reader;
before the Reader submits a session with the Tag, the Reader needs to submit a session
with the Server.

According to the same modelling rules, the process PT of the principal Tag and the
process PS of the principal Server are similarly defined. After defining the various
honest subjects, we need to define the initialization process, which is defined as fol-
lows.
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PI is the attacker’s process. The attacker is powerful enough to intercept arbitrary
messages from the message channel.

4.2 Attacker Modelling

In this paper, the Dolve-Yao model is used to model the attacker of the RFID three
party authentication protocol. The attacker has a powerful ability to intercept,
reassemble, and forward any messages in the channel. But this capability is limited
without knowing the session key. If the attacker has limited knowledge, they can learn
new knowledge items through interception and eavesdropping, thereby strengthening
the attacker’s capability to attack.

Attacker modelling first needs to solve the knowledge base of attackers, then
describes the process of knowledge learning by attackers, and finally designs attackers’
sending statements. The attacker knowledge base is mainly composed of two parts of
knowledge items. In addition to the original knowledge possessed by attackers,
attackers can expand knowledge base by intercepting messages. If the intercepted
message is not encrypted, all of its knowledge items will be stored in the knowledge
base directly. If the message is encrypted, the attacker uses the existing knowledge to
decrypt the message, and if the message cannot be decrypted, the message will be
completely stored in the repository for reserve.

In order to reduce the invalid system state, it is necessary to simplify the repre-
sentation of the attacker’s knowledge item. In attacker modelling, the message that an
attacker cannot learn or the message that the honest party refuses to receive is not
expressed. Based on the above principles, we can calculate the knowledge that an
attacker needs to express, as shown in Fig. 2:

Fig. 2. The actual knowledge set which needs to be denoted
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The knowledge that an attacker can learn is to decrypt and analyze it by inter-
cepting the honest party and storing it completely. The knowledge that an attacker can
learn is obtained by intercepting, deciphering and storing the messages from the parties
of honestly. The messages captured by an attacker and the knowledge elements that can
be obtained are specifically shown in Table 1:

Table 1. Knowledge elements that the intruder can acquire

Received messages Learnt item Received messages Learnt item

R1,Qur

{R1, T_s}PK(R)

{T_s ,T_s}PK(R)

{S_r, T_s}PK(R)

{S_t, T_s}PK(R)

{R_t, T_s}PK(R)

{gD, T_s}PK(R)

{R1,R1}PK(R)

{R1,S_r}PK(R)

{R1,S_t}PK(R)

{R1,R_t}PK(R)

{R1,gD}PK(R)

{R1, T_s}PK(H)

{T_s ,T_s}PK(H)

{S_r, T_s}PK(H)

{S_t, T_s}PK(H)

{R_t, T_s}PK(H)

{gD, T_s}PK(H)

{R1,R1}PK(H)

{R1,S_r}PK(H)

{R1,S_t}PK(H)

{R1,R_t}PK(H)

{R1,gD}PK(H)

{R1, S_t}PK(T)

{T_s,S_t}PK(T)

{S_r, S_t}PK(T)

{S_t,S_t}PK(T)

{R_t,S_t}PK(T)

{gD,S_t}PK(T)

R1

{R1, T_s}PK(R)

{T_s ,T_s}PK(R)

{S_r, T_s}PK(R)

{S_t, T_s}PK(R)

{R_t, T_s}PK(R)

{gD, T_s}PK(R)

{R1,S_r}PK(R)

{R1,S_t}PK(R)

{R1,R_t}PK(R)

{R1,gD}PK(R)

R1, T_s

T_s

S_r, T_s

S_t, T_s

R_t, T_s

gD, T_s

R1,S_r

R1,S_t

R1,R_t

R1

{R1, S_t }PK(T)

{T_s,S_t }PK(T)

{S_r, S_t }PK(T)

{S_t, S_t }PK(T)

{R_t, S_t }PK(T)

{gD,S_t }PK(T)

{ S_r,R1}PK(T)

{ S_r,T_s}PK(T)

{ S_r,S_r}PK(T)

{ S_r,R_t}PK(T)

{ S_r,gD}PK(T)

{R1, S_t}PK(H)

{T_s,S_t}PK(H)

{S_r, S_t}PK(H)

{S_t,S_t}PK(H)

{R_t,S_t}PK(H)

{gD,S_t}PK(H)

{ S_r,R1}PK(H)

{ S_r,T_s}PK(H)

{ S_r,S_r}PK(H)

{ S_r,R_t}PK(H)

{ S_r,gD}PK(H)

{R1}PK(T)

{T_s}PK(T)

{S_r}PK(T)

{S_t}PK(T)

{R_t}PK(T)

{gD}PK(T)

{R1}PK(H)

{T_s}PK(H)

{S_r}PK(H)

{S_t}PK(H)

{R_t}PK(H)

{gD}PK(H)

{ S_r, R1}PK(T)

{ S_r, T_s}PK(T)

{S_r, S_r }PK(T)

{ S_r, R_t }PK(T)

{ S_r, gD }PK(T)

R1, S_t

T_s,S_t

S_r, S_t

S_t

R_t,S_t

gD,S_t

S_r,R1

S_r,T_s

S_r

S_r,R_t

S_r

{T_s}PK(T)

{S_r}PK(T)

{S_t}PK(T)

{R_t}PK(T)

R1

T_s

S_r

S_t

R_t
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The next step is to analyse the knowledge that an attacker needs to learn. That is, a
message that an attacker can send to the legal principals and be received by legal
principals. This message can be obtained by analysing the messages that the honest
principal can receive. As shown in Table 2, the attacker needs to learn the knowledge
elements.

Table 2. Knowledge elements that the intruder potentially needs

Messages Needed Knowledge

R1,Qur

{T_s}PK(T)

{R1}PK(T)

{S_r}PK(T)

{S_t}PK(T)

{R_t}PK(T)

{gD}PK(T)

{R1, T_s}PK(R)

{T_s, T_s}PK(R)

{S_r, T_s}PK(R)

{S_t, T_s}PK(R)

{R_t, T_s}PK(R)

{gD, T_s}PK(R)

{R1, R1}PK(R)

{R1, S_r}PK(R)

{R1, S_t}PK(R)

{R1, R_t}PK(R)

{R1,gD}PK(R)

{S_r, S_t}PK(T)

{ R1, S_t}PK(T)

{ T_s, S_t}PK(T)

{ S_t, S_t}PK(T)

{ R_t, S_t}PK(T)

{gD, S_t}PK(T)

{S_r, R1}PK(T)

{S_r, T_s }PK(T)

{S_r, S_r }PK(T)

{S_r, R_t }PK(T)

{S_r, gD}PK(T)

R1

T_s or {T_s}PK(T)

R1 or {R1}PK(T)

S_r or {S_r}PK(T)

S_t or {S_t}PK(T) 

R_t or {R_t}PK(T)

R1, T_s or {R1, T_s}PK(R)

T_s, T_s or {T_s, T_s}PK(R)

S_r, T_s or {S_r, T_s}PK(R)

S_t, T_s or {S_t, T_s}PK(R)

R_t, T_s or {R_t, T_s}PK(R)

T_s or {gD, T_s}PK(R)

R1 or {R1, R1}PK(R)

R1, S_r or {R1, S_r}PK(R)

R1, S_t or {R1, S_t}PK(R)

R1, R_t or {R1, R_t}PK(R)

R1 or {R1,gD}PK(R)

S_r, S_t or {S_r, S_t}PK(T)

R1, S_t or { R1, S_t}PK(T)

T_s, S_t or { T_s, S_t}PK(T)

S_t, S_t or { S_t, S_t}PK(T)

R_t, S_t or { R_t, S_t}PK(T)

S_t or {gD, S_t}PK(T)

S_r, R1 or {S_r, R1}PK(T)

S_r, T_s or {S_r, T_s }PK(T)

S_r or {S_r, S_r }PK(T)

S_r, R_t or {S_r, R_t }PK(T)

S_r or {S_r, gD}PK(T)

Formal Analysis and Verification for Three-Party Authentication Protocol of RFID 55



The knowledge items which the attacker needs to denote are the intersection of the
right column of Tables 1 and 2, and results are shown as follows:

{R1, Qur}; {T_s}  ; {R1, R_s} ; {S_r, S_t} ; {R_t}

Based on the above analysis results, the attacker model code can be written, and the
writing framework is shown as follows:

proctype PI(){
mtype x1=0;mtype x2=0;mtype x3=0;
bit K_Na = 0; /* knowledge items that need to denote*/
bit K_Qur = 0;bit K_Ts = 0;bit K_Sr = 0;bit K_St = 0;
bit K_Rt = 0;bit K_Na_Qur = 0;bit K_Ts_T =0;
bit K_Srt_T = 0;bit K_Rt_T = 0;bit K_Na_Ts_R = 0;
do 
::  cc ! ((K_Na&&K_Qur)||K_Na_Qur -> T:A),R1,Qur
::  cb ! (K_Ts||K_Ts_T -> R:A),T_s,T
::  ca ! (K_Na_Ts_R -> S:A),R1,T_s,R
::  ca ! ((K_Sr&&K_St)|| K_Srt_T -> R:A),S_r,S_t,T
::  cb ! (K_Rt || K_Rt_T -> T:A),R_t,T
::  d_step {ca ? _,x1,x2,x3;…}/*intercepting messages from  channel ca*/
::  d_step{cb ? _,x1,x2;…}/*intercepting messages from  channel cb*/

::  d_step{cc ? _,x1,x2;…} 
 od 
}

Simulation experiments were conducted in a Windows 7 64-bit system, Cygwin
2.510.2.2, and SPIN 5.2.0 environment, and the attack sequence as shown in the Fig. 3
was found.

5 Analysis of Verification Results

In this experiment, the SPIN tool is used to detect the above model, and an attack
vulnerability is found. The attack sequence shown in Fig. 3 is obtained.
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Fig. 3. Attack sequence diagram
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And got the following attack process:

(1)Reader→Intruder: {R1, Qur};
Intruder→Tag: {R1, Qur} 
(2)Tag→Intruder: {T_s} ;
Intruder→Reader: {T_s}
(3)Reader→Intruder: {R1, R_s} ;
Intruder→Server: {R1, R_s}
(4)Server→Intruder: {S_r, S_t} ;
Intruder→Reader: {S_r, S_t}
(5)Reader→Intruder: {R_t} ;
Intruder→Tag: {R_t}

At the beginning of protocol operation, Reader sends the random number and the
authentication request to the attacker. Because the message is not encrypted, any
subject can directly obtain the authentication request and random number. So the
attacker has mastered the relevant information of the authentication request, and then
the attacker sends the authentication message to the Tag. The tag sends the message
T_s to the attacker after receiving the authentication request message. The first error
trail showing the attack is reported in Fig. 3. During the operation of the protocol, the
attacker impersonates the initiator and the respondent to send and receive messages
(Break the known message and forward the unknown message). However, Reader,
Server, and Tag do not know that the attackers are talking to them. They mistook the
attacker as a legitimate subject and sent important messages to it, which indicates that
the protocol is fraught with danger.

The result of the property violation is shown in Fig. 4. The experimental results
show that, after the protocol is completed, the two variables of IniCommitRS and
IniRunningRS are still 0. It shows that the protocol violates the corresponding safety
property, and the legal subject has no normal participation in the interaction of
information.

Fig. 4. Data values in the protocol
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6 Conclusion and Future Work

In this paper, we explore formal method to perform analysis on RIFD three-party
authentication protocol. However, the three-party authentication protocol based on
NTRU cryptosystem is different from the general two-party authentication protocol, so
that multi-party of the protocol brings some difficulty to analyse security properties
with formal method. In order to apply formal method into analysing three-party
authentication protocol, a multi-channel modelling method is used to model the pro-
tocol. Using SPIN, a malicious attack is successfully found, and the corresponding
attack sequence is given. In the next step, we will dedicate to improving the three-party
authentication protocol and verifying security of the improved protocol.
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Abstract. The Near Filed Communication (NFC) is widely used on mobile
devices and make it possible to take advantage of NFC system to complete
mobile payment. But with the development of NFC, its problem are increasingly
exposed, especially the security and privacy of authentication. Logic of events is
a formal method to describe the protocol state transition and algorithm in
concurrent and distributed systems, which can be used to prove the security of
network protocols. Based on logic of events, we propose migration rule and
derive inheritability to reduce redundancy and complexity of protocol analysis
procedure, and improve efficiency of protocol analysis. We study the KerNeeS
protocol which providing mutual authentication between POS and NFC phone,
and conclude that the protocol can guarantee authentication between entities
involved in the payment for secure payment transactions. The logic of events
can be applied to the formal analysis of similar mobile payment protocols.

Keywords: NFC � Mobile payment protocol � Logic of events
Mutual authentication

1 Introduction

The continuously increasing growth of developments in mobile technologies opened
new opportunities to maximize the benefits of using mobile on a daily basis. Nowa-
days, mobile phones have great capabilities for the development of new applications,
which are engaged in our daily lives. Moreover, mobile phones provide a new style of
life, where the availability of many applications such as Internet browsing, sending and
receiving e-mails, and mobile payment is one of the most important applications.
The NFC technology [1, 2] has features of convenience and fast, which makes the
mobile devices with NFC function increase greatly, more and more users choose
mobile phones with NFC function as payment tools, and the mobile payment market
based on this is increasing year by year. In 2014, Apple Corp issued its first NFC
payment tool Apple Pay. In March 2016, Samsung Pay, the Samsung NFC payment
tool, officially launched. In August of the same year, Huawei also formally launched its
own NFC payment tool Huawei Pay. The scale of China’s mobile payment market is
showing an explosive growth, it’s estimated that by 2019, China’s mobile payment
market will reach the scale of 104 trillion yuan.
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Since NFC is used to make payments in mobile phones, security issues raise more
concerns among consumers. As a near filed communication technology, the commu-
nication transmission process is completely exposed an open and uncontrollable
communication environment. So in the payment system NFC technology is used to
transfer sensitive data between a card and a reader with limited security standards
provided by NFC specifications, this makes NFC a common target to a number of
attacks such as eavesdropping, data corruption, data tampering, man in the middle
attack and so on [3, 4]. Moreover, due to the similarity between RFID and NFC, most
of the attacks on RFID are applicable on the NFC [5]. In 2012, two American
researchers found that there were serious security vulnerabilities in NFC payment, they
can take subway for free after it being cracked. In 2013, Journal of Engineering
released a research report from the University of Survey’s research group in UK, where
researchers used special equipment to intercept sensitive data without contact. These
series of incidents reflect the security issues of NFC technology, which threaten the
mobile payment based on NFC technology and restrict the development of mobile e-
commerce.

Formal methods are based on strict mathematical concepts and languages with clear
semantics and unambiguous expression, it can discover the vulnerability of mobile
payment protocols that other methods are not easy to find [6]. Modal logic is the most
widely used formal method in protocol analysis, including BAN logic and BAN class
logic [7]. The grammatical definition of various logical methods has its own features,
the protocol security property is proved by logical reasoning, which is consistent with
logic of events. Take BAN logic as an example, BAN logic relies too much on
analyzer’s intuition for the idealization of protocol, and the idealization process will
cause some problem, which makes the idealized protocol have a little difference with
the original protocol. In addition, BAN logic uses strict reasoning rules to prove
protocol security step by step, but the semantic description of BAN logic is not clear
enough, and the result of proof procedures can’t be convincing [8]. Theorems and
derivation rules defined by logic of events [9] are clear and unambiguous, so that the
reliability of proof procedures can be guaranteed and protocol security are more
credible.

Logic of events is a formal method to describe state migration in distributed system,
which can be used to formally describe security protocols. It formalizes generating new
nonces, sending messages, receiving messages, encryption, decryption, digital signa-
ture and verification actions, as well as formalization of keys and protocol messages
[10, 11]. Compared with other formal methods like BAN logic and BAN class logic,
proving protocol security based on logic of events which has obvious advantages, so
this paper formally analyzes a mutual authentication protocol between POS and NFC
phone based on logic of events, trying to prove the security of mutual authentication
protocol and process of transmitting session keys.

The rest of this paper is organized as follows. In Sect. 2 the KerNeeS protocol will be
introduced. In Sect. 3, we introduce logic of events theory, propose migration rule and
derive inheritability to reduce redundancy and complexity of protocol analysis procedure
based on logic of events, expound properties that need to be met in the procedure of
identity authentication analysis. In Sect. 4, security proof of KerNeeS protocol will be
elaborated in detail. In Sect. 5, our conclusions and future work are given.
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2 KerNeeS Protocol

2.1 Protocol Introduction

KerNeeS [12] is proposed by Ceipidor from Sapineza University of Rome in 2012,
which is intended to provide mutual authentication between an NFC phone (N) in card
emulation mode and a POS (P), allowing phone and POS the share a session key to use
to perform secure transactions. This mechanism is possible by means of a trusted third
entity, more specifically an Authentication Server (AS), able to verify the reliability of
the entities involved in the money transaction, thus allowing not only the authentication
of the smart card towards the POS, but also the authentication of the POS towards the
smart card, This protocol only makes use of symmetric keys: POS and smart cards both
are provided with an identifier (ID) and a symmetric key, shared with the Authenti-
cation Server. AS contains the association between device ID and shared key, as well
as other information such as the trusted level of entities. The server has the same
function of a Certification Authority but it works in real time and this is necessary to
overcome the limitations of the smart cards. The abbreviations used in the protocol
description can be seen in [12].

2.2 Protocol Description

This protocol was designed inside the RFID Laboratory of CATTID, Sapienza
University of Rome, for mutual authentication between POS and smart cards.

Steps of the protocol are listed as follows:

(1) Authentication request:

P ! N : R1; TSf gKp ð1Þ

In the first step, the POS sends to the NFC phone a command containing a
payload with a random value and a timestamp, both encrypted with the secret key
of the POS, this message marks the beginning of a session by means of the
timestamp.

(2) Request confirmation

N ! P : IDN ; R2; R1; TSf gKPf gKN ð2Þ

In the second step, the NFC phone replies to the POS with a message that contains
the ID of the NFC phone without encryption, together with the random value
concatenated to the message of the step (1), encrypted with KN. The random value
R2 acts as timestamp, in fact even if the NFC secure element cannot access to a
system clock, it is able to distinguish sessions by means of R2.

(3) Session request

P ! AS : IDP; IDN ; R2; R1; TSf gKPf gKN ð3Þ
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The POS adds its ID to the message of the step (2) and delivers it to the
authentication server. After the receipt of this message, AS analyzes it and if IDP

and IDN are known, it fetches their keys, decrypts R2; R1; TSf gKPf gKN and then
checks for the timestamp validity. If the timestamp is not valid, the Authentication
Server doesn’t reply, otherwise it generates a session key K and builds two tickets,
one for the NFC phone and one for the POS.

(4) Session confirmation

AS ! P : fK; IDN ; TSgKP; fK; IDP;R2gKN ð4Þ

The Authentication Server sends the two tickets to the POS, that can’t read or
modify K; IDP;R2f gKN but it can fetch its own ticket and it is the only one (in
addition to AS) able to decrypt K; IDN ; TSf gKP. The POS decrypts
K; IDN ; TSf gKP, checks for the timestamp and the ID: if they are incorrect, it

means that an error occurred and the POS has close the session, otherwise it
fetches the session key, build a random value and encrypt the random value with
the session key.
(5) Verify request

P ! N : fK; IDP;R2gKN ; fR3gK ð5Þ

In the step (5), P sent its ticket and the random value encrypted with the
session key to N. At the receipt of the ticket, the phone is able decrypt it,
because it is the only one to know the secret key KN (in addition to AS). Once
decryption is complete, the phone checks for R2 value, if it is not equal to the
random value generated in the step (2) it will finish the session, otherwise the
phone fetches the K value and decrypts fR3gK, it calculates a simple function
R (for example R3 − 1), it generates a random value R4 and it encrypts R3 and
R4 with the K value.

(6) Verify confirmation from NFC phone

N ! P : fR3 � 1;R4gK ð6Þ

Having the session key, the POS is able to decrypt the message in (6). Then it
checks for R3 − 1, if it is a correct value it calculates R4 − 1 value and encrypt it
with K in order to give N a confirmation for knowing the session key. Else P
finishes the session.

(7) Verify confirmation from POS
After the receipt of the step (6) command, the phone decrypts it and checks for the
validity of R4 value. If R4 value is wrong, then N will finishes the session.
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3 Logic of Events

Logic of events [10, 11] is a theorem proving method proposed by Bickford et al. of
Cornell University in 2003, it’s a logic that describes protocols and algorithms in
distributed system, and can formalize the basic primitives of security protocols.

3.1 Symbol Description

This section describes symbols and operators [13] involved in specifying mutual
authentication protocol KerNeeS using logic of events. The basic symbols and its
semantics are given in Table 1.

3.2 Event Classes

Our formal theory of authentication uses the language of event-orderings and another
key concept—event classes. We describe protocols by classifying the events in the
protocol. In authentication protocols there are send, receive, nonce, sign, verify,
encrypt and decrypt events. Events in each class have associated information, and the
type of this information depends on the class of the event. For example, a nonce event
e will be a member of class New and its associated information New(e) will have type
Atom because it is the nonce chosen at event e. A send or receive event e0 is a member

Table 1. Basic symbols and semantics of event logic

Basic symbols Semantics

ID Identity
Data All of message and plaintext
Atom Secret message
e A event e
n Random number in event nonce
Key(e) Secret key of entity in event e
Loc(e) The location of event e
Nonce The set of random number
New(e) A nonce in event e
e1\e2 Event e2 happened after event e1
Send(e) Sending Data type message in event e
Rcv(e) Receiving Data type message in event e
EncryptðeÞ ¼ x;K; ch i Encrypt plaintext c using secret key K to get ciphertext x
Decryptðe0Þ ¼ x;K 0; ch i Decrypt ciphertext x using secret key K 0 to get plaintext c
SignðeÞ ¼ x;A; sh i Signing plaintext x to get ciphertext s in entity A of event e

Verifyðe0 Þ ¼ x;A; sh i Verifying signed message s to get plaintext x in entity A of event e0

E; loc;\; infoh i Event language
jj Logic relationship “independent”
� Locally-finite partial order (every e has finitely many predecessors)

Security Proof of KerNeeS Protocol Based on Logic of Events 65



of class Send or Rcv and its associated information, Send(e0) or Rcv(e0) is the message
sent or received at event e0 and has type Data (Fig. 1).

3.3 Axiomatic System

(1) Casual axioms
Three axioms that we call AxiomR, AxiomV, and AxiomD relate events in classes
Rcv, Verify, and Decrypt to corresponding, causally earlier, events in classes Send,
Sign, and Encrypt. AxiomR and AxiomV are similar and say that for any receive or
verify event there must be a causally prior send or sign event with the same
associated information.

AxiomR : 8e : EðRcvÞ:9e0 : EðSendÞ:ðe0\eÞ^
RcvðeÞ ¼ Sendðe0Þ

� �

AxiomV : 8e : EðVerifyÞ:9e0 : EðSignÞ:ðe0\eÞ^
VerifyðeÞ ¼ Signðe0Þ

� �

AxiomD is similar except that for a decrypt event, the prior encrypt event has the
same associated information except for the key, which, rather than being the same
is a matching key.

AxiomD : 8e : EðDecryptÞ:9e0 : EðEncryptÞðe0\eÞ^
DEMatchðe; e0Þ

� �

DEMatchðe; e0Þ � def plaintextðeÞ ¼ plaintextðe0Þ^
cipheretextðeÞ ¼ cipheretextðe0Þ^
MatchingKeysðkeyðeÞ : keyðe0ÞÞ

8><
>:

9>=
>;

(2) Honesty axiom
Our theory includes a function Honest: Id ! R that allows us to express
assumptions about honest agents. In particular, honest agents do not release their
private keys, so sign events with an honest signer; and encryption or decryption
events that use the private key of an honest agent must occur at that agent. We call
this axiom AxiomS (because it includes the properties of honest signers).

: ( )
, : ( )

, : ( )
, : ( )

New EClass Atom
Send Rcv EClass Data
Encrypt Decrypt Eclass Data Key Atom
Sign Verify EClass Data Id Atom

× ×
× ×

Fig. 1. Event classes of the authentication theory
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AxiomS : 8A : Id:8s : EðSignÞ:8e : EðEncryptÞ:
8d : EðDecryptÞ:HonestðAÞ )

signersðsÞ ¼ A ) ðlocðAÞÞ
keyðeÞ ¼ PrivateKeyðAÞ ) locðeÞ ¼ A^
keyðdÞ ¼ PrivateKeyðAÞ ) locðdÞ ¼ A

8<
:

9=
;

8>>>><
>>>>:

9>>>>=
>>>>;

(3) Nonce axiom
The assertion about nonces, one part of the axiom we call AxiomF (the flow
property), is

This part of AxiomF implies that nonces are associated with unique events:

Lemma 1 (unique nonces).

If e1; e2 2 EðNewÞ and Newðe1Þ ¼ Newðe2Þ then e1 ¼ e2:

The two other parts of AxiomF assert a similar relation between signatures and
ciphertexts and events that have them. The difference is that we do not assume that
signatures and encryptions are always associated with unique events, so if an action has
a signature or ciphertext we can only infer that for some sign or encrypt action with the
same information, the flow relation holds:

(4) Flow relation
The final axiom of Authentication Event Logic concerns the causal ordering
between events that contain nonces. This is the most complex axiom, and to state
it we need some auxiliary definitions. The type Act contains the events in any of
the seven special classes—we call these actions. The relation (e has a) is true
when action e has atom a. Its definition has the seven obvious cases:
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e has a � def

ðe 2 EðNewÞ ^ NewðeÞ has aÞ_
ðe 2 EðSendÞ ^ SendðeÞ has aÞ _ � � �

We define the flow relation e1 !a e2 to mean that atom a flows from action e1 to
action e2. This can happen only in limited ways; either the actions e1 or e2 is at the same
location, or there are intervening send and receive events that send atom a “in the
clear”, or atom a is in the plaintext of an encryption event, and the ciphertext flows to a
matching decryption event. The formal, recursive definition of the flow relation is

e1 !a e2 ¼ rec

ðe1 has a ^ e1 has a ^ e1 � loce2Þ
^

ð9s : EðSendÞ:9r : EðRcvÞ:e1 � s\r Þ
^ SendðsÞ ¼ RcvðrÞ ^ e1 !a s ^ r!a e2Þ

^
ð9e : EðEncryptÞ:9d : EðDecryptÞÞ:
e1\e\d� e2 ^ DEMatchðd; eÞ^
keyðdÞ 6¼ SymmaðaÞ^
e1 !a e ^ e��� !ciphertext

d ^ d!a e2Þ

Lemma 2 (releasing nonce).
A send event s that potentially has atom a releases the atom because an agent or group
of agents that receives the sent message and has all the necessary decryption keys could
get the atom. If event e1 at location A generates a nonce n and an action e2 has n, then
e1 must causally precede e2; and if e2 takes place at a location other than A, it must be
preceded by an event at A that sends n or an encrypted version of n. To express this, we
define the release relation:

releaseðn; e1; e2Þ � def

e1 � loce2_
9s : EðSendÞ:ðe1\locs\e2Þ ^ s has� n

3.4 Relating Properties

Property 1: No Overlapping
In the proof procedure of protocol analysis, for the action that have been verified in the
matching conversation, the result can be directly used in new round of analysis to
reduce redundancy.
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8A : Id:8e1; e2 : e1\e2 ) 8e2 : Aj � Eðe1Þ

Property 2: Time-Matching
In these seven events, the event class that initiator A and responder B participate in
must be two parties and multiparty under the premise of obeying protocol(bss), thus
ensuring the effectiveness of events.

8A : Id:8e1; e2 : e1\e2 ) 8e2 : Aj � Eðe1Þ
8A;B : ðA 6¼ BÞ:8e1; e2 : ððe1 2 A; e2 2 BÞ ^ ðe1\e2ÞÞ_
Sendðe1Þ ¼ Rcvðe2Þ _ Signðe1Þ ¼ Verifyðe2Þ_
Decryptðe1Þ ¼ Encryptðe2Þ

Property 3: No Repeating
In the proof procedure of event matching, if multiple events need to be verified at the
same time, it’s analyzed on the basic of from top to bottom to reduce repeated oper-
ations in proof procedures.

Property 4: Not Considering Future Actions
In the procedure of considering matching actions, we don’t consider actions that did not
happen afterwards only based on current events, so as to reduce proof complexity.

The security of Neuman-Stubblebine protocol and wireless mesh network authen-
tication protocol are proved using logic of events in paper [14–17], however the
interaction process of proven protocols are not complex. The KerNeeS protocol we
want to analyze in this paper has three entities, and KerNeeS protocol has more
interaction steps. In order to overcome this challenge, migration rule has been pro-
posed based on logic of events, property inheritability were derived to further reduce
the redundancy and complexity in protocol analysis procedure, and improve the effi-
ciency of protocol analysis.

Migration Rule
Thread thr is one of a basic sequence bss in A, written as thr = oneof (bss, A), where
there are many subsequences in bss, written as bssi 2 bss, as well as we have
bss1 � bss2 � � � � bssn. If the subsequence bssi possess event e, so bssi can migrates into
next subsequence bssi+1, which can be expressed formally as

8e 2 EclassðxÞ � bssi _ locðeÞ ¼ A

) e 2 EventðxÞ � bssiþ 1 _ locðeÞ ¼ Að1� i\nÞ

Property 5: Inheritability
We can deduce the inheritability based on migration rule, it can be expressed formally
as
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8ei; eiþ 1 2 EclassðxÞ _ EventðeiÞ ¼ Eventðeiþ 1Þ � bssi
, EventðeiÞ ¼ Eventðeiþ 1Þ � bssiþ 1ð1� i\nÞ

Proof:
If ei; eiþ 1 2 EclassðxÞ and EventðeiÞ ¼ Eventðeiþ 1Þ � bssi, obviously, ei; eiþ 1

� bssi � bssiþ 1, according to Axiom flow relation and inheritability, EventðeiÞ ¼
Eventðeiþ 1Þ � bssiþ 1, then we can get

8ei; eiþ 1 2 EclassðxÞ _ EventðeiÞ ¼ Eventðeiþ 1Þ � bssi
) EventðeiÞ ¼ Eventðeiþ 1Þ � bssiþ 1ð1� i\nÞ

If ei; eiþ 1 2 EclassðxÞ and EventðeiÞ ¼ Eventðeiþ 1Þ � bssi, obviously, ei; eiþ 1

� bssiþ 1, according to AxiomS and inheritability, there are no events EventðeiÞ ¼
Eventðeiþ 1Þ in other threads, then we can get

EventðeiÞ ¼ Eventðeiþ 1Þ � bssiþ 1 )
8ei; eiþ 1 2 EclassðxÞ _ EventðeiÞ ¼ Eventðeiþ 1Þ � bssið1� i\nÞ

4 Security Analysis of KerNeeS Protocol

4.1 Proof Procedures

Proving security of protocol based on logic of events, specific steps are as follows:

1. The logic of events is used to formally describe the security protocol, including
specific actions of initiator and responder, standardizing basic sequence of the
protocol, and confirming strong authentication property of protocol that need to be
proved.

2. The subject is defined to be honest and abide by protocol, assuming that a thread is
an instance of protocol’s basic sequence, defining actions on the thread and
determining matching events on protocol. Analyzing matching events, confirming
whether there is a matching session and whether there is a matching event inside the
matching session that requires further proof.

3. Analyzing whether the matching event is consistent with the matching session, if
the consistence can be concluded and then proving matching session from the inside
to the outside. If not, performing the screening verification of the next matching
event to confirm whether whole matching events satisfy the weak matching.

4. Confirming that the matching session belongs to weak matching, analyzing the
length of matching session in protocol interaction process, and confirming strong
matching session according to axiomatic system.

5. After the establishment of one-way proof, the proof of two-way strong authenti-
cation will be carried out. If proof is proved to be established, it means that the
protocol is secure. In the whole proof procedures, if matching events can’t meet
weak matching, the protocol can’t meet strong authentication and can’t guarantee
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mutual authentication in authentication stage. The protocol is easily attacked by an
attacker who disguised as a legitimated subject, and the protocol is not secure.

The steps mentioned above can be represented by the following flow chart in
Fig. 2.

4.2 Detailed Security Analysis

We use logic of events to sort out the basic interaction sequences of KerNeeS protocol,
the description of protocol is shown in Fig. 3. s1–s7 are corresponding ciphertext
generated by plaintext in encryption. P1–P7, N1–N6 and A1–A2 are actions generated by
POS, NFC phone and Authentication Server during protocol interaction.

Then, we formalize the expected properties using logic of events to analyze security
of KerNeeS protocol. The basic sequence of KerNeeS protocol is shown in Fig. 4.

In KerNeeS protocol, the function of Authentication Server (AS) is to provides
session key K for POS (P) and NFC phone (N). As sends encrypted message (s3, s4) to
P, where s3 ¼ K; IDN ; TSf gKP and s4 ¼ K; IDP; R2f gKN , the important messages TS
and R2 can be decrypted from s1 and s2. To ensure the confidentiality of session key K,

Start

Describing  KerNeeS protocol formally, determining the basic sequence of protocol, defining 
the strong authen�ca�on that need to be proved and s�pula�ng  main thread ac�ons 

Iden�fying matching events while elimina�ng redundant events

Is there a matching session?

Determining the content that the basic sequence need to sa�sfies

Is there any other matching event in the current matching event?

Determining the condi�on that matching session need to sa�sfy and the matching session 
length of the en�re protocol interac�on process

Is it fit for strong matching session?

Whether the strong authen�ca�on property are both bilaterally sa�sfied?

The authen�ca�on of protocol is proved and it is secure The  protocol has security flwas

End

Excluding the possibility of this 
basic sequence in this process

N

Y

Y

N

Y N

Y

N

Fig. 2. The flow chart of logic of event to prove protocol authentication
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the reliability of s1 and s2 must be proved, where s1 and s2 exist in Sendðs1Þ and
Rcvðs1Þ; SendðIDN ; s2Þ and RcvðIDN ; s2Þ. So in the first, we need to prove
Send s1ð Þ ¼ Rcv s1ð Þ and Send IDN ; s2ð Þ ¼ RcvðIDN ; s2Þ.

Suppose P 6¼ N 6¼ AS are both honest and obey KerNeeS protocol, thread thr1 is an
instance of P7. Let e0\ loce1\ � � �\ loce13, so the location of e0; e1; e2; � � � ; e13 is
P. For some atoms R1;TS; s1; s2; s3; s4 we have

Newðe0Þ ¼ R1 ^ Encryptðe1Þ ¼ \R1; TS[ ;Kp; s1
� �^

Sendðe2Þ ¼ s1 ^ Rcvðe3Þ ¼ IDN ; s2h i ^ Sendðe4Þ ¼
IDP; IDN ; s2h i ^ Rcvðe5Þ ¼ s3; s4h i ^ Decryptðe6Þ ¼
\K; IDN ; TS[ ;Kp; s3
� � ^ Newðe7Þ ¼ R3 ^ Encryptðe8Þ ¼
R3;K; s5h i ^ Sendðe9Þ ¼ ðs4; s5Þ ^ Rcvðe10Þ ¼ s6^
Decryptðe12Þ ¼ \R3 � 1;R4 [ ;K; s6h i

9>>>>>>=
>>>>>>;

ð7Þ

By AxiomS and AxiomD, there is an event e′ such that
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Fig. 3. The basic sequence description of mutual authentication and negotiation of session key
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e0\e6 ^ DEMatchðe6; e0Þ ^ locðe0Þ ¼ N ^ locðe0Þ ¼ A

So we can conclude

Encryptðe0Þ ¼ \K; IDN ; TS[ ;Kp; s3
� �

First, we take event e′ as the research object. Because AS obeys KerNeeS, action e′
must be a member of an instance belonging to one of the basic sequence of KerNeeS.
The only one that include an Encrypt(_) action is P1;P2;P3;P4;P5;P6;P7;N2;N3;
N4;N5;N6;A2. Next, we need to exclude each other and choose the action that matches
event e′.

According to Property 4 and Property 1, actions N5, N6 occurs after P7, so N5, N6

can be ruled out. According Property 2, under the prerequisite of compliance with
Protocol(bss), events that the initiator or the responder participates in must be two
parties or multiparty, so actions P1;P2;P3;P4;P5;P6;P7 should be excluded, and
actions N2;N3;N4;A2 are left.

If e′ is an instance of N2, then for some atoms s01; R
0
2; K

0
N ; s

0
2, there is an e01 \ loce0

such that
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Fig. 4. Basic sequence of mutual authentication protocol
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Newðe01Þ ¼ R2 ^ Encryptðe02Þ ¼ \R0
2; s

0
1 [ ;K 0

N ; s
0
2

� �

Comparing Encryptðe02Þ with Encryptðe0Þ, it’s found that the requirement is obvi-
ously not satisfied, so action N2 can be excluded. According to Property 5, there is no
encryption event in N3 and N3 occurs after N2, so action N3 can be excluded.

For N4, we have

N4 ¼ N3;Decryptð\K; IDp;R2 [ ;KN ; s4Þ;DecryptðR3;K; s5Þ;
NewðR4Þ;Encryptð\R3 � 1;R4 [ ;K; s6Þ; Sendðs6Þ

It’s easy to observe that the first part of N4 is inherited from N3, according to
Property 5, the first part of N4 could be excluded, so we only need to consider the rest
of N4 to simply complexity of proof. If e′ is an instance of N4, then for some atoms
R4; \R3 � 1; R4 [ 00;K 00; s06, there is an e002\e0 such that

Newðe002Þ ¼ R00
4 ^ Encryptðe003Þ ¼ \R3 � 1;R4 [ 00;K 00; s006

� �

Compared Encryptðe003Þ with Encryptðe0Þ ¼ \K; IDN ; TS[ ;KP; s3h i, we can
found that their format of encrypted message are different, so N4 can be excluded.

If e′ is an instance of A2, according to replacement rule [14], the U can replace POS
and V can replace NFC phone. For U and atoms IDU ; IDV ; 1s1; 1s2; 1s3; 1s4; 1R1; 1R2;

1TS;KU ;KV ; 1K, there are events e00; e
0
1; e

0
2; e

0
3; e

0
4; e

0
5 in POS, we can conclude

e00\ loce
0
1\ loce

0
2\ loce

0
3\ loce

0
4\ loce

0
5 ^ Rcvðe00Þ ¼ \IDU ; IDv; 1s2 [

^ Decryptðe01Þ ¼ \1R2; 1s1 [ ;KV ; 1s2h i ^ Decryptðe02Þ ¼
\1R1; TS[ ;KU ; 1s1h i ^ Encryptðe03Þ ¼ \ 1K; IDV ; 1TS[ ;KU ; 1s3h i
^ Encryptðe04Þ ¼ \1K; IDU ; 1R2 [ ;KV ; 1s4h i ^ Sendðe05Þ ¼ 1s3; 1s4h i

ð8Þ

In formula (8), encryption event e03 need to satisfy the following requirement

Encryptðe03Þ ¼ \1K; IDV ; 1TS[ ;KU ; s3h i ¼ Encryptðe0Þ \K; IDN ; TS[ ;Kp; s3
� �

We can conclude that e03 ¼ e0, so we have 1K ¼ K; IDV ¼ IDN ; 1TS ¼ TS;
KU ¼ KP; 1s3 ¼ s3. Equations U = P, V = N can be derived from IDV = IDN and
KU = KP, it’s drawn the following formula by substituting result into formula (8).
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e00\ loce01\ loce02\ loce03\ loce04\ loce05 ^ Rcvðe00Þ ¼ IDP; IDN ; 1s2h i
^ Decryptðe01Þ ¼ \1R2; 1s1 [ ;KN ; 1s2h i ^ Decryptðe02Þ ¼
\1R2; TS[ ;KP; 1s1h i ^ Encryptðe03Þ ¼ \K; IDN ; TS[ ;KP; s3h i
^ Encryptðe04Þ ¼ \K; IDP; 1R2 [ ;KN ; 1s4h i ^ Sendðe05Þ ¼ s3; 1s4h i

ð9Þ

By AxiomD and AxiomS, the presence of event e00 and e000 enable action A2 to satisfy
the following formula.

(1) 9e00; e00\e02 ^ DEmatchðe02; e00Þ ^ locðe00Þ ¼ P ^ locðe00Þ ¼ N
(2) 9e000; e000\e02 ^ DEmatchðe02; e000Þ ^ locðe000Þ ¼ P ^ locðe000Þ ¼ N

According to Property 3, we consider e00 as research object in the first. AS obeys
KerNeeS protocol. Event e00 is an instance of basic sequence, the only one that includes
Encrypt(_) action are P1; P2; P3; P4; P5; P6; P7; N2; N3;N4; N5; N6; A2, actions
P3; P4; P5; P6; P7; N3; N4; N5; N6 can be excluded with similar method when we
selected N4 as the suitable action.

If e00 is an instance of N2, then for atoms 2s1; 2R2; 2s2, there are e000; e
00
1 ; e

00
2; e

00
3 in

N such that

e000\ loce002\ loce002\ loce003 ^ Rcv e000
� � ¼ 1s1 ^ New e001

� � ¼ 1R2^
Encrypt e002

� � ¼ \1R2; 1s1 [ ;KN ; 1s2h i ^ Send e003
� � ¼ IDN ; 1s2ð Þ

�
ð10Þ

So, the formula Encrypt e00ð Þ ¼ \1R2; 1s1 [ ;KN ; 1s2h i ¼ \2R2; 2s1 [ ;h
KN ; 2s2i ¼ Encryptðe002Þ need to be satisfied, it can be drawn that 1R2 ¼ 2R2;

1s1 ¼ 2s1; 1s2 ¼ 2s2. We can conclude the following formula by substituting result
into formula (8).

Rcvðe000Þ ¼ 1s1 ^ Newðe001Þ ¼ 1R2 ^ Encryptðe002Þ ¼
\1R2; 1s1 [ ;KN ; 1s2h i ^ Sendðe003Þ ¼ IDN ; 1s2h i

�
ð11Þ

Now, looking back to event e000, If e000 is an instance of P1, for some atoms 3R1, 3s1,
there are events e0000 ; e

000
1 ; e

000
2 such that

e0000 \ loce0001 \ loce0002 ^ Newðe0000 Þ ¼ 3R1^
Encryptðe0001 Þ ¼ \3R1; 3TS[ ;Kp; 3s1

� �^
Sendðe0002 Þ ¼ 3s1

9=
; ð12Þ

Formula Encrypt e000ð Þ ¼ h\1R1; TS[ ;KP; 1s1i ¼ h\3R1; 3TS[ ;KP; 3s1i ¼
Encrypt e000ð Þ need to be satisfied, so it can be easily drawn that 1R1 ¼ 3R1; 3TS ¼ TS;
1s1 ¼ 3s1. We can conclude the following formula by substituting result into formula
(12).

e0000 \ loce0001 \ loce0002 ^ New e0000
� � ¼ 1R1 ^ Encrypt e0001

� � ¼
\1R1; TS[ ;Kp; 1s1
� � ^ Send e0002

� � ¼ 1s1

�
ð13Þ
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According to Lemma 1 (unique nonce) and Lemma 2 (nonce release), there are
equations 1R1 = R1 and 1R2 = R2. In addition, we can derive equations 1s1 = s1 and
1s2 = s2 from s1 ¼ R1; TSf gKP; s2 ¼ R2; s1f gKN in KerNeeS protocol, we have

Rcvðe000Þ ¼ s1 ^ Newðe001Þ ¼ R2 ^ Encryptðe002Þ ¼
\1R2; s1 [ ;KN ; s2h i ^ Sendðe003Þ ¼ IDN ; s2h i

�
ð14Þ

e0000 \ loce0001 \ loce0002 ^ Newðe0000 Þ ¼ R1^
Encryptðe0001 Þ ¼ \R1; TS[ ;Kp; s1

� �^
Sendðe0002 Þ ¼ s1

9=
; ð15Þ

So we can conclude that Send e2ð Þ ¼ s1 ¼ Rcv e000
� �

and
Send e003

� � ¼ ID; s2ð Þ ¼ Rcv e4ð Þ. These two send-receive actions include message
s1; s2, therefore AS got plaintext R2 and TS by decrypting s1; s2. We can believe the
reliability of s3; s4, K by AxiomS.

When P received the session key K from AS, the rest part of KerNeeS is a process
of exchanging K between P and N. Since the reliability s3; s4, K in first part of protocol
have been proved, in order to simply proving procedures, s3; s4, K will not consider in
rest part.

Suppose P 6¼ N 6¼ AS are both honest and obey KerNeeS, and suppose that thread

thr2 is an instance of P7. Let e
ð4Þ
0 \ loce

ð4Þ
1 \ loce

ð4Þ
2 \ loce

ð4Þ
3 \ loce

ð4Þ
4 \ loce

ð4Þ
5 \ loce

ð4Þ
6 be

the actions in thr2, then eð4Þ0 ; eð4Þ1 ; � � � ; eð4Þ6 have location P, and for some atoms
R3; R4; K; s4; s5; s6 and s7 we have

Newðeð4Þ0 Þ ¼ R3 ^ Encryptðeð4Þ1 Þ ¼ \R3;K; s5 [^
Sendðeð4Þ2 Þ ¼ \s4; s5 [ ^ Rcvðeð4Þ3 Þ ¼ s6^
Decryptðeð4Þ4 Þ ¼ \R3 � 1;R4 [ ;K; s6h i^
Encryptðeð5Þ5 Þ ¼ \R4 � 1[ ;K; s7h i ^ Sendðeð7Þ6 Þ ¼ s7

9>>>=
>>>;

ð16Þ

By AxiomS and AxiomD, there is an event eð4Þ such that

eð4Þ\eð4Þ4 ^ DEmatchðeð4Þ4 ; eð4ÞÞ ^ locðeð4ÞÞ ¼ N ^ locðeð4ÞÞ ¼ AS

So we can conclude Encryptðeð4ÞÞ ¼ h\R3 � 1;R4 [ ;K; s6i .
Because AS and N obey KerNeeS, actions eð4Þ must be a member of an instance of

one of the basic sequence of KerNeeS. The only ones that include Encrypt(_) actions
are P5;P6;P7;N4;N5;N6. According to Property 2 and Property 5, P5;P6;P7;N5;N6

can be ruled out and N4 implies a matching conversation
If eð4Þ is in an instance of N4, then for some atoms 5R3; 5R4; 5K; 5s4; 5s6; 5s7 and

some location N, there are events eð5Þ0 ; eð5Þ1 ; � � � ; eð5Þ6 such that
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eð5Þ0 \ loce
ð5Þ
1 \ loce

ð5Þ
2 \ loce

ð5Þ
3 \ loce

ð5Þ
4 \ loce

ð5Þ
5 \ loce

ð5Þ
6 ^

Rcvðeð5Þ0 Þ ¼ \5s4; 5s5 [ ^ Decryptðeð5Þ1 Þ ¼ \5R3; 5K; 5 s5 [^
Newðeð5Þ2 Þ ¼ 5R4 ^ Encryptðeð5Þ3 Þ ¼ \5R3 � 1; 5R4 [ ; 5K; 5 s6h i^
Sendðeð5Þ4 Þ ¼ 5s6 ^ Rcvðeð5Þ5 Þ ¼ 6s6 ^ Decryptðeð6Þ6 Þ ¼
\5R4 � 1[ ; 5K; 5s7h i

9>>>>>=
>>>>>;

ð17Þ

It can be easily found that a decryption event Decrypt eð5Þ0

� 	
¼ \R3;K; 5s5 [

exists in formula (17), by AxiomD and AxiomS, there is an event eð5Þ such that

eð5Þ\eð5Þ1 ^ DEmatchðeð5Þ4 ; eð5ÞÞ ^ locðeð5ÞÞ ¼ AS _ locðeð5ÞÞ ¼ N

So, it must satisfies Encrypt eð5Þ
� � ¼ \R3;K; 5 s5 [ .

If eð5Þ is an instance of P5, then for some atoms 6R3; 6K; 6s4; 6s5 and some location

P, there are events eð6Þ0 ; eð6Þ1 ; eð6Þ2 such that

eð6Þ0 \ loce
ð6Þ
1 \ loce

ð6Þ
2 ^ Newðeð6Þ0 Þ ¼ 6R3^

Encryptðeð6Þ1 Þ ¼ 6R3; 6K; 6s5h i^
Sendðeð6Þ2 Þ ¼ 6s4; 6s5h i

9>=
>; ð18Þ

It need to satisfy Encrypt eð5Þ
� � ¼ \R3;K; 5s5 [ ¼ \ 6R3; 6K; 6s5 [ ¼

Encrypt eð6Þ1

� 	
, so we have R3 ¼ 6R3; 6K ¼ K and 5s5 ¼ 6s5. We can conclude the

following formula by substituting result into formula (18).

eð6Þ0 \ loce
ð6Þ
1 \ loce

ð6Þ
2 ^ Newðeð6Þ0 Þ ¼ R3^

Encryptðeð6Þ1 Þ ¼ R3;K; 5s5h i^
Sendðeð6Þ2 Þ ¼ 6s4; 5s5h i

9>=
>; ð19Þ

There are two equations Send eð6Þ2

� 	
¼ \6s4; 5s5 [ and Rcv eð5Þ0

� 	
¼

\5s4; 5s5 [ in formula (17), (19). In the previous proof we have proved that s4 is

reliable, so we can conclude that 5s4 ¼ 6s4 ¼ s4 and Send eð6Þ2

� 	
¼ \s4; 5s5 [ ¼

Rcv eð5Þ0

� 	
according to Property 5(Inheritability). In formula (16), (18) we have

Rcv eð4Þ3

� 	
¼ s6 and Sendðeð5Þ4 Þ ¼ s6 as well as actions Rcv eð4Þ3

� 	
is equal to

Send eð5Þ4

� 	
, therefore we get two pairs of matching conversations.

To prove KNSj ¼ authðP7; 6Þ, we need to get six pairs of strong matching con-
versations. To prove strong matching conversation, we must first have strong matching.
In the above proof procedure, we get six pairs of weak matching conservations as
follows.
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Sendðe2Þ ¼ s1 ¼ Rcvðe000Þ
Sendðe003Þ ¼ ðID; s2Þ ¼ Rcvðe3Þ
Sendðe4Þ ¼ IDp; IDN ; s2

� � ¼ Rcvðe00Þ
Sendðe05Þ ¼ s3; s4h i ¼ Rcvðe5Þ
Sendðeð6Þ2 Þ ¼ s4; 5s5h i ¼ Rcvðeð5Þ0 Þ
Sendðeð5Þ4 Þ ¼ s6 ¼ Rcvðeð4Þ3 Þ

9>>>>>>>=
>>>>>>>;

In order to prove that KerNeeS satisfies strong matching conversation, we must

prove e2\e000; e
00
3\e3; e4\e00; e

0
5\e5; e

ð6Þ
2 \eð5Þ0 ; eð4Þ3 \eð5Þ4 , let taking events eð4Þ3 ; eð5Þ4 as

an example to illustrate.
Suppose P 6¼ N 6¼ AS are both honest and obey KerNeeS, according to AxiomF

and flow relation, there is an event s releasing R between eð4Þ3 and eð5Þ3 . If eð5Þ3 � s, the

sorting result eð4Þ3 \eð5Þ3 can be obtained. In the next step we rule out eð4Þ3 \ locj\ loce
ð5Þ
4 ,

if the relationship eð4Þ3 \ locj\ loce
ð5Þ
4 holds, the event s must be a membership of P,

however we know that there is no sending action between eð4Þ3 and eð5Þ4 in thread thr2 by

Lemma 2(nonce release), which means that R will be not released before event eð5Þ4 . By

using similar method, we also can prove e2\e000 ; e
00
3\e3; e4\e00; e

0
5\e5 and eð6Þ2 \eð5Þ0 .

According to the above proof procedure, there are six pairs of strong matching
conversations at location P in KerNeeS, it means that we can prove KNSj ¼ authðP7; 6Þ.

Similarly, KNSj ¼ authðN6; 5Þ can be proved.
The KerNeeS protocol satisfies strong authentication property, the security of

KerNeeS protocol is proved and the session key is confirmed during the interaction of
entities, it means that mutual authentication can be guaranteed between POS and NFC
phone. The KerNeeS protocol is secure and the attacker can’t carry on replay attack by
disguising as a legitimate user.

5 Conclusions and Future Work

Mobile payment based on NFC technology brings great conveniences to people’s lives,
but the security issues existing in NFC technology threaten the development of mobile
payment. Based on logic of events, this paper proposed migration rule and then derived
inheritability from the rule of axiom cluster in order to optimize the application of logic
of events. These reasoning rules and properties are mainly used to reduce complexity
and redundancy in the process of protocol analysis, optimize security protocol analysis
method based on logic of events, and use axiomatic system and reasoning rules to
conduct formal analysis of KerNeeS protocol, and conclude that the protocol can
guarantee mutual authentication between POS and NFC phone. The next step of this
paper is to formalize the confidentiality and integrity of sensitive data in the process of
protocol interaction.
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Abstract. Selfish bin packing considers a cost-sharing system of the
classical bin packing problem, where each item is controlled by a selfish
agent and aims to minimize the sharing cost. In this paper we study
an incentive mechanism: Interest-Matrix-based (IM-based) mechanism,
a new perspective that focuses on the interest or the satisfaction between
any pair of items rather than personal sharing cost. Under the IM-based
mechanism, we show that PoA ≤ 1.7 for general instances with item size
inside (1/n0, 1], where n0 is an arbitrary large integer. In special, when
n0 = 4, the PoA of the IM-based mechanism does not exceed 1.5.

Keywords: Selfish bin packing · Mechanism · Nash equilibrium

1 Introduction

Selfish bin packing, originating from bin packing problem [6,13], previously con-
siders a cost-sharing game system. Given a set of items and sufficiently unit-
capacity bins. Each item has its size inside the interval (0, 1] and it is controlled
by a selfish agent who chooses bins actively and aims to minimize the sharing cost
rather than the social cost (the number of consumed bins in total). Note that each
bin has unit cost 1, which is shared by all items packed in it. In order to minimize
the social cost in this game circumstance, designing incentive mechanisms to lead
the agent’s actions is necessary. The quality of the mechanism is commonly eval-
uated by the price of anarchy (PoA), which is the ratio between the social welfare
that derives from the worst Nash equilibrium and that of the social optimum.

Selfish bin packing was first introduced in 2006 by Bilò [1] with the first
mechanism, proportional weight mechanism. He showed that a pure Nash equi-
librium always exists and the PoA is between 1.6 and 1.6667. Epstein et al. [4]
did further research of proportional weight mechanism, they proved that the
PoA fell into [1.6416, 1.6428], which is the currently best result of proportional
weight mechanism.

Until 2013, Han et al. [8] present another mechanism for selfish bin packing,
unit weight mechanism. Dosà and Epstein [3] proved that for this mechanism,
PoA ∈ [1.6966, 1.6994]. It is the best-known result of unit weight mechanism.
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Recently, a novel mechanism proposed by Wang et al. [14] for selfish bin pack-
ing was proposed which is a generalization of several well-known mechanisms,
such as, proportional-weight and unit-weight mechanisms. This new mechanism
introduces an interest matrix and it focuses on various interests between any
pair of items while they shares the same bin. In fact, the motivation of this new
mechanism for selfish bin packing is to express that items choose bins not only
considering packing-cost, but they always care about the interest or the satis-
faction of current situations (sharing bins with items). Therefore, it is a natural
idea to take into account the interest between any two items, i.e. interest matrix,
in selfish bin packing [14], Wang et al. showed that (1) there exists Nash equilib-
rium when the matrix is symmetric; (2) the PoA is bounded in several special
matrices while in general it can be arbitrary large.

Under the framework of the interest-matrix-based mechanism proposed by
Wang et al. [14], we construct a new interest matrix based on the idea: leading
the agent to choose bins with the most possible number of items and the largest
possible total size.

The organization of the paper is as follows. In Sect. 2, we introduce the
related definitions. In Sect. 3, we present the new mechanism, Interest-Matrix-
based Mechanism (IM-based mechanism), and give some properties. Section 4
is dedicated to the analysis of PoA of the IM-based mechanism for a special
kind of instances, where the size of the items belongs to (1/4, 1]. In Sect. 5, we
extend the analysis in Sect. 4 to general instances where the size of the items
belongs to (1/n0, 1], and show that the PoA of the IM-based mechanism falls
into [1.623, 1.7].

2 Preliminaries

2.1 Selfish Bin Packing and Previous Mechanisms

Selfish bin packing considers a cost-sharing game system [10]. An instance of
this game, denoted as I = {L, S}, consists of a list L = {a1, . . . , an} of items
and the sizes of the items S = {s(a1), . . . , s(an)}, s(ai) ∈ (0, 1]. Assume that
each item is controlled by a selfish agent whose strategy is to choose bins under
the capacity constraint and aims to minimize the sharing cost rather than the
social cost, i.e., the number of consumed bins. In order to minimize the social
cost in this game system, designing reasonable payoff rules, i.e., mechanisms is
a valid method.

Denote by B a unit-capacity bin that contains a set of items. For a consumed
bin B, denote by s(B) the total size of items, |B| the number of items. Some
known mechanisms, such as proportional weight mechanism and unit weight
mechanism, are extensively studied [2,5,11,15].

– Proportional weight mechanism: item ai’s payoff is proportional to the total
size of items sharing the same bin, i.e.,

p(ai) = s(ai)/s(B),∀ai ∈ B.



82 X. Chen et al.

– Unit weight mechanism: item ai’s payoff is proportional to the number of
items sharing the same bin, i.e.,

p(ai) = 1/|B|,∀ai ∈ B.

– General weight mechanism: item ai’s payoff is proportional to the total weight
of items sharing the same bin, i.e.,

p(ai) = w(ai)/w(B),∀ai ∈ B,

which is the generalization of proportional and unit weight mechanisms.

2.2 Nash Equilibrium and Price of Anarchy

Given any instance of selfish bin packing and a specific mechanism, selfish items
actively choose bins or constantly change strategies for minimizing their costs. A
Nash equilibrium (NE) [9] is a feasible packing and a stable state in this game
system that (1) No item can benefit (decrease its cost) by changing only its own
strategy (moving to anther bin) while the other items keep their unchanged. (2)
A Nash equilibrium is not necessarily a optimal packing.

The price of anarchy (PoA) [7,12] is a metric to measure the quality of
mechanisms, which is defined the ratio between the social cost of the worst
NE and that of the optimal solution. Formally, given an instance of selfish bin
packing I and a specific mechanism M, denote by NE(MI) the social cost of
an NE under the mechanism M and denote by OPT (I) the social cost of the
optimal solution. The PoA of mechanism M is defined as

PoA(MI) = lim sup
OPT (I)→∞

max
∀NE

{
NE(MI)
OPT (I)

}
.

3 Interest-Matrix-Based (IM-Based) Mechanism

In this section, we present an interest-matrix-based mechanism for selfish bin
packing. We define the interests between each pair of items as the sum of the
sizes of both items. The personal goal of each item is to maximize the total
interest that derives from other items packed in the same bin.

Given an instance of selfish bin packing I = {L, S}: L = {a1, · · · , an}, S =
{s(a1), · · · , s(an)} and given an interest matrix An×n = [aij ], aij is defined as
aij = s(ai) + s(aj).

Our mechanism M� is as following:

Interest-Matrix-Based (IM-Based) Mechanism M�

For any item ai in the instance I, assume that ai chooses the bin B in the
current situation. The payoff of item ai is

p(ai) =
∑
j∈B

aij =
∑
j∈B

(s(ai) + s(aj)) = |B| · s(ai) + s(B).
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Remark. Under the IM-based mechanism, each item would like to choose the
bin that contains the most possible items and the largest possible total size.
However it is difficult to decide, between the number of items and the total size
of the items in a bin, which is more influential for item’s strategy.

We first show that, under the IM-based mechanism, a Nash equilibrium
always exists and it can be obtained in finite steps from any packing.

Lemma 1. Under the IM-based mechanism M�, an NE always exists and it can
be obtained in finite steps from any feasible packing.

The proof of the lemma is omitted, which follows directly from the result
in [14] by making use of the method of potential functions.

The following proposition describes an important property of IM-based mech-
anism. Denote by Bi = {B|B ∈ NE, |B| = i}.

Proposition 1. Under the IM-based mechanism, there exists at most one bin
Bi

0 ∈ Bi in an NE packing such that s(Bi
0) ≤ i

i+1 .

Proof. For an NE packing induced by IM-based mechanism, if there exists two
bins B1, B2 ∈ Bi such that s(Bk) ≤ i

i+1 , k = 1, 2, we will show the contradiction
at the end. Without loss of generality, assume that s(B1) ≥ s(B2). Consider the
smallest item a2min in the bin B2, we have

s(a2min) ≤ s(B2)
|B2| ≤

i
i+1

i
=

1
i + 1

≤ (1 − s(B1)),

implying that item a2min can move to the bin B1. Observe that item a2min’s
payoff is

p(a2min) = |B2| · s(a2min) + s(B2)
= i · s(a2min) + s(B2), [a2min is packed in B2]

and if a2min moves to the bin B1, the payoff will be

p
′
(a2min) = (|B1| + 1) · s(a2min) + s(B1) + s(a2min)

= (i + 2) · s(a2min) + s(B1)
> i · s(a2min) + s(B2)
= p(a2min), [a2min moves to B1]

Therefore item a2min has an incentive to move from B2 to B1, which contradicts
the property of NE. The proof is complete. ��

4 The Bounds of PoA While s(amin) > 1/4

In this section, we consider a special case Is = {L, S} with s(amin) > 1/4, where
amin is the item of smallest size. We show that under the IM-based mechanism,
the PoA falls into the interval [1.333, 1.5].
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4.1 Upper Bound of the PoA

Given an instance Is = {L, S} where L = {a1, · · · , an}, S = {s(a1), · · · , s(an)}
and an interest matrix An×n = [aij ] where aij = s(ai) + s(aj). We first discuss
the upper bound of the PoA.

Theorem 1. Given a special instance Is with s(amin) > 1/4. Under the IM-
based mechanism for selfish bin packing, we have

PoA(MIs
) ≤ 3

2
.

Proof. Consider an NE packing NE = B1 ∪ B2 ∪ B3 for the instance Is, where

B1 = {B | B ∈ NE, |B| = 1};
B2 = {B | B ∈ NE, |B| = 2};
B3 = {B | B ∈ NE, |B| = 3}.

Note that there exists no bins with four or more items in any feasible packing
since s(amin) > 1/4 and the capacity constraint of bins. Denote by NE(MIs

)
and OPT (Is) the number of bins in an NE packing and the optimal packing.
The following will show the relation between NE(MIs

) and OPT (Is) by the
bridge S(Is) =

∑
i∈Is

s(ai), the total size of items in the instance.
We consider B2 = B2

� ∪ B2
s , where

B2
� = {B|B ∈ B2,∃ai ∈ B, s(ai) >

1
2
};

B2
s = {B|B ∈ B2,∀ai ∈ B, s(ai) ≤ 1

2
}.

Observe that there exists 3|B3|+2|B2
s |+ |B2

� | small items (with size smaller than
1/2) in the item list. The following discusses whether all these small items can
share bins with the large items (with size strictly larger than 1/2).

(1) If 3|B3| + 2|B2
s | ≤ |B1|, then |B3| + |B2

s | ≤ 1
2 |B1|. Thus we obtain

NE(M�
Is

)
OPT (Is)

≤
3
2 |B1| + |B2

� |
|B1| + |B2

� | <
3
2
,

which implies that PoA ≤ 3/2.
(2) If 3|B3| + 2|B2

s | > |B1|, we assume that 3|B3| + 2|B2
s | = |B1| + x, (x > 0).

Since there are |B1|+x+|B2
l | small items in the list, they need at least another

x/3 bins besides sharing bins with large items. Then we obtain

OPT (Is) ≥ |B1| + |B2
� | +

1
3

· x,

NE(M�
Is

) = |B1| + |B2
� | + |B2

s | + |B3| ≤ 3
2
(|B1| +

2
3
|B2

� | +
1
3

· x).

Thus
NE(M�

Is
)

OPT (Is)
≤

3
2 (|B1| + |B2

� | + 1
3 · x)

|B1| + |B2
� | + 1

3 · x
≤ 3

2
,

implying that PoA ≤ 3/2. ��
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4.2 Lower Bound of the PoA

In this subsection, we construct a worst case example for the IM-based mecha-
nism M� to give the lower bound of PoA.

Theorem 2. Under the IM-based mechanism, for the special case s(amin) >
1/4, we have

PoA(M�) ≥ 4
3

> 1.333.

Proof. We construct an instance as follows. Let N be an arbitrary large integer
and let ε = 1/N . There are N large items with size 1/2 + ε and N small items
with size 1/4 + ε.

We present an NE packing that consists of 4/3·N bins as illustrated in Fig. 1,
where each large item monopoly occupies one bin and every three small items
share one bin. It is clear that no item can benefit from moving alone:

1. Each large item can not move to other bins since the capacity constraint;
2. Each small item can not move to other three-item bins since the capacity

constraint and each small item would not like to move to monopoly bins
since its payoff will change from 6/4 + 6ε to 5/4 + 4ε (decreasing).

However, the optimal packing (showed in Fig. 1) only consumes N bins, one large
item is packed with one small item in each bin. Therefore,

PoA(M�) ≥ 4
3
.

��

Fig. 1. A worst case of IM-based mechanism M� while s(amin) > 1/4.

5 The Bounds of PoA While s(amin) > 1/n0

In this section, we consider more general instances of selfish bin packing problem.
Given an instance I of selfish bin packing, I = {L, S}, where L = {a1, · · · , an},
S = {s(a1), · · · , s(an)} and an interest matrix An×n = [aij ] where aij = s(ai) +
s(aj). Note that s(ai) > 1/n0, ∀ai ∈ L and n0 is an arbitrary large integer.
We show that under the IM-based mechanism, the PoA falls into the interval
[1.623, 1.7].
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5.1 Upper Bound of PoA

The following theorem illustrates that under the IM-based mechanism M�, the
upper bound of the PoA is 17/10.

Theorem 3. For any instance I with s(amin) > 1/n0, we show that under the
IM-based mechanism MI ,

PoA(MI) ≤ 17
10

.

For the purpose of showing the upper bound of PoA, we introduce a weight
function to be the bridge connecting the number of bins in optimal packing and
an NE packing. For each item a ∈ I, the weight w(a) is defined as

w(a) =
6
5
s(a) + v(a),

where

v(a) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, 0 < s(a) ≤ 1
6 ;

3
5 (s(a) − 1

6 ), 1
6 < s(a) ≤ 1

3 ;

1
10 , 1

3 < s(a) ≤ 1
2 ;

4
10 , 1

2 < s(a) ≤ 1.

Denote by w(I) =
∑

a∈I w(a) the total weight of all items in the instance. Recall
that NE(MI) and OPT (I) are the number of bins in an NE packing and the
optimal packing respectively.

Sketch of the Proof of Theorem 3. For any instance I and any NE packing,
based on the weight function, we focus on illustrating both inequalities:

w(I) ≤ 17
10

· OPT (I) [total weight & the optimal packing] (1)

w(I) ≥ NE(M�
I) − n0 [total weight & an NE packing] (2)

If these two inequalities hold, we obtain

NE(M�
I) − n0

OPT (I)
≤ 17

10
. [n0 is a constant]

When OPT (I) → ∞,

PoA(MI) ≤ 17
10

.

In the rest of section we will show the both inequalities (1) and (2).

Lemma 2. For any instance I with s(amin) > 1/n0, we show that

w(I) ≤ 17
10

· OPT (I).
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Proof. To show the lemma, it is sufficient to show the following conclusion:

w(B) =
m∑

i=1

w(ai) ≤ 17
10

, ∀B ∈ OPT (I),

where B = {a1, · · · , am} is an arbitrary bin in the optimal packing. Without
loss of generality, assume that s(a1) ≥ · · · ≥ s(am).

Case 1. If s(a1) ∈ ( 12 , 1], s(a2) ∈ ( 13 , 1
2 ], s(a3), · · · , s(am) ∈ (0, 1

6 ]. Based on
the weight function, we have

w(B) =
6
5
s(B) + v(B) ≤ 6

5
· 1 +

4
10

+
1
10

=
17
10

.

Case 2. If s(a1) ∈ ( 12 , 1], s(a2), s(a3) ∈ ( 16 , 1
3 ], s(a4), · · · , s(am) ∈ (0, 1

6 ], then
we obtain

w(B) =
6
5
s(B) + v(B) =

6
5
s(B) +

4
10

+
3
5

[
s(a2) + s(a3) − 2

6

]

≤ 6
5

+
4
10

+
3
5

(
1
2

− 2
6

)
=

17
10

.

Case 3. If s(a1) ∈ ( 12 , 1], s(a2) ∈ ( 16 , 1
3 ], s(a3), · · · , s(am) ∈ (0, 1

6 ], then

w(B) =
6
5
s(B) + v(B) =

6
5
s(B) +

4
10

+
3
5

[
s(a2) − 1

6

]

≤ 6
5

+
4
10

+
3
5

(
1
3

− 1
6

)
=

17
10

.

Case 4. If s(a1) ∈ ( 12 , 1], s(a2), · · · , s(am) ∈ (0, 1
6 ], then we obtain

w(B) =
6
5
s(B) + v(B) ≤ 6

5
· 1 +

4
10

=
8
5
.

Case 5. If s(ai) ∈ (0, 1
2 ],∀ai ∈ B. Observe that there exists at most five

items with size inside (1/6, 1] in B since capacity constraint. That is B contains
at most five items with v(ai) > 0 and v(ai) ≤ 1/10. Thus,

w(B) =
6
5
s(B) + v(B) ≤ 6

5
· 1 +

1
10

· 5 =
17
10

.

Thus, the lemma is proved. ��
Lemma 3. For any instance I with s(amin) > 1/n0, under IM-based mechanism
M�, we show that

w(I) ≥ NE(M�
I) − n0.
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Proof. Consider any NE packing contains bins B1 ∪ B2 ∪ · · · ∪ Bn0−1, where

B1 = {B | B ∈ NE, |B| = 1};
B2 = {B | B ∈ NE, |B| = 2};

· · ·
Bn0−1 = {B | B ∈ NE, |B| = n0 − 1}.

Note that there exists no bins with n0 or more items since s(amin) > 1/n0. To
clearly illustrate the property of NE, we give an order of bins in the NE: sorting
bins in non-decreasing order by the number of items in a bin.

Case 1. For one-item bins B1. Based on Proposition 1, there exists at most
one bin B1

0 belonging to B1 such that s(B1
0) ≤ 1/2. Thus,

w(B) =
6
5

· s(B) + v(B) >
6
5

· 1
2

+
4
10

= 1, ∀B ∈ B1\B1
0 ,

implying that
w(B1) =

∑
B∈B1

w(B) ≥ |B1| − 1.

Case 2. For two-item bins B2. Based on Proposition 1, there exists at most
one bin B2

0 belonging to B2 such that s(B2
0) ≤ 2/3. Let B1, B2 = {a1, a2} be two

bins in B2\B2
0 . Without loss of generality, assume that B1 is arranged before B2

in the order of NE and s(B1) ≥ s(B2). Note that s(B1), s(B2) > 2/3.
(1) If s(B1) ≥ 5/6, then we have

6
5
s(B1) + v(B2) ≥ 6

5
· 5
6

= 1.

(2) If s(B1) < 5/6, assume that s(B1) = 5/6 − x, x ∈ (0, 1/6). By Proposi-
tion 1, we obtain

s(a1), s(a2) > 1 − s(B1) =
1
6

+ x.

Then

v(ai) ≥ 3
5

(
s(ai) − 1

6

)
>

3
5

(
1
6

+ x − 1
6

)
=

3
5

· x, i = 1, 2.

Thus we have

6
5
s(B1) + v(B2) ≥ 6

5

(
5
6

− x

)
+

3
5

· x · 2 = 1,

implying that

w(B2) =
∑

B∈B2

s(B) + v(B) ≥
|B2|−1∑

i=1,Bi∈B2

s(Bi) + v(Bi+1) ≥ |B2| − 2.

Case 3. For three-item bins B3. Based on Proposition 1, there exists at most
one bin B3

0 belonging to B3 such that s(B3
0) ≤ 3/4. Let B = {a1, a2, a3} be any

bin belonging to B3\B3
0 . Note that s(B) > 3/4.
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Based on the case-by-case analysis analogous to the proof of Lemma 2, we
obtain that w(B) ≥ 1.

Thus, we obtain
w(B3) ≥ |B3| − 1.

Case 4. For four-item bins B4. Based on Proposition 1, there exists at most
one bin B4

0 belonging to B4 such that s(B4
0) ≤ 4/5. Let B = {a1, a2, a3, a4} be

any bin belonging to B4\B4
0 . Note that s(B) > 4/5.

Also by similar analysis as in Case 3, we have w(B) ≥ 1.
Thus, we obtain

w(B4) ≥ |B4| − 1.

Case 5. For five-plus-item bins Bj , 5 ≤ j ≤ n0 − 1. Based on Proposition 1,
there exists at most one bin Bj

0 belonging to Bj such that s(Bj
0) ≤ j/(j +1). Let

B = {a1, · · · , aj} be any bin belonging to Bj\Bj
0. Note that s(B) > j/(j + 1) ≥

5/6. We have

w(B) =
6
5
s(B) + v(B) >

6
5

· 5
6

= 1.

Then
w(Bj) ≥ |Bj | − 1, 5 ≤ j ≤ n0 − 1.

In summary,

w(I) =
n0−1∑
i=1

w(Bi) ≥
n0−1∑
i=1

|Bi| − n0 = NE(M�
I) − n0.

��

5.2 Lower Bound of PoA

Given an instance of selfish bin packing with s(ai) ∈ (1/n0, 1](i = 1, 2, · · · , n),
where n0 is an arbitrary large integer. In this subsection, we discuss the lower
bound of PoA for the IM-based mechanism.

Theorem 4. For any instance I with s(amin) > 1/n0, we show that under the
IM-based mechanism M�,

PoA(M�) ≥ 211
130

> 1.623.

Proof. Consider the following instance: let N be an arbitrary large integer and
let ε = 1/N ,

I =
(

1
2

+ ε,N

)
,

(
1
4

+ ε,N

)
,

(
1
6

+ ε,N

)
,

(
1
13

+ ε,N

)
,

(
1

156
− 4ε,N

)
,

which corresponding to five types of items: type I, II, III, IV, and V. Note that
the first number in (, ) is the size, second one is the number of items occurred.
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Fig. 2. A worst case of IM-based mechanism M� while s(amin) > 1/n0.

We present an NE packing that consists of 211/130 · N bins as illustrated
in Fig. 2. All these bins can be divided into five types: type 1, 2, 3, 4, and 5.
More exactly, Each type-I item monopoly occupies one bin; Every three type-II
items share one same bin; Every five type-III items share one same bin; Every
12 type-IV items share one same bin; Every 156 type-V items share one same
bin. Clearly, no item can benefit by moving alone under this packing:

(1) Each type-I item can not move to other bins since the capacity constraint;
(2) Each type-II item can not move to other type 2–5 bins since the capacity

constraint and each type-II item would not like to move to type-1 bins since
its payoff will change from 6/4 + 6ε to 5/4 + 5ε (decreasing);

(3) Each type-III item can not move to other type 3–5 bins since the capacity
constraint and type-III item would not like to move to type-1 or type-2
bins since its payoff will change from 20/12 + 10ε to at most 19/12 + 8ε
(decreasing);

(4) Each type-IV item can not move to other type 4 or type 5 bins since the
capacity constraint and type-IV item would not like to move to type 1–3
bins since its payoff will change from 144/78 + 24ε to at most 107/78 + 12ε
(decreasing);

(5) Each type-V item would not like to move to other bins since it currently
stays in the bin with the largest size and the most number of items.
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However, the optimal packing (showed in Fig. 2), only consumes N bins, in
which each bin is full and consists of five items that belongs to five different
types. Therefore,

PoA(M�) ≥ 211
130

> 1.623.

��

6 Conclusion and Extension

In this paper, we present an interest-matrix-based mechanism for selfish bin
packing that focuses on the interest or the satisfaction between each pair of
items rather than the sharing cost. Under this mechanism, we show that for a
general case where s(amin) > 1/n0 (n0 is an larger integer), the PoA falls into
the interval [1.623, 1.7]. Specially, when n0 = 4, the PoA ∈ [1.333, 1.5]. Based
on our discussion, there are still several open problems.

1. When the smallest item’s size tends to zero, i.e., n0 → ∞ is not a fixed
number, is the upper bound of PoA still 1.7?

2. Does there exist any more incentive mechanism with interest matrix for selfish
bin packing?

3. Is it possible to consider a new social goal, such as the total interest of all
items? Correspondingly, is it desirable to discuss the PoA that is the ratio
between the total interest that derives from the worst NE and the optimal
solution?
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Abstract. A subset S ⊆ V (G) in a graph G = (V, E) is a connected
[j, k]-set, if it satisfies that G[S] is a connected subgraph of G and every
vertex v ∈ V \ S, j ≤ |N(v) ∩ S| ≤ k for non-negative integers j < k.
In this paper, we study the connected [1, 2]-domination number of graph
G, which denoted γc[1,2](G). We discussed the graphs with γc[1,2](G) = n
and the graphs with γc[1,2](G) = γc(G). In the end, the CONNECTED
[1, 2]-SET Problem has been proved to be NP-complete for bipartite
graphs.

Keywords: [1, 2]-set · Connected [1, 2]-set · NP-complete

1 Introduction

Let G = (V,E) be a simple connected graph with vertex set V (G), edge set
E(G), and order n = |V (G)|, size m = |E(G)|. The neighborhood, and closed
neighborhood, degree of a vertex v in G are respectively denoted by N(v) = {u ∈
V (G)|uv ∈ E(G)}, N [v] = N(v) ∪ {v}, and d(v) = |N(v)|. Each vertex in N(v)
is called a neighbor of v, a vertex v called a leaf if deg(v) = 1 and its neighbor is
called a support vertex. The minimum degree of G is δ(G) = minv∈V (G){d(v)}
and the maximum degree is Δ(G) = maxv∈V (G){d(v)}. The open neighborhood
of a set S ⊆ V (G) is N(S) =

⋃
v∈S N(v), while the closed neighborhood of a set S

is the set N [S] =
⋃

v∈S N [v]. The graph induced by S in G is the subgraph G[S].
We consider undirected finite simple graphs only, and refer to [1] for undefined
notations and terminology.

A set S ⊆ V (G) is a dominating set for G if every vertex of G either belongs
to S or is adjacent to a vertex of S. The domination number γ(G) is the minimum
cardinality of a dominating set, and the minimum dominating set also marked
as γ(G)-set. A dominating set for G is a connected dominating set if it induces a
connected subgraph of G. The minimum cardinality of a connected dominating
set for G is called the connected domination number of G and is denoted by
γc(G) [3], and the minimum connected dominating set is γc(G)-set.
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A set S ⊆ V (G) in G is called a [j, k]-set if for every vertex v ∈ V (G) \ S,
j ≤ |N(v) ∩ S| ≤ k, that is every vertex in V (G) \ S is adjacent to at least
j vertices, but not more than k vertices in S. So we get the [j, k]-set S is a
dominating set for j ≥ 1. The [j, k]-sets of graphs mainly studied in references
[2,4].

Definition 1. A set S ⊆ V (G) in G is called a connected [j, k]-set if it satisfies
that G[S] is both a connected subgraph of G and a [j, k]-set. The connected
[i,j]-domination number is the minimum cardinality of S, denoted by γc[i,j](G).

In this paper, we mainly study connected [1,2]-sets of graph G. In Sect. 2, we
discuss the graphs G with γc[1,2](G) = γc(G) and the graphs with γc[1,2](G) = n.
In Sect. 3, we prove that Connected [1, 2]-Set Problem in bipartite graphs is
NP-complete. In the end, we pose some open problems.

Note that the graph mentions in the following text refers to a connected
graph.

2 Bounds

Every connected graph G has a connected [1,2]-set S, for every vertex v ∈ V \S,
1 ≤ |N(v) ∩ S| ≤ 2. A connected [1,2]-set of graph G is a connected dominating
set of graph G. Hence, we have

Theorem 1. For any connected graph of order n, γc(G) ≤ γc[1,2](G) ≤ n.

Next we consider the sharpness of these bounds.

2.1 For Which Graphs G is γc(G) = γc[1,2](G)?

Theorem 2. If G have maximum degree Δ(G) ≤ 2, then γc(G) = γc[1,2](G).

Proof. Note that γc(G)-set S is the γc[1,2](G)-set. Since the graphs has maximum
degree Δ(G) ≤ 2, there is not a vertex in V \S be adjacent to more than 2 vertices
in S, so we have γc(G) = γc[1,2](G).

Corollary 1. For paths G = Pn or cycles G = Cn, γc(G) = γc[1,2](G).

Proof. This follows from Theorem 2, the path or cycle is with Δ(G) ≤ 2.

Proposition 1. If every vertex v of a graph G of order n ≥ 2 is either a support
vertex or has degree at most 2, then γc(G) = γc[1,2](G).

Proof. Let S to be any γc(G)-set containing all the support vertices of G and
some vertices of degree 2 which are adjacent to the support vertices. Then every
vertex in V \S has one or two neighbors in S. So, S is a [1, 2]-set of G, γc[1,2](G) ≤
|S| = γc(G).
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A tree for which the removal of all its leaves results in a path is called a
caterpillar. Every vertex in a caterpillar is either a support vertex or has degree
at most 2, by Proposition 1, we have

Corollary 2. If G is a caterpillar which is a tree for removing of all its leaves
results in a path, then γc(G) = γc[1,2](G).

The corona G◦K1 is the graph obtained from a graph G = (V,E) by attaching
a leaf to each vertex v ∈ V , similarly, G ◦ K2 is by attaching a complete graph
K2 to each vertex v ∈ V .

Corollary 3. If G is a corona H ◦ K1 or H ◦ K2, then γc(G) = γc[1,2](G).

Proof. This follows from Proposition 1, since every vertex in a corona H ◦ K1 is
either a support vertex or a leaf. In corona H ◦K2, all the vertices in H construct
a γc(G)-set S, and S is also a γc[1,2](G)-set of G, so γc(G) = γc[1,2](G).

Theorem 3. If T is a tree, then γc(T ) = γc[1,2](T ).

Proof. For a graph G with order n, γc(G) = n− l(G), and l(G) is the maximum
number of leaves in a spanning tree of G. A spanning tree of a tree T is itself,
so γc(T ) = n − l(T ). Let S be a γc-set of tree T , then every vertex in V \S is a
leaf of tree T and adjacent to one vertex of S. Hence S is also a γc[1,2]-set, and
γc(G) = γc[1,2](G).

Theorem 4. If Δ(G) = n−1 or there are two vertices u, v such that uv ∈ E(G)
and N [u] ∪ N [v] = V (G), then γc(G) = γc[1,2](G).

Proof. If Δ(G) = n − 1, then γc(G) = γc[1,2](G) = 1. If there are two vertices
u, v such that uv ∈ E(G) and N [u] ∪ N [v] = V (G), then γc(G) = γc[1,2](G) = 2.

Corollary 4. γc(Kn) = γc[1,2](Kn), γc(Kn,m) = γc[1,2](Kn,m).

Corollary 5. If G is a connected graph with Δ(G) = n − 2, then γc(G) =
γc[1,2](G).

Proof. Δ(G) = n − 2. Let deg(u) = n − 2, and V \ N [u] = {w}. Since G is
connected, there is a vertex v such that v is adjacent to w. Then uv ∈ E(G) and
N [u] ∪ N [v] = V (G). By Theorem 4, γc(G) = γc[1,2](G).

In general, γc(G) ≤ γc[1,2](G), we consider a problem that the upper bound
of difference between γc(G) and γc[1,2](G). We construct a class of graphs Gk as
below (shown in Fig. 1):

Let V (Gk) =
⋃k

i=1 Vi, E(Gk) = (
⋃k

i=1 Ei)
⋃

(
⋃k−1

i=1 {ui
5u

i+1
1 });

Vi = {ui
j : 0 ≤ j ≤ 5}, 1 ≤ i ≤ k;

Ei = {ui
0u

i
2, u

i
0u

i
3, u

i
0u

i
4, u

i
ju

i
j+1 : 1 ≤ j ≤ 4}, 1 ≤ i ≤ k.

By the definitions of γc-set and γc[1,2]-set, we have

Proposition 2. γc(Gk) = 5k − 2 and γc[1,2](Gk) = 6k − 2.

So, we have

Theorem 5. There is a class of graphs Gk such that γc[1,2](Gk) − γc(Gk) = k,
k is an arbitrary integer.
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Fig. 1. G1 and G2

2.2 For Which Graphs G is γc[1,2](G) = n?

By the definition the [1,2]-domination number and connected [1,2]-domination
number, we have

Theorem 6. For any connected graph of order n, γ[1,2](G) ≤ γc[1,2](G) ≤ n.

Theorem 7. For the graph G with order n, if γ[1,2](G) = n, then γc[1,2](G) = n.

Proof. Let γ[1,2](G) = n. By Theorem 6, n = γ[1,2](G) ≤ γc[1,2](G) ≤ n, then
γc[1,2](G) = n.

Let p and k be two integers with p ≥ k + 2. Let Gp,k be the graph obtained
from a complete graph Kp as follows. For every k-element subset S of the vertices
V (Kp), we add a new vertex xS and the edges xSu for all u ∈ S. Note that the
total number of added vertices is (pk), and the number of added edges is k(pk).
Yang et al. [4] remark that the result of the following theorem for k = 3 is due
to Chellali et al. [2].

Theorem 8. Let p and k be two integers, and Gp,k be the graph of order n in
the above construction. If p ≥ k+2 and k ≥ 3, then γ[1,2](Gp,k) = |V (Gp,k)| = n.

By Theorems 7 and 8, we have

Corollary 6. Let p and k be two integers, and Gp,k be the graph of order n in the
above construction. If p ≥ k + 2 and k ≥ 3, then γc[1,2](Gp,k) = |V (Gp,k)| = n.

Yang et al. [4] discussed the planar graph, bipartite graphs and triangle-free
graphs with γ[1,2](G) = n. Obviously, γc[1,2](G) = n for these graphs G.

Is there a graph such that γ[1,2](G) < n and γc[1,2](G) = n? The answer is
positive.

Let G1 and G2 be the graph with γc[1,2](G1) = n1 and γc[1,2](G2) = n2, here,
n1 and n2 are orders of G1 and G2. To connect one vertex of G1 and one vertex
of G2 by a path Pm, we obtain a class of graph H with order n. By definition of
the connected [1,2]-domination number, we have

Theorem 9. γc[1,2](H) = |V (H)| = n.

Proof. Since γc[1,2](Pm) = γc(Pm) , Obviously γc[1,2](H) = n.

For the path Pm, if m ≥ 3, then γ[1,2](H) < n.
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3 Complexity

Chellali et al. [2] discussed the complexity of [1,2]-SET Problem, and we consider
CONNECTED [1,2]-SET Problem as below.

Set-Cover : Given a collection C of subsets of a base set X and a positive
integer k ≤ |X|, determine whether C contains a set cover with cardinality at
most k, where a set cover is a subcollection C ′ of C such that every element of
X appears in at least one subset in C ′.

Set-Cover is a well-known NP-complete problem, by constructing a reduction
from it to Min-CDS (Minimum-Connected Dominating Set Problem). We know
Min-CDS is a NP-hard problem. Assume the cardinality of arbitrary element of
C is 3, then k = 	|X|/3
. So we get another problem.

Exact 3-Cover (X3C): A finite set X with |X| = 3q and a collection C of 3-
element subsets of X, is there a subcollection C ′ of C such that every element
of X appears in exactly one element of C ′?

Exact 3-Cover is a NP-complete problem, and we defined the CONNECTED
[1,2]-SET Problem as follows.

CONNECTED [1,2]-SET: For connected graph G = (V,E), positive integer
k ≤ |V |, does G have a connected [1, 2]-set of cardinality at most k?

Theorem 10. CONNECTED [1,2]-SET Problem is NP-complete for bipartite
graphs.

Proof. [1,2]-SET Problem is NP-complete, since it is easy to verify a yes instance
of Connected [1,2]-Set in polynomial time. We can construct a reduction from
Exact 3-Cover to Connected [1,2]-Set of G.

Let X = {x1, x2, . . . , x3q} and C = {C1, C2, . . . , Ct} be an arbitrary instance
of X3C. For input collection X and C we first construct a bipartite graph G. For
each Cj ∈ C, we built a vertex uj , and add two vertices v, w, and v is adjacent
to w and every uj for j = 1, 2, . . . , t. Add new vertices x1, x2, . . . , x3q and edges
xiuj if xi ∈ Cj , i = 1, 2, . . . , 3q. Thus, we get a bipartite graph G with t+3q+2.
Let k = q + 1.

Suppose that the instance X, C of X3C has a solution C ′. Then the vertices
uj with labels in C ′, that is every uj for each xi ∈ C ′, together with v form a
Connected [1,2]-Set S in graph G. Since the cardinality of C ′ is precisely q, and
so |S| = q + 1 = k.

Conversely, suppose that G has a Connected [1,2]-Set S with |S| ≤ q+1 = k.
Note that S must contains vertex v in order to dominating w. Also, for each xi, S
contains either xi or some ur adjacent to xi. Now, since each uj dominates only
three vertices of {x1, x2, . . . , x3q}, it follows that we need at least q additional
vertices in S to dominate the set X. Hence, |S| ≥ q + 1 = k, and we have
|S| = q + 1 = k. Therefore, C ′ = {Cj |uj ∈ S} is an exact cover for C.
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4 Open Questions

The most problems in the reference [2] can discuss on the connected [1,2]-sets of
graphs, we only select some problems as below:

Question 1. Let G be a graph of order n, how to determine bounds on
γc[1,2](G)?
Question 2. Is there a polynomial algorithm for deciding if γc[1,2](G) < n?
Question 3. Can you characterize a class of graphs G with γc[1,2](G) ≤ n−k,
determine the bound of k.
Question 4. Is it true for grid graphs G that γc(G) = γc[1,2](G)?
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Abstract. Hyperspectral remote sensing image data has been widely
used in a variety of applications due to its continuous spectrum and high
spectral resolution. However, reducing huge dimensions with high data
relevance is time-consuming, and parallel processing is required to accel-
erate this process. In the previous work, the KPCA (Kernel Principal
Component Analysis), a nonlinear dimensionality reduction method was
studied, and a parallel KPCA algorithm was proposed based on het-
erogeneous system with a single GPU, and achieved the desired exper-
imental results. However, as data scale grows, the proposed solution
would consume all the available memory on a single node and encounter
performance bottleneck. Therefore, to tackle the limitation of insuffi-
cient memory caused by the reduction of large-scale hyperspectral data
dimension, in this paper the intra-node parallelization using multi-core
CPUs and many-core GPUs are exploited to improve the parallel hierar-
chy of distributed-storage KPCA. Finally, we designed and implemented
a multilevel hybrid parallel KPCA algorithm that achieves 2.75–9.27
times speedup compared to the traditional coarse-grained parallel KPCA
method on MPI.

Keywords: Hyperspectral image · Nonlinear dimensionality reduction
KPCA · GPU · Heterogeneous system · Multilevel parallel

1 Introduction

Hyperspectral remote sensing exploits the imaging spectrometer to obtain many
continuous-spectrum features image with nanometer resolution. With the spatial
information, radiation information and spectral information integrated, hyper-
spectral remote sensing is used in a wide array of applications, including geog-
raphy, biology, agriculture, forestry, marine science, space exploration, anti-
terrorism, and military etc [1].

Evolving from traditional two-dimensional images, hyperspectral remote
sensing images introduce the spectral dimension to form a three-dimensional
hyperspectral data cube. Continuous feature spectrum information can effec-
tively distinguish spectral characteristic of surface material and excavate the
hidden information. However, it also has many problems: (1) high resolution
c© Springer Nature Singapore Pte Ltd. 2018
L. Li et al. (Eds.): NCTCS 2018, CCIS 882, pp. 99–115, 2018.
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leads to high correlation between continuous bands and weakens the character-
istics of different ground target classifications, thus impairing the classification
accuracy; (2) tremendous information redundancy brings great challenges to
reduce the time and space complexity of execution. In view of above issues,
hyperspectral data dimensionality reduction is proposed, which is crucial part
of hyperspectral image analysis.

Dimensionality reduction is a large-scale and computation-intensive task.
The traditional serial processing method is time-consuming and computation-
ally complex, which makes it difficult to apply to real problems. With the rapid
development of parallel processing, it has become a predominant strategy to
design efficient parallel algorithms that make the best of hardware resources to
solve many scientific computing problems. The combination of the dimension-
ality reduction method and the advanced parallel technology not only brings
tremendous performance benefits, but also helps to expand business scale with-
out causing additional costs.

The common dimension reduction methods fall into two categories: linear
dimensionality reduction and nonlinear dimensionality reduction. In compari-
son, the former’s result is composed of finite parameters, making it convenient
and intuitive to explain the data composition. However, there could be some
nonlinear data clusters in the hyperspectral image, on which applying linear pro-
cessing will cause original characteristic loss and result in the hyperspectral data
ineffectiveness. The results in [2] prove that the nonlinear dimension reduction
technique is appropriate for data with nonlinear features such as hyperspectral
image. However, due to the high computational complexity, long elapsed time
and insufficient running space, it is difficult to apply nonlinear methods to mas-
sive hyperspectral data.

The kernel-based dimension reduction algorithm is an important branch of
the nonlinear dimension-descending algorithm family. Based on the Gaussian
kernel and Principal Component Analysis, the KPCA (Kernel Principal Com-
ponent Analysis) algorithm was initially proposed in the kernel-based dimension-
ality reduction field, where it has solid theoretical basis and significant applica-
tion prospects. Hence, its parallelization is of great importance in hyperspectral
processing field.

In our previous work [3], we proposed a parallel KPCA algorithm (KPCA G)
based on CPU/GPU heterogeneous system with a single GPU, which achieved
good parallel performance. However with the further study, we find that as data
scale grows, the proposed solution would consume all the available memory on
a single node and encounter performance bottleneck. Therefore, in this paper
we are focused on intra-node parallelization and performance optimization of
KPCA algorithm, and the content is organized as follows: The second section
discusses the related work. The third section briefly describes the KPCA algo-
rithm and pinpoints the accelerating hotspot. In the fourth section, our pre-
vious work on single GPU is introduced briefly. In the fifth section, inspired
by the multi-level cooperative parallel technology and optimization strategy
based on CPU/GPU heterogeneous system, we realize the distributed-storage
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KPCA algorithm (KPCA M) and multilevel parallel algorithms (KPCA M O
and KPCA M O G). These methods provide effective solutions especially for
large-scale hyperspectral data nonlinear dimensionality reduction. Section 6
explores the performance improvements of different parallel algorithms through
extensive experiments. The last section provides a summary and some outlooks.

2 Related Work

In recent years, parallel computing on CPU/GPU heterogeneous systems
has emerged in the field of hyperspectral remote sensing image processing.
Bernabe [4] designed a parallel automatic target detection algorithm (ATDCA)
on the GPU platform to meet the real-time processing demands. In some domain
of hyperspectral applications, such as feature target detection and anomaly iden-
tification [5], the parallel design of algorithms on GPU has become key technol-
ogy and is widely applied. Agathos [6] and Torti [7] employed the GPU and
realized a parallel hyperspectral unmixing algorithm, which handles the tremen-
dous complex computing tasks. For processing larger scale of data, Sanchez [8]
achieved real-time hyperspectral unmixing using a GPU cluster. On the other
hand, Keymeulen [9] and Santos [10] accelerated hyperspectral image lossless and
lossy compression algorithm on GPU respectively; ElMaghrbay [11] proposed a
fast GPU algorithm for extracting hyperspectral image features.

As for linear dimensionality reduction of hyperspectral image, Fang [12] pro-
posed a parallel principal component analysis (PCA) algorithm, which obtained
128 times speedup on two GPUs. In the same year, Fang [13] implemented a
three-level hybrid parallel FastICA algorithm for hyperspectral image dimen-
sionality reduction on a CPU/GPU heterogeneous system. This method gained
159 times performance speedup, in which the computation component got accel-
erated by 169 times. Wu [14] improved the maximum noise fractional transform
(MNF) algorithm and implemented a GPU-based G-OMNF algorithm. As for
nonlinear method, Gao [3] gave a parallel KPCA algorithm based on single GPU
platform, which achieved up to 173x speedup over the original serial KPCA.

In summary, GPUs have been used to facilitate the speed of various hyper-
spectral algorithms due to their powerful computing ability and memory band-
width, and they gradually become a research and development trend in hyper-
spectral remote sensing. Regarding the hyperspectral dimensionality reduction,
parallel research of the linear algorithm has become more sophisticated, while
the parallelization of the nonlinear dimensionality reduction algorithm is still in
the infancy and exploration stage. To fill in the gaps, this paper proposes new
parallel algorithms and provides performance optimization on the heterogeneous
system with multiple CPUs and GPUs.

3 KPCA Algorithm and the Analysis of Hot Spot

Through implicit space transformation, KPCA algorithm maps the original
data onto an infinite-dimensional Hilbert Space. The results will have linear
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properties and the PCA procedure can be applied to extract features here-
after [15]. For the convenience of presentation, we Define the HSI data set as
X= {X1,X2, · · · XI} ={Y1,Y2, · · · YB}T (in which I = W × H, W and H are
spatial dimensions, and B denotes the spectral dimension). Actually, X can be
expressed by a three-dimensional data cube extracted from B images and has a
size of W ×H. After dimensionality reduction, m (m < B) features are extracted
from B original spectral bands. The KPCA approach conceptually involves four
steps:

(1) Compute the Gaussian kernel matrix K = Gauss(X) and get the centering
matrix KL = Gaussmodify(K);

(2) Perform matrix eigenvalue decomposition of KL: V −1KLV = Λ, where Λ
(diag {λ1, λ2, · · · , λI}) is a diagonal matrix, V = {v1, v2 · · · , vI} denotes
eigenvalue matrix and vi represents ith eigenvector that satisfies the condi-
tion of λi (vi · vi) = 1;

(3) Sort eigenvalues {λ1, λ2, · · · , λI} in descending order and rearrange eigen-
vectors in accordance with the eigenvalues’ new sequence. Select the first m
eigenvectors to form Vm;

(4) Execute the KPCA mapping according to the function P = KLV T
m .
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Fig. 1. The elapse time of all steps in serial KPCA.

We have implemented the serial KPCA algorithm according to the above
steps, in which the Bilateral Jacobi Iteration is applied to conduct symmetric
matrix eigenvalue decomposition. In our implementation, the termination of the
Jacobi iteration is when the maximum absolute value is smaller than the setting
accuracy (e.g. ep = 0.001).
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When profiling the algorithm, we cut out a segment with size of 32 * 32 *
224 from the hyperspectral image to excavate its acceleration module. As shown
in Fig. 1 (see Fig. 1), Jacobi Iteration, calculating Gaussian kernel matrix and
KPCA mapping, which are denoted by step (2), (1) and (4), are the critical
bottlenecks.

4 A GPU-Based Parallel KPCA Algorithm

In this section, we briefly present the previous research on parallel design and
performance optimization of KPCA algorithm on many-core GPU platform. And
here is focused on program design and optimization strategy of Jacobi iteration,
which is the main hotspot of KPCA. The details could be found in [3].

4.1 Design and Optimization of Jacobi Iteration on GPU

The Jacobi iteration method reduces the non-diagonal elements of the symmetric
matrix KL to zero by plane rotation (Givens transformation). The transforma-
tion equation is:

(QT
k ...(QT

1 KLQ1)...Qk) = Λ (1)

Matrix Qi represents the Givens transformation matrix. Givens transfor-
mation is an orthogonal similarity transformation. The rotation transformation
matrix is shown in Eq. 2, in which p and q indicate the number of lines where
the parameters located.

Qi(p, q, θ) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
. . .

cos θ sin θ
. . .

− sin θ cos θ
. . .

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(p)

(q)
(2)

Let aij be the i − rowj − column element of matrix KL(k) (KL iteration for
k times), bij is the i − rowj − column element of matrix KL(k+1). The Givens
transformation can be denoted by KL(k+1) = QT

k+1KL(k)Qk+1. Related data
updates are shown in Eq. 3–7:

bip = bpi = api cos θ − aqi sin θ, i �= p, q (3)

biq = bqi = api sin θ + aqi cos θ, i �= p, q (4)
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bpp = appcos2θ + aqqsin2θ − apq sin 2θ (5)

bqq = appsin2θ + aqqcos2θ + apq sin 2θ (6)

bpq = bqp = apq cos 2θ +
app − aqq

2
sin 2θ (7)

In order to transform element bpq with the coordinate (p, q) to zero, we set
Eq. 7 to zero to get the parameter θ. In Eq. 3–7, only elements in row p, q and
column p, q of matrix KL(k) are updated, while other elements are unchanged,
which shows the localization of data updates in Givens transformation. In sum-
mary, if the corresponding parameters (p, q) in Qi are not intersect, a number
of I/2 Givens transformations can be executed in parallel, which reduces I/2
non-diagonal elements to zero and updates the entire matrix elements. Figure 2
shows the work-flow of the parallel algorithm on the GPU platform (see Fig. 2).

Fig. 2. Bilateral Jacobi iteration parallel algorithm based on GPU.

In the GPU-based parallel framework, step 2 contains the left and right
Givens transformation that are executed in a serial manner. In step 3, the element
with absolute maximum value is detected after each round of updates, and if it
is less than the setting threshold, the Jacobi iteration stops.

4.2 Parallel KPCA on GPU

Finally, we select the optimal optimization of the three bottlenecks to implement
GPU-based parallel KPCA algorithm, the model of which is shown here (see
Fig. 3).
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Fig. 3. KPCA algorithm model based on GPU.

5 Parallel Dimensionality Reduction Scheme of
Hyperspectral Image Based on Multilevel Parallelism

As data scale grows, the proposed solution would encounter memory bottleneck.
In this section, we provide a MPI-based KPCA algorithm based on multi-node
systems and exploit parallelization mechanism of intra-node with many-core
GPU for better dimensionality reduction performance.

5.1 MPI-Based KPCA Algorithm

(1) MPI-based Gaussian Kernel Matrix calculation
Considering the specialty of hyperspectral data, we divide the data and pro-

pose a parallel computing scheme of gauss matrix (see Fig. 4).
In this figure, C is the result matrix. Each processor maintains two buffer

(bufA and bufB) to cache the intermediate local data. The computation flow
is illustrated in Fig. 4a. Pi reads blocki into bufA and bufB, and then all the
processors start calculating the data blocks placed on the diagonal line. After
that, the data in bufA remain unchanged but the data in bufB move upwards
recursively, which is shown in Fig. 4b.
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Fig. 4. Parallel program of Gaussian matrix calculation based on the characteristics of
hyper-spectral data on GPU.

(2) MPI-based Jacobi iteration
The basic idea of Jacobi iteration is to make any off-diagonal element close to

0 through iterations of Givens transformation, so that the result matrix (denoted
as K∗

L) is diagonalized. To analyze parallelism, we partition K∗
L into several

blocks. The process of transforming off-main-diagonal elements in a data block
into 0 is referred to as a sub-task. In each sub-task, data locality is observed.
For example, in the process of left-hand Givens transformation, block(i, j) has
two input lines i and j, which are independent from each other. However, there
are some issues to be addressed if multiple sub-tasks were executed in parallel.

Issue 1: if sub-tasks belonging to different processes are placed on the same
row or column, part of the Givens transformation will be applied on the same
data block. This part of data may subject to out-of-order updates imposed by dif-
ferent processes, eventually leading to non-reproducible results and data incon-
sistency.

Issue 2: the bilateral Jacobi iterations in each sub-task involve left transfor-
mations (update row block) and right transformations (update column block).
If data matrix is partitioned in row, then the column data block to be updated
will not be fully preserved on local storage, vice versa.

To solve issue 1, we partition the tasks and data (see Fig. 5) to make sure
that the transformation will not cause inter-process interference. Each sub-task
therefore has disjoint indices and the data blocks to be updated are independent
from each other.

Figure 6 shows the holistic mapping of sub-tasks and data blocks in the Jacob
iteration (see Fig. 6). On the left-hand side lies the partitioning of diagonal sub-
tasks (the partition granularity is denoted by L). Local diagonal elements in these
sub-tasks are global diagonal elements, so they do not need to be transformed
into 0. The right-hand sub-figure illustrates how the non-diagonal sub-tasks are
assigned to each process (the granularity R = L/2). The arrow to each process
(Pi) represents that all the blocks in the row are preserved locally.
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Fig. 5. Task allocation scheme.

Fig. 6. Global mapping of Jacobi iteration subtasks and related data.

During the right-hand Givens transformation, parts of the data blocks to
be updated and parameters of updates are dispersed on different processes. It
results in the data dependency among different processes. To tackle the second
issue, after updating each row in left-hand Givens rotation, the collection and
broadcast of parameters is performed to obtain the global parameter list, so that
each process store all the needed data on local storage.

In summary, the parallel KPCA process first partitions data for Gaussian
calculation and outputs the Gaussian matrix blocks to the local storage, then
it performs the Jacob iteration to integrate principle eigenvectors to form the
mapping matrix, and broadcast it to all the processes for them to execute the
KPCA mapping independently.
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5.2 The KPCA Algorithm on Distributed Storage and GPU

The parallel mechanism of the sub-tasks on diagonal line is similar to the descrip-
tion in Sect. 4. Based on the distributed storage KPCA algorithm, this section
studies the fine-grained parallel mechanism of the non-diagonal sub-tasks.

When utilizing multiple threads to perform several Givens transformations
concurrently, dependency of the threads would lead to issues such as computing
overlaps and out-of-order updates, yielding wrong calculation results. Therefore,
before implementing Givens rotations in parallel, we first need to remove rele-
vance of the Givens parameters between different threads. After decorrelation
operation, all the p and q are distinctive, so that the operations and data updates
of the threads do not affect each other.

Because the line numbers and column numbers of non-diagonal sub-task are
different, we can combine each row and column randomly as a return-to-zero
element’s coordinate, all of the coordinate forming an independent sequence. The
max degree of parallelism in non-diagonal sub-task is blocksize. For covering
all the elements in non-diagonal block, Fig. 7 illustrates how the independent
sequence of non-diagonal sub-task is scheduled (see Fig. 7). By enabling parallel
computation within the nodes, the independent Givens transforms are processed
at the same time. In Fig. 8, we implement the programming model of “MPI +
CUDA”. The MPI process is responsible for data communication and coarse-
grained parallel calculation, while the GPU is focused on high-density floating
point operations.

Fig. 7. Scheduling policy of independent sequence.

The execution of the sub-tasks has both independence and correlation, that
is, the row-related data blocks are stored locally, and the column-related blocks
are scattered at each node. Then independent left-hand Givens transforma-
tions launch so that row blocks are updated in parallel, which is referred as
a round of circulation (see Fig. 8). Since the Givens-right-transformed data for
column update is scattered on different nodes, parameter gather and broadcast
are required between the two modules, after which column blocks update begin.
The inner loop contains scheduling the independent sequence and repeating the
above procedure in a node.
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Fig. 8. Jacobi algorithm based on MPI+CUDA.

5.3 KPCA Algorithm Based on Distributed/Shared Storage and
GPU

As discussed in Sect. 5.1, the data and tasks are partitioned and dispatched on
distributed storage. Section 5.2 has expatiated on how the large-scale computing
tasks in Givens transform are handled by GPU. In this section, other suitable
parallel tasks, such as Gaussian kernel calculation and Givens parameter calcula-
tion, are processed using multi-thread OpenMP, achieving the three-level parallel
KPCA algorithm based on MPI + OpenMP + CUDA. The multilevel hybrid
parallel KPCA makes full use of different platform resources and is suitable for
large-scale data processing with good scalability and portability.

In the MPI implementation of the KPCA algorithm, each process reads its
own data and calculates the Gaussian kernel function. The calculation procedure
include three circulations, the first two represent data coordinates, while the
inner loop carries out the specific Gaussian operations. The operations in outer
layer are independent to each other, and therefore can be allocated to different
threads to perform parallel execution. In the Givens parameter calculation, the
independent sequence is updated, in which the parameters are calculated corre-
sponding to the reducing point in coordinate of (p, q). Without data correlation,
the parameter calculation processes are independent and can be executed by
multi-threads.
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6 Result Analysis

We use the hyperspectral image data provided by AVIRIS in the United States
to run the experiments. Table 1 lists the three sets of hyperspectral image data
used in the experiment. They are extracted from the original hyperspectral image
and the number of pixels is 1024,4096 and 16,384, respectively.

Table 1. Hyperspectral remote sensing image information

ID Width Height Bands

1 32 32 224

2 64 64 224

3 128 128 224

The experimental platform is a heterogeneous cluster, where the CPU/GPU
heterogeneous nodes are equipped with two 8-core Intel (R) Xeon (R) CPU
E5-2670 and two Kepler architecture NVIDIA Tesla K20c GPUs. The system
environment includes Red Hat Enterprise Linux Server release 6.2 (Santiago),
GCC-4.4.6 compiler, CUDA release 5.5 toolkit and the MPICH library compiler.
The spectral information is transformed into pixel information, the original 16-
bit integer data is converted into un-signed char type (unsigned char).

6.1 GPU-Based KPCA Algorithm

The KPCA algorithm is executed on a single node using different processor
configurations, including single-core (CPU), multi-core (CPU) and many-core
(GPU). Table 2 reports the execution time and the speedup of the three KPCA
implementations. These include KPCA S (the serial KPCA), KPCA O (a multi-
thread parallel implementation on OpenMP using 16 processors) and KPCA G
which is based on the many-core GPU architecture. The experimental result is
listed in Table 2. The more details could be found in [3].

Table 2. Time (ms) and speedup of KPCA

Data1 Data2

Time Speedup Time Speedup

KPCA S 82, 017.55 - 15, 710, 746.06 -

KPCA O 18, 519.99 4.43 6, 300, 228.22 2.49

KPCA G 1, 817.25 45.13 90, 778.75 173.07

The results show that KPCA O and KPCA G achieve 2.49–4.43 and 45.13–
173.07 times performance improvement compared to KPCA S, and the acceler-
ation ratio of the GPU-based implementation increases along with the volume
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of the test data, which proves that it is more scalable than the multi-thread
implementation.

The experimental platform used in Sect. 6.1 is a single CPU/GPU hetero-
geneous node. Due to the limited running space, only the first two sets of data
can be calculated. The subsequent multi-node parallel experiment will test the
large-scale data and provide further discussion.

6.2 Analysis of the MPI-Based KPCA

In the Jacobian iteration that is based on distributed storage, obtaining the
global maximum absolute value requires frequent data exchange between nodes,
which results in huge performance loss in production-scale data processing and
gives uncontrollable results. In this paper, we simplify the end-point discrimi-
nation process and set the terminating condition of the Jacobi iteration as the
fixed number of cycles, i.e., all non-diagonal elements are reduced to zero once.
Table 3 shows the execution time of the algorithm.

Table 3. Time (s) of serial KPCA and main modules

Data 1 2 3

KPCA 16.30 1,781.53 170,553.54

Our experiments also evaluate the KPCA algorithm on MPI, where n in
KPCA M (n) is the number of launched processes. We use three sets of data to
test the experiment, and record the execution time of the slowest process. Table 4
records the execution time of overall KPCA M procedure. We also compare
KPCA and KPCA M algorithms and show the acceleration effect of KPCA M
(see Fig. 9). The results show that, the speed ratio increases along with the grow-
ing number of processes. However, when the volume of data increases, the per-
formance of KPCA rises and then falls. Among all the test cases, the KPCA M
using 8 processes has the best result, obtaining 7.78–18.24 times performance
improvement.

Table 4. Time (s) of KPCA M and main modules

Data KPCA M(2) KPCA M(4) KPCA M(8)

1 4.77 2.30 1.14

2 438.71 188.15 97.65

3 40, 228.89 28, 506.95 21, 918.38

As the process number grows, the partition granularity of KPCA M
decreases, so the performance gains. When the data scale is large, the over-
all performance has witnessed a significant degradation, and the performance
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of these three types of KPCA M is not comparable to the previous test cases
using smaller size of data sets. Our analysis shows that the main factor is the
MPI group communication adopts the “many times, smaller amount” style of
transmission, so with the increase of the data scale, the transmission time also
increases, and results in poor performance. Therefore, when the data size is large,
it may be appropriate to increase the number of nodes to reduce the amount of
communication data and avoid performance degradation.
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Fig. 9. Speedup of KPCA M algorithm.

6.3 Analysis of KPCA Algorithm Based on MPI + CUDA

In the experiment of parallel KPCA algorithm based on MPI + CUDA, two
processes are launched, each of which is equipped with a GPU.

By recording the execution time of the KPCA M G and KPCA M algorithm,
we calculates the performance improvement comparing the KPCA M G (default
2 processes) with KPCA M algorithm (see Fig. 10): the introduction of GPU
parallelization in the nodes has enabled the KPCA M G to be faster 2.56–9.03
times than the original KPCA M(2), and KPCA M G is faster than the extended
4-process KPCA M by 1.24–6.4 times. In addition, when using the smallest data
set, performance of KPCA M G is poorer than the 8-process extended KPCA M.
When the last two sets of data are used, its performance improves by 1.25 and
4.92 times than 8-process extended KPCA M. The experimental results show
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that with the increase of the data volume, the proportion of the calculation in
the node increases, so that the advantage of utilizing GPU gradually appears to
make it suitable for the fine granularity parallelism in the node.
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Fig. 10. Performance comparison between KPCA M and KPCA M G.

6.4 Analysis of KPCA Algorithm Based on MPI + OpenMP +
CUDA

This section implements the three-level parallel KPCA algorithm based on MPI
+ OpenMP + CUDA. Table 5 records the execution time of various paral-
lel KPCA algorithms. KPCA M O G uses two CPU + GPU heterogeneous
nodes and obtains the acceleration ratio of 2.75–9.27 compared with 2-process
KPCA M, as well as the acceleration ratio of 1.33–6.57 and 1.39–5.05 com-
pared with 4-process and 8-process KPCA M algorithm. By comparing with the
KPCA M algorithm extending the number of nodes, we can effectively reduce
the number of nodes and reduce the cluster size under the same performance
requirements by KPCA M O G.

When the minimum data set (Data 1) is used for the KPCA M O G experi-
ment, compared with KPCA M(8), the performance does not rise but fall, mainly
because the use of GPU optimization algorithm will introduce some additional
over-head, including GPU warming up, kernel boot, data transmission between
host and device. Based on the experimental results, we can draw the following
conclusions:
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Table 5. Time (s) of KPCA in different ways

Data KPCA M O G KPCA M G KPCA M(2)

1 1.73 1.86 4.77

2 70.22 77.90 438.71

3 4, 340.47 4, 457.39 40, 228.89

(1) When the size of the original hyperspectral data is suitable for a single
machine, the KPCA G algorithm can greatly improve the efficiency of data
reduction;

(2) When the data size increases, and the memory requirement for processing is
beyond the limit of a single-node, the distributed and parallel heterogeneous
cluster platform is an inevitable choice. This paper presents the MPI +
OpenMP + CUDA, a multilevel hybrid parallel algorithm and provides a
good application demo.

7 Summary and Outlook

Taking KPCA algorithm for example, this paper reviews KPCA G algorithm on
CUDA, and designs KPCA M G algorithm on MPI + CUDA and KPCA G O G
algorithm on MPI + OpenMP + CUDA. The experiments prove that all these
algorithms achieve remarkable performance improvements on the CPU/GPU
heterogeneous system.

The research of GPU-based parallel algorithms for nonlinear dimension
reduction of hyperspectral images is still on preliminary stage, there are lots of
open research questions left to be answered, we put forward the following ideas
for the future work: (1) it’s necessary to develop a specialized parallel func-
tion library for hyperspectral dimensionality reduction, which can unify stan-
dard, simplify procedure, and promote application of hyperspectral dimension-
ality reduction algorithm. (2) With the rapid development of high performance
computing technology, optimization of algorithm on different high performance
computing system will be a long-lasting topic.
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Abstract. In this paper, we study a problem of the two-machine flow
shop scheduling problem with intermediate transportation. This prob-
lem has been studied in [2,4,17]. The best approximation algorithm was
presented in [17] with a two approximation ratio to our best knowledge.
We propose a ( 5

3
+ ε)-approximation algorithm for this problem, where

ε > 0. Moreover, our algorithm can reach the lower bound 5
3

asymptoti-
cally given by [2] when ε is close to 0.

Keywords: Flow shop · Bin-packing · Approximation algorithms

1 Introduction

The machine scheduling problems with transporter coordination are obtaining
more and more attention because of the need from the manufacturing and dis-
tribution systems. These problems combine the job scheduling and transporting
together, while the traditional scheduling problems only consider job scheduling.
These combinatorial problems are more practical and applicable in the supply
chain compared to the traditional scheduling problem.

In this paper, we study the following problem. There are two flow shop
machines denoted by A and B respectively and a transporter called V with
limited capacity. A set of n jobs J1, J2, . . . , Jn are first processed on machine A
then transported to machine B by a transporter V for further processing. Each
job has their size and processing time on machines A and B. We assume that
machine A can store unlimited number of the half-finished jobs. Transporter V
initially locates on machine A, then it takes t1 units of time for delivering jobs
from machine A to machine B and t2 for the return, it stays at the location of
machine B after all the jobs arrive at the machine B. In this paper we assume
that t1 ≥ t2. In each time. the total size of jobs delivered by the transporter V
cannot exceed its capacity. The objective is to minimize the makespan, i.e., the
completion time of the last job.
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This problem can be denoted as TF2|sj |Cmax according to the three-field
notation introduced by Graham et al. [5]. The T means there is one transporter,
F2 implies two flow machines, sj corresponds to the size of job Jj , the goal is
to minimize the makespan.

When each job has the same size, then the problem can be denoted by
TF2|c|Cmax where c corresponds to the maximal number of jobs that the trans-
porter V can carry in each batch. As we can see, the problem TF2|sj |Cmax is a
generalization of TF2|c|Cmax. It was first investigated by Lee and Chen [11], the
complexity of this problem is proved to be NP-hard [8,10,11], thus TF2|sj |Cmax

is also NP-hard.
Hence in this paper, we focus on approximation algorithm. Unlike the opti-

mal algorithm, the approximation algorithm will give an approximate feasible
solution in polynomial time. The approximation ratio measures the approxima-
tion algorithm. Given an instance I with a minimization problem, A(I) is the
objective value obtained by approximation algorithm A while OPT (I) represents
the optimal value of I. The approximation ratio ρ is:

ρ = max
∀I

{
A(I)

OPT (I)

}
,

We also can call algorithm A the ρ-approximation algorithm.

Related Works. There are two main sets of job transportation problems stud-
ied in the literature. One set is that jobs are delivered for further processing, i.e.
job intermediate transportation, another is to delivery the finished jobs to the
customer [11].

For the problems that delivering the completed jobs to the customers, Cheng
et al. considered the single machine case with jobs due-date assignment, the
objective is to simultaneously minimize the total cost of earliness and tardiness,
they proposed a dynamic optimal algorithm [1]. Lee and Chen considered the
objective of minimize the makespan, they studied the case that each job has
same size [11]. Chang and Lee considered a more general case that each job has
arbitrary size [16].

The problems of job intermediate transportation between machines are
mostly studied with the flowshop system. They are generated from the require-
ment of industry and manufacturing, such as the half-finished jobs are required
to be delivered to another factory for further processing. [11] and [13] studied
the problems that several transporters are delivering the jobs between two flow
machines. Lee and Chen proved the NP-hardness of some model [11].

For our problem, Gong and Tang [4] firstly studied this problem. They gave a
7
3 -approximation algorithm. In the algorithm, all the jobs are packed according to
FFD (First Fit Decreasing) [14] algorithm in advance. According to the packing
result, they applied the Johnson rule [12] to each batch. Then they proved that
the approximation ratio of the algorithm cannot overcome 2 no matter which
kind of bin-packing algorithm is used to wrap the items in advance. Then, Dong
et al. [2] improved the approximation ratio to 11

5 . At the same time, Zhong and
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Chen [17] gave a 2-approximation algorithm. According to the lower bound 2 in
[4], the result in [17] matches the lower bound.

Since the bin-packing problem is a particular case of TF2|sj |Cmax, deciding
whether 2 or 3 bins are enough to pack all the items is NP-complete [3]. Then
the worst case is that the optimal schedule only needs (2t2 + t1) units of time to
delivery all jobs, the length of the schedule we can get within polynomial time
in worst case is at least (3t1 +2t2) unless P = NP . When t1 = t2, a lower bound
of 5

3 is immediately obtained on the approximation ratio, mentioned by Dong et
al. [2]. Therefore there is still the gap for this problem.

In problem F3||Cmax, there are three flow machines M1,M2 and M3, each
job needs to be processed on machine M1 first, then M2, M3 last, the goal is
to minimize the makespan. This problem is similar to our problem since only
the middle processor is different. For problem F3||Cmax, Hall [6] gave (1 + ε)-
approximation algorithm where ε > 0.

Contributions. It is impossible to get a better approximation ratio than two
whenever we pack the jobs in advance. We then consider the jobs size, the pro-
cessing time in order to get the better algorithm. In this paper, we propose
a ( 53 + ε)-approximation algorithm for arbitrary ε > 0, when ε is close to 0,
it asymptotically matches the immediate lower bound of 5

3 . When the round-
trip time t is short enough, our algorithm even can get the approximation ratio
( 32 + ε).

Structure of the Paper. The paper is organized as follows. In Sect. 2, we intro-
duce the bin-packing problem and propose some useful properties, then we give
the main idea of our algorithm. In Sect. 3, we propose a ( 53 + ε)-approximation
algorithm and give the analysis. In the last section, we give the conclusion.

2 Preliminary

2.1 Definition of the Problem

In this paper, we study a flow shop scheduling problem with two flow shop
machines denoted by A and B respectively and a transporter called V between
the two machines. A set of n jobs J1, J2, . . . , Jn need to be processed on machine
A then transported to machine B by transporter V for further processing. The
processing time of Ji on machines A, B is donated by ai and bi respectively.
Each job Ji has their size si where 0 ≤ si ≤ 1. We assume that the buffer of
A is infinite such that each job can be stored for a while after the processing
step on machine A. The transporter V initially locates on A, and it will stay at
the location of machine B after all the jobs arrive at machine B. We say each
transporting operation as a batch. The capacity of transporter V is limited to
1, i.e., the total size of jobs in each batch cannot exceed 1. It takes t1 units
of time for transporter V delivering jobs from machine A to B and t2 units of
time for the return. Since transporter V is loaded with some jobs from machine
A to machine B and empty for the return, we assume t1 ≥ t2 without loss of
generality. We use t = t1 + t2 to denote the round-trip time. The objective is to
minimize the makespan, i.e., the completion time of the last job.
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2.2 Bin-Packing

Definition 1 (Bin-packing). In the classical one-dimensional bin packing
problem, there are n items x1, x2, · · · , xn, each item xi has size si in [0, 1].
There are unlimited bins with capacity one. The goal is to pack all the items into
a minimum number of bins. This problem is proved to be NP-complete [3].

FFD (First Fit Decreasing) Algorithm: FFD algorithm is a well-known algorithm
for the bin-packing problem proposed by Johnson et al. [9]. FFD algorithm first
sorts the items in non-increasing order of the size, then assign items to the
bins according to the sorted order one by one. The detail is: assign the first item
in the first bin, every time we place a new item to the lowest indexed bin which
can accommodate the items. FFD is proved to be a 3

2 -approximation algorithm
[14]. FFD will be used in this paper to pack the jobs into batches.

We propose the following two lemmas on FFD algorithm These two lemmas
give the base idea of the assignment of the jobs on transporter V.

Lemma 1. Consider any input I of the bin-packing problem, then we can con-
struct a new input I

′
with the following two conditions such that FFD(I

′
) ≤

3
2OPT (I)

Condition 1: I
′
has the same items as the I of size ≥ ε, where ε ≤ 1

3 .
Condition 2: the total size of all items in I

′
is at most the total size of all

items in I.

Proof. There are two cases obtained by the FFD algorithm to the I
′
:

Case 1: The last bin has at least one item with size ≥ε. In this case, we can
see that the items with size ≥ε decide the number of batches. Since I

′
has the

identical items of size ≥ε as L, thus FFD(I
′
) ≤ 3

2OPT (I).
Case 2: The last bin only contains the items with size < ε. It means all the

other bins must have size at least (1 − ε). If FFD uses at least ( 32OPT (I) + 1)
bins, then FFD actually packs jobs with total size >(32OPT (I)+1)(1−ε). Since
ε ≤ 1

3 , then we have a contradiction: the total size of I
′
is larger than OPT (I).

Thus in this case we have FFD(I
′
) ≤ 3

2OPT (I). ��
Lemma 2. Consider any input I with x items with size in (12 , 1], y items with
size in (13 , 1

2 ] of the bin-packing problem, then we can construct a new input I
′

with the following two conditions such that FFD(I ′) ≤ 3
2OPT (I) + 1

Condition 1: the total size of I
′
is at most the total size of I.

Condition 2: I
′
has at most x, y number of items with size in (12 , 1], ( 13 , 1

2 ]
respectively.

Proof. There are two cases after running the FFD algorithm to the I
′
:

Case 1: The last bin has at least one item with size > 1
3 .
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In this case, the worst case of packing results of I
′
is that the each job with

size in ( 12 , 1] takes one bin, every two jobs of size in (13 , 1
2 ] take one bin. Then we

have FFD(I
′
) ≤ �y

2 � + �x
2 �. We also have

OPT (I) ≥
{

x x ≥ y

x + �y−x
2 � x < y

Then we get FFD(I
′
) ≤ 3

2OPT (I) + 1.
Case 2: the last bin only contains the items with size ≤ 1

3 . The prove is similar
to the case 2 of the prove in Lemma 1. See more detail in appendix. ��

2.3 The Main Idea of the Algorithm

The algorithms presented in [2,4,17] all pack the jobs to batches in advance.
Gong and Tang [4] showed that the approximation ratio of the algorithms could
not be smaller than 2 as long as they pack the jobs into batches in advance.
They only consider the size of the jobs when they pack the jobs into batches. In
our algorithm, we take into account the size, processing time of each job, and
the transporting time of transporter V.

The works in [6,7] inspire our result, we extend their works to let their tech-
nique can not only handle the jobs with processing time but also with the size.
Our algorithm is divided into three parts. We first separate the jobs set into dis-
joint subsets. Then on machines A B, we adopt the similar method from [6]. On
transporter V, unlike the classical scheduling problem, the jobs has its size, each
batch requires the delivery time and has the capacity constraints. Therefore we
propose these properties 1 and 2 to handle the operations on transporter V (i.e.
assign jobs to batches). The two properties can give some interesting structural
guide to get a better approximation algorithm for the scheduling problem with
transporter coordination.

Thus there are three main steps in our algorithm: 1. Divide the jobs into
large jobs and small jobs. 2. Guess the main structures. 3. Find the assignment
of small Jobs. 4. Restrict the number of demanded batches. 5. Transfer the main
structures to the schedules.

1. Divide the jobs into large jobs and small jobs: We first divide the jobs set
into two subsets: The large jobs set and small jobs set. The jobs with long
processing time or large size can be bounded by a constant. These jobs will
be grouped into the large jobs set, and the left jobs belong to the small jobs
set.

2. Guess the main structures: If we want to guess out the exact optimal schedule,
it requires exponential time to n. To decrease the time complexity to polyno-
mial time, we will not guess the exact optimal schedule but rough information
of the optimal schedule. First, we divide the time into the constant number
of time intervals. Then for the large jobs, we guess each large job starts to
be processed or delivered in which time interval since the number of large
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jobs and time intervals is bounded by constant. For the small jobs, we can
not guess the same information since the number of small jobs might not be
constant. Thus on machines A, B we only guess the approximate length of
the time for processing the small jobs in each time interval. On transporter
V, we guess the number of needed batches, the number of jobs with big size
started to be delivered in each time interval.

3. Find the assignment of small jobs: We can build the linear programming to
find an assignment: the small jobs start to be processed or delivered at which
time intervals according to the information of the main structure.

4. Bound the number of needed batches in each time interval: We will adapt
the FFD [14] algorithm to pack the jobs assigned in each time interval into
batches respectively. According to the properties 1 and 2, the number of
batches assigned in each time interval will not be too far from the optimal
schedule.

5. Transfer the known information to a schedule: We see the operations assigned
in each time interval as a block on machines A, B. On transporter V, we see
the total packed batches assigned in each time interval as a single block also.
Then we process the block one by one on each processor according to some
rules. Then we will get the schedule which is feasible on each processor: there
might exist some overlap between different processor. Then we use delay
operation to remove the overlap inside the schedule.

Remark: From above, we can see that if we guess the correct main structure
of the optimal schedule, then we can transfer that main structure to a feasible
schedule. In real, we will not know if we get the main structure of the optimal
schedule. Thus our algorithm will exhaust all the possible main structures. Hence
the optimal solution must be included. Then we transfer each main structure to
a schedule by the main steps 3, 4 and 5. Finally, we choose the shortest feasible
schedule as the output. The length of the output must be no longer than the
length of the feasible schedule obtained from the main structure of the optimal
schedule.

2.4 Definition of Some Values

Assume ε is an arbitrary small rational number in the interval (0, 1] while 1
ε is an

integer. Since there is already the 2-approximation algorithm for this problem,
we only consider the case that ε < 1. Suppose the value of ε is fixed which
is not a part of the input, thus we can see 1

ε as a constant. After we run the
2-approximation algorithm, then we will get a feasible schedule with length T .
When T = 0, it is easy to see that we get the optimal solution, thus we will focus
on the case that T > 0. When T > 0, let T

′
= 7

6T , we will have OPT < T
′ ≤

7
3OPT . We can see that T

′
is a strict upper bound of the optimal solution.

Before we give the definition of the large and small job, we partition the
time interval [0, T

′
) into χ = 27

ε pieces of length δ = εT
′

27 . We call the interval

[(k − 1)δ, kδ) as the δ-interval k, where 1 ≤ k ≤ χ. We let ε
′

= ε
81 , γ = ε2T

′

1485 ,
and δ

γ = 55
ε .
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If t ∈ [ δ
2 , δ), then we let χ = 54

ε , ε
′

= ε
162 , δ = εT

′

54 and γ = ε2T
′

2970 . By this
way, we can always let either t ≥ δ or t < δ

2 happen. In the following analysis of
the algorithm, we will adapt the original value of the χ, δ, γ since the following
lemmas and theorems still hold when we contract δ, γ, ε

′
to half and expand χ

to 2χ.

3 The (5
3
+ ε)-Approximation Algorithm

In this section, we give the ( 53 + ε)-approximation algorithm. The algorithm
first divides the jobs set into large jobs and small jobs, and then we exhaust all
the possible main structures. For each main structure, the algorithm runs the
procedure H to generate the schedule. In the end, the algorithm chooses the
shortest feasible schedule as the output. We first define the large and small jobs,
then define the main structure, then propose the procedure H. Finally, we give
the analysis of the algorithm.

When all the jobs can be packed into a single batch and
∑n

i=1(ai + bi) ≤ t,
then the length of the optimal solution is

∑n
i=1(ai + bi) + t1 ≤ t + t1, otherwise

the length of the optimal solution must ≥(t+ t1). Thus in the following, we only
consider the case that the length of the optimal solution is ≥(t + t1).

Now we give the detailed algorithm.

3.1 The Algorithm

Definition of Large and Small Jobs
When t ≥ γ

– Large jobs: The processing time of a job on machine A or B is ≥γ, or the size
is ≥ε′.

– Small jobs: All the jobs except the large jobs.

When t < γ:

– Large jobs: The processing time of the job on machine A or B is ≥ γ.
– Small jobs: All the jobs except large jobs.

From the above definition, we can obtain the following observations:

– When t < γ, the quantity of the large jobs is bounded by 2T
′

γ = 2970
ε2 , a

constant number.
– When t ≥ γ: 1. For the jobs with processing time on A or B ≥ γ, the number

is bounded by 2T
′

γ = 2970
ε2 . 2. For the jobs with size ≥ ε

′
, since t ≥ r, thus

there are at most 1485
ε2 number of batches assigned in the whole schedule (i.e.

the total size of all jobs is bounded by 1485
ε2 ). Hence there are at most 1485×81

ε3

number of jobs with size ≥ε
′
. Thus there are at most 2970

ε + 1485×81
ε3 number

of large jobs when t ≥ γ, a constant as well.
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– The quantity of the small jobs cannot be bounded by a constant number, but
their processing time and transporting time is concise, which can be assigned
in the left space of each time interval.

The Main Structure
After we divide the jobs into large jobs and small jobs, we list all the possible
main structures of the optimal schedule. The two schedules will be grouped if
they have the same main structure. In the algorithm, The information of the
main structure is different when t ≥ γ and t < γ.

When t ≥ γ, the information contained inside the main structure is as blow:

1. The δ-interval where each operation of each large job begins.
2. For each δ-interval of the transporter, the times that the transporter V begins

delivering the jobs to machine B in that δ-interval (i.e., the number of batches
assigned in that δ-interval).

3. For each δ-interval of machines A and B, the approximate length of the total
processing time of the operation of the small jobs that start to be processed
in that δ-interval. Here the length is approximated by rounding up to the
nearest multiple of the length of γ.

When t < γ, the information contained inside the main structure is as blow:

1. The δ-interval where each operation of each large job begins.
2. For each δ-interval of the transporter, the number of batches assigned in that

δ-interval.
3. For each δ-interval of the transporter, the number of jobs with size in (12 , 1]

and size in (13 , 1
2 ] that assigned in that δ-interval.

4. For each δ-interval of machines A and B, the approximate length of the total
processing time of the operation of small jobs that start to be processed in
that δ-interval. Here the length is approximated by rounding up to the nearest
multiple of the length of γ.

Remark: The length of the optimal schedule is strictly shorter than T
′
, and the

main structure of optimal schedule will not have the operation that start to be
processed after time T

′
. Thus we only consider the δ-interval 1 to χ, another

main structures are not among the main structures of the optimal solutions.

If the schedule meets all the requires of the main structure, then we can say
the schedule is associated with the main structure (i.e., belongs to that main
structure). As we can see, each main structure contains many schedules, and
each schedule is associated with a single main structure. All the possible main
structures are the partition of all feasible schedules. Now we first prove this
partition contains at most the polynomial number of main structures. It shows
that the algorithm can list all the possible main structure in polynomial time.

Lemma 3. The partition contains at most the polynomial number of the main
structures.
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Proof. We only prove of the case that t < γ, for the case t ≥ γ, see the appendix.
If the feasible schedules are grouped into the same main structure, then it

means these schedules share the same aforementioned characteristics.
When t < γ: the first character will generate at most χ

2970
ε number of main

structures. The second character will produce at most nχ number of main struc-
tures since each interval can be assigned with at most n batches. Similar to the
second character, the third character will generate at most n2χ number of main
structures. In the last characteristic, at most

(
55
ε

)χ number of main structures
will be obtained.

The number of the partition beforementioned can be bounded by the product
of the above number of the main structures generated by the given characteristics
respectively. Since χ, 1

ε are constant, the number of the main structures of the
partition is bounded by O(n3χ). ��

We can get all the main structure of the problem by the exhaustive method.
Then we will generate the schedule according to each main structure, then to
choose the shortest feasible schedule as the output. The Algorithm 1 gives the
structure of the approximation algorithm. For each main structure, we run the
procedure H (lines 5–7) to transfer the main structure to the schedule. In the
end, the algorithm will output the shortest feasible schedule.

Algorithm 1. Approximation algorithm for TF2|sj |Cmax

Require: n jobs, ε,
1: //Find all the possible main structures.
2: Initialize a set S = ∅.
3: for each main structure do
4: //Run procedure H:
5: Step 1. Use Linear programming (see LP1 and LP2) to assign the small jobs.
6: Step 2. Assign the jobs to prefixed interval on each processor respectively.
7: Step 3. Remove the overlaps on different processors:
8: if the generated schedule S is feasible then
9: S ← S ∪ S

10: end if
11: end for
12: return The shortest feasible schedule σ = arg min{Cmax(S) | S ∈ S} where

Cmax(S) denotes the length of the schedule S.

Now we describe how the procedure H generate a schedule according to the
main structure of the input.

The Procedure H
Step 1: we first build the linear programming to find the assignment for the small
jobs, here the assignment means the operations of each job start to be processed
in which δ-interval. We will give two different linear programmings for cases that
t ≥ γ (see LP1) and t < γ (see LP2).
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Assume J1, J2, · · · , Jn′ are the small jobs, then we will have the following
linear programming. The decision variables are denoted as xj,(o,p,q), where 1 ≤
j ≤ n

′
, 0 ≤ o ≤ p, p + 	 δ

t 
 ≤ q ≤ χ. xj,(o,p,q) = 1 means that the small job Jj

begins processing(delivering) in the δ-interval o on machine A, δ-interval p on
transporter V, δ-interval q on machine B. In the linear programmings, we use
the αi, βi to denote the length of the time for processing the short jobs from the
main structure(the multiple of the amount of γ) of the δ-interval i, Li to denote
the number of the batches assigned in the δ-interval i, S

′
i and S

′′
i to denote

the number of jobs with size in (12 , 1] and (13 , 1
2 ] respectively. To represent the

number of small jobs assigned in the δ-interval i with size in ( 12 , 1] and (13 , 1
2 ], we

let s
′
j = 1 if sj ∈ ( 12 , 1], s

′
j = 0 otherwise, s

′′
j = 1 if sj ∈ ( 13 , 1

2 ], s
′′
j = 0 otherwise.

On transporter V, we assume that the total size of the large jobs assigned in the
δ-interval i is li where 1 ≤ i ≤ χ.

The goal of the linear programmings LP1 and LP2 are to find a basic feasible
solution. When t ≥ γ, the procedure H will run the linear programming LP1,
when t < γ, the procedure H will run the linear programming LP2.

The LP1:∑
o,p,q

xj,(o,p,q) = 1, j = 1, 2, · · · , n′ (1)

∑
j,p,q

ajxj,(o,p,q) ≤ αo, o = 1, 2, · · · , χ (2)

∑
j,o,q

sjxj,(o,p,q) + lp ≤ Lp, p = 1, 2, · · · , χ (3)

∑
j,o,p

bjxj,(o,p,q) ≤ βq, q = 1, 2, · · · , χ (4)

xj,(o,p,q) ≥ 0 j = 1, 2, · · · , n′ (5)

The LP2:∑
o,p,q

xj,(o,p,q) = 1, j = 1, 2, · · · , n′ (6)

∑
j,p,q

ajxj,(o,p,q) ≤ αo, o = 1, 2, · · · , χ (7)

∑
j,o,q

sjxj,(o,p,q) + lp ≤ Lp, p = 1, 2, · · · , χ (8)

∑
j,o,q

s
′
jxj,(o,p,q) ≤ S

′
p p = 1, 2, · · · , χ (9)

∑
j,o,q

s
′′
j xj,(o,p,q) ≤ S

′′
p p = 1, 2, · · · , χ (10)
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∑
j,o,p

bjxj,(o,p,q) ≤ βq, q = 1, 2, · · · , χ (11)

xj,(o,p,q) ≥ 0 j = 1, 2, · · · , n′ (12)

The constraints (6) and (1) guarantee that each small job is scheduled exactly
once. The constraints (7), (11), (3) and (4) ensure that the total length of the
operation of small jobs assigned in δ-interval i on machines A and B is bounded
by the αi, βi. The constraints (8), (3) (resp. (9) and (10)) ensure that the number
of batches (resp. number of jobs with size in (12 , 1], (13 , 1

2 ]) assigned in δ-interval
i on transporter V is bounded by the Li (resp. S

′
, S

′′
).

When t ≥ γ, in the basic feasible solution of the linear programming LP1,
there are at most (n

′
+3χ) rows in the matrix of constraints, thus we have at most

(n
′
+3χ) decision variables that will receive positive value. Moreover, each small

job is associated with at least one fractional positive assignment. Thus there are
at most 3χ small jobs that will get the fractional assignment while the other
small jobs will get an integral assignment. The number of small jobs with the
fractional assignment is bounded by 3χ. Moreover, we know the small jobs have
the size ≤ε

′
, i.e., the fractional small jobs can be packed into one batch. Here the

procedure H will schedule the small jobs with the fractional assignment in the
last single batch. By this way, the fractional jobs will be scheduled in (t1 + 6χγ)
amount of time, assume the V stays at the machine A, as we can see it is a small
expense.

When t < γ, in the basic feasible solution of the linear programming LP2, at
most 5χ small jobs will receive the fractional assignment. Since the round-trip
time is short, the procedure H here will schedule the fractional small jobs in the
last and each fractional jobs is delivered by a whole batch one by one. By this
way, the fractional jobs will be scheduled in (5χ + 2)γ amount of time, also a
small expense.

In the next step, we will only process the remaining jobs including the large
jobs and the small jobs with the integral assignment.

Step 2: In this step, we only process the jobs that we know they are assigned
to which δ-interval. We will give the schedule which is feasible on processors A,
V, and B respectively. On the machines A, B, the operations assigned in the
same δ-interval are processed without the idle time, and the longest operation
assigned in each δ-interval is processed in the end. On the transporter T, we use
the FFD algorithm to pack the jobs assigned in the same δ-interval into batches
respectively. All the batches obtained in the same δ-interval are also requested
to be transported without idle time. The operations assigned in each δ-interval
can be saw as a block. Assume O denotes the machine or the transporter and
υO

i denotes the length of the block (assume here the length of each batch is
t) assigned in the δ-interval i. Let δ-interval 
O be the last interval with the
operation assigned on processor O. Now we decide the starting time and the end
time of each block assigned in each δ-interval. We use ζO

i (resp. ιOi ) to denote
the starting time (resp. end time) of the block assigned in the δ-interval i on
processor O where 1 ≤ i ≤ 
O. The values of ζO

i and ιOi can be calculated as
follows:
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When t ≥ δ, we extend the length of each δ-interval to (δ + γ), and we
have:

ζO
i =

{
0 i = 1
max{(i − 1)(δ + γ), ιOi−1} 2 ≤ i ≤ 
O

ιOi = ζO
i + υO

i 1 ≤ i ≤ 
O.

When t < δ
2 , we extend the length of each δ-interval to

(
3
2δ + 9

4γ
)
, and

we have:

ζO
i =

{
0 i = 1
max{(i − 1)(32δ + 9

4γ), ιOi−1} 2 ≤ i ≤ 
O

ιOi = ζO
i + υO

i 1 ≤ i ≤ 
O.

In step 2, we only concentrate on letting schedule to be feasible on each
processor. When we integrate the schedules on A, V, and B to a whole schedule,
this schedule is unlikely to be feasible since there will be some overlap between
some jobs, such as the jobs are processed on the different processor at the same
time or in the wrong order. Thus in step 3, we will remove the overlap inside
this schedule.

Step 3: In step 2, we avoid overlaps within machines or transporter respec-
tively, but the overlap may occur between the machines and transporter. The
third step will remove the overlaps between the machines and transporter by
delaying operation. Delaying operation means that we delay the starting time of
some specific operations.

When t ≥ δ, we first delay all the batches on the transporter T by 2(δ + γ)
units of time, and all the operations on the machine B by 4(δ + γ) units of time.

When t < δ
2 , we first delay all the batches on the transporter T by 2(32δ+ 9

4γ)
units of time, and all the operations on the machine B by 4(32δ + 9

4γ) units of
time.

3.2 The Analysis of the Algorithm

In the algorithm, we list all the possible of the main structures. Thus there
must be the main structure which is associated with the optimal schedule. In
this section, we will prove the procedure H can generate a feasible schedule
with length at most (53 + ε)OPT according to the main structure of the optimal
schedule.

Assume that the main structure associated with the optimal schedule is Π∗.
In the optimal schedule, we use eO

i and cO
i to denote the starting time and

completion time of the operation assigned in the δ-interval i on the processor
O, the total length of the operation assigned in δ-interval i on processor O is
denoted by uO

i where uO
i ≤ cO

i − eO
i . The schedule obtained from Π∗ in the

second step is denoted by S∗
1 , the schedule obtained from Π∗ finally is denoted

by S∗
2 . In the schedule S∗

1 , we use UO
i denotes the length of each block assigned

in the δ-interval i on processor O, EO
i (resp. CO

i ) to denote the starting time
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(resp. end time) of the block assigned in the δ-interval i on processor O where
1 ≤ i ≤ ωO, here the δ-interval ωO denotes the last interval with the operation
assigned on processor O. The processor O can be A,B and V .

We now give the following lemmas for analyzing the approximation ratio of
the Algorithm 1.

The Lemma 4 shows that the linear programming LP1 and LP2 must get the
basic feasible solutions such that the procedure H can go to the second step
successfully.

Lemma 4. For the main structure Π∗, in the first step of procedure H, we can
get the basic feasible solutions from the linear programmings LP1 and LP2.

Proof. The main structure Π∗ is associated with some feasible schedules (at
least the optimal schedule). On the machines A,B, the main structure Π∗ over-
estimates the time for processing the small jobs. For the transporter V , the main
structure Π∗ has the exact number of batches assigned in each δ-interval. it also
has the exact number of the jobs of size in (12 , 1] and (13 , 1

2 ] in each δ-interval.
According to the above analysis, we can see that a feasible solution correspond-
ing to the main structure Π∗ (in particular the optimal schedule) can also be
feasible in the proposed linear programmings. ��

The following Lemmas 5, 6, 7 and 8 show that the length of the schedule S∗
1

is not far from the length of the optimal schedule.

Lemma 5. For the δ-interval i of the optimal schedule and the associated inter-
val of S∗

1 , on machines O (O=A or B) we have:

– t ≥ δ: UO
i ≤ uO

i + γ when 1 ≤ i ≤ ωO.
– t < δ

2 : UO
i ≤ 3

2uO
i + 9

4γ when 1 ≤ i ≤ ωO.

Proof. On the machines A and B, in each main structure, we overestimate the
total processing time of small jobs by at most γ units of time in each δ-interval
and γ ≤ δ

2 , so the lemma holds on the machines A and B. ��
Lemma 6. For the δ-interval i of the optimal schedule and the associated time
interval of S∗

1 , on transporter V we have:

– t ≥ δ: UV
i ≤ uV

i + γ when 1 ≤ i ≤ ωV − 1, and UV
ωV ≤ uV

ωV + γ + t2
– t < δ

2 : UV
i ≤ 3

2uV
i + 9

4γ when 1 ≤ i ≤ ωV − 1, and UV
ωV ≤ 3

2 (uV
ωV + t2) + 9

4γ.

Proof. Here we consider three cases:

1. When t ≥ δ, we first consider the time interval i where 1 ≤ i ≤ ωV − 1, in
this case, each time interval only can assign at most 1 batch, we can see that
if the optimal schedule only have one batch in the δ-interval i, then the jobs
assigned in associated time interval of schedule S∗

1 will also be packed to a
single batch. Thus UV

i ≤ uV
i + γ holds. Then we consider the time interval

ωV . In the schedule S∗
1 , there is only one batch assigned in the associated

time interval ωV , we have UO
ωV ≤ t. In the optimal schedule, the transporter

V might not need to go back to machine A, thus we can obtain uV
ωV ≥ t1.

Hence we have UO
ωV ≤ uV

ωV + γ + t2.
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2. When γ ≤ t < δ
2 , the prove is similar to the case that t ≥ δ. The appendix

shows the detailed prove.
3. When t < γ, it can be proved by the Lemma 2 and the idea of case t ≥ δ. See

the appendix for more details. ��
Lemma 7. On machine O (i.e., O = A, B), for the δ-interval i (1 ≤ i ≤ ωO)
of the optimal schedule and the associated time interval of S∗

1 , we have:

1. When t ≥ δ, then EO
i ≤ eO

i + (i − 1)γ and CO
i ≤ cO

i + iγ.
2. When t < δ

2 , then EO
i ≤ 3

2eO
i + 9

4 (i − 1)γ and CO
i ≤ 3

2cO
i + 9

4 iγ.

Proof. We will prove two different cases respectively:

1. When t ≥ δ: In the time interval 1, we have:

EO
1 = 0 ≤ eO

1 and CO
1 = 0 + UO

0 ≤ 0 + uO
0 + γ ≤ cO

1 + γ

When i = k(1 ≤ k ≤ ωO −1), assume the equations EO
k ≤ eO

k +(k−1)γ hold.
Then when i = k + 1, we have:

EO
k+1 = max{k(δ + γ), EO

k + UO
k }

≤ max{k(δ + γ), EO
k + uO

k + γ}
≤ max{k(δ + γ), eO

k + (k − 1)γ + uO
k + γ}

≤ eO
k+1 + kγ

CO
k+1 ≤ EO

k+1 + UO
k+1

≤ eO
k+1 + kγ + uO

k+1 + γ

≤ (eO
k+1 + uO

k+1) + (k + 1)γ

≤ cO
k+1 + (k + 1)γ

Thus when i = k + 1, the lemma holds.
2. When t < δ

2 : we first have: EO
1 = 0 ≤ eO

1 and CO
1 = 0 + UO

0 ≤ 0 + 3
2uO

0 +
9
4γ ≤ 3

2cO
1 + 9

4γ When i = k(1 ≤ k ≤ ωO − 1), assume the equations EO
k ≤

3
2eO

k + 9
4 (k − 1)γ hold.

Then when i = k + 1, we have:

EO
k+1 = max{3

2
kδ +

9
4
(k − 1)γ,EO

k + UO
k }

≤ max{3
2
kδ +

9
4
(k − 1)γ,

3
2
eO
k +

9
4
(k − 1)γ +

3
2
uO

k +
9
4
γ}

≤ 3
2

max{kδ, eO
k + uO

k } +
9
4
kγ

≤ 3
2
eO
k+1 +

9
4
kγ

CO
k+1 = EO

k+1 + UO
k+1

≤ 3
2
eO
k+1 +

9
4
kγ +

3
2
uO

k+1 +
9
4
γ

≤ 3
2
(eO

k+1 + uO
k+1) +

9
4
(k + 1)γ

≤ 3
2
cO
k+1 +

9
4
(k + 1)γ

Thus when i = k + 1, the lemma holds. ��
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Lemma 8. On transporter V, for the δ-interval i of the optimal schedule and
the associated time interval of S∗

1 , we have:

1. When t ≥ δ: EV
i ≤ eV

i + (i − 1)γ, CV
i ≤ cV

i + iγ where 1 ≤ i ≤ ωV − 1, and
EV

ωV ≤ eV
ωV + (ωV − 1)γ, CV

ω ≤ cV
ωV + ωV γ + t2.

2. When t < δ
2 : EV

i ≤ 3
2eV

i + 9
4 (i − 1)γ, CV

i ≤ 3
2cV

i + 9
4 iγ where 1 ≤ i ≤ ωV − 1,

and EV
ωV ≤ 3

2eV
ωV + 9

4 (ωV − 1)γ, CV
ωV ≤ 3

2 (cV
ωV + t2) + 9

4ωV γ.

Proof. We can apply the similar method as in Lemma7 and the conclusion from
Lemma 6 to prove this lemma. ��
From Lemmas 7 and 8, we can get the following corollary:

Corollary 1. Assume OPT is the length of the optimal schedule, the length of
the schedule S∗

1 is bounded by:

1. 3
2OPT + 3

2 t2 + 9
4χγ when t < δ

2 .
2. OPT + χγ + t2 when t ≥ δ.

Lemma 9. In schedule S∗
1 , each operation with length ≥γ assigned in the δ-

interval i ∈ [1, χ] of the main structure Π∗ starts processing in time interval:

1. [(i − 1)(δ + γ), i(δ + γ)) when t ≥ δ;
2.

[
(i − 1)( 32δ + 9

4γ), i( 32δ + 9
4γ) + δ

4

)
when t < δ

2 .

On the other side, in schedule S∗
1 , each operation with length < γ assigned in

δ-interval i ∈ [1, χ] of the main structure Π∗ starts and completes processing in
time interval:

1. [(i − 1)(δ + γ), i(δ + γ) + γ) when t ≥ δ;
2.

[
(i − 1)( 32δ + 9

4γ), i( 32δ + 9
4γ) + 3

2γ
)
when t < δ

2 .

Proof. Remark: In the main structure Π∗, since there is no operation assigned
in the δ-interval (ωO +1) to χ on processor O(O can be A, B or V), we will only
focus on the δ-interval 1 to ωO on processor O.

Clearly the operations assigned in δ-interval i starts to process after (i −
1)(δ + γ) in the associated time interval i of the schedule S∗

1 when t ≥ δ, when
t < δ

2 , the operation assigned in associated time interval i in schedule S∗
1 starts

to process after (i − 1)(32δ + 9
4γ). Thus all we need to show is that the last

operation does not start too late:
First we consider the transporter V. In the optimal schedule, we have cV

i −t <
iδ when 1 ≤ i ≤ ωV − 1. In the δ-interval ωV , since the optimal schedule only
need t1 amount of time to delivery the jobs and does not need to go back to
machine A, thus we have cV

ωV − t1 < ωV δ. According to the Lemma 8, we have:

1. When t ≥ δ we have:

When 1 ≤ i ≤ ωV − 1 :

CV
i − t ≤ cV

i + iγ − t

= (cV
i − t) + iγ

≤ i(δ + γ)

When i = ωV :

CV
i − t ≤ cV

i + iγ + t2 − t

= (cV
i − t1) + iγ

≤ i(δ + γ)
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2. When γ ≤ t < δ
2 we have:

When 1 ≤ i ≤ ωV − 1 :

CV
i − t ≤ 3

2
cV
i +

9

4
iγ − t

=
3

2
(cV

i − t) +
t

2
+

9

4
iγ

≤ i(
3

2
δ +

9

4
γ) +

δ

4

When i = ωV :

CV
i − t ≤ 3

2
(cV

i + t2) +
9

4
iγ − t

=
3

2
(cV

i − t1) +
9

4
iγ +

t

2

≤ i(
3

2
δ +

9

4
γ) +

δ

4

3. When t < γ we have:

When 1 ≤ i ≤ ωV − 1 :

CV
i ≤ 3

2
cV
i +

9

4
iγ

=
3

2
(cV

i − t) +
3

2
t +

9

4
iγ

≤ i(
3

2
δ +

9

4
γ) +

3

2
γ

When i = ωV :

CV
i ≤ 3

2
(cV

i + t2) +
9

4
iγ

=
3

2
(cV

i − t1) +
9

4
iγ +

3

2
t

≤ i(
3

2
δ +

9

4
γ) +

3

2
γ

Next we consider the machine O (O can be A or B). We consider two cases, here
1 ≤ i ≤ ωO:

Case 1: There is at least one operation with length ≥γ assigned in the δ-
interval i of the main structure Π∗, these operations all belong to the large jobs
and are scheduled in the associated time interval i of the schedule S∗

1 . Assume
that the operation with longest length (The length is denoted as x and x ≥ γ)
is schedule in the last in the associated time interval i of the schedule S∗

1 . In the
optimal schedule, suppose the length of the last processed operation is y and
cO
i − y ≤ iδ. We also have x ≥ y. According to the Lemma 7 and Corollary 1, we

can obtain:

When t ≥ δ :

CO
i − x ≤ cO

i + iγ − x

≤ (cO
i − y) + iγ

≤ i(δ + γ)

When t <
δ

2
:

CO
i − x ≤ EO

i + UO
i − y

≤ 3

2
sO

i +
9

4
(i − 1)γ + uO

i + γ − y

≤ 3

2
(sO

i + uO
i − y) − 1

2
(uO

i − y) +
9

4
iγ

≤ 3

2
(cO

i − y) +
9

4
iγ

≤ i(
3

2
δ +

9

4
γ)

Case 2: in the δ-interval i of the main structure Π∗, all the assigned operations
are with length <γ. In this case, all the assigned operations must have length
<γ in the optimal schedule, thus we have cO

i < iδ + γ. Then we obtain:

CO
i ≤

{
cO
i + iγ ≤ iδ + γ + iγ = i(δ + γ) + γ t ≥ δ
3
2cO

i + 9
4 iγ ≤ 3

2 (iδ + γ) + 9
4 iγ ≤ i( 32δ + 9

4γ) + 3
2γ t < δ

2

��
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In the following Lemma 10, we prove that the step 3 of procedure H will modify
the schedule S∗

1 to a feasible schedule.

Lemma 10. The resulting schedule S∗
2 is feasible.

Proof. To prove the feasibility, we focus on an arbitrary job and prove each job
is scheduled correctly without overlap. We will consider the large jobs and short
jobs respectively.

Given a large job Jj , we first analyse its operations on the machine A and
transporter V. In the optimal schedule, assume they are assigned in the δ-interval
k and l separately, then the time difference of the starting time of the job Jj on
machine A and transporter V is guaranteed to be at most

lδ − (k − 1)δ = (l − k + 1)δ

In the schedule S∗
1 , the time difference of the starting time of the job Jj on

machine A and transporter V is at least

(l − 1)(δ + γ) − k(δ + γ) ≥ (l − k + 1)δ − 2(δ + γ) when t ≥ δ

(l − 1)(
3
2
δ +

9
4
γ) − k(

3
2
δ +

9
4
γ) ≥ (l − k + 1)δ − 2(

3
2
δ +

9
4
γ) when t <

δ

2

After the step 3, we delay the schedule by 2(δ+γ) when t ≥ γ (resp. 2( 32δ+ 9
4γ)

when t < δ
2 ) units of time on the transporter V, then the starting time of two

operations can be separated by at least (l − k + 1)δ units of time, ≥ the time
difference of the optimal schedule. Thus the large jobs are schedule feasibly on
machine A and transporter V. This proof also holds for the operations on V and
B of large jobs. Thus we can see the delay operations can remove the overlap for
the large jobs.

For the small jobs, the assignments of operations might not follow the optimal
schedule, which is not identical to the large jobs.

First consider a small job Jj with operations on machine A and transporter
V. In schedule S∗

1 , assume these two operations are assigned in δ-interval k and
l separately with k ≤ l. We discuss two cases: t ≥ δ and t < δ

2 :
Case 1: t ≥ δ. From Lemma 9, we can know the operations on machine be

finished before k(δ + γ)+ γ and transporter V starts to delivery the job Jj at or
after time (l − 1)(δ +γ). After delaying 2(δ +γ) units of time, the transporter V
starts to delivery the job Jj at or after time (l−1)(δ+γ)+2(δ+γ) > k(δ+γ)+γ.
Thus the small jobs are scheduled feasibly on machine A and transporter V when
t ≥ δ.

Case 2: t < δ
2 . From Lemma 9, we can know the job Jj must be finished on

machine A before k(32δ + 9
4γ) + 3

2γ and transporter V starts to delivery the job
Jj at or after time (l − 1)(32δ + 9

4γ). After delaying 2(32δ + 9
4γ) units of time, the

transporter V starts to delivery the job Jj at or after time (l − 1)(32δ + 9
4γ) +

2(32δ + 9
4γ) > k( 32δ + 9

4γ) + 3
2γ. Thus the small jobs are scheduled feasibly on

machine A and transporter V when t < δ
2 .
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Then consider the small job Jj with operations on transporter V and machine
B. In the main structure Π∗, the two operations are assigned in δ-interval p and
q respectively where p + 	 t

δ 
 ≤ q. We discuss two cases: t ≥ δ and t < δ
2 :

Case 1: t ≥ δ. In the schedule S∗
1 , the job Jj must arrive to machine B

before p(δ + γ) + t1 and starts on the machine B at or after (q − 1)(δ + γ).
After step 3 of procedure H, The operation on machine B starts at or after time
(q − 1)(δ + γ) + 2(δ + γ) ≥ (p + 	 t

δ 
)(δ + γ) + δ + γ ≥ p(δ + γ) + t1. Thus the
small jobs are scheduled feasibly on transporter V and machine B when t ≥ δ.

Case 2: t < δ
2 . In the schedule S∗

1 , the job Jj must arrive to machine B before
p( 32δ + 9

4γ) + δ
4 and starts on the machine B at or after (q − 1)(32δ + 9

4γ). After
delaying 2(32δ + 9

4γ) units of time, the operation on machine B starts at or after
time (q−1)(32δ+ 9

4γ)+2(32δ+ 9
4γ) ≥ (p+	 t

δ 
)(32δ+ 9
4γ)+ 3

2δ+ 9
4γ > p( 32δ+ 9

4γ)+ δ
4 .

Thus the small jobs are scheduled feasibly on transporter V and machine B when
t < δ

2 .
According to the above analysis, there is no overlap for the small jobs in the

schedule S∗
2 . ��

Theorem 1. The Algorithm1 can generate a feasible schedule within the length
( 53 + ε)OPT in polynomial time. When t < δ

2 , the algorithm will obtain the
approximation ratio ( 32 + ε).

Proof. First, we prove the length of the schedule (See Appendix for more details):
From the above lemma, assume the length of the S∗

2 is T ∗ and we have T ′ ≤
7
3OPT .

When t ≥ δ, since t ≤ 2
3OPT . Then we can obtain:

T ∗ ≤ OPT + t2 + χγ + 4(δ + γ) + t1 + 6χγ ≤
(

5
3

+ ε

)
OPT

When γ ≤ t < δ
2 , we obtain:

T ∗ ≤ 3
2
OPT +

9
4
χγ +

3
2
t2 + χγ + 4

(
3
2
δ +

9
4
γ

)
+ t1 + 6χγ ≤

(
3
2

+ ε

)
OPT

When t < γ, we can obtain:

T ∗ ≤ 3
2
OPT +

3
2
t2 + 4

(
3
2
δ +

9
4
γ

)
+ (5χ + 2)γ <

(
3
2

+ ε

)
OPT

Second we show that the time complexity of the algorithm. We already
showed that the algorithm would generate all main structures with time com-
plexity O(n

81
ε ). For each main structure, we run procedure H to generate the

schedule. The step 2 and 3 of procedure H runs in linear time, the bottle neck of
the procedure H is step 1 that finding a feasible solution of the linear program-
ming (a polynomial-time procedure). Each linear program has at most O(n 273

ε3 )
variables and O(n + 135

ε ) constraints. Assume the input size is N which is poly-
nomial with, then the algorithm of [15] can solve the linear program in time
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O
(
(n 273

ε3 + n + 527
ε )1.5n 273

ε3 N
)
, since 1

ε is the constant, thus the complexity of

solving the linear programme is O(n2.5N). Hence total running time of the Algo-
rithm1 would be O(n2.5+ 81

ε N). Since N is polynomial to n, the Algorithm 1 runs
in polynomial time. ��

4 Conclusion

In this paper, we study the problem TF2|si|Cmax. Unlike the previous algorithm
that only focuses on the size of each job, we consider the size, processing time
of each job and the transporting time together. By this way, we improve the
approximation ratio and get a (53 + ε)-approximation algorithm for this prob-
lem. When the transporting time is short enough, the algorithm even can reach
approximation ratio of (32 + ε).

Even this algorithm has a better approximation ratio theoretically, but the
algorithm is slower than the known algorithm [2,4,17]. It will be interesting to
find a faster algorithm that can remove the ε from the approximation ratio.

Appendix

Lemma 2. Consider any input L with x items with size in (12 , 1], y items with
size in (13 , 1

2 ] of the bin-packing problem. Then we can construct a new input L′

with the following two conditions such that FFD(L′) ≤ 3
2OPT (L) + 1

Condition 1: the total size of L
′
is at most the total size of all items in L.

Condition 2: L
′
has at most x, y number of items with size in ( 12 , 1], ( 13 , 1

2 ]
respectively.

Proof. There are two cases after running the FFD algorithm to the L′:
Case 1: The last bin has at least one item with size > 1

3 .
In this case, the worst case of packing results of L

′
is that the each job with

size in ( 12 , 1] takes one bin, every two jobs of size in (13 , 1
2 ] take one bin. Then we

have FFD(L
′
) ≤ �y

2 � + �x
2 �. We also have

OPT (L) ≥
{

x x ≥ y

x + �y−x
2 � x < y

Then we get FFD(L′) ≤ 3
2OPT (L) + 1.

Case 2: the last bin only contains the items with size ≤1
3 . As we can see, all

the other bins contain at least 2
3 size of items. If FFD uses at least 3

2OPT (L)+2
bins, then FFD packs at least (32OPT (L) + 1) × 2

3 = OPT (L) + 2
3 size of items,

so we get a contradiction: the total size of the items of L
′
is larger than OPT (L)

while OPT (L) is larger than the total size of the items in L. Thus we have
FFD(L

′
) ≤ 3

2OPT (L) + 1. ��
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Lemma 3. The partition contains at most the polynomial number of the main
structures.

Proof. If the feasible schedules are grouped into the same main structure, then it
means these schedules share the same characteristics which are aforementioned.

When t ≥ γ: the first characteristic will generate at most χ
2970

ε + 1485×81
ε3 num-

ber of main structures. The second characteristic will produce at most
(
55
ε

)χ

number of main structures since each δ-interval can assign at most δ
γ = 55

ε

batches. In the last characteristic, we will also obtain at most
(
55
ε

)χ number of
main structures.

When t < γ: the first character will generate at most χ
2970

ε number of main
structures. The second character will produce at most nχ number of main struc-
tures since each interval can be assigned at most n batches. Similar to the second
character, the third character will generate at most n2χ number of main struc-
tures. In the last characteristic, at most

(
55
ε

)χ number of main structures will
be obtained.

The number of the partition beforementioned can be bounded by the product
of the above number of the main structures generated by the given characteristics
respectively. Since χ is an constant, the number of the main structures of the
partition is bounded by O(n3χ). ��
Lemma 6. For the δ-interval i of the optimal schedule and the associated time
interval of S∗

1 , on transporter V we have:

– t ≥ δ: UV
i ≤ uV

i + γ when 1 ≤ i ≤ ωV − 1, and UV
ωV ≤ uV

ωV + γ + t2
– t < δ

2 : UV
i ≤ 3

2uV
i + 9

4γ when 1 ≤ i ≤ ωV − 1, and UV
ωV ≤ 3

2 (uV
ωV + t2) + 9

4γ

Proof. Here we consider three cases:

1. When t ≥ δ, we first consider the time interval i where 1 ≤ i ≤ ωV − 1, in
this case, each time interval only can assign at most 1 batch, we can see that
if the optimal schedule only have one batch in the δ-interval i, then the jobs
assigned in associated time interval of schedule S∗

1 will also be packed to a
single batch. Thus UV

i ≤ uV
i + γ holds. Then we consider the time interval

ωV . In the schedule S∗
1 , there is only one batch assigned in the associated

time interval ωV , we have UO
ωV ≤ t. In the optimal schedule, the transporter

V might not need to go back to machine A, thus we can obtain uV
ωV ≥ t1.

Hence we have UO
ωV ≤ uV

ωV + γ + t2.
2. When γ ≤ t < δ

2 , we first consider the time interval i where 1 ≤ i ≤ ωV − 1.
From the Lemma 1, we can see that if the optimal schedule only need the
L∗

i batches in the δ-interval i, then the jobs assigned in the associated time
interval in the schedule S∗

1 needs 3
2L∗

i batches. Thus UV
i ≤ 3

2uV
i + 9

4γ holds.
Then we consider the time interval ωV , in this time interval, the transporter V
in schedule S∗

1 needs to go back to machine A for delivering the left fractional
jobs while the optimal solution does not need. Here we have uV

ωV ≥ (L∗ −
1)t + t1, UV

ωV ≤ 3
2L∗t, since t1 + t2 = t, then we have UV

ωV ≤ 3
2

(
uV

ωV + t2
) ≤

3
2

(
uV

ωV + t2
)

+ 9
4γ.
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3. When t < γ, from the Lemma 2, we can see that if the optimal schedule
only need the L∗

i batches in the δ interval i, then the jobs assigned in the
associated time interval in schedule S∗

1 can be packed into 3
2L∗

i + 1 batches.
When 1 ≤ i ≤ ωV − 1, since the transporter V in optimal solution and the
schedule S∗

1 both need to go to machine A, and t ≤ γ, thus the lemma holds.
When i = ωV , the optimal solution does not need to go back to machine A in
the last batch. Hence we have uV

ωV ≥ (L∗ − 1)t + t1, UV
ωV ≤ 3

2 (L∗ + 1)t, since
t < γ and t2 < γ

2 , then we can obtain UO
i ≤ 3

2uO
i + 9

4γ ≤ 3
2

(
uV

ωV + t2
)

+ 9
4γ.

��
Lemma 8. On transporter V, for the δ-interval i of the optimal schedule and
the associated time interval of S∗

1 , we have:

1. When t ≥ δ: EV
i ≤ eV

i + (i − 1)γ, CV
i ≤ cV

i + iγ where 1 ≤ i ≤ ωV − 1, and
EV

ωV ≤ eV
ωV + (ωV − 1)γ, CV

ω ≤ cV
ωV + ωV γ + t2.

2. When t < δ
2 : EV

i ≤ 3
2eV

i + 9
4 (i − 1)γ, CV

i ≤ 3
2cV

i + 9
4 iγ where 1 ≤ i ≤ ωV − 1,

and EV
ωV ≤ 3

2eV
ωV + 9

4 (ωV − 1)γ, CV
ωV ≤ 3

2 (cV
ωV + t2) + 9

4ωV γ.

Proof. We will prove two different cases respectively:

1. When t ≥ δ: In the time interval 1, we have:
EV

1 = 0 ≤ eV
1 and CV

1 = 0 + UV
0 ≤ 0 + uV

0 + γ ≤ cV
1 + γ

When i = k(1 ≤ k ≤ ωV − 2), assume the equations EV
k ≤ eV

k + (k − 1)γ
hold. Then when i = k + 1, we have:

EV
k+1 = max{k(δ + γ), EV

k + UV
k }

≤ max{k(δ + γ), EV
k + uV

k + γ}
≤ max{k(δ + γ), eV

k + (k − 1)γ + uV
k + γ}

≤ eV
k+1 + kγ

CV
k+1 ≤ EV

k+1 + UV
k+1

≤ eV
k+1 + kγ + uV

k+1 + γ

≤ (eV
k+1 + uV

k+1) + (k + 1)γ

≤ cV
k+1 + (k + 1)γ

When i = ωV , we have:

EV
ωV = max{(ωV − 1)(δ + γ), EV

ωV −1 + UV
ωV −1}

≤ max{(ωV − 1)(δ + t2 + γ), EV
ωV −1 + uV

ωV −1 + γ}
≤ max{(ωV − 1)(δ + γ), eV

ωV −1 + (ωV − 2)γ + uV
ωV −1 + γ}

≤ eV
ωV + (ωV − 1)γ

CV
ωV ≤ EV

ωV + UV
ωV

≤ eV
ωV + (ωV − 1)γ + uV

ωV + γ + t2

≤ (eV
ωV + uV

ωV ) + ωV γ + t2

≤ cV
ωV + ωV γ + t2

2. When t < δ
2 : we first have: EV

1 = 0 ≤ eV
1 and CV

1 = 0+UV
0 ≤ 0+ 3

2uV
0 + 9

4γ ≤
3
2cV

1 + 9
4γ.
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When i = k(1 ≤ k ≤ ωV − 2), assume the equations EV
k ≤ 3

2eV
k + 9

4 (k − 1)γ
hold.
Then when i = k + 1, we have:

EV
k+1 = max{3

2
kδ +

9
4
(k − 1)γ,EV

k + UV
k }

≤ max{3
2
kδ +

9
4
(k − 1)γ,

3
2
eV
k +

9
4
(k − 1)γ +

3
2
uV

k +
9
4
γ}

≤ 3
2

max{kδ, eV
k + uV

k } +
9
4
kγ

≤ 3
2
eV
k+1 +

9
4
kγ

CV
k+1 = EV

k+1 + UV
k+1

≤ 3
2
eV
k+1 +

9
4
kγ +

3
2
uV

k+1 +
9
4
γ

≤ 3
2
(eV

k+1 + uV
k+1) +

9
4
(k + 1)γ

≤ 3
2
cV
k+1 +

9
4
(k + 1)γ

When i = ωV , we have:

EV
ωV = max{3

2
(ωV − 1)δ +

9

4
(ωV − 2)γ, EV

ωV −1 + UV
ωV −1}

≤ max{3

2
(ωV − 1)δ +

9

4
(ωV − 2)γ,

3

2
eV

ωV +
9

4
(ωV − 2)γ +

3

2
uV

ωV −1 +
9

4
γ}

≤ 3

2
max{(ωV − 1)δ, eV

ωV −1 + uV
ωV −1} +

9

4
(ωV − 1)γ

≤ 3

2
eV

ωV +
9

4
(ωV − 1)γ

CV
ωV = EV

ωV + UV
ωV

≤ 3

2
eV

ωV +
9

4
(ωV − 1)γ +

3

2
uV

ωV +
9

4
γ +

3

2
t2

≤ 3

2
(eV

ωV + uV
ωV ) +

9

4
ωV γ +

3

2
t2

≤ 3

2
cV

ωV +
9

4
ωV γ +

3

2
t2

Thus the lemma holds.

��
Theorem 1. The Algorithm1 can generate a feasible schedule within the length
( 53 + ε)OPT in polynomial time. When t < δ

2 , the algorithm will obtain the
approximation ratio ( 32 + ε).

Proof. In the Lemma 10, we already prove that the algorithm will produce the
feasible schedule.
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First, we prove the length of the schedule: From the above lemma, assume
the length of the S∗

2 is T ∗ and we have T ′ ≤ 7
3OPT .

When t ≥ δ, since OPT ≥ t + t1, t1 ≥ t2, then we have t ≤ 2
3OPT . Then we

can obtain:

T ∗ ≤ OPT + t2 + χγ + 4(δ + γ) + t1 + 6χγ

≤ OPT + t + (7χ + 4)γ + 4δ

≤ 5
3
OPT + (7χ + 4)γ + 4δ

≤ 5
3
OPT +

(
4
27

+
7 × 27 + 4

1485

)
εT ′

≤ 5
3
OPT +

8
27

εT ′

≤
(

5
3

+ ε

)
OPT

When γ ≤ t < δ
2 , we obtain:

T ∗ ≤ 3
2
OPT +

9
4
χγ +

3
2
t2 + χγ + 4

(
3
2
δ +

9
4
γ

)
+ t1 + 6χγ

<
3
2
OPT +

((
9
4

+ 6
)

χ + 9
)

γ + 6δ + t +
t2
2

≤ 3
2
OPT +

((
9
4

+ 6
)

χ + 9
)

γ + 6δ +
δ

2
+

δ

8

≤ 3
2
OPT +

(
27 × 33

4ε
+ 9

)
ε2T

′

1485
+

53εT
′

216

<
3
2
OPT + εOPT

≤
(

3
2

+ ε

)
OPT

When t < γ, we can obtain:

T ∗ ≤ 3
2
OPT +

3
2
t2 + 4

(
3
2
δ +

9
4
γ

)
+ (5χ + 2)γ

<
3
2
OPT +

((
9
4

+ 5
)

χ + 11
)

γ + 6δ

<
3
2
OPT +

(
29 × 27

4ε
+ 11

)
ε2T

′

1485
+

6εT
′

27

≤ 3
2
OPT + εOPT

<

(
3
2

+ ε

)
OPT



A New Approximation Algorithm for Flow Shop 139

Second we show that the time complexity of the algorithm. We already
showed that the algorithm would generate all main structures with time com-
plexity O(n

81
ε ). For each main structure, we run procedure H to generate the

schedule. The step 2 and 3 of procedure H runs in linear time, the bottle neck of
the procedure H is step 1 that finding a feasible solution of the linear program-
ming (a polynomial-time procedure). Each linear program has at most O(n 273

ε3 )
variables and O(n + 135

ε ) constraints. Assume the input size is N which is poly-
nomial with, then the algorithm of [15] can solve the linear program in time
O

(
(n 273

ε3 + n + 527
ε )1.5n 273

ε3 N
)
, since 1

ε is the constant, thus the complexity of

solving the linear programme is O(n2.5N). Hence total running time of the Algo-
rithm1 would be O(n2.5+ 81

ε N). Since N is polynomial to n, the Algorithm 1 runs
in polynomial time. ��
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Abstract. Interactive segmentation has been successfully applied to
various applications such as image editing, computer vision, image iden-
tification. Most of existing methods require interaction for each single
image segmentation, which costs too much labor interactions. To address
this issue, we propose a kernel based semi-supervised learning frame-
work with manifold regularization for interactive image segmentation in
this paper. Specifically, by manifold regularization, our algorithm makes
similar superpixel pair bearing the same label. Moreover, the learned
classifier on one single image is directly used to similar images for seg-
mentation. Extensive experimental results demonstrate the effectiveness
of the proposed approach.

Keywords: Interactive image segmentation
Semi-supervised learning · Manifold regularization

1 Introduction

Image segmentation, aiming to separate foreground from a given image, is one of
the most important and basic tasks in computer vision. Fully automatic segmen-
tation is arguably an intrinsically ill-posed problem because the region of interest
to users is uncertain and manual segmentation is time-consuming. Interactive
image segmentation has demonstrated great practical importance and popular-
ity [1]. In an interactive segmentation method, it is fed with an image and the
corresponding interactions and outputs the segmentation result.

So far, many algorithms for interactive image segmentation have been pro-
posed. The existing methods can be divided into four categories according to
the interaction mode: seed/scribble based [2–4,11], contours based [5], bound-
ing boxes based [6–8] and query based [9,10]. There are two categories for the
existing methods considering the algorithm’s principle. One is based on prob-
ability estimation, which segments the image by estimating the probability of
each pixel or super pixel as foreground given the seed. The another is based
c© Springer Nature Singapore Pte Ltd. 2018
L. Li et al. (Eds.): NCTCS 2018, CCIS 882, pp. 141–149, 2018.
https://doi.org/10.1007/978-981-13-2712-4_10
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on graph, where there are two subcategories: MRF model based [1,6] and Ran-
dom walker based [3,16]. The Markov random field (MRF) theory provides an
effective and consistent way of modeling contextual information such as image
pixels and features. In this model, the mutual influences among pixels can be
formulated into conditional MRF distributions. The solution of random walker
probabilities has been found the same as minimizing a combinatorial Dirichlet
problem [11]. The existing interactive image segmentation algorithms have been
able to meet most tasks of image segmentation. However, when a user encoun-
ters a group of similar images, for example, medical images in a specific medical
diagnosis problem often have the same color space distribution, interacting with
each image is a tedious task. Existing methods interacting with each image does
not take advantage of the prior knowledge when dealing with a set of similar
images. The proposed method can segment a set of similar images by interacting
with only a single image within the set.

This paper proposes an interactive segmentation algorithm that can deal with
batches of similar image segmentation tasks. Unlike the previous method, this
paper uses a semi-supervised learning method to train a kernel classifier, taking
labeled foreground and background pixel as positive and negative samples for
training, and other pixels as unlabeled training samples. By adding manifold reg-
ularization term [12], the geometric distributions of the classification hyperplane
and the superpixel feature space fit more closely. Under the trained classifier,
all the superpixels will be divided into two classes, foreground and background.
Therefore, the classifier trained for similar image features can still be used for the
image data set with similar feature distribution, and the segmentation process
on the new data set is automatic.

Fig. 1. The steps of the interactive segmentation method using manifold regularization
(Color figure online)
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2 Related Works

2.1 Graph-Based Interactive Segmentation

Interactive segmentation based on graph has been the mainstream method. The
state-of-art methods Graphcut, Grabcut and random walking all are graph-based
methods. They use pixels or superpixels as nodes and define a weight for each
edge, and the segmentation of the graph is realized by using the spectral infor-
mation or the graph cut theory. Graphcut takes full advantage of the map region
information and border information. Grabcut is intrinsically a Graphcut algo-
rithm using the distribution of color information. Random walking takes advan-
tage of the color features of pixels and the adjacency between pixels.

2.2 Semi-supervised Learning Framework Using Manifold
Regularization

The semi-supervised learning framework using manifold regularization was pro-
posed by Belkin et al. in 2006. It is a graph-based semi-supervised learning
framework. This framework exploits the geometry of the probability distribu-
tion that generates the data and incorporates it as an additional regularization
term [12]. It can use the information of a small number of labeled samples and
the sample distribution information represented by most unlabeled samples to fit
the classification hyperplane with all samples. It optimizes the model by adding
a manifold regular term to the standard regularized learning framework:

min Loss + γ1 ‖f‖k + γ2 ‖f‖M , (1)

The first term is the loss between f(x) and y. The term ‖f‖M in formula (1)
is the manifold regularization which is an appropriate penalty term that should
reflect the intrinsic structure of Px. ‖f‖k is standard regularization controlling
the complexity of f . Intuitively, ‖f‖M is a smoothness penalty corresponding
to the probability distribution. For example, if the probability distribution is
supported on a low dimensional manifold, ‖f‖M may penalize f along that
manifold. γ1 controls the complexity of the function in the ambient space while
γ2 controls the complexity of the function in the intrinsic geometry of [12].

3 Approach

3.1 Graph Construction

We construct a graph G(V,E,W ) for an input image I, where V = [vi]
N
i=1 is a

set of superpixels, and E represents the edge of the pairwise superpixels, and the
W represents the weight of the edges. We use SLIC [13] superpixels as samples
in our approach to reduce the dimension of matrix calculation in the models
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mentioned in Sect. ss. The weight on an edge represents the similarity of a pair
of superpixels. We define the similarity Wij between superpixel pair (vi, vj) as:

Wij =

⎧
⎨

⎩

exp(−β ‖xi − xj‖2) if(vi, vj) ∈ ℵ

0 otherwise
(2)

where the xi and xj denote the feature at the superpixel vi and vj , respec-
tively. ℵ is the set of all adjacent superpixels, and the constant β controls the
strength of the similarity. We define the similarity between non-adjacent super-
pixels as 0, to reduce the computational complexity of the method.

3.2 Learning Model

Laplacian-SVM [12] is a model of the learning framework mentioned at Sect. 2.2,
which is to add manifold regularization term to classical SVM. We assume
x1, x2, · · · , xl, · · · , xl+u represent the feature vectors of superpixels v1, v2, · · · , vl,
· · · , vl+u, where x1, x2, · · · , xl represent the feature vector of labeled super-
pixels,and y1, y2, · · · , yl represent the corresponding label, yi ∈ {1,−1}. When
yi = 1, the corresponding superpixel v1 is marked as foreground, and yi = −1
for background. By leveraging a kernel function κ : Rd × Rd → R that induces
the Re-producing Kernel Hilbert Space, the Representer theorem states that the
target classification function is:

f(x) =
N∑

i=1

κ(x, xi)αi (3)

where αi is the expansion coefficient contributing to the functional base
κ(·, xi). Then we establish the Laplacian as minimizing the following objective:

min
f∈Hk

1
l

l∑

i=1

(1 − yif(xi)) + γ1 ‖f‖k + γ2f
TLf (4)

where f = [f(x1), f(x2), · · · , f(xN )]T , L is Laplacian matrix defined with L =
D − W , and D is a diagonal matrix made up of Dii =

∑N
j=1 Wij , the ith row

and jth column element. The first term in the Eq. (4) is hinge loss function
max [0, 1 − yif(xi)]. The second term is standard regularization which controls
the complexity of the classification function f(x) and the third term is manifold
regularization. The function f is to classify the superpixels into foreground and
background. We learn the f through the above model, then we can use f to
predict the remaining unlabeled superpixels as a result f∗ = Kα∗, where K =
[κ(xi, xj)]1<i,j<N ∈ Rn×n, and α∗ is calculated by optimizing the formula (4).

3.3 User Interaction and Post-processing

The labeled samples are obtained by the way that user mark the pixels by green
and red as shown in the Fig. 1, where the superpixels marked green is positive
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samples and red one negative. We choose the way like draw lines, mark the point
as the user interaction.

Using this method will meet a problem that there is much noise in the result-
ing background, as shown in Fig. 2. We calculate the Maximum Connected Com-
ponent of the mask of an image may solve this problem, and error rate reduce
greatly.

Fig. 2. Comparison of accuracy and performance before and after post-processing, the
left column is error rate, the right column is result of segmentation.

3.4 Similar Images Segmentation

When we are faced with the task of segmenting a group of similar images, the
previous method of interactive image segmentation seems less intelligent and
needs to provide interactive information for each image, since it ignores the prior
knowledge that this group of images are similar. Interacting with one or some of
the representative images, obtaining a classifier, also reaches good performance
for other similar images. Similar images are of similar color features. Therefore,
a classifier trained for one image among a set of similar image can be used for
predicting the foreground of the rest images.

We can formally describe the problem. For a segmentation task T , there
are S images I1, I2, · · · , IS , we can obtain a feature matrix XNi×d for each
image Ii, where Ni is the number of superpixel of image Ii and d represents
feature’s dimension of superpixel. Choosing one tipical image It, users mask the
foreground and background superpixels, input the interactions into the learn-
ing model in Sect. 3.2, and then obtain a classification function ft = αT kt(x),
wherekt(x) = [κ(x1, x), · · · , κ(xNt

, x)]. We can use this function to predict the
other similar images. For image Ii of this task T :

Y = K1iα (5)
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where Y represents the predict label, and K1i = [κ(xkt
, xji)]1≤kt≤Nt,1≤ji≤Ni

∈
RNt×Ni .

4 Experiment

In this section, we evaluate the proposed approach on Grabcut dataset and
Berkeley Segmentation Dataset 300 and compare it with the state-of-the-art
methods. Another experiment on video frames is also conducted and shows the
validity of the proposed approach.

4.1 Segmentation of a Single Image

We conduct experiments on Microsoft GrabCut dataset, which includes 50
images with ground truth segmentations. For this dataset, we use the public
seeds information [14] as the label information for pixels. For both datasets, we
use the SLIC superpixels to produce nearly 250 superpixels per picture, where
each superpixel is of about 250 pixels large for a typical 321 * 481 image. We use
the average color of pixels in both RGB and Lab color space as features for every
superpixel, and thus the number of feature dimensions is 6 (3 for Lab Space, 3
for RGB space). We may treat this superpixel segmentation process as a pre-
processing phase, and the entire framework will start after this step. We set the
parameters as follows: σ = 0.5, λ1 = 0.1, λ2 = 30 in this part of experiment, In
the we will discuss the relation-ship between the change of parameters and the
segmentation result.

Table 1. Mean and variance of error rates of different methods on the Grabcut dataset.

Methods Error rate (%)

Mean (±) Std

GrabCut [6] 5.46± 4.2

Random walker [3] 6.45± 4.8

Sub-Markov random walk [16] 4.61± 3.2(listed [10])

Laplacian coordinates [15] 5.04± 3.8(listed [10])

Nonparametric higher-order model [17] 4.25± 3.7(listed [10])

Pairwise likelihood learning [10] 3.49± 2.6(listed [10])

Ours 2.47± 2.1

To evaluate our method,we compare our results with the six other state-
of-the-art methods. We compare the performance of the different methods by
comparing the error rate ε = Nerror

Nunlabel
, where Nerror represents the number of

wrongly classified pixel, and Nunlabel represents the number of all unlabeled
pixel. As shown in Table 1, our method based on manifold regularization is effec-
tive for interactive image segmentation (Fig. 3).
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Fig. 3. The first column is the user’s interaction with the images of Grabcut dataset,
the second column is the segmentation result of foreground, the third column is the
mask of the segmentation result, and the last column is the ground truth.

4.2 Segmentation of a Set of Similar Images

We also use this method to solve the video cutout problem. The frames of a
video are a batch of images with similar color distribution. We use one image to
train the classifier and then predict the other images. We use the algorithm for
several video data in [18] to observe the performance of the method on similar
images. The quantitative result is shown in Table 2, and the qualitative results
are shown in Fig. 4. Existing interactive methods cannot implement video cutout
with little interaction. Therefore, the existing methods and the method in this
paper are not comparable in this experiment.

Table 2. Performance on Jumpcut dataset.

Methods Error rate (%)

Mean (±) Std

Bear 2.53± 3.83

Cheetah 1.66± 0.52

Kung Fu 1.83± 1.00

Pig 3.36± 1.59
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Fig. 4. Examples of cases where the method uses in Jumpcut video dataset, the first
row is the interaction and the frames of video, the second is the segmentation results
by our method, the last row is the ground truth.

5 Conclusion

In this paper we presented an interactive image segmentation method by a semi-
supervised learning framework by incorporating manifold regularization term.
To improve the segmentation accuracy and expand the application scenario,
we train a classifier for each image as a segmentation discriminator for each
superpixel. Good segmentation results obtained for single image and groups of
similar images.
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Abstract. Chronic wounds have a long recovery time, occur extensively, and
are difficult to treat. They cause not only great suffering to many patients but
also bring enormous work burden to hospitals and doctors. Therefore, an
automated chronic wound detection method can efficiently assist doctors in
diagnosis, or help patients with initial diagnosis, reduce the workload of doctors
and the treatment costs of patients. In recent years, due to the rise of big data,
machine learning methods have been applied to Image Identification, and the
accuracy of the result has surpassed that of traditional methods. With the fully
convolutional neural network proposed, image segmentation and target detec-
tion have also achieved excellent results. However, due to the protection of
patient privacy, medical images are often difficult to obtain and insufficient
training data leads to poor segmentation and recognition. To solve the above
problem, we propose the chronic wounds image generator based on DCGANs.
First, we select high-quality images of chronic wounds and process them to form
a data set containing 520 images. Then we build a generator and discriminator
network model to generate new images. Finally, we use the existing methods of
chronic wound segmentation and recognition to test. The results show that the
generated images can be used to expand the training set and further improve the
segmentation and recognition accuracy.

Keywords: Chronic wounds segmentation
Deep convolutional neural networks � Generative adversarial networks

1 Introduction

In recent years, with the rise of big data, the field of artificial intelligence has been
aroused a broad concern. AlexNet [1], the champion of ImageNet competition in 2012,
uses convolutional neural networks for image classification and recognition. Its accu-
racy exceeds the traditional method significantly, which makes people pay attention to
the application of convolutional neural networks in the field of image classification
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again. Afterward, people continued to innovate (VGG [2], GoogleNet [3], Residual Net
[4], DenseNet [5], CapsuleNet [6] and other deep neural networks), and further
improve the accuracy of image classification. However, in the field of medical image
classification and segmentation, there are small image data sets due to the protection of
the patient’s privacy. Therefore, the application of convolutional neural networks in
this area is not effective.

Chronic wound including Diabetic foot ulcers, venous leg ulcers, and acne, has
long recovery time and need different methods of treatment at various period. The
current treatment of chronic wounds usually takes up a significant amount of medical
resources and is not easy to treat [7–9]. Long-term hospitalization is a burden for both
hospitals and patients. On the one hand, the resources of the hospital are occupied for
an extended period, and it is impossible to provide medical services to other patients in
urgent need. On the other hand, the long-term hospitalization costs are too high for
most of the patients to afford. It is also very common in some remote areas, patients are
far away and inconvenient to see a doctor. These conditions have brought great suf-
fering to the patients.

Hence, it is of great importance to generate more chronic wounds images from the
limited number of images that we have. This method helps improve the accuracy of
segmentation and classification and the results obtained can assist doctors in diagnosis.

In this paper, we make the following contributions:
We propose chronic wounds image generator based on DCGANs [10] to solve the

problem of insufficient dataset.
We design a new generator and discriminator architecture based on the features of

the chronic wounds images.
We used the segmentation and identification method of the article [16] to conduct

comparative experiments and the results verified that the method could efficiently
improve the segmentation and identification performance.

2 Related Work

A major feature of neural networks is that the larger the data set is, the more com-
prehensive the data is, the less likely it is to produce overfit results, and more likely to
obtain the higher accuracy results. When the data set is insufficient, data augmentation
methods are needed to augment the original data for obtaining more training and test
images. At present, the commonly used data augmentation method is the deformation
of data. By enhancing the geometry and color of the image, the operation of rotating,
shifting, flipping, and changing the color of the picture is mainly performed. This idea
can be traced back to augmentation of the MNIST dataset. These transformation
operations can be unified into the following formula:

y ¼ wxþ b ð1Þ

Chronic Wounds Image Generator Based on DCGANs 151



The above ideas are well utilized in the article [11]. The new training data generated
by using data augmentation achieve an error rate of 0.35%. Moreover, in addition to the
classic affine transformation, digital data can also be elastically transformed.

In addition to traditional data enhancement methods, generating antagonism net-
works (GANs) has long been considered a powerful technique for automatically
generating new training images, and has demonstrated effectiveness in many data
generation tasks, such as the generation of novel passages [12]. Antagonistic generation
networks (GANs), using neural networks as models, the whole antagonism process can
be summarized as follows:

Assume that the generation model is g(z), where z is random noise and g converts
this random noise to the data type x. In the area of image augmentation, the output of g
is an image. D is a discriminative model. For any input x, the output of D(x) is a real
number in the range of 0–1 to determine the probability that the image is a real image.
Let Pr and Pg respectively represent the distribution of the real image and the distri-
bution of the generated image. The objective functions of our discriminant model are as
follows:

maxD Ex� pr ½logDðxÞ� þEx� pg logð1� DðxÞ½ � ð2Þ

Similarly, the goal of the generative model is to make the discriminant model
indistinguishable from the real image and the generated image. Then the entire opti-
mization objective function is as follows:

ming maxD Ex� pr logD xð Þ½ � þEx� pg ½logð1� DðxÞÞ� ð3Þ

The optimization method of this maximum minimization objective function is to
interactively iterate D and g, fix g, and optimize D. After a period, fix D and optimize g
until the process converges.

GANs can also be used to transfer images from one style to another [13] (style
transfer). For example, when only photos taken on a sunny day are collected, it is
possible to use the generated night or rain picture to train the vehicle for automatic
driving at night or on a rainy day. By using transfer learning techniques, GANs have
also proven to be effective of relatively small dataset [14]. In addition, GANs also have
good applications in medical image segmentation and recognition. For example, the
article [15] first uses traditional methods to enhance data, and then use GANs to
generate data to increase dataset and diversity further. Compared with methods that
only use traditional data augmentation, the method of adding GANs increase accuracy
of results significantly. Moreover, the article [10] combine deep convolutional net-
works with GANs to produce more complicated images. We were inspired by this
article and improve the model for the features of chronic wounds images.
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3 Method

The model of the article [10] cannot grab the features of the chronic wounds images
well (see Fig. 5, row 3). Therefor we made improvements to the model as follows.

3.1 Generator Architecture

The generator is composed of one fully connected layer and five convolutional layers.
The fully connected layer takes a 100-dimension noise as input and connects it to
4 * 4 * 1024 neurons. After reshaping them to form 1024-channel feature maps with
size 4 by 4, five transposed_convolution layers are followed. Each layer is followed by
a batchnorm layer to accelerate the convergence. The kernel size and stride of each
convolutional layer are 3 by 3 and 2. They are activated by ReLU except for the last
layer which uses Tanh activation (Fig. 1).

As the figure shown above, a 100-dimensional uniform distribution Z is reshaped to
4 � 4 � 1024. Five transposed_convolution with stride 2 then converts Z into a
128 � 128 pixel image.

3.2 Discriminator Architecture

The discriminator is composed of ten convolutional layers. The input is a 128 * 128
pixel image, and ten convolutional layers are followed. We then get the 4 * 4 * 1024
output and connect it to one number. (0 or 1, indicating false or true) Each layer is
followed by a batchnorm layer to accelerate the convergence. The kernel size and stride
of each convolutional layer are 3 by 3 and 1 or 2 (The convolution layer with stride 2
serves as pooling layer, but is better than pooling layer). They are activated by SeLU
(Fig. 2).

As the figure shown above, a 128 � 128 pixel image is the input. Five convolution

Fig. 1. The generator architecture.
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layers with stride 1 and five convolution layers with stride 2 convert the input into
4 � 4 � 1024 and finally get a number ranging from 0 to 1.

3.3 Details of Adversarial Training

The model was trained with mini-batch stochastic gradient descent (SGD) with a mini-
batch size of 36. All weights were initialized from a zero-centered Normal distribution
with standard deviation 0.02. The learning rate of the Adam optimizer was 0.001, and
the momentum term was 0.5.

4 Experiment

4.1 Chronic Wounds Images Generating

Experiment Environment. We use an NVIDIA Geforce 1080Ti GPU to speed up
parameter learning and evaluate the learned model on a computer with Intel Core i7-
8700 K CPU @ 3.70 GHz and 32 GB RAM. The program runs on a 64-bit windows10
home operating system with CUDA 9.0 and Tensorflow 1.7.0-GPU [17] installed.

Data Set. We use the data set that is built by the article [16]. The dataset is collected
partly from cooperated medical institutions and partly from Medetec Wound Database
[18]. It is made up of chronic wound images. However, some of the images are of low
quality, so we carefully pick 450 out of 950 images and then resized in a uniform
resolution (128 by 128 pixels).

4.2 Existing Methods for Comparing Experiment

We use the method of the article [16] to evaluate the generated chronic wounds images.
First, we use the dataset that we built to train the network and get the segmentation
results. Then we add the 284 newly generated chronic wounds images to the dataset to
train and get the segmentation results. Finally, we run the results on the same test set
and compare the accuracy. The evaluation standard is as follows:

Fig. 2. The discriminator architecture.
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TP: the ground-truth is positive and the prediction is positive.
FN: the ground-truth is positive but the prediction is negative.
FP: the ground-truth is negative but the prediction is positive.
TN: the ground-truth is negative and the prediction is negative.

We use accuracy, mean intersection-over-union (mIoU), and dice similarity coef-
ficient (DSC) to compare the result. They are computed as follows:

Acurracy ¼ TPþ TN
TPþFPþ TNþFN

ð4Þ

mIoU ¼ TP
TPþFPþFN

ð5Þ

DSC ¼ 2 � TP
2 � TPþ TFþFN

ð6Þ

5 Results

5.1 Chronic Wounds Images Generating

Figures 3 and 4 show the discriminator loss and generator loss situation. As we can see
form the figures, both curves are smooth and more training steps to ensure conver-
gence. Figure 5 shows the results that we got:

Fig. 3. Discriminator loss
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The generated images of our method have mainly all the characters that the chronic
wounds images have: the skin, the wound area. People could tell the images imme-
diately and the images are good enough for training. That means the chronic wounds
generator works fine. In contrast, the third row shows the model of the article [10] does
not fit for chronic wounds images.

Fig. 4. Generator loss

Fig. 5. The first row is the training images and the second row is the images that we generate,
the third row is generated by the article [10]
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5.2 Existing Methods for Comparing Experiment

The following table shows the results of comparing experiment (Table 1):

We use the traditional method (flip, crop, rotate) to get another 450 images. We also
generate and carefully pick 450 images by comparing with original images using our
method. We choose 13/18 of the total images as train set, 1/6 as test set, 1/9 as
validation set.

As we can see from the table above, the traditional methods have a certain degree of
improvement in terms of accuracy, mIoU and DSC. However, our method has a greater
degree of improvement of the three items. Moreover, the testing results of combined
our method with traditional methods almost reach the highest accuracy, mIoU and
DSC. This is because the new generated images not only increase the number of
dataset, but also expand the diversity of the dataset. Therefore, the networks of the
article [16] could learn more features and better segment the chronic wounds images.

6 Conclusion

We propose the chronic wounds image generator to generate new chronic wound
images based on DCGANs. We then do an experiment comparing the accuracy whe-
ther adding the generated chronic wound images for training or not. The results show
that the addition of newly generated chronic wound images to the training set lead
higher segmentation accuracy. This approach can be considered to generate new
medical images when there is an insufficient dataset. Therefore, it can further improve
the segmentation and identification accuracy. Moreover, according to the experiment
result, it will achieve better results when combined with traditional methods. Further
work will focus on transforming the discriminator into a separate network to segment
and identify chronic wound images.

Table 1. Comparing experiment

Train method Model Accuracy (%) mIoU (%) DSC (%)

Original dataset MobileNet � 0.75-fcn16 97.82 82.86 90.92

With traditional method MobileNet � 0.75-fcn16 97.26 83.29 91.44

With our method MobileNet � 0.75-fcn16 98.57 85.28 92.05

With our method and traditional method MobileNet � 0.75-fcn16 98.53 85.25 92.76
Original dataset VGG16 � 0.75-fcn16 97.96 82.35 90.32

With traditional method VGG16 � 0.75-fcn16 97.64 83.70 91.70

With our method VGG16 � 0.75-fcn16 97.91 84.39 92.94

With our method and traditional method VGG16 � 0.75-fcn16 98.56 84.63 92.97
Original dataset VGG19 � 0.75-fcn16 97.59 82.44 90.54

With traditional method VGG19 � 0.75-fcn16 97.76 83.32 91.30

With our method VGG19 � 0.75-fcn16 98.22 84.22 92.43

With our method and traditional method VGG19 � 0.75-fcn16 98.53 85.36 92.82
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