
Machine Learning-Based Classification
of Good and Rotten Apple

Shiksha Singh and Nagendra Pratap Singh

Abstract An apple is one of the most cultivated and consumed fruits in the world
and continuously being praised as a delicious and miracle food. It is a rich source
of Vitamin A, Vitamin B1, Vitamin B2, Vitamin B6, Vitamin C, and folic acid
etc, whereas the rotten fruits affect the health of human being as well as cause
big economical loss in agriculture sectors and industries. Therefore, identification
of rotten fruits has become a prominent research area. This paper focuses on the
classification of rotten and good apple. For classification, first extract the texture
features of apples such as discrete wavelet feature, histogram of oriented gradients
(HOG), Law’s Texture Energy (LTE), Gray level co-occurrence matrix (GLCM)
and Tamura features. After that, classify the rotten and good apples by applying
various classifiers such as SVM, k-NN, logistic regression, and Linear Discriminant.
The performance of proposed approach by using SVM classifier is 98.9%, which is
found better with respect to the other classifiers.
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1 Introduction

Thedegradation in quality and quantity of the fruits and vegetables is the consequence
of the disease present in the fruits. This results in great loss for economyof agriculture
sectors and industries. Considering the example of soybean rust (rust is fungal disease
in soybean plant), it is reported that by removing the disease in plant by just 20%, the
profit of 11 million- dollar was incurred [1]. The infections or disease in tree leads
to defect in tree’s fruits, branches, leaves and even the twigs. If the illness in fruits is
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inspected at initial stage, the dispersion of the disease to other parts can be reduced
or even it can be eliminated. The reduction in infection in fruits will directly increase
the economy of the agriculture industries.

The disease present in plant evaluates the stability, quality and quantity in yield of
fruits. Till date as per our best knowledge, no such techniques or sensor is developed
which differentiate between the healthy and defected fruits. Only the traditional
method for distinguishing the images are used, these are bare-eyes observation and
scouting method [2]. Scouting method is the adaptive approach which is man driven,
consumes lots of time and implementation is costly.

The method proposed in these papers can be implemented for developing an
automated system for the detection of healthy and defected apples. There are n-
number of application for image processing in agriculture industries. These include
color scanners and cameras for taking images as input and then process it for getting
the desired result. In our work, we have tried to elaborate the image processing and
analyzing them through machine learning techniques [3].

In this paper, we have taken apple dataset for implementing the approach and thus
verifying it. Common disease in apples fruits is caused due to infection or fungal
activity; these diseases are apple rot, apple scab, apple blotch, dagger nematode etc.

In our work, we have given an analytical approach and verified the approach
for the apple classification. This classification is performed by using the various
features of images. Like we are using color and texture features. The approach goes
like, the defected portion of the apple images is identified with k-means clustering
segmentation technique, and then, features are computed over the segmented images
on the color and texture features. Once the feature is extracted, we apply fivefold
and hold-out validation technique. And in last by implementing various classifiers,
we compute the accuracy [2].

Rest of the paper is organized as follows: Sect. 2 contains a deep literature survey.
Section 3 explains the proposedmethod in detail. Section 4 contains the experimental
results and discussion. Finally, the conclusion of the proposedwork is given in Sect. 5.

2 Literature Survey

In this section, we have reviewed work done by various authors in feature extraction
and classification. The authors have used the different features extraction technique
and classifiers for attaining the maximum accuracy in result. Table 1 shows work
done by the researchers in field of apple classification using different classifiers and
feature extraction techniques [4].
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Table 1 Literature survey of various proposed approach with their accuracy

References Dataset Preprocessing
techniques

Feature
extraction

Classifier Accuracy

[2] 320 images of
normal apple

K-means
clustering

Color: GCH,
CCV Texture:
LBP, CLBP
Shape: Zernike
moments

Multiclass SVM The accuracy of
95.94% was
obtained on the
combination of
feature
descriptor CCV,
CLBP and ZM

[11] 100 images of
Jonagold apples

Threshold
segmentation

Texture: standard
deviation
Color: mean
color index
Shape: area
major inertia
moment

Quadratic
discriminant
Analysis

73% accuracy

[12] 500 images of
Jonagold apples

Artificial neural
network-based
segmentation

Average standard
deviation
defected ratio

LDC, k-NN,
fuzzy
k-NN, SVM,
Adaboost

SVM and
Adaboost gives
the accuracy of
90.3%

[13] 166 images of
golden delicious
apples

Gabor wavelet
decomposition
Gabor

Gabor feature
vectors

Gabor-kernel
PCA, PCA,
SVM, Gabor
PCA, kernel
PCA

Gabor-kernel
PCA gives the
highest accuracy
of 90.5%

[14] Fuji apples Vector median
filter

Color: euclidean
distance Shape:
round variance,
eclipse variance,
tightness, ratio of
perimeter and
square area

SVM Combination of
color and shape
feature gives the
accuracy of
57.2%, accuracy
given by color is
67.3% and shape
is 69.2%
separately

[15] Jonagold apples MLP-based
segmentation.

Statistical:
arithmetic mean,
standard
deviation median
minimum
maximum
textural: contrast
angular second
moment
sum-of-squares
variance
invariant
moments
geometric: defect
ratio perimeter
circularity fuzzy
C-means
algorithm

Statistical: LDC
k-NN
fuzzy k-NN
SVM
Syntactical:
Decision tree
C 4.5

Accuracy
evaluated by
the statistical
classifier is
83.6% and
syntactical
classifier 85.6%

(continued)
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Table 1 (continued)

References Dataset Preprocessing
techniques

Feature
extraction

Classifier Accuracy

[16] 210 images of
normal apple

1. Conversion
into HSV color
space and
thresholding
2. transforming
image into
several windows
or planes

Mean standard
deviation

Nearest neighbor
classifier

Accuracy 92%
was detected

[17] 431 images of
normal apple

1. Conversion
into L*a*b*
color
space 2.
K-means
clustering

GCH, CCV, LBP,
CLBP

Multiclass SVM Highest accuracy
90% was given
by CLBP

[18] Normal apple
images

Converting RGB
to HSI color
model

Color: histogram
difference
Morphology:
erosion Texture:
homogeneity

Back
propagation
neural network

Accuracy was
91.17% in case
of color and
morphology

[19] 65 images of
normal apples

Global threshold
segmentation in
L*a*b* color
space

Mean boundary
gradient, mean
intensity, fourier
descriptors filler
blank, invariant
moments

Probabilistic
neural network

The accuracy
came out to be
83.33%

3 The Proposed Method

Image classification depends on integration of spatial, structure and statisticalmethod
[5]. In our research, we have used statistical approach for texture-based feature for
classification of defected and healthy images. Statistical model evaluates the image
on basis of entropy, energy, wavelet etc. Structural method evaluates the image on
basis of the appearance of object like shape, spots etc., on the image. At last, spectral
method uses spectral space representation like Fourier spectrum [5]. The proposed
approach contains four main steps, namely the preprocessing, feature extraction,
feature selection, and classification step as mentioned in Fig. 1.

3.1 Preprocessing of Images

Preprocessing of image involves refining the images. This refinement involves resiz-
ing the images and enhancing the image quality in terms of pixel brightness. Themain
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Fig. 1 Proposed approach

objective behind preprocessing of image is to remove the unnecessary distortion and
enhance the quality of images.

In a preprocessing step of proposed approach, first convert the color image into
grayscale image by using PCA-based color-to-grayscale conversion method because
it preserves both color discriminability and the texture by using simple linear compu-
tations in subspaces with low computational complexity [6, 7] and then applying con-
trast limited adaptive histogram equalization (CLAHE) because CLAHE enhanced
the quality of image and helpful for further image processing steps such as segmen-
tation, feature extraction, restoration, registration etc. [6–8].

3.2 Feature Extraction and Selection

Feature extraction is a process of transforming the input data into set of features
[9]. In our propose approach, texture features are extracted from the all healthy
and defected apple images. Texture refers to the repetition of basic texture element
known as “TEXEL” which contains several pixels that are placed randomly, periodic
or quasi-periodic [9]. There are various feature descriptors for texture feature such as
GLCM, Tamura, HOG, Wavelet transformation, Local-Binary pattern (LBP), Com-
pleted Local Binary Pattern (CLBP) and many more. In the proposed approach, we
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have taken the feature descriptor as GLCM, Wavelet transformation, Tamura, HOG
and LTE for extracting the texture feature.
Gray Level Co-occurrenceMatrix (GLCM): GLCM also known as co-occurrence
distribution. This is second order statistical method for the analysis of texture feature
of the image. The image is composed of pixels and they are associated with a specific
Gray level, that is, intensity and the frequency of combination of different gray levels
co-occurrence is tabulated. This tabulation is known as GLCM. GLCM tabulation
is used for the calculation of texture feature. It gives the measure of fluctuation in
intensity of pixels.
Discrete Wavelet Transform (DWT): DWT is a decomposition technique of any
continuous signal with respect to time such as image in frequency domain. Several
applications such as data compression, removing noise and features detection are
based on this technique. In this technique, an image is first decomposed into series of
wavelet coefficient corresponding to its four frequency sub-bands Low-Low, Low-
High, High-Low, High-High. Most of the image energy/information is concentrated
at its Low-Low frequency sub-band.
Histogram of Oriented Gradients (HOG): HOG is used to detect and extract the
orientation features of an image. This technique is used to extract the distribution of
gradient direction (orientated gradients). Gradients mean the X and Y derivatives of
an image. The following flow is used to extract the HOG features.
Tamura’s Features: These features are based on three fundamental texture features,
contrast, directionality and coarseness. Variety of the texture pattern is the measure-
ment of Contrast. The difference in luminance that’s make an object is the Contrast.
In an image direction of gray level values are measurement of Directionality and
granularity of an image is the measurement of Coarseness.
Law’s Texture Energy: Law’s determined some masks which were used to discrim-
inate the different texture. In this method, texture energy transformation is applied
to the image to calculate the energy within the pass region of filters. The masks of
technique are derived from 1D vectors of five pixel length. By convolving one ver-
tical vector with one horizontal vector, a 2D filter was generated. All the 2D filters
are convolved over the image to extract the features.

After extracting total 108 features, variousmachine learning-based classifiers such
as support vector machine (SVM), k-nearest neighbors (k-NN), Logistic Regression,
Linear Discriminant analysis are used for the classification of healthy and defected
apple image. Short discussion about the various used machine learning-based clas-
sifiers is as follows:
Support Vector Machine: Support Vector Machine (SVM) is a supervised learn-
ing model. This algorithm is used to analyze the data for both classification and
regression. It is a discriminative classifier defined by a separating hyperplane. The
algorithm creates the optimal hyperplane as an output for the labeled training dataset.
This hyperplane divides the dataset in two parts; these two parts are none other than
the two different classes. The SVM does the separation of classes.
k- Nearest Neighbor: It is a supervised and non-parametric algorithm (does not
perform any pre-assumption regarding the distribution) which is deployed for both
classification and regression. The main principle behind the algorithm is to find an
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existing number of training dataset which is nearest in distance to the new point and
then classifies these training datasets in various classes. The neighbors are determined
by calculating the Euclidian andHamming distance. The algorithm classifies the data
input through the class membership of its k-neighbors and most of the neighbors
represent the data classified as output.
Logistic Regression: It is used to analyze the relationship between a categorical
dependent variable and categorical independent variables. It combines the indepen-
dent variables to estimate the probability for the happening of event, that is, the object
will belong to which class.
Linear Discriminant: Linear Discriminant Analysis (LDA) is a supervised learn-
ing model. LDA is used to reduce the dimensionality in the preprocessing for the
classification. The main aim of implementing LDA is to avoid the problem of over-
fitting that is “curse of dimensionality”. The output of LDA represents the feature
space of dataset of dimensions n into the smaller subspace k, where k <= (n − 1), by
maintaining the difference in classes. It is a statistical tool that is required to figure
out the dependent variable in various categories. It helps in analysis of accuracy of
a classification.

4 Experimental Results and Discussion

For evaluating and validating our proposed approach for classification of healthy and
rotten apple, we have collected the images of both rotten and healthy images. These
images are collected from various sources [5, 10]. Some images are taken manually
with the help of mobile phone camera while some are downloaded from Google
Images [5, 10]. These are downloaded by entering the keywords “healthy apple
dataset” for normal apple and “apple + disease name” for defected apple image on
Google Images. We have taken 42 healthy apple images and 52 rotten apple images;
total 94 images are present in dataset. Figures 2 and 3 show the sample images for
the healthy and defected apple. After downloading the images, resize them because
some of the downloaded image are in different sizes.

The proposed approach has been implemented on all 94 different apple images
taken from the various sources [5, 10]. For experimental analysis, total 108 features
are extracted from each 94 images. These 108 features are collection of 22 GLCM
features, 15 LTE Features, 32 Wavelet features, 03 Tamura features, and 36 HOG
Features. After extracting the features, apply the various machine learning-based
approaches together with k-fold cross-validation technique and found that the per-

Fig. 2 Good/healthy apple
images taken from [19, 20]
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Fig. 3 Rotten apple images
taken from [19, 20]

formance of the proposed approach is better with respect to other existing approaches
in the literature. The performance of proposed approach is measured by evaluating
an accuracy (ACC) using Eq. (1) as given below:

Accuracy � T P + T N

T P + T N + FP + FN
(1)

where TP, TN, FP, and FN represent true positive, true negative, false positive, and
false negative values of confusion matrix, respectively.

The performance of classifiers is evaluated by applying two different scenarios.
In first scenario, evaluate the performance of classifiers by selecting all extracted
features and then apply k-fold validation by using thee different values of k such
as fivefold, 10-fold, and 15-fold. The results are mentioned in Table 2. In second
scenario, evaluate the performance of classifiers by selecting some suitable features
by applying PCA-based feature selection technique and then apply k-fold validation
by using thee different values of k such as fivefold, 10-fold, and 15-fold. The results
are mentioned in Table 3.

Table 2 Performance of classifiers by selecting all extracted features and k-fold validation tech-
nique

Accuracy

5-fold 10-fold 15-fold

SVM 98.9 97.9 98.9

K-NN 97.9 97.9 97.9

Logistic 78.7 81.6 86.2

Linear discriminant 78.7 92.6 92.6

Table 3 Performance of classifiers by applying PCA-based feature selection technique and k-fold
validation technique

Accuracy

5-fold 10-fold 15-fold

SVM 98.9 97.9 98.9

K-NN 97.9 97.9 97.9

Logistic 97.9 97.9 90.4

Linear discriminant 97.9 97.9 92.6
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5 Conclusion

An apple is a rich source of important antioxidants, flavonoids, and dietary fiber and
helps to reduce the risk of developing cancer, hypertension, diabetes, and heart dis-
ease, whereas the rotten fruits affect the human health aswell as cause big economical
loss in agriculture sectors. Therefore, identification of rotten fruits had become an
important issue for research. This paper focuses on the classification of rotten and
healthy apple by extracting the features and then classifying the rotten and healthy
apples by applying various classifiers. Based on experimental observation, it was
found that the performance of proposed approach by using SVM classifier is 98.9%,
which was much better with respect to the other classifiers.
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