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Abstract. Face recognition is commonly used for biometric security purposes 

in video surveillance and user authentications.  The nature of face exhibits non-

linear shapes due to appearance deformations, and face variations presented by 

facial expressions. Recognizing faces reliably across changes in facial expres-

sion has proved to be a more difficult problem leading to low recognition rates 

in many face recognition experiments. This is mainly due to the tens degree-of-

freedom in a non-linear space. Recently, non-linear PCA has been revived as it 

posed a significant advantage for data representation in high dimensionality 

space. In this paper, we experimented the use of non-linear kernel approach in 

3D face recognition and the results of the recognition rates have shown that the 

kernel method outperformed the standard PCA. 
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1 Introduction 

Face recognition is a biometric system aim to identify a person in a digital image by 

analyzing and comparing facial patterns. Face recognition process may be a simple 

task for human but it is a challenge and difficult task for the computer as it requires 

the involvement of a combination of statistical approaches, Artificial Intelligent, 

computer vision and machine learning methods. As mentioned in [1], face recognition 

rates dropped when facial expression is included in a system. In addition, other facial 

variants and factors such as pose, facial expression, hairstyle, makeup, mustache, 

beard and wearing glasses would also contribute to the low recognition rate [2].  

For the past two decades, various face recognition techniques were developed by 

researchers with the aim to improve the performance of face recognition. The general 

pipeline for an automated face recognition system involves four steps: facial image 

acquisition and detection, face feature extraction, and face classification and recogni-

tion [3, 4].  Facial image acquisition and detection are usually done in the pre-

processing phase. This is followed by facial feature extraction process, where features 

such as the eyes, the nose, and the mouth are extracted and classified. Facial features 

are important in many face-related applications, as in face alignment and feature ex-

traction. The conventional method in feature extraction commonly used linear trans-

formation approach, i.e. the Principal Component Analysis (PCA).  PCA is a common 
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and yet powerful dimensionality reduction technique for extracting and projecting 

data structures into lower subspaces. It is readily performed by solving eigenvalues 

and eigenvectors to extract discriminant principal components [6].    

1.1 From PCA to Kernel-based PCA 

PCA is an effective technique commonly used in face recognition study for discrimi-

nant analysis. PCA is widely implemented in 2D and 3D face recognition systems as 

the base method [1, 17, 18]. Depth information in 3D data makes face recognition 

system to become more robust because it does not depend on illumination and pose 

[3]. Recent work by [1] implements 3D model-based face recognition system that also 

utilizes PCA method to recognize person under any facial expressions. However, the 

limitation is that PCA could not deal with large range of face variants. In other words, 

to simplify object with complex structures in a linear subspace, PCA might not be 

sufficient enough [6]. 3D face data has a complicated structure in a high dimensional 

space. The nature of non-linear shape exists when the face images are projected under 

different conditions with different lighting, expression variant, identity variant, and 

poses that lead to shape deformations [7, 8]. Due to this matter, a kernel approach is 

proposed to overcome the non-linearity. The idea of kernel is to map the input face 

images into a higher dimensional space in which the manifold of the face linearity is 

simplified. 

In comparison to other non-linear techniques of feature extraction, kernel method 

does not require non-linear optimization, and only the solution from eigenvalue 

measurements [9]. Kernel learns non-linear functions while working with several 

training examples. Kernel can make the data linearly separable by projecting the data 

onto a higher dimensional feature space and we use a kernel function to do this. By 

choosing different form of kernel function, it can handle different non-linear prob-

lems. Kernel functions that most researchers adopt are the Polynomial kernel and 

Gaussian kernel. Kernels have been successfully used in Support Vector Machine 

(SVM) for classification purpose. One of the reason for SVM [10] success is the ‘ker-

nel trick’ implicitly reduce computations of data in feature space of each input vector 

and it directly gives result into the feature space [9, 13].  

Schölkopf et al. [11] extended classical linear PCA to Kernel PCA method. Kernel 

PCA projects the input space into feature space, by mapping the principal component 

vectors using kernel function. Recent work by Wang [12] has applied Kernel PCA to 

explore the complicated structure of 2D image for face recognition. Pre-image is re-

constructed using Gaussian kernel PCA and then use it to design Kernel-based Active 

Shape Model [12]. Their results have shown that the error rate is lower with 11.54% 

for Kernel PCA compared to linear PCA with 23.06%. 

2 Related Works 

Researches in 3D face recognition are mostly using linear approaches and techniques 

[1, 17, 18]. There also exist non-linear approaches and they are being used and im-
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proved for face applications. Recent works by [19] used discriminative depth estima-

tion approach that adopts convolutional neural network, which retains the subjects’ 

discriminant information and multilayer convolutional network, to estimate the depth 

information from a 2D face image.  Their approach investigates the manifold of net-

work layers from a single color image to extract new space, where in this case the 

depth space, for discriminant features to be extracted using the network to improve 

the 2D face recognition.  

A similar non-linear approach by [20] proposed a 3D morphable model that used 

three deep neural networks aim to reconstruct the 3D face data input. The proposed 

fitting algorithm works by estimating network encoder from decoded two parameters 

shape and texture, with the assistance of a geometry-based rendering layer. The pro-

posed works are directed towards applications in 3D facial recognition and facial 

synthesis. However, these two approaches require a large number of parameters 

which may lead to overfitting of training data when implemented into a small number 

of data. Therefore optimization such as using non-linear regression approximation 

[21] is needed to resolve the problem. The idea to extract hidden layers without high 

computation and taking the advantage of kernel methods as indicated in [9] motivates 

this research to explore Kernel PCA method to extract non-linear principle compo-

nents from a 3D data, which is more practical to work on with a small number of 

dataset.  

This project will use existing 3D face dataset. The project hence move on to the 

analysis of a statistical model that can fit 3D face data points as input data to define a 

shape space by selecting basis direction that holds the greatest variance of a face data 

where covariance matrix is then computed for the face data to be projected into the 

shape space. The paper will present the non-linear Kernel PCA approach on 3D face 

datasets and its experimental analysis by comparing the recognition rates with the 

baseline.  

3 Kernel-based PCA 

The algorithm of Kernel-based PCA is adopted and can be found in [14]. Given a set 

of m centered or with zero mean samples 

  𝑥𝑘 = [𝑥𝑘 , … , 𝑥𝑘𝑛]𝑇 ∈  𝑅𝑛,    (1) 

The purpose of PCA is to find the directions of projection that get the most out of 

the variance 𝐶, which is corresponding to finding the eigenvalues from the covariance 

matrix 

 𝜆𝑤 = 𝐶𝑤  (2) 

for eigenvalues 𝜆 ≥ 0 and eigenvectors 𝑤 ∈ 𝑅𝑛. In Kernel PCA, each vector x is pro-

jected from the input space,  𝑅𝑛, to a high dimensional feature space, 𝑅𝑓, by a nonlin-

ear mapping function: 

 Φ: 𝑅𝑛 → 𝑅𝑓 , 𝑓 ≫  𝑛  . (3) 
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Note that the dimensionality of the feature space can be huge. In 𝑅𝑓 , the corre-

sponding eigenvalue problem is 𝜆𝑤Φ =  𝐶Φ𝑤Φ where 𝐶Φis a covariance matrix. All 

solution 𝑤Φ with 𝜆 ≠ 0 lie in the span of Φ, … , Φ(𝑥𝑚 ) and there exist coefficients 

𝑎𝑖such that 

 𝑤Φ =   ∑ 𝑎𝑖Φ(𝑥𝑖)
𝑚
𝑖=1  (4) 

Denote an 𝑚 ×  𝑚 matrix K by  

 𝐾𝑖𝑗 = 𝐾(Φ𝑖 , Φ𝑗) =  (Φ𝑖). ( Φ𝑗),  (5) 

 

the Kernel PCA problem becomes  

 𝑚𝜆𝐾𝑎 = 𝐾2 𝑎  (6)  

 𝑚𝜆𝑎 = 𝐾𝑎  (7) 

Where 𝑎 denotes a column vector with entries 𝑎1, … , 𝑎 𝑚 . The above derivation 

assumes that all the projected samples Φ(x) are centered in 𝑅𝑓 . As to centralize the 

vectors Φ(x) in 𝑅𝑓can be found in [9]. We can now project the vectors in 𝑅𝑓 to a 

lower dimensional space spanned by the eigenvectors 𝑤Φ. Let 𝑥 be a test sample 

whose projection is Φ(x) onto 𝑤Φ, is the nonlinear principal components correspond-

ing to 

 Φ: 𝑤Φ. Φ(x) =  ∑ 𝑎𝑖(Φ(𝑥𝑖) .  Φ(𝑥𝑖))𝑚
𝑖=1 =  ∑ 𝑎𝑖

𝑚
𝑖=1 (𝑥𝑖 , 𝑥)  (8) 

The first 𝑞 (1 ≤ 𝑞 ≤ 𝑚) nonlinear principle components or the eigenvectors 𝑤Φ 

are extracted using the kernel function without expensive operation that explicitly 

projects samples to high dimensional space 𝑅𝑓. The first 𝑞 components correspond to 

recognition where each 𝑥 encodes a face image. 

 

According to [15], first order polynomial kernel of Kernel PCA is a special case of 

traditional PCA. The polynomial kernel can be expressed as 

 𝐾(𝑥, 𝑦) = (𝑥𝑇𝑦)𝑑 (9) 

where, the power of d is specified or formed beforehand by the user. 

4 Experiment and Results 

An experiment is conducted using Kernel PCA on 3D face dataset to demonstrate its 

effectiveness and compared results obtained with linear PCA. The Kernel PCA is 

used as feature extraction through matrix decomposition to extract nonlinear principal 

components (eigenvectors) and K
th

 Nearest Neighbor classifier is used to measure the 

Euclidean distance as classification mechanism.  
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4.1 Datasets 

The experiment is carried on Imperial College London 3D face database that contains 

240 face surface models of 60 subjects with 4 females and 56 males. The subjects 

were also classified in terms of their ethnicity as 8 South Asians, 6 East Asians, 1 

Afro-Caribbean and 45 Caucasians. These subjects were mostly students within an 

age range of 18-35 years. The facial, and was acquired in several different head posi-

tions and three facial expression poses. The facial expressions were smiling, frown-

ing, and neutral. The 3D face dataset has already been preprocessed, thus prepro-

cessing stage is omitted. Details of the preprocessing can be found in [22]. Fig. 1 

shows the example images adopted from Imperial College London in 2D (left) and 3D 

(right) environment. 

 

 

Fig. 1. Sample from Imperial College London face database [15] 

4.2 Relationship between distance measurement to face recognition 

result 

The PCA face recognition system is normally implemented along with K
th

 Nearest 

Neighbor (KNN) algorithm. The algorithm finds the closest K neighbors with mini-

mum distance from a subspace to classify a testing set.  Different parameters can be 

used with KNN such as different value of K and distance model. The K value in KNN 

during the recognition process affects the overall face recognition rate.  As the recog-

nition process is based on the shortest distance, therefore the face recognition rate 

varies based on different type of distance classifier such as Euclidean distance and 

Manhattan distance which are used widely in evaluating the rate of facial recognition. 

In this project, Euclidean distance is chosen simply because of the idea to measure the 

shortest distance, for example the length between the straight lines of two points. In 

general, the distance between two points of x and y, in Euclidean space, R
n
 is given 

by: 

 

 𝑑(𝑥, 𝑦) =  ‖𝑥 − 𝑦‖ = √(|𝑥𝑖 − 𝑦𝑖|)
2   (10) 
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4.3 Experimental Plan 

The 3D face recognition experiment started with training and followed by recognition 

process. Herewith, a proposed experiment procedure by using cross validation ap-

proach. The experiment begins with two of the face class generated from 3D face 

dataset are selected and used as a training set and testing set for face recognition. As 

shown in Table 1, there are four sets of 3D face database that are classified according 

to different expressions. The four classes are named as neutral 1, neutral 2, frowning 

and smiling, with 60 subjects for each set. As mentioned in [16], the use of different 

K value for different instances may give positive outcome for classification accuracy. 

Thus, we followed the approach proposed in [16] which allows selection of a local 

value of K to find the best classification. In this experiment, the K value = 3 is used, 

which yields the lowest number of error during classification. Equation (11) is used to 

evaluate the rate of recognized face for each testing set.  

 

 𝐹𝑎𝑐𝑒 𝑟𝑒𝑐𝑜𝑔𝑛𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑀𝑎𝑡𝑐ℎ 𝐶𝑜𝑢𝑛𝑡 

𝑇𝑜𝑡𝑎𝑙 𝑓𝑎𝑐𝑒 𝑡𝑒𝑠𝑡 𝑐𝑜𝑢𝑛𝑡
 × 100 % (11) 

 

Table 1. Number of samples of each face dataset. 

Face class Number of sample 

Neutral 1 60 

Neutral 2 60 

Frowning 60 

Smiling 60 

Training. The face recognition system read each subject from the training dataset 

selected and extract 3D points based on their referred directory path. Next, each train-

ing subject with their label using Kernel PCA is projected into the training subspace, 

which acts as a knowledge base for the recognition process. This process is iterated 

until all 60 subjects are projected into the training subspace.  

Recognition. The face recognition system read each subject from the 3D testing da-

taset selected and extract 3D points based on their referred directory path. Next, each 

testing subject is projected into the training subspace using Kernel PCA. From the 

feature vectors obtained from the subspace projection, determine Euclidean distance 

for each test subject and the training subjects based on the selected K value (3 NN). 

After that, the distance between the testing subjects with the training subjects are 

compared. Then, the testing subject is classified as the same label as the training sub-

ject that has the shortest distance. The process is iterated until all 60 subjects in test-

ing dataset are tested. To validate the newly classified subjects, cross validation is 

performed and the rate of recognition is computed. Then, the result is displayed with 
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the recognition rate computed earlier. The test is repeated by using different testing 

sets. 

 

The experiments are arranged as Test 1: Frowning, Test 2: Neutral 1, Test 3: Neu-

tral 2, and Test 4: Smiling. The following Table 2 presents the experiment result for 

Test 1. The results of face recognition using Kernel PCA are compared with PCA 

results, which has been set as the baseline approach in this research. 

Table 2. Face recognition rate for Test 1 (%). 

Test 1: Frowning (3-NN) 

Training Set Kernel PCA PCA 

Frowning 98.33 100.00 

Neutral 1 90.00 85.00 

Neutral 2 83.33 76.67 

Smiling 36.67 20.00 

Total average rate: 77.08 70.42 

4.4 Results and Analysis 

Table 3 presents the average rate of 3D face recognition based on Kernel PCA and 

PCA, respectively. Based on the results, we found that by using Neutral 1 and Neutral 

2 as the training set, both results would give the highest recognition as compared to 

Frowning and Smiling. Meanwhile for comparison purposed between Kernel PCA 

and PCA method, the average recognition rate shows that Kernel PCA achieved high-

er recognition rate than PCA.  

Using frowning test set in Kernel PCA earns a recognition rate of 77.08%, while 

70.42% of recognition rate was achieved when using PCA. Besides that, Neutral 1 

test set in Kernel PCA could achieved a recognition rate of 82.50% meanwhile with 

PCA only earns 78.33% of recognition rate. Using Neutral 2 test set, Kernel PCA 

achieved a recognition rate of 85%, which is much higher than PCA that earns 

77.92% of recognition rate. In the last experiment of the test set, smiling test set have 

shown 64.59% of recognition rate using Kernel PCA and PCA achieved 47.08% of 

the recognition rate. Fig. 2 illustrates the comparison of both methods. The overall 

recognition rate for Kernel PCA is 77.29%, which is higher than PCA with 52.69%. 

Table 3. Average face recognition rate of two methods (%) 

 Frowning Neutral 1 Neutral 2 Smiling 

Kernel PCA 77.08 82.50 85.00 64.59 

PCA  70.42 78.33 77.92 47.08 
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Fig. 2.   Recognition rate of PCA compared to Kernel PCA (%). 

4.5 Discussion 

The comparison between Kernel PCA and PCA methods is as presented in Fig. 2 

shows that Kernel PCA could achieved a higher recognition rate than PCA technique 

alone. We have also found out that training the neutral face will always provide high-

er face recognition rate if compared to using frowning and smiling faces. This is be-

cause neutral faces have lesser face variant compared to frowning and smiling. Smil-

ing has more facial variances at the lower part which involve cheek and mouth. 

Meanwhile, frowning has more variances over top part of a face namely, the eyes and 

eyebrows. Therefore, in most of literature, neutral faces are preferably used for its 

lesser face variants.   

From the experiment, we have also identified two misclassified faces using PCA. 

The two subjects (see Fig. 3) are incorrectly matched when Neutral 1 training sample 

is used on Neutral 2 testing sample. Based on the observation made in Fig. 3, the 2D 

face on the top left and 3D face at the bottom left is the same person but the recogni-

tion system has wrongly matched the face to the one on the right side. This could be 

due to the similarity of facial structures between the two subjects. However, when 

tested using Kernel PCA, the two faces were correctly matched. This shows that Ker-

nel PCA could correctly extract facial features. However, in shown Table 2, when 

Frowning test set is tested with Frowning training set using Kernel PCA method, the 

recognition rate recorded at 98.33%. Based on the analysis, the test subject is correct-

ly classified but with false rejection. This limitation problem will be further investi-

gated in the future work. 

The experiment has proved that Kernel PCA as a non-linear approach, able to ex-

tract the non-linearity property within face dataset to yield a higher face recognition 

rate compared to PCA. Noticed that Kernel PCA had increased the face recognition 

rate to 24.6% compared to PCA (see Fig. 2). 
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Fig. 3. Incorrect match of two subjects. 

5 Conclusion and Future Works 

This paper described the application of Kernel-based PCA approach in face recogni-

tion domain. Kernel is an inherently multi-disciplinary domain. It is vital to look at it 

from all fields and perspectives to have an insight on how to develop an efficient au-

tomatic 3D face recognition system. The result of the overall recognition rate for Ker-

nel PCA is 77.29%, while PCA has 52.69%. Experiment results proved that Kernel-

based PCA approach outperforms linear PCA in 3D face recognition. The future work 

will focus on analyzing facial recognition method using other 3D face datasets, testing 

out other kernel methods and further investigate factors such as modifying the number 

of principal components and number of training samples.  
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