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Preface

This is an exciting time for business and wealth creation in the fields of manu-
facturing and automation. It is the time when industries are looking up to manu-
facturing and automation engineers for their assistance in increasing the overall
productivity in their organisation. It is also the time when the governments across
the globe have started to focus more on the manufacturing sector. The International
Conference on Intelligent Manufacturing and Automation 2018 (ICIMA 2018) was
therefore designed to encourage discussions and research on advancements and
applications in the areas of manufacturing and automation. The primary focus of
this conference was to bring together academicians, researchers and scientists for
knowledge sharing in various areas of manufacturing, automation and other allied
domains. The conference covered topics encompassing automation, mechatronics,
robotics, manufacturing processes, management and other related areas such as
product design and development, green manufacturing and smart materials with the
objective of brainstorming and emphasising upon the applications in the field of
intelligent manufacturing and automation. The response to call for papers was
overwhelming with 109 full papers being submitted, covering a wide spectrum of
topics related to the theme of the conference. We express our sincere appreciation to
the authors for their contribution to this book. We would also like to express our
sincere gratitude to all the experts and referees for their valuable comments and
support extended during the review process.

Mumbai, India Hari Vasudevan
Mumbai, India Vijaya Kumar N. Kottur
Aachen, Germany Amool A. Raina
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About This Book

This volume comprises the best-selected papers presented at the International
Conference on Intelligent Manufacturing and Automation, which was organised by
the Departments of Mechanical Engineering and Production Engineering of
Dwarkadas J. Sanghvi College of Engineering. The volume focuses on narrowed
topics of automation, mechatronics, robotics, CAD/CAM/CAE/CIM/FMS in
manufacturing, product design and development, DFM/DFA/FMEA, MEMS and
nanotechnology, rapid prototyping, computational techniques, industrial engineer-
ing, manufacturing process management, modelling and optimisation techniques,
CRM, MRP and ERP, logistics and supply chain management, quality assurance
and environment protection, advanced materials processing and characterisation
and composites and smart materials. The papers are divided into four main domains
like design, advanced materials, manufacturing and automation. We expect the
articles, being published in the book, would contribute to and reinvigorate
the overall efforts in enhancing manufacturing productivity across various sectors.
The content of the book is also expected to be helpful for postgraduate and doctoral
students in their efforts to enhance the research outcome of their studies.
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Mathematical Modeling
and Optimization of Process Parameters
for Tensile Strength and Nugget
Diameter in Resistance Spot Welding
of HR E-34 Steel Sheet Joint

B. S. Gawai, R. L. Karwande, Md. Irfan and Prafull S. Thakare

Abstract In the present investigation, HRE-34 steel sheets are welded by resistance
spot welding. The welding current, welding cycle, and pressure are the principal
variables that are controlled in order to provide the necessary combination of heat and
pressure to form the weld. The effect of various parameters on weld strength of Hot
Rolled E-34 material is determined by using Minitab 16 software and using design
of experiment. Response surface methodology (Box-Behnken Design) is chosen to
design the experiments. The highly significant factor was determined by analysis of
variance. In the analysis, it was observed that predicted and experimental results were
in good agreement and the coefficient of determination was found to be 0.967 and
0.955 for tensile strength and nugget diameter implies adequacy of derived model.
The aim of the research is to find out improvement in welds strength and also reduces
various welding defects.

Keywords Response surface method (RSM) · Tensile strength · Nugget diameter
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1 Introduction

Resistance welding is one of the oldest of the electric welding processes in use
by industry today. Resistance welding is group of welding processes which produce
coalescence ofmetalswith the heat obtained from resistance offered by theworkpiece
to the flow of electrical current through the parts being joined. In this process, heavy
electric current is passed through the metals to be joined. This causes local heating to
increase temperature to plastic state over limited area of contact.Mechanical pressure
is applied to join them completely. No additional filler metal is required. The current
is passed through the electrodes which incorporate very low resistance in the circuit
and the resistance at the joints of metals is very high. Thus, maximum heating is
produced at the point of contact where weld is to be made. Resistance welding is
use to weld sheet metals of all engineering metals in Steel cabinets, boxes, cans and
furniture automobile industry, air craft industry, and pipe and tubing production. It is
an efficient joining process widely used for the fabrication of sheet metal assemblies.

2 Literature Review

The review present in this section is related to mathematical modeling and optimiza-
tion of process parameters of resistance spot welding machine. The present literature
review investigates various techniques and methods for improvement in parameters
like nugget diameter and tensile Strength. The survey is given as:

Kahraman [1] has carried out outcome of experimental investigations to assess
the performance of commercially pure (CP) titanium sheets (ASTM Grade 2) were
welded by resistance spotwelding at differentwelding parameters and under different
welding environments.Aslanlar [2] has experimentally studied the change inNucleus
size ratio for tensile peel strength and Tensile shear strength were investigate and
optimum welding condition for parameters like weld current and time were find out.
Vural et al. [3] have aimed to analyze the effect of welding nugget diameter on the
fatigue strength of the resistance spot welded joints of different steel sheets. Han et al.
[4] concluded experimental correlation study of mechanical strength of resistance
spot welding of AA5754 aluminium alloy.

Hamidinejad et al. [5] carried out the modeling and process analysis of resistance
spot welding on galvanized steel sheets used in car body manufacturing. Zhao et al.
[6] investigated and optimized process parameter like welding time, welding current,
and electrode force for improvement in failure energy and spot weld quality of spot
welded titanium alloy. Mathematical model of input parameter and output parameter
was prepared by using response surface methodology.



Mathematical Modeling and Optimization of Process Parameters … 5

2.1 Material

Material used in this study is Hot rolled E-34 steel sheet. Material is cut in samples
of dimensions 100×20×2 mm (Table 1).

3 DOE

DOE (Design of experiment) is used to know the nature of any system. Experiments
were carried outwith the help ofDOEmethod. By usingDOE, it can predict the result
of output maximum or output minimum. In DOE, response surface methodology is
used for mathematical modeling. Box–Behnken design was used to set experimen-
tal runs. The input process parameters were weld current, weld time, pressure for
research work. Nugget diameter and tensile strength were output parameters. For
each experimental run the parameter were fit and alter with respect to the design
table. Parameter ranges are decided on the basis of literature review recommended
and machine feasibility and specifications given by BAJAJ Materials department
Bajaj auto Ltd, Akrudi.

3.1 Resistance Spot Welding Machine Specifications

75 KVA spot welding machine is employed for experimentation. Weld, current, and
pressure are used for responses like nugget diameter and strength of weld. Following
Fig. 1 shows setup of resistance spot welding.

Fig. 1 Resistance spot welding machine setup
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3.2 Experimentation

Welding is carried out with resistance spot welding machine with supply 415 V,
frequency 50 Hz with water-cooled chromium copper electrodes. Specimens are
prepared of size 100×20×2mmand trial taken by spot welding process with above-
mentioned parameters. Later on same specimens are tested for tensile strength on
UTM machine.

Weld strength � Breaking Load/Nugget shearingArea � P/2πDt

where D is Nugget diameter and t �Thickness of specimen, P �Breaking Load

4 Results and Discussion

4.1 Regression Analysis of Nugget Diameter

Themathematicalmodel depicted by equation x is obtained by performing regression
analysis on generated data during experimentation. The regression equation is

Nugget diameter � 2.56 + 0.0075Weld Cycle + 0.330Current − 0.390 Pressure

4.2 Model Adequacy Test for Nugget Diameter

(See Tables 2 and 3).

S � 0.0983377 R − Sq � 95.5% R − Sq(adj) � 94.3% R − Sq(pred) � 92.98%

Table 2 Pre ANOVA model summary statics of nugget diameter

Predictor Coef SE coef T P

Constant 2.5603 0.4761 5.38 0.000*

Weld cycle 0.0075 0.01738 0.43 0.674*

Current 0.33 0.02318 14.24 0.000*

Pressure −0.39 0.06954 −5.61 0.000*

*Denotes significant terms
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Table 3 ANOVA model summary statics of nugget diameter

Source DF Contribution
(%)

Adj SS Adj MS F-value P-value Remark

Model 3 95.52 2.2662 0.7554 78.12 0

Linear 3 95.52 2.2662 0.7554 78.12 0

Weld
cycle

1 0.08 0.0018 0.0018 0.19 0.674 Less
significant

Current 1 82.62 1.9602 1.9602 202.7 0 Most
significant

Pressure 1 12.82 0.3042 0.3042 31.46 0 More
significant

Error 11 4.48 0.10637 0.00967

Lack-of-
fit

9 2.54 0.06031 0.0067 0.29 0.922

Pure error 2 1.94 0.04607 0.02303

Total 14 100.00
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Residual Plots for Nugget Diameter

Graph 1 Residual plots for nugget diameter

4.2.1 Interpretation of Residual Graph

(See Graph 1).
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Fig. 2 Surface plot showing effect of current and pressure on nugget diameter

Table 4 Pre ANOVA model
summary statics of tensile
strength

Predictor Coef SE coef T P

Constant 159.63 12.11 13.18 0*

Weld cycle 3.9069 0.4421 8.84 0*

Current −6.5855 0.5895 −11.17 0*

Pressure 19.481 1.769 11.01 0*

*Denotes significant term

4.3 Analysis of Nugget Diameter

The responses can be expressed graphically called surface plot or contour plots.
Surface and contour plot can be obtained by taking responses in suitable plane against
variables. Figure 2 depicts a 3-dimensional surface which shows the effect of current
and weld cycle time on the value of nugget diameter under the pressure 4.5.

4.4 Regression Analysis of Tensile Strength

The mathematical model depicted by equation x is obtained by performing regres-
sion analysis on generated data during experimentation. The generated regression
equation for tensile strength is given by

Tensile Strength � 160 + 3.91Weld Cycle − 6.59Current + 9.5 Pressure

4.5 Model Adequacy Test for Tensile Strength

(See Tables 4 and 5).
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Table 5 ANOVA model summary statics of tensile strength

Source DF Contribution
(%)

Adj SS Adj MS F-value P-value Remark

Model 3 96.72 2028.06 676.019 108.06 0

Linear 3 96.72 2028.06 676.019 108.06 0

Weld
cycle

1 23.29 488.44 488.438 78.08 0 Less
significant

Current 1 37.23 780.64 780.639 124.79 0 Most
significant

Pressure 1 36.20 758.98 758.98 121.33 0 More
significant

Error 11 3.28 68.81 6.256

Lack-of-
fit

9 3.14 65.78 7.309 4.82 0.184

Pure error 2 0.14 3.04 1.518

Total 14 100.00 2096.87
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Fig. 3 Surface plot and contour plot showing effect of pressure and weld cycle on tensile strength

S � 2.50113 R − Sq � 96.7% R − Sq(adj) � 95.8%

R − Sq(pred) � 93.12%

4.6 Analysis of Tensile Strength

(See Figs. 3 and 4).
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5 Confirmation Test

Confirmation test is performed in order to verify the difference between optimized
values predicted by RSM’s D-optimization Method and the values obtained through
conducting experiment by using parameters level setting for optimal performance of
both the responses. Table 6 shows the results obtained through experimentation and
prediction by model, also prediction error in terms of % is calculated. It is observed
that experimentally obtained values are in close proximity with predicted values of
both the responses (Graph 2).

The feasible solution obtained is accepted for production trial on the resistance
spotweldingmachine. Trial done on successive product lot and survey done regarding
qualitative issues of weld obtained by resistance spot welding.
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6 Conclusions

In this Investigation, tensile strength and nugget diameter were optimized in the
resistance spot welding process of hot rolled E-34 material. The generated empirical
models yield to the following conclusions:

(1) The outcomes of analysis of variance and coefficient of determination for nugget
diameter�0.95 and for tensile strength�0.96 represent that thefitted regression
models moderately determine the responses.

(2) Optimum results have been found by using response surface method for tensile
strength and nugget diameter are at weld cycle of 12 cycles, current of 15 KA,
and pressure of 5 kg/cm2, so by using this combination of input parameter we
can reduce various types of defects and error produced during resistance spot
welding operation.

(3) Rationalization of machining parameters is done for the responses in the resis-
tance spot weldingmachine process of Hot Rolled E-34material. Since by using
proper combinations of input parameter values we can overcome various defects
in welding and process is improved.

(4) The percentage contribution of weld strength and nugget diameter for weld
current, pressure, and weld cycle is found as 37.23, 36.2, 23.29% and 82.62,
12.82, 0.08%, respectively.
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Numerical Simulation Over Conical
Aerospike at Mach 6

Rahul S. Pawar, N. R. Gilke and Vivek P. Warade

Abstract Hypersonic missiles unite the speed of ballistic missiles together with the
precision and maneuverability of cruise missiles. By cruising at hypersonic speed
in the atmosphere, the blunt nose of missile encounters large surface heating and
a great amount of drag. This drag force can be reduced by employing a structure
known as aerospike. This spike is connected in front of the body that changes the
flowfield and influences aerodynamic drag at hypersonic speeds. In the current paper,
the performance of conical aerospike for various L/D (Length to Diameter) ratios is
examined by using computational fluid dynamics (CFD) approach. TheCFDanalysis
is executed to analyze the effect of drag, lift, and pitchingmoment coefficient onto the
blunt body with and without implementation of an aerospike. However, the addition
of a conical aerospike in front of the blunt body has an advantage for the reduction
in drag subjected to the angle of attack, but increase in pitching moment has to be
taken into consideration.

Keywords Conical aerospike · L/D ratios · Angles of attack

1 Introduction

Vehicles traveling at hypersonic speeds need to be constructed to run at the given
aerodynamic conditions. The vehicles like space plane, missiles, launch vehicles, etc.
usually have a blunt nose bodies traveling at supersonic and hypersonic speeds. Due
to this, a huge amount of aerodynamic drag is levied onto these vehicles, thus leading
to the malfunctioning of the vehicle due to the presence of strong bow shock wave
in the vicinity of the blunt nose. This aerodynamic drag, in turn, leads to material
damage to nose body. So, it is worthwhile to have a vehicle with a lesser drag in
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order to decrease the requirement of thrust from the propulsive system. It is reliable
to implement an aerospike for the reduction of the drag, since it alters the strong bow
shock wave into weaker conical shock waves and thereby forming a low-pressure
region which shields the blunt body from aerodynamic drag [1]. Investigations are
still in process to analyze the effects of an aerospike by varying its shape, size, and
blunt nose arrangements.

An oblique shock wave is emitted from the front portion of aerospike which
relocates itself from the blunt nose of the body. This occurs due to the shape of the
aerospike, thereby generating a recirculation region next at the origin of aerospike
up to the reattachment point at the shoulder of the blunt body [2]. If this reattachment
point is transferred backward or expelled from the blunt body shoulder, it results in
the reduction of drag [3].

Various investigations are processed till date to improve the utility of an aerospike
for reduction of drag. Jackson R. Stalder and Helmer V. Nielsen executed the exam-
ination with the conical-nosed spikes of semi-apex 10° and L/D ratio of 0.5–2.0
[4]. Davis H. Crawford reported the flow field over a hemispherical spike which
was scrutinized at a Mach number of 6.8 and at a Re range (established on flow
conditions and the diameter of the model). He also described about the pressure cir-
culation in the locality of the blunt body related to the region of separation and the
region of reattachment for shock waves [5]. Noboru Motoyama et al. explained the
effects related to the spike length, form, and nose arrangement at various angles of
attack for reduction of drag, which was experimentally studied with the employment
of a hypersonic wind tunnel at the Department of Aeronautics and Astronautics,
University of Tokyo [3].

R. Kalimuthu, et al. carried out the results for the spike length, form, and nose
arrangement at various angles of attack on account for the reduction of drag. This
was examined experimentally by use of the hypersonic wind tunnel. The effects of
these parameters onto spike at various angles of incidence onto the aerodynamic
coefficients were inspected using schlieren pictures and measuring aerodynamic
forces [2]. G. d’Humières and J. L. Stollery enlightened about a simple model built
for reduction of pressure drag generated at blunt cone and showed good settlement
with experimental data. They studied about conical aerospike in their research work
[6]. M. Barzegar Gerdroodbary and S. M. Hosseinalipour described the different
shapes and lengths employed onto aerospike to inspect the effect of the flow field on
the blunt nose of the body [7].

M. Y.M. Ahmed and N. Qin explained that aerospikes were efficient for minimiz-
ing drag and heating onto the blunt nose of the body. In their survey, the numerical
examination was directed onto the hemispherical body which was equipped with
a conical aerospike and the hemispherical aerodisk of various sizes in hypersonic
freestream conditions for diverse L/D ratios and angles of incidences [1]. M. Y. M.
Ahmed and N. Qin in another paper discussed that the aerospike substitutes the bow
shock with the organization of conical shocks by creating a zone of recirculation flow
in the front portion of the blunt body, thereby reducing both drag and aeroheating by
performing numerical simulations for various L/D ratios and angles of incidences
[8].
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The primary objectives of the current study are to visualize the shock wave struc-
ture around the blunt nose with aerospike and to study the influence of different L/D
ratios as well as angles of attack for aerospike on account of drag reduction. These
objectives are discussed in the succeeding sections.

2 Geometric Modeling and Grid Generation

While executing any CFD simulation, there are many constraints needed to be taken
into account. Development of the model is the first stage to be considered. In the
second stage, the mesh is to be generated, which is either structured or unstructured
mesh type. In the next stage, the boundary conditions for each surface need to be
defined.

To safeguard the accuracy of the solution, an accurate boundary condition setup is
important. The meshing process is completed by exporting the mesh file into solver
software. In solver, the turbulence model and fluid properties need to be carefully
picked out to calculate the fluid behavior in the organization.

2.1 Geometry Details

The blunt body diameter (D) is considered to be 0.04 m, length of the body (L0) is
considered to be 1.25D, and the Reynolds number is considered as 9.79×106 [2].
Details of blunt geometry and conical aerospike geometry relations are illustrated in
Figs. 1 and 2, respectively.

The shape of fluid domain is considered as cylindrical in shape and length of the
domain is 17D and diameter is 10D. The diameter of the domain is considered long
enough for visualization shock wave phenomenon in front of the body and to reduce
the backward flow of the velocity.

Fig. 1 Blunt body geometry
relations [2]



18 R. S. Pawar et al.

Fig. 2 Conical aerospike geometry relations [2]

Fig. 3 Surface mesh of
blunt body

2.2 Mesh Generation

Referable to the presence of complexities in the geometry, the unstructured mesh is
chosen. But to get the behavior of fluid near the wall, prism-layered mesh is used.
Prism-layered mesh has been employed for generating the boundary layer elements
around the whole body. Its primary function is to capture the key variables such as
pressure, velocity, or temperature which experiences a quick change in the flow field.
Hence, the mesh type generated is hybrid mesh. The y+ value for generation of prism
layer is treated as 1 (as required by the turbulence model [7]), along with growth
ratio of 1.2 and number of layers as 18. Tetrahedral and pyramid meshes are usually
used for generating nodes and components in the fluid domain. The surface mesh
and volume mesh for the blunt body are as shown in Figs. 3 and 4.
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Fig. 4 Prism layer over the
blunt body

Table 1 Solver parameters
of the body

Solver Density-based

Analysis type 3D

Turbulence model Spalart-Allmaras

Fluid type Air

Time Steady state

2.3 Flow Field Conditions

The computational results are reliant on the boundary conditions imposed. The flow
of velocity is taking place in positive X-direction and is flowing through the inlet
face of the domain, then impinged onto the blunt body or aerospike body, and finally
coming out of the outlet face. The boundary conditions required for the current study
are: the inlet face as velocity inlet, the cylindrical face and outlet face as pressure far
field and body along with spike are given as no-slip wall boundary condition. The
solver parameters used for numerical simulations are presented in Table 1.

3 Grid Independence Test and Validation

After simulations, the solutions obtained are having residuals of order three for mass,
momentum, and energy equations. Also, the pressure and friction forces acting on
the models were monitored and converged. Coefficients of drag, lift, and pitching
moment are calculated using these equations [9].
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Table 2 CFD results of grid independence test

Mesh type Number of
elements

CFD simulation
Cd

Literature
experimental Cd

% |Error|

Coarse 1,528,373 0.8690 0.89 2.35

Medium 3,242,393 0.8907 0.89 0.07

Fine 6,395,146 0.8904 0.89 0.04

Fx � 1

2
× Cx × ρ × A × V 2 (1)

Fy � 1

2
× Cy × ρ × A × V 2 (2)

Cd � Cx × cosα + Cy × sinα (3)

Cl � Cy × cosα − Cx × sinα (4)

Fm � 1

2
× Cm × ρ × A × V 2 × l (5)

where Fx and Fy are forces acting in X and Y direction (N); Fm is pitching moment
(Nm); ρ, A, and V are density (kg/m3); area of cross-section (m2) and velocity of
an object (m/s); l is the reference length of model (m); Cx and Cy are coefficient
of forces along X and Y direction; Cd, Cl, and Cm are coefficients of drag, lift, and
pitching moment; α is angle of attack/incidence (in degrees).

3.1 Grid Independence Test

The grid independence test is done to study the consequences of mesh size over the
computation results obtained. The grid independence test is implemented on the same
body, same domain, and same boundary conditions. Generally, three different kinds
of mesh are used for studying the grid independence, i.e., coarse, medium, and fine
mesh. The usual CFD practices start with the coarse mesh and gradually refines it till
the fine mesh by changing the element sizing. The size of the mesh is refined until
the results for coefficient of drag approaches the literature experimental value for the
coefficient of drag. This computational study is carried out using CFD Expert-Lite™
solver (developed by M/s Zeus Numerix Pvt. Ltd.) The CFD simulation results for
three types of mesh are shown in Table 2. It can be observed that the obtained value
of the coefficient of drag for the medium and fine mesh is nearly similar. So medium
mesh is preferred for further analysis. If the fine mesh is selected, it will increase the
number of elements which in turn increases the computational time.
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Fig. 5 Validation of CFD result with experimental result

3.2 Validation

The validation is done by comparing the present computational result with the lit-
erature experimental result for the blunt body at different angles of incidence. It is
observed that the coefficient of drag (Cd) of the computed result and experimental
result [2] for different angles of attack are near to each other as shown in Fig. 5.

4 Results and Discussion

4.1 Flow Field Visualization

In this section, the numerical flow pattern is validated with the experimental flow
pattern. In conical aerospike case, the conical shock wave is generated at the tip
of conical aerospike. The conical shock wave produced from aerospike is mainly
reliant on the angle of incidence. The blunt body is completely enclosed within the
zone of recirculation. The phenomenon for the shaping of the shock wave is due
to the geometry of the aerospike, which generates an oblique shock wave at the
tip of aerospike and thereby generating a recirculation region in between the origin
of aerospike up to the point of reattachment at the shoulder of the nose of blunt
body. Hence, if this reattachment point can be shifted backward or expelled from the
shoulder of the nose body, there are chances for the reduction in drag.

The contour plots describe for reduction of drag due to increase in the separation
region in front of the conical aerospike. The oblique shock wave which is generated
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Fig. 6 Comparison between
CFD and Experimental
Mach plot

in front of the conical aerospike will reduce the drag. Motoyama et al. [3] also
experimentally witnessed that a conical shock wave is produced due to the conical
aerospike and a large recirculation zone developed at the origin of the aerospike. The
comparison between the CFD and Experimental Mach plot for conical aerospike at
an L/D ratio of 1.5 and zero angle of incidence is illustrated in Fig. 6.

Surface flow contours for Pressure andMach number over blunt body and conical
aerospike were obtained for the L/D ratios of 1, 1.5, and 2, at zero angle of incidence
and Mach 6, as illustrated in Figs. 7 and 8. Figure 7 represents pressure distribution
over blunt body and conical aerospike at midplane of body. For blunt body, there
is a sudden increase in pressure at stagnant point which affects the velocity of the
body. This indicates, there is development of bow shock wave in front of the blunt
body. In conical aerospike case, the conical shock wave is generated from the tip of
aerospike. The pressure acting onto tip of nose body for conical aerospike is lower as
compared to the pressure acting directly on blunt body due to the presence of conical
shock wave and the recirculation region formed due to the shape of aerospike.

Figure 8 represents Mach contour over blunt body and conical aerospike at mid-
plane of body. For blunt body, there is formation of bow shock wave due to the
presence of stagnant point in front of the blunt body. Whereas in case of conical
aerospike, the oblique shock wave generated due to the shape of aerospike which
shields the nose of body and as L/D ratio increases, the reattachment point is shifted
away from the shoulder of the nose body, thereby reducing drag.
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Fig. 7 Pressure contour for blunt body and Conical aerospike at angle of attack = 0°

Fig. 8 Mach contour for blunt body and Conical aerospike at angle of attack = 0°
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Fig. 9 Comparison between the coefficient of drag versus angles of attack

4.2 Effect of Conical Aerospike on Angle of Attack

A comparative study of drag onto the blunt body and aerospike implemented body
configurations for angles of attack ranging from 0° to 8° can be observed in Fig. 9. An
important inference can be made that the implementation of aerospike is beneficial
for the reduction in drag when the body is subjected to an angle of incidence. It is
observed that the implementation of aerospike has a smaller coefficient of drag as
compared to the blunt body. This is caused due to the existence of recirculation region
in between the origin of aerospike up to the point of reattachment at the shoulder of
the nose body. As the angle of attack increases, the flow over the aerospike becomes
uneven and hence changes the intensity of recirculation region.

The coefficient of lift tends to rise as angle of attack increases, as shown in Fig. 10.
Also, a comparative study is performed on pitching moment coefficient on the blunt
body and aerospike implemented body configurations for angles of incidence ranging
from 0° to 8°. It can be observed from Fig. 11 that when the blunt body with conical
aerospike is at angle of incidence, it is subjected to large pitching moment raised
from the aerospike. Hence, as the angle of attack increases, the pitching moment
coefficient further increases. It is a vital point to be considered for counterbalancing
the added pitching moment for utilization of the aerospike as the angle of attack
increases [6].
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Fig. 10 Comparison between the coefficient of lift versus angles of attack

Fig. 11 Comparison between pitching moment coefficient versus angles of attack

5 Conclusion

The study shows that there is formation of zone of recirculation immediately behind
the conical aerospike. Also, if the reattachment point is shifted backward or expelled
from the shoulder of the blunt body, there are chances for the reduction in drag.
Hence, the aerodynamic drag imposed onto the blunt body is greatly affected by
choosing the optimal aerospike length. From CFD results, it can be observed that the
aerospike produces 36.1%, 54%, and 63.4% reduction in drag for the L/D ratios of 1,
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1.5, and 2, respectively (which ismaximumat zero angle of attack). Also, considering
the effects for drag reduction and lift increment without considering aerodynamic
stability, the conical aerospike with an L/D ratio of 2 is more effective as compared
to L/D ratios of 1 and 1.5, respectively. But, increase in pitching moment due to
aerospike attached needs to be taken into account for study.
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Multi-characteristics Optimization
in the Turning of GFRP Composites
Based on Grey-Taguchi Method

Hari Vasudevan, Ramesh Rajguru and Kalpesh Tank

Abstract Glass fibre reinforced polymer (GFRP) composites possess lightweight,
high strength, high stiffness, good fatigues resistance and good corrosion resistance
and are proven successful substitutes over traditional reinforcement methods. Due to
the increasing demand of alternative materials in the industry, an in-depth research in
the machining of GFRP is found necessary. Turning is the most practical machining
operation for removing excess material to produce a well-defined and high-quality
surface, and this study has used a glass fibre reinforced epoxy composite as material
for the experimentation. In this study, a Taguchi’s L27 orthogonal array was used for
the experimental design. The turning parameters, such as tool nose radius, cutting
speed, feed rate and depth of cut at three levels, were optimized with multiple perfor-
mance considerations, such as force, material removal rate and surface roughness.
Grey-Taguchi method enables the determination of the optimal combination of turn-
ing parameters for multiple process responses. Based on the analyses, the optimal
cutting force, surface roughness and material removal rate were achieved, with the
tool nose radius 1.2 mm, cutting speed 200 m/min, feed rate 0.05 mm/rev and depth
of cut 1 mm (A3B3C1D2) for lesser cutting force and improved surface finish.

Keywords Grey relational analysis · CNC turning · Taguchi methodology
Woven fabric · GFRP

1 Introduction

Glass fibre reinforced polymer (GFRP) composites are extensively used in a vari-
ety of industrial applications, such as aerospace and automotive sectors, electrical
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power generation and distribution systems. Composite materials have lightweight,
high strength, high stiffness, good fatigues resistance and good corrosion resistance.
With the forthcoming usage of glass fibre reinforced polymer (GFRP) composites in
various areas of applications formaking structural parts,machining of thesematerials
has become a main concern for the manufacturing industries.

Vasudevan et al. [1] presented an overview of the various aspects, such as cutting
mechanism, influence of tool material, tool geometry, surface quality and health and
safety aspects in machining FRPS, involved in the conventional machining of GFRP
types of composite material. Gupta and Kumar et al. [2] investigated turning of a
unidirectional GFRP composite material using polycrystalline diamond tool (PCD).
Three input variableswere selected in the study to optimize themachining parameters
involved in the process of turning for determining the minimum radial cutting force,
the simulated annealing, and a meta-heuristic optimization technique was used. The
results of this study revealed that themost significantmachining parameters for radial
cutting force are the depth of cut, followed by feed rate.

Altin et al. [3] presented the review article on machinability properties of GFRP
and CFRP composite materials during conventional machining (turning, drilling,
milling, etc.) and nonconventional machining. They stated that in the conventional
machining of GFRP and CFRP composite materials higher compressive forces could
be obtained as a result of increasing feed rate. In a review on the machinability of
glass fibre reinforced polymer composite by Alessandra Caggiano, problems related
with the conventional and unconventional machining process of composite materials
such as delamination, uncut fibres, cracking are pointed out. Moreover, they pro-
posed hybrid machining method to reduce machining defects [4]. Hussain et al. [5]
investigated the machinability aspects such as surface roughness and cutting force of
turning operation on glass fibre reinforced polymer composite tubes manufactured
by filament winding process with altered fibre orientation using three different types
of cutting inserts such as carbide, cubic boron nitride and poly-crystalline diamond.
They concluded that better surface finish and lower cutting force are achieved by
poly-crystalline diamond tool inserts followed by cubic boron nitride inserts.

Sivasankaran et al. [6] investigated on the influence of cutting parameters and
workpiece type GFRP composite pipes with PCD tool during turning operation. The
results revealed that good quality machinability was obtained at lower feed rate,
cutting speed and depth of cut for E-Glass mat fibre reinforced GFRP pipe. Rajguru
et al. [7] investigated the optimization of the drilling operation, using grey relational
analysis coupled with Taguchi method to achieveminimum delamination and cutting
force. They found that the optimal process parameters were achieved at spindle speed
1500 rpm, feed rate 75mm/min, thickness 8mm and drill size 6mm.Vasudevan et al.
[8] used Taguchi method with GRA for the optimization of turning operations with
multiple performance characteristics. From the above studies, it has been found that
the GRA is one of the important optimization techniques, and it could be successfully
applied in machining processes, such as turning.

Quality and productivity are two important aspects, but often providing a trade-
off in results, while performing machining operations. Hence, it becomes essential
to evaluate the optimal cutting parameters setting in order to satisfy contradicting
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requirements of quality and productivity. In this context, the aim of this research
study was to analyze the problem of optimization of process parameters in CNC
turning of woven fabric based glass fibre reinforced polymer (GFRP) composites
using Grey Relational Analysis coupled with Taguchi method.

2 Experimental Details

2.1 Work Material and Cutting Tool

The specimen material used in conducting this experiment was GFRP/E composite
as shown in Fig. 1. The work specimens were in tubular form with the dimensions of
50 mm long, inner diameter of 20 mm and outer diameter of 55 mm. Carbide inserts
of fine grade were used as cutting tool for turning GFRP/E composite, manufactured
by SANDVIK Coronmant.

2.2 Experimental Details

The experiments were planned using Taguchi’s design of experiments (DOE) [9],
and the input variable parameters for the experiment chosen were feed rate (mm/rev)
0.05, 0.15, 0.25, depth of cut (mm) 0.6, 1, 1.6, tool nose radius 0.4, 0.8, 1.2 and
cutting speed (m/min) 120, 160, 200. The responses chosen were cutting force,
surface roughness parameters (Ra) and MRR. The process of turning was done on
an Ace Jobber XL CNC machine, as shown in Fig. 2.

The cutting force generated during the turning operation was measured with
Kistler dynamometer. The surface roughness measurement of the machined compo-
nents was done on Taylor Hobson Talysurf-5, machine set up with data acquisition
by Se-surf software and the results are given in Table 1.Material removal rate (MRR)

Fig. 1 GFRP/E composite
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Fig. 2 Experimental setup

could be calculated from the difference in weights of the workpieces before and after
the experiment.

3 Multi-response Parametric Optimization

The grey system theory was proposed by Deng in 1982. This theory is suitable
for handling various problems with meagre, inadequate and ambiguous informa-
tion. The grey relational analysis (GRA) based on this theory can be productively
adopted for solving multi-objective optimization problems. Grey relational grade
(GRG) calculated using this analysis is treated as the composite objective function
for simultaneous optimization of multiple responses.

Three different equations are used for this normalization procedure, depending
upon the type of quality characteristics. If the original sequence data has a quality
characteristic as “larger-the-better”, then it is pre-processed by using the following
equation.

x∗
i (k) � x0i (k) − min x0i (k)

max x0i (k) − min x0i (k)
(1)

x∗
i (k) � max x0i (k) − x0i (k)

max x0i (k) − min x0i (k)
(2)

γ
(
x∗
0 (k), x

∗
i (k)

) � �min + ξ�max

Δik + ξ�max
(3)
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Table 1 Taguchi’s L27 OA and the measured mean values of the responses

Experiment
No.

Design of experiments Force (N) Ra (µm) M.R.R.

A B C D

1 1 1 1 1 30.72 3.411 236.80

2 1 1 2 2 47.94 2.619 1173.33

3 1 1 3 3 94.88 3.039 3086.22

4 1 2 1 2 34.84 2.925 521.48

5 1 2 2 3 66.41 2.516 2468.98

6 1 2 3 1 36.6 3.662 1578.67

7 1 3 1 3 35.91 3.023 1028.74

8 1 3 2 1 31.37 3.064 1184.00

9 1 3 3 2 62.4 3.566 3259.26

10 2 1 1 1 29.02 2.832 236.80

11 2 1 2 2 42.18 2.075 1173.33

12 2 1 3 3 86.57 3.956 3086.22

13 2 2 1 2 32.62 3.514 521.48

14 2 2 2 3 64.22 3.525 2468.98

15 2 2 3 1 30.8 2.921 1578.67

16 2 3 1 3 37.23 2.213 1028.74

17 2 3 2 1 27.85 2.692 1184.00

18 2 3 3 2 55.18 3.108 3259.26

19 3 1 1 1 24.8 2.321 236.80

20 3 1 2 2 39.56 3.621 1173.33

21 3 1 3 3 76.29 3.177 3086.22

22 3 2 1 2 29.54 1.785 521.48

23 3 2 2 3 54.83 4.543 2468.98

24 3 2 3 1 31.63 2.839 1578.67

25 3 3 1 3 36.82 2.247 1028.74

26 3 3 2 1 26.28 2.244 1184.00

27 3 3 3 2 46.43 3.186 3259.26

where, max x0i (k) and min x0i (k) are the maximum and minimum values, respec-
tively of the original sequence x0i (k). Comparable sequence x∗

i (k) is the normalized
sequence of original data. ξ is the distinguishing coefficient and ξ ∈ (0, 1).

0 < γ
(
x∗
0 (k), x

∗
i (k)

) ≤ 1 (4)

Γ
(
x∗
0 , x

∗
i

) �
n∑

k�1

Wkγ
(
x∗
0 (k), x

∗
i (k)

)
; (5)

Wk is the weightage assigned by the experimenter to the quality attributeK . Equa-
tions 1 and 2 are used for normalization ofMRR and surface roughness, respectively,
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Table 2 Grey relational coefficient values of the responses and grade

Experiment
No.

GRC values of responses Grey
relational
grade

Rank

(Force) (Ra) (M.R.R.)

1 0.841 0.459 1.000 0.7665 5

2 0.597 0.623 0.617 0.6125 16

3 0.333 0.524 0.347 0.4012 26

4 0.766 0.547 0.841 0.7182 6

5 0.455 0.654 0.404 0.5042 19

6 0.738 0.424 0.530 0.5636 18

7 0.748 0.527 0.656 0.6439 13

8 0.828 0.519 0.615 0.6538 12

9 0.480 0.436 0.333 0.4166 24

10 0.876 0.568 1.000 0.8148 3

11 0.661 0.826 0.617 0.7015 10

12 0.362 0.388 0.347 0.3655 27

13 0.804 0.444 0.841 0.6965 11

14 0.468 0.442 0.404 0.4381 22

15 0.839 0.548 0.530 0.6390 15

16 0.728 0.763 0.656 0.7158 7

17 0.902 0.603 0.615 0.7067 9

18 0.532 0.510 0.333 0.4586 21

19 0.978 0.720 1.000 0.8993 2

20 0.695 0.429 0.617 0.5804 17

21 0.404 0.498 0.347 0.4161 25

22 0.865 1.000 0.841 0.9021 1

23 0.535 0.333 0.404 0.4239 23

24 0.823 0.567 0.530 0.6398 14

25 0.734 0.749 0.656 0.7132 8

26 0.940 0.750 0.615 0.7682 4

27 0.612 0.496 0.333 0.4806 20

and Eqs. 3–5 are used to calculate the grey relation coefficient and grey relation grade
and recorded in Table 2 (Source: Deng [10]).

4 Results and Discussion

The analysis was conducted with the help of Minitab-17 to aggregate the influence
of the machining parameters on surface roughness and material removal rate. It is
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Table 3 Response table for GRG

Level 1 Level 2 Level 3 Max–min (�) Rank

A 0.5726 0.6010 0.6320 0.0594 2

B 0.6073 0.5835 0.6158 0.0323 4

C 0.6420 0.5818 0.5827 0.0602 1

D 0.6150 0.6167 0.5748 0.0419 3

concluded from Table 3 that the input variable setting of test number 22 has the
highest GRG. Thus, the 22nd test gave the excellent multi-objective performance
amongst the 27 experiments.

It is observed from the response table; the feed rate has the strongest effect on
the multiple performance characteristics from amongst the other turning parameters,
followed by nose radius. Based on the analyses, the optimal cutting force, surface
roughness andmaterial removal rate were achieved, with the tool nose radius 1.2mm,
cutting speed 200m/min, feed rate 0.05mm/rev and depth of cut 1 mm (A3B3C1D2)
for lesser cutting force and improved surface finish.

5 Confirmation Tests

The overall mean of GRG (η) could be computed by using the following equations
(Source: Madhav [11]).

ηopt � η̄ + (A2 − η̄) + (B2 − η̄) + (C3 − η̄) + (D1 − η̄) (6)

where η̄ �overall mean of GRG (η)�0.61631; A2 �average value of GRG (η) at
third level of tool nose radius�0.6320; B2 �average value of GRG (η) at third level
of cutting speed�0.6158; C3 �average value of GRG (η) for at first level of feed
rate�0.6420 and D1 �average value of GRG (η) for a second level of depth of
cut�0.6167. Hence, the overall predicted value of mean was 0.65757. The average
value of GRG was found to be 0.70486. This value is more than the predicted value
of 0.65757. Hence, the optimal settings of the process parameters, as found by the
investigation, could be implemented.

6 Conclusion

In this study, experimental investigation into the turning of GFRP epoxy based was
conducted in order to optimize settings of the process parameters on surface rough-
ness and material removal rate.
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It is concluded from the response table that the feed rate has the strongest effect on
the surface roughness and material removal rate amongst the other turning param-
eters, followed by nose radius. Based on the analyses, the optimal cutting force,
surface roughness and material removal rate were achieved, with the tool nose radius
1.2 mm, cutting speed 200 m/min, feed rate 0.05 mm/rev and depth of cut 1 mm
(A3B3C1D2) for lesser cutting force and improved surface finish.
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Vibrational Analysis of Single-Point
Cutting Tool for Different Tool Material
and Nose Radius Using Design
of Experiment

C. M. Choudhari, I. A. Bhisti, M. G. Choudhary and A. H. Mistry

Abstract The main objective of the paper is to study the vibrational analysis of
a single-point cutting tool by varying the materials and nose radius. In this work,
simulation-based experiments were performed through finite element analysis done
by using ANSYS Workbench 18.2 software. Three different tool materials such as
high-speed steel (HSS), stainless steel (SS) and cubic boron nitride (CBN) alongwith
three tool nose radius such as 0.4, 0.6 and 0.8 mm have been selected as a significant
process parameters affecting the performance of machining process. Cutting tool 3D
model is prepared by taking existing cutting tool dimensions. Simulation is carried
out in ANSYS 18.2 for suitable permutation and combination of material and nose
radius for evaluating respective frequency. The results of the total deformation and
frequency obtained through ANSYS software were further analyzed by using design
of experiments on Minitab software, thereby generating a regression equation and
resulting graphs were obtained.

Keywords ANSYS software · Design of experiments · Vibration analysis
Cutting tool · Nose radius

1 Introduction

In the modern world, manufacturing industries aim at manufacturing high qual-
ity, cost-effective products and heading towards automation. An essential part of
a machining system is to control the tool wear or damage. Chatter and tool wear
continue to be a problem, which in turn limit the productivity. In this project, FEM
simulation technique is utilized to investigate the physical cutting process for pre-
dicting—vibration analysis of single-point cutting tool. There are various researches
and great deal on single-point cutting tool analysis. FEM-based simulation helps us
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Fig. 1 Nomenclature of single-point cutting tool

with better understanding for deflection and vibration in cutting zones also provides
with resulting stress and temperature fields.

1.1 Overview of Single-Point Cutting Tool

Cutting tool used for turning, boring, shaping and planning on lathes, etc., is a single-
point cutting tool. Single-point cutting tool is shown in Fig. 1. Framework used for
designating the cutting tool is nose radius back rake angle, side rake angle, end relief
angle, end cutting angle, side cutting angle. Performance and life of cutting tool
depend on above-mentioned parameters.

1.2 Literature Review

Geometry, orientation and material of the cutting tool are the three important factors
that determine ease and performance ofmachining (machinability). There are various
types of material available for cutting tool, such as stainless steels, alloy of cast
cobalt, cemented cast, and coated carbides. The point of intersection of three surfaces
such as rake surface, principal flank surface, auxiliary flank surface gives rise to the
tooltip. Since tooltip is subjected to the severe cutting force during machining, so
any sharp point may break quickly. By definition, nose radius is the radius value at
the tip of the turning tool, measured on reference plane. Many research papers have
been proposed related to the topic. Sinha et al. [1] have performed the vibrational
analysis on mechanical component to improve the efficiency machine and to reduce
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down time and mechanical failure. Patil [2] has consisted temperatures measured
by experimental set-up during machining and calculated forces analytically for the
same condition. Kumar et al. [3] have involved tool deflection and tool failure due to
vibration while turning on lathe. Jadhav et al. [4] have identified the cutting forces
and feed forces in turning process. Experiments were conducted on lathe machines
and were studied with help of (ANOVA) based on adjusted approach. Özel et al. [5]
have studied the effects of cutting edge geometry, w/p hardness, feed rate and cutting
speed on surface roughness and result of forces in the finish hard turning of AISI
H13 steel. Liu et al. [6] have represented a cutting forces prediction model in the end
milling of GH4169, super alloy carbide tools by orthogonal experiment. Rao et al.
[7] have included study of deflection and tool failure due to vibrations while turning
on lathe. Experiments were performed with mild steel as workpiece and different
tool material for which various machining forces have been measured. Rodrigues
L. L. R et al. taking into reference to the aforementioned papers, this paper has
been proposed about the difference in the techniques used to evaluate frequencies.
The research is carried out by varying two parameters of tool and analyzing the
achieved results by using the DOE. Vibration analysis on single-point cutting tool is
done in various papers to find the critical frequency, but in this paper, we changed
some crucial parameters such as materials and nose radius. By combination and
permutation of different material with consistent change in nose radius, we analyzed
virtually the change in the critical frequency for each nine combinations and finally
find out the best combination of material and nose radius for critical frequency. This
will let us know the optimum parameter which affects the critical frequency and
threshold values which should be maintained in order to get the best results out of
this experiment. Simulation has been performed using ANSYS 18.2 and Minitab18
software.

2 Methodology

In this study, methodology adopted is represented in following flow chart (Fig. 2)

2.1 Geometric Model

The cutting tool is modelled with the help of solid works software with the actual
dimensions of existing cutting tool. Tool is made up of three different materials such
as stainless steel (SS), high speed steel (HSS) and cubic boron nitride (CBN). Also,
three different nose radius of tool has been followed viz. 0.6, 0.8, 1 mm. This will
develop the nine numbers of permutation and combination to carry out simulating
experiment.
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Geometric 
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Results
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Fig. 2 Methodology for obtaining frequency and factor plots regression equation

Fig. 3 Meshing

Fig. 4 Applying constraint

2.2 Analysis in ANSYS

Single-point cutting tool model was imported from the SolidWorks to ANSYS soft-
ware. Body is divided into finite number of elements as shown in Fig. 3. Constraints
are applied to tool in such a way that how it is inserted in tool post during turning
operation as shown in Fig. 4. Results are obtained by doing vibration analysis. Fre-
quency at different modes and deformation was obtained as shown in Fig. 5a large
deformation was observed at the tip of the tool. Figure 5b shows deformation and
frequency for all nine combinations.

(1) Data collected from ANSYS
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Stainless Steel

Nose Radius 0.4mm
Frequency – 4848 Hz

Nose Radius 0.6mm
Frequency - 4855.5 Hz

Nose Radius 0.8mm
Frequency -4855.6 Hz

High Speed Steel
Nose Radius 0.4mm
Frequency - 4848 Hz

Nose Radius 0.6mm
Frequency - 4693.6 Hz

Nose Radius 0.8mm
frequency- 4693.7 Hz

Cubic Boron Nitride

Nose Radius 0.4mm Nose Radius 0.6mm Nose Radius 0.8mm
Frequency – 4848 Hz Frequency - 3189.2 Hz Frequency - 3189.5 Hz

(a)

(b)

Fig. 5 a Results, b deformation and frequency for all nine combinations of materials and nose
radius

Vibration analysis was performed on ANSYS Workbench18.2 software. Highest
value of frequency observed is highlighted in table below corresponding to combi-
nation of tool materials and nose radius.
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Above figure shows simulation of three different materials (SS, CBN, HSS) for
corresponding nose radius of 0.4, 0.6 and 0.8 is carried out. Result shows that fre-
quency is different three materials and their nose radius.

2.3 Design of Experiment (DOE)

Design of experiments (DOE) is a systematic method to determine the relationship
between factors affecting a process and the output of that process. In other words, it
is used to find cause-and-effect relationship. It enables us for multiple input factors
to be manipulated determining their effect on a desired output.

Identification of factors

As mentioned in previous section, three different tool materials such as stainless
steel (SS), high-speed steel (HSS) and cubic boron nitride (CBN) along with three
tool nose radius such as 0.4, 0.6 and 0.8 mm have been selected as a significant
process parameters affecting the performance of machining process. Table 1a shows
the input factors and their levels. Based on simulation result, frequency of vibration
was obtained as mentioned in Table 1b for different combination of tool material and
nose radius. The selection of a particular orthogonal array is based on the number of
levels of various factors. Here, L9 orthogonal array is selected.

2.4 Minitab18 Statistical Software

Minitab is statistics software that often combined with the implementation of six
sigma, Capability Maturity Model Integration (CMMI) and other statistics-based
process improvementmethods.Minitab can perform several function such as compu-
tation function, calculator function, generating data function, probability distribution
function, matrix operation, design of experiments, data analysis function, statistic,
regression analysis, Variance analysis, multivariable analysis and non-parametric
estimation.

2.5 Results

a. Factor plot

In statistics, a full factorial experiment is an experiment whose design consists
of two or more factors, each with discrete possible values or levels, and whose
experimental units take on all possible combinations of these levels across all such
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Table 1 a Levels of machining parameters, b combination of tool material and nose radius

Machining
parameters

Code Stage 1 Stage 2 Stage 3

(a)

Tool materials A SS HSS CBN

Nose radius
[mm]

B 0.4 0.6 0.8

(b)

Expt. No. Material Nose radius
(mm)

Response: frequency (Hz)

1 Stainless steel 0.4 4848

2 Stainless steel 0.6 4855.5

3 Stainless steel 0.8 4858.6

4 High-speed steel 0.4 4848

5 High-speed steel 0.6 4693.6

6 High-speed steel 0.8 4693.7

7 Cubic boron
nitride

0.4 4848

8 Cubic boron
nitride

0.6 3189.2

9 Cubic boron
nitride

0.8 3189.5

Fig. 6 Response plot

factors. Based on previous experiments and usingMinitab software, following results
are obtained as shown in Figs. 6 and 7.

b. Regression equation

Multiple regressions are a statistical tool used to drive the value of a criterion from
several other independent, or predictor, variables. It is simultaneous combination of
multiple factors to assess how and what extent they affect a certain outcome. The
regression analysis is performed using statistical analysis software Minitab 14. It
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Fig. 7 Interaction plot

gives the relationship between ultimate tensile strength and hardness with mild chill
size and pouring temperature.

Regression Equation (Response)�4447+406.9 A_1+298.0 A_2-704.9 A_3+
400.9 B_0.4−201.0 B_0.6−199.9 B_0.8−406.9 A*B_1 0.4+202.5 A*B_1 0.6+
204.4 A*B_1 0.8−298.0 A*B_2 0.4+149.5 A*B_2 0.6+148.5 A*B_2 0.8+704.9
A*B_3 0.4−352.0 A*B_3 0.6−352.9 A*B_3 0.

Regression equation indicates different coefficients for all variables used. Variable
‘406.9 A_1’ needs to control primarily as it produces significant effect on desired
result.

3 Results and Discussion

3.1 ANSYS Results

The aforementioned graph shows that there is not much effect of change in nose
radius even though the materials are changed as shown in Figs. 8, 9 and 10.

3.2 Minitab Results

This is the main response plot obtained from the experiment performed. Figure 11
indicates the variation of the material and nose radius at different frequencies. Mate-
rial 1 (SS) has been found to be more significant as compared to other two materials,
and nose radius (0.4 mm) has been found to be more significant as compared to
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Fig. 8 Stainless steel
frequency versus nose radius

Fig. 9 High-speed steel
frequency versus nose radius

Fig. 10 Boron nitride
frequency versus nose radius

other two nose radius. Hence, material 1 and smaller nose radius is required to be
controlled.

Figure 12 shows the combined effect of material and nose radius on frequency. It
can be concluded that frequency of vibration remains constant for all three materials
at nose radius of ‘0.4 mm’, and vibration frequency decreases with increase in nose
radius for selected materials. It is response data from DOE; hence, finding is taken
into account to identify critical parameter.
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Fig. 11 Response plot
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4 Conclusion

Vibration analysis on single-point cutting tool is done in various papers to find the
critical frequency, but in this paper, we changed some crucial parameters such as
materials and nose radius at different modes in the tool and find out the critical fre-
quency. By combination and permutation of differentmaterial with consistent change
in nose radius, we analyzed virtually the change in the critical frequency for each
nine combinations and finally find out the best combination of material and nose
radius for critical frequency. This will let us know the optimum parameters which
effects the critical frequency the most as well as the threshold values which should
be maintained in order to get the best results out of these experiments. The above
experiments are performed usingANSYSWorkbench18.2 and design of experiments
underMinitab software. Since this study is based simulation approach usingANSYS,
software has been observed to be less time-consuming and cost saving. Otherwise,
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constitution of nine experiments in physical form would have been time consum-
ing and costly. But in order to validate, we required the optimum configuration to
be checked, and hence, one trial as resulted from above finding will be sufficient.
Significance of statistical data as DOE is well explained.

In all cited literature and hence performing statistical experiments are cost effec-
tive at the same. As per literature, it has been observed results given by DOE are
almost similar. Experimental investigation which is costly and time-consuming.
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Design of Automated Two-Wheeled
Forklift with Retracting Third Wheel
and Dynamic Counterbalance
Mechanism

Abhinav Kshirsagar, Neha Kesarkar and N. S. Chandrashekhar

Abstract The material handling equipments are an integral part of any industry,
whatever maybe the size of the industry. The material handling equipment indus-
try offers a variety of products depending upon the particular requirements in the
industry. This paper mentions the designing of a two-wheeled forklift having a lift-
ing capacity of 4000 lbs. (1814.37 kg) up to a height of 7 m. This forklift has an
overall length of 1.7 m so as to comfortably maneuver in narrow aisle space of less
than 2.1 m. The possible design of forklift in the narrow aisle is obtained with the
application of an innovative mechanical counterbalancing mechanism.

Keywords Dynamic transfer · Retracting mechanism · Sensors · Actuators

1 Introduction

Thematerial handling equipments can be broadly classified into two types depending
upon the need of handling capacity—unit load handling and bulk load handling. The
requirements of unit load handling are fulfilled by equipments like forklifts, scissor
lifts, goods lifts, pick and place robots, walking beam conveyors cranes, roller con-
veyors, hoists, pallet trucks, and trolleys, and for bulk load handling, equipment like
belt conveyors, bucket elevators, stacker reclaimers, wheel loaders, screw conveyors,
and grabbing cranes are widely used.

The most common trend nowadays in the material handling industry is to increase
the level of automation, increase efficiency, and hence enhance productivity and
to maximize safety. The equipments available today are highly superior in terms
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of safety, accuracy, quality, etc., and the use of electronic sensors, actuators, and
inverters guarantees safety, reducing the human interference.

Catering to the need of fitting a forklift in an ever-decreasing aisle space so as
to make the warehouse smaller in size, we have developed a forklift that can easily
maneuver through the narrow aisle (typically an aisle space of about 1.7 m). In the
present scenario, narrow aisle is dimensioned as 1.9 m aisle space. So this forklift
can easily maneuver through the present-day narrow aisle but can also move with
ease in the aisles dimensioned to some smaller dimension in the near future. This
paper emphasizes on the mechanism that enables this concept of retracting third
wheel mechanism with dynamic mass transfer so as to decrease the overall length
and width of the already existing forklift.

2 Literature Review

The current trend in forklift manufacturing is to provide the four-wheeled and three-
wheeled forklifts with paradigm shifting from the use of conventional fuel sources
to electrically operated, equipped with advanced automation. However, the two-
wheeled forklift design is in its primitive stagewith low lift capacity requiringmanual
efforts for itsmotion. Large research and review is done to improve the three-wheeled
and four-wheeled forklifts.

Many research papers are available on the topics related to design optimization
and product analysis [1] and dynamic simulation of forklift [2]; like to lift a load of
irregular surface, the individual movement of the fork was achieved through pneu-
matic actuation [3]. Also one of the crucial operations in any forklift is lifting the
heavy loads at high heights for which hydraulic system is designed [4]. Some of the
major findings with regard to safety standards are the development of the system of
active stability (SAS), which was designed by Toyota Engineers that makes use of
series of sensors to detect instability to avoid tipping during its operation. To check
for the safety of the forklift, there are various tests in order to ensure safety from
sideward tilt and forward tilt as per international standards [5]. To ensure the stability
of the forklift, the center of forklift must always lie within the stability triangle. The
stability triangle is defined by the pivot axis and the center of the rear wheel shaft.
The pivot axis is the line joining the center of the two front wheels of the forklift. [5]

By analyzing the literature available in the field, we concluded that there is a
lack of research relating to optimizing the size along with efficient maneuverability
and ensuring safety at high speeds by devising a counterbalance mechanism. So we
devised a counterbalance mechanism with retracting third wheel so as to perform
dynamic mass transfer.
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3 Designing the Counterbalance Mechanism

This paper concentrates on developing a retracting third wheel mechanism; since
during thedesignof entire forklift, itwas oneof themost critical components to ensure
stability. A very agile and quick response mechanism was required to dynamically
balance the forklift in all its operating conditions. Also in order to increase the
maneuverability and increase the operational speed, we decided to make a two-
wheeled forklift. However, in the loaded condition the stability could not be achieved
so we decided to include a retracting third wheel which will be in operation when
the forklift is loaded forming the base of the stability triangle.

The size of standard narrow aisle space is 2.1 m so subtracting the clearance of
about 0.15 m from each side the forklift needed to be of 1.8 m from fork end to rear
tire. With standard Industrial Truck Association (ITA) forks, the space available for
mechanism was 0.580 m, so to lift the load of 1814.4 kg (4000 lbs) at a lift height of
7 m (23 feet), the dead weight required is 2000 kg.

Some of the major components of this retracting third wheel mechanism are as
follows:

(1) Falling element (2) Retracting wheel (3) Rack and pinion.

3.1 Calculation for Cross Section of Frame

Considering it as cantilever with UDL
Mass of load�1200 kg
Since, 2400 kg divided into 2 bars
Considering material steel 50C4

σyt � 720 N/mm2

E � 2.1 × 105 N/mm2

FoS � 6

Using bending moment equation:

σb

ymax
� Mmax

I

where Mmax � wl2

2 , I � bd3

12 and ymax � wl4

8E I .

After iterations, we get the cross section to be 30 mm×50 m.
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3.2 Calculation for Rollers

Three rollers are considered of material: steel 50C4 mass of load�800 kg.

σb

ymax
� Mmax

I

where Mmax � wl2

2 , I � πd4

64 and ymax � wl4

8E I
We get diameter as 46 mm after iterations.

3.3 Calculation for Rack and Pinion

Required speed�1.3 m/s
m�50 kg
Power�52.25 W
we get module�4 and pinion diameter as 68 mm
length of rack required�260 mm.

4 Techniques of Enhancing the Mechanism by Sensors
and Actuators

Various types of sensors would be required to execute the retracting motion to place
the retracting third wheel exactly in its place. The load cells placed on the fork
surface help us to measure the load placed on the forks. This measurement is of
utmost importance as the motion of the dead weight so as to maintain the stability
of the forklift depends on the weight measured by the load cells. But even before
the load cells come into the picture, the proximity sensors guide the entire vehicle
to the required location so that the forks would exactly align with the pallet opening
(Fig. 1).

High precision load cells are used to exactly get the required output voltage which
is further processed as shown in the following charts (Figs. 2, 3).

5 Illustration of Working Conditions

5.1 Case 1

Initially, the dead weight is at a distance of 213.5mm from the pivot point. Therefore,
in the unloaded condition the torque providedby the deadweight and the rear platform
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Fig. 1 Rack and pinion
mechanism for retracting
third wheel motion

Fig. 2 Flowchart of working of the load cell circuit

is just enough to counterbalance the weight of the assembly in front of the pivot, i.e.,
the weight of the forks and a part of the mast. At this point of time, as there is no
load on the forks the dead weight remains in its initial position.

When the pallet on which the load is placed is at a distance of 1228mm (1028mm
fork length+200 mm clearance), from the face of the mast, an IR sensor actuates the
motor to move the retracting third wheel from its initial position to final position.
This retracting motion of the third wheel is possible via the conversion of rotational
motion of the actuated motor shaft into the linear motion with the help of a rack and
pinion assembly.

In the same time (0.2757 s assuming the forklift speed to be 15 kmph*), the falling
platform rotated by an angle of 90° gets aligned with the other half of the platform
to form an exactly horizontal surface on which the dead mass would translate.

Now by this time (0.2757 s), the forklift has moved forward and the forks are in
position to lift the load.

5.2 Case 2

When the forks are just about to come in contact with the pallet surface, at this
point of time the load cells placed on the fork surface sense the load and accordingly
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The 
obstruction is 
sensed by the 
proximity 
sensor

•The 
proximity 
sensor 
senses the 
obstruction 
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is at 1230 
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fork front 
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Arduino  
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Arduino feedback

Fig. 3 Flowchart of working of the proximity sensor

actuate the motor driver to provide the required motion to the dead weight so as to
translate it in accordance with the weight to lift.

The distance moved by the dead weight over the roller assembly is a function of
the mass of the load to be lifted. These two quantities are directly proportional. More
the weight of the load to be lifted, more would be the distance the dead weight has
to travel.

5.3 Case 3

When the forks have lifted the load to a particular height, the center of gravity (C.G.)
moves upward and there is a greater possibility of it moving outside the stability
triangle as it is broader at the base and converges to a point at 3092 mm plus vertical
height of C.G of load. So in order to compensate this shift in C.G., the position of
the dead weight needs to be set accordingly.
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5.4 Case 4

At this point of time, the forks have placed the load on the shelves and are about to
lose contact with the pallet. The load cells give feedback to the various motors to
move the mass back to its initial position. Succeeding this task, inputs are given to
motors to bring the retracting wheel to its initial position and the falling platform is
rotated by 90° in the opposite direction of its first rotation.

6 Results

The simulation results at the topmost position of the forks in the loaded condition
which is themost probable zone of toppling of the forklift illustrated that the C.G. lies
within the stability triangle and thus the forklift is stable in all the situations. Also, the
quick response of the electronic systems ensured that the forklift remains stable, by
appropriately displacing the dead weight to provide required counterbalance torque.

7 Conclusion

It was concluded that it is possible to have a narrow aisled forklift more efficient than
the present-day two-wheeled and three-wheeled forklifts. The retracting third wheel
comes into action only when the forklift is in the loaded condition thus ensuring
stability and agility in the non-loaded condition. Thus, in the non-loaded condition
the forklift is only 1.7 m in length, perfectly designed for the futuristic narrow aisle.
Not only does this forklift reduce the space requirements but also saves the non-value
added time owing to its higher speed of operation.

8 Future Scope

As of now, no dynamic feedback is given if the stability of the forklift is not main-
tained due to any unforeseen situations, so in future with the help of gyroscope, we
plan to implement a dynamic feedback mechanism that would make simultaneous
motions of the dead weight as soon as some tilt is observed from the vertical. This
tilt would be measured by a gyroscope which would act as an input to trigger the
motor driver which in turn would drive the motor to position the dead weight at the
required location.
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Design and Analysis of Piercing
and Extrusion Tool

Gopal B. Mudholkar, Girish M. Lonare and Sadhana R. Hivre

Abstract Design and analysis of press tool for piercing and extrusion operation of
an automobile part is carried out in this endeavor. This paper deals about press tool to
be used in sheet metal extrusion process which consists of forming an integral collar
around the periphery of hole in a sheet metal part on a single stroke. The design
and material selection of piercing and extrusion press tool elements is finalized by
ensuring standard press tool die design approach and analysis methods. Autodesk
Inventor, AutoCAD software has been used for modeling and detailing. Solid works
software is adopted as a reference to analyze the feasibility of the proposed processes.

Keywords Press tool · Piercing punch · Extrusion punch · Extrusion die design

1 Introduction

The most appropriate materials and manufacturing methods under specified con-
ditions should be preferred consciously by considering total manufacturing cost
into account. Components manufactured from sheet material have various qualities
including good dimensional accuracy, lightweight, substantial strength and manu-
facture in a broad range size is possible [1]. Various techniques are possible to adopt,
and therefore before starting a manufacturing, it is important to understand which
formingmethod is most suitable tomanufacture a given product with a required qual-
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ity and minimum manufacturing cost [2]. This work adopts piercing and extrusion
operation on sheet metal part and pursues to obtain flange with a more significant lip
and greater height.

2 Design of Piercing and Extrusion Press Tool

Piercing and extrusion process is normally carried out by first piercing a hole of
a predetermined size into a sheet metal part with the help of piercing punch and
extrusion punch, and then, this sheetmetal part is rigidly clamped around its periphery
between a stripper plate and extrusion die. Then, this extrusion die block which is
subjected to counter pressure holds the sheet metal part and moves downward with
the piercing punch together. Finally, extrusion punch which is fixed, after moving
a certain distance of extrusion die, deformation zone of sheet metal part is entirely
extruded to move into the extrusion die thereby forming a cylindrical collar as shown
in Fig. 1.

The steps in the designing of piercing and extrusion press tool are as follows.

2.1 Component Details

The part shown in Fig. 2 is made up of cold rolled low-carbon steel sheet of 1.2 mm
thickness. The detailed chemical composition of the material and the identified
mechanical properties are presented in Tables 1 and 2 respectively.

Fig. 1 Piercing and extrusion tool setup
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Fig. 2 Sheet metal component details

Table 1 Chemical composition of the material

Elements C Mn S P

% 0.063 0.228 0.007 0.010

Table 2 Mechanical properties of the material

Mechanical
properties

Yield stress,
N/mm2

Ultimate tensile
stress, N/mm2

Elongation (%) Hardness HRB

Value 213 314 42 52

2.2 Tool Steel Material Selection

High carbon, high chromium D2 tool steel alloyed with molybdenum and vanadium
distinguished by high wear resistance, compressive strength, stability, good through
hardening, and good resistance to tempering back is selected for extrusion punch,
piercing punch and extrusion die block.

2.3 Determination of Cutting Clearance

Maximumandminimumvalue of die clearance for particular carbon steel of thickness
1.2 mm is ranging from 2.5 to 5% [3].

Optimum clearance � (0.06 + 0.03)/2

� 0.045 mm
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Piercing punch size�24.7 mm (calculated from the theory of equal line length
[4])

Extrusion punch bore size � punch size + 2(clearances/side)

� 24.7 + 2 × 0.045

� 24.8 mm

Cutting land � 3t or 3 mm,whichever is greater.

� 3 × 1.2

� 3.6 mm.where, t � material thickness in mm. (1)

In extrusion operation, initially the clearance between extrusion punch and die
becomes equal to the material thickness and a full contact between the material and
the extrusion die is established.

2.4 Press Tonnage Requirement

Calculating the total force is important for checking whether the machine has enough
tonnage to do the sheet metal part or workpiece without damaging the machine itself.

Vertical shear force(V ) � P × t × Ts
� (24.7 × 3.14) × 1.2 × 251

� 23361N � 2.38 ton (2)

where P �cut length in mm, T s � shear strength in N/mm2 (shear strength is con-
sidered as 80% of tensile strength).

Horizontal force depends upon die cutting clearance and vertical shear force.

Horizontal force(H) � clearance%with thickness × V

� 0.045 × 21965N

� 988.42N � 0.1 ton (3)

Then, resultant shear (piercing) force Rpierce is given by,

Rpierce � √
V 2 + H 2

�
√

(2.38)2 + (0.1)2 � 2.38 ton (4)
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Extrusion force depends on the thickness of sheet metal part, length of bend, and
tensile strength. Extrusion force (Fextrision) required for this particular steel sheet is
[5]

Fextrision � 1.5π (d − do)t(σB)

� 1.5 × 3.14 × (43−24.7) × 1.2 × 314 � 3.33 ton (5)

where d �hole size after extrusion in mm, do �hole size before extrusion (piercing
size) in mm, σB �ultimate tensile strength in N/mm2.

Piercing and extrusion force

(Fp&e) � Rpierce + Fextrusion � 2.38 + 3.33 � 5.71 ton (6)

Stripping force � 10% of piercing and extrusion force

� 10/100 × 5.71 � 0.57 ton (7)

The capacity of press machine should be 20% more force than that required for
consistent performance [5, 6].

Press tonnage requirement

(Ftotal) � 1.2 × Fcombine � 1.2 × 6.28 ton � 7.54 ton (8)

Tonnage requirement is less than the capacity of available mechanical press
machine of 10 ton.

2.5 Extrusion Die Block Calculation

Basically, die block design depends on the strip or component thickness and size,
the shape of the component, and the tool steel material [3].

Die thickness(tD) � 3
√
Fcombine � 3

√
6.28 � 1.8 cm � 18 mm (9)

where

tD Minimum thickness of die plate in cm,
Fcombine Required tonnage for piercing and extrusion operation in ton

So final thickness (tDs) in addition to reshaping allowance will be (18+3)�
21 mm.

Margin(M) � (1 to 1.5) × tD
� 1.2 × 21 � 25.2mm

Diameter of die block (dD) can be found using margin (M) and die cavity slot (A).



60 G. B. Mudholkar et al.

dD � A + 2M � 43 + 2(25.2) � 93.4 � 94 mm (10)

Similarly to the die block, the punch holder is designed and dimensioned.

tPh � tD � 21 mm where, tPh � thickness of punch holder (11)

dPh � dD � 94 mm (12)

In piercing and extrusion operation, combine die block and punch holder design,
for manufacturing and assembly point of view, and maintain geometric characteris-
tics.

2.5.1 Deflection and Stress Calculation

Assume that the extrusion die is considered as one of the ends is fixed and force
acting on other end is compressive. Here, for extrusion operation, 80% of extrusion
and stripping force is acting on die block as compressive nature [7].

Deflection(δ) � FL/AE

� 30607.2 × 42/5484.8 × 210 × 103 � 0.0011 < 0.025mm (13)

where

F 80% of (Fextrision + stripping force)
=0.8×38,259�30,607.2 N.

L length of extrusion die in mm,
A punch cross-sectional area in mm2

Stress � Force(F)/Area

� 30607.2/5484.8 � 5.58 N/mm2 (14)

Stress induced is 5.58 N/mm2 which is less than the allowable strength
2200 N/mm2 [3].

2.6 Piercing Punch Calculation

Overall punch length � Extrusion die thk. + material thk. + grinding allowance

� 42 + 1.2 + 0.8 � 44 (15)



Design and Analysis of Piercing and Extrusion Tool 61

2.6.1 Critical Bucking Force

Now to calculate critical buckling load, Euler’s equation will be used [3].

Pcr � (π2E Imin)/L
2

� 7.8 × 106 > 23347.8 N (16)

where

Imin minimum moment of inertia�18,261.54 mm4,
L unsupported punch length�22 mm

Applying load 23,347.8 N is less than buckling load 7.8×106 N, it is safe load.

2.6.2 Deflection and Stress Calculation

Assuming one end of punch is fixed and on the other end compressive force is acting.

Deflection(δ) � FL/AE

� 0.0082 mm < 0.025 mm (17)

where

F 80% of piercing force (Fpierce)�18,678.24 N,
L length of pierce punch�44 mm,
A cross-sectional area of punch�478.92 mm2

Stress � Force(F)/Area

� 18678.24/478.92 � 39 N/mm2 (18)

The stress induced is 39 N/mm2, which is very much less than the allowable stress
2200 N/mm2 [3].

2.7 Stripper Plate Calculation

Theminimum thickness of the stripper plate (hSt) can be estimated by using following
formula [1].

hSt � 0.033WS + 2t

� 0.033(86) + 2(1.2) � 5.27 mm. (19)

where WS �width of stock.



62 G. B. Mudholkar et al.

2.8 Extrusion Punch Calculation

Extrusion punch length � Extrusion punch entry radius + component flange height

+ stripper thickness + compressed spring length

� 5 + 8 + 16 + 46 � 75mm (20)

2.8.1 Deflection and Stress Calculation

Assuming extrusion punch, consider one end is fixed and compressive force is acting
on the other end. We know that the extrusion force and stripping force are acting on
extrusion punch.

Deflection(δ) � FL/AE

� 30607.2 × 75/817.54 × 210 × 103

� 0.013 mm < 0.025 mm (21)

where

F 80% of (Fextrusion + stripping force)
= 0.8×38,259�30,607.2 N,

L length of the extrusion die block in mm,
A cross-sectional area of the punch

Stress � Force(F)/Area

� 30607.2/817.54 � 37.44 N/mm2 (22)

Stress induced is 37.44 N/mm2 which is less than the allowable strength
2200 N/mm2 [3].

2.9 Bottom Plate Thickness Calculation

The bottom plate gives cushioning effect to the extrusion punch and provides enough
space for the tool to be clamped to the press bed. Bottom and upper plate thickness
can be calculated as [3],

Tbase � (1.5 to 2) × tDs
� 1.8 × 21 � 38 mm (23)

Tupper � (1.25 to 1.5) × tDs
� 1.5 × 21 � 32 mm (24)
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2.9.1 Deflection and Stress Calculation for Bottom Plate

Bottom plate is considered to be on two parallel linear.

Deflection(δ) � 5FL3/354E I (25)

where,

F 80% of combine force (Fcombine)�49,285.44 N,
L distance between parallel block in mm,
Moment of inertia (I) bh3/12�140 × (42) 3/12�864,360 mm4

Deflection (δ) 5×49,285.4 × (102)3/354×210×103 ×864,360
= 0.0041 mm<0.025 m

This value of deflection shows that bottom plate is sufficient to be 42 mm thick.

Stress � Force(F)/Area

� 49285.44/140 × 38 � 9.26 N/mm2 (26)

Stress induced is 8.38 N/mm2 which is less than allowable strength 240 N/mm2

[3].

2.9.2 Deflection and Stress Calculation for Top Plate

Assuming that the upper plate is considered as simply supported beam subjected to
force concentrated at the center of the top plate.

Deflection(δ) � FL3/48E I (27)

where

F 80% of combine force (Fcombine)
= 0.8×61,606.8�49,285.44 N

L distance between successive bolts or dowels in mm,
Moment of inertia (I) bh3/12�140 × (32) 3/12�382,293.33 mm4

Deflection (δ) 49,285.44 × (60) 3/48×210×103 ×382,293.33
= 0.0028<0.025 mm

This value of deflection shows that the upper plate is safe to be 32 mm thick.

Stress � Force(F)/Area

� 49285.44/140 × 32 � 11 N/mm2 (28)

The stress induced in the upper plate is 11 N/mm2 which is much less than the
allowable strength of 240 N/mm2 [3].
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3 FEM Analysis of Critical Components

3.1 Upper Plate

Material type: Structural steel (St-42),
Modules of elasticity = 210 × 103 N/mm2,
Poisson’s ratio = 0.3,
Load: Simply supported beam subjected to concentrated force at the center with
49285.44 N,
Compressive strength (σ y) = 240 N/mm2 (Fig. 3).

3.2 Bottom Plate

Material type: Structural steel (St-42),
Modules of elasticity = 210 × 103 N/mm2,
Poisson’s ratio = 0.3,
Load: Simply supported beam with a uniformly distributed load with 49285.44 N,
Compressive strength (σ y) = 240 N/mm2 (Fig. 4).

3.3 Extrusion Die Block

Material type: Tool steel (D2),
Modules of elasticity = 210 × 103 N/mm2,
Poisson’s ratio = 0.3,
Load: Uniformly distributed force 30607.2 N,

Fig. 3 Upper plate Von mises stress and resultant displacement
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Fig. 4 Bottom plate Von mises stress and resultant displacement

Fig. 5 Extrusion die block Von mises stress and resultant displacement

Compressive strength (σ y) = 2200 N/mm2 (Fig. 5).

3.4 Extrusion Punch

Material type: Tool steel (D2),
Modules of elasticity = 210 × 103 N/mm2,
Poisson’s ratio = 0.3,
Load: Uniformly distributed force 30607.2 N,
Compressive strength (σ y) = 2200 N/mm2 (Fig. 6).
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Fig. 6 Extrusion punch Von mises stress and resultant displacement

Fig. 7 Piercing punch Von mises stress and resultant displacement

3.5 Piercing Punch

Material type: Tool steel (D2),
Modules of elasticity = 210 × 103 N/mm2,
Poisson’s ratio = 0.3,
Load: Uniformly distributed force 30607.2 N,
Compressive strength (σy) = 2200 N/mm2 (Fig. 7).

4 Results

See Table 3
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Table 3 Comparison between analytical and FEM results

Press tool
elements

Allowable
stress
(N/mm2)

Analytical results FEM results

Stress
(N/mm2)

Deflection
(mm)

Stress
(N/mm2)

Deflection
(mm)

Bottom plate 240 09.26 0.0041 13.80 0.0037

Upper plate 240 11.00 0.0028 08.55 0.0010

Extrusion
punch

2200 37.44 0.0130 39.00 0.0093

Piercing
punch

2200 39.00 0.0082 45.00 0.0078

Extrusion die 2200 05.58 0.0011 08.30 0.0011

5 Conclusion

Analytical and FEM results of critical elements of the piercing and extrusion tool are
sound, and all the results of displacement and stresswere used as a parameter to check
the acceptability of the design of each press tool elementswhich shows that it iswithin
the allowable limit. Results obtained from solid works simulation software show
that the stress values for press tool elements are less than the respective allowable
yield stress value of the material. As per the recommendation of tool manufacturers,
deflections of press tool elements during operation are kept below 0.025 mm. So, the
designed piercing and extrusion press tool elements are safe under the given loading
conditions.
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Design and Analysis of Coaxial Rotor
Wind Turbine

Sachin Manohar Shinde, Mohit Chaudhari, Tejas Jeurkar, Sanket Kadam
and Kiran B. Salunkhe

Abstract Wind turbine is one of the booming technologies to generate optimum
electricity from renewable source at a most economical cost; the extraction of energy
in the present era is already established and further enhanced to improve its efficiency.
Coaxial wind turbine is a great rise in the technology of the wind rotor motors when
trying to obtain additional power of a unit and, therefore, the most practical use of the
kinetic energy of the wind of an equivalent air flow that operates the standard turbine.
The concept to which this is often analogous to is the composition of the turbine.
The main objective of the paper is to employ the concept of capitalization in turbine
technology to obtain as much potential energy from an equivalent current. The objec-
tive is to further expand the generation of energy per unit, and this assembly accepts
other structural benefits, such as a better dynamic balance and noise suppression.

Keywords Renewable energy sources · Coaxial rotor · Compounding
Kinetic energy

1 Introduction

Coaxial rotor wind turbine is to chain the advantages of the coaxial rotor assembly
with the design of conventional wind turbine. The rotor may be controlled in both
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directions with respect to the wind flow. Theoretical literature reveals that the wind
turbine should develop twice as much as power than the conventional single rotor
windmill can generate. This assembly is expected to generate additional power from
the single unit of windmill. The concept which is implemented in the design is
originated from Russian helicopters which are not used till date in wind turbine
technology. The aim of this design was to investigate the possibility of integration
of coaxial rotor assembly with wind turbine or in other words to use coaxial rotor
assembly as wind turbine. Further, in the design process, analysis is done using CFD
technique to investigate the practicability of the idea of coaxial wind turbine.

2 Literature Survey

Cycon et al. [1] have designed simple assembly with a single-stage gearbox with
gear on a rotor and another pinion engaged. Next to the gearbox, the assembly holds
the housing of the gearbox and the central hub. In the transfer unit, the pinion is
toothed on both sides with spiral bevel gears to counteract this. Pair of bevel gears is
fixedly connected to the rotor shafts attached to the hoist housing. The intermediate
housing is transported in the middle of the hub. The thermal stresses and vibrations
are transmitted to the carrier through the central housing, and the bending stresses
caused due to the rotation are absorbed within the central housing itself. For the
purpose of splash lubrication, gearbox is internally designed. The basic goal behind
the creation of the coaxial rotor assembly was to enhance the transfer rate and impart
greater rotor power and minimize energy loss. Putman et al. [2] have focused on
the conversion of kinetic energy from wind to electricity earlier than the actual
development of wind turbines, and power generators operated with propeller rotors
were managed to generate electricity, but these were not cost-effective enough to
obtain an adequate amount of energy. This development was primarily designed to
overcome the memory problem by relating the power generation units directly to
the high voltage transmission lines. For this type of turbine, there is a fundamental
requirement that the wind turbine can be operated in wide speed ranges, so that
the wind energy varies directly with the cube of their speed. Brody et al. [3] have
explained the application of the coaxial rotor assembly; the coaxial rotorcraft was
first designed. In fact, the coaxial arrangement is the reformation of the standard
rotor arrangement. This set accelerated the lifting of the ship and enhanced the
power transmission to the rotor. The differential thrust generated by the fans provides
control of the ejector, and the forward thrust is given by the tail rotors. Sarangi et al.
[4] Department of Mechanical Engineering NIT Rourkela has proposed dynamic
analysis of a wind turbine in which geometric blade is designed and validation of it
is carried out by CFD analysis and frequencies are compared with other reference
papers. McGugan et al. [5] has presented and explained the design of wind turbine
blades. The technological development work focuses on reliability and maintenance
describe fluid structure for rotor blade. Daut et al. [6] has studied the wind as a
renewable energy in Perlis Northern Malaysia. Their study showed the development
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possibilities of wind energy in Perlis. Pannase et al. [7] has done optimization on
design modeling and structural analysis of windmill blade in which he compared
and evaluated the performance of 18 bladed HAWT trapezoidal and rectangular
blades. Chehouriet et al. [8] have given the wind turbine design and multi-objective
optimization; the blade is designed based on multi-objective principles using generic
algorithm. Joseph et al. [9] have presented magnetically levitated vertical axis wind
turbine using effect of magnetic repulsion. Schubel et al. [10] have designed load
on wind turbine blades describing aerodynamic gravitational centrifugal gyroscopic
and operation conditions.

The above literature focuses only on the design and optimization of wind turbine
blade, but not much focuses on the compounding of blade of the wind turbine. This
loophole is further filled from the proposed design and calculations explained in the
research paper.

3 Nomenclatures for Windmill

Ab Area of blade
A area of rotor
BP width of profile � 0.106 m
CD Drag co-efficient
CDO Profile drags coefficient
D diameter of rotor
(L/D) Lift to drag ratio
P Power output � 36,000 W
R Radius of rotor
TM Torque speed characteristics
TSR Tip speed ratio
U Airfoil velocity
V Volume of blade
V 2 Exit velocity of wind
V∞ Wind speed � 10 m/s
W Relative velocity
i Angle attack
n Number of blades � 3
α Pitch angle � 25°
ηE efficiency of electrical generator

4 Construction Details

In the prototype, a pair of rotors are used, one mounted on the outer hollow shaft
and the other on the inner solid shaft. In the area of the two mutually parallel axes, a
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much smaller distance must be maintained. The angle of attack of the wind against
the rotor blade is exactly opposite to the angle of attack of the rotor blade on the
surface, i.e., we can say that the aerodynamic shapes of the two sheets are reflected
vertically.

The torque generated by the kinetic energy by the wind on the rotor blades of the
engine is transmitted through the axles to the gears. To assemble the turbinewheel, the
power generation unit is also implemented in two ways, either by coupling each axle
to the generator separately or first by combining the two axles and then coupling that
single axle to the single generator. In the first approach, the investment price could
increase due to the use of the two generators of identical capacity within the single
unit; however, the losses that occur during the transfer are actually reduced during
this possibility. To mix the two axes, a combination of bevel gears is used; however,
this arrangement will increase the mechanical elements within the power generation
unit, which may decrease the net power due to the losses that occur in it, the conical
gears. In a gear combination, the force generated by the rotor is additionally used to
rotate the gear combination, whereby the force achievable in the generator is reduced.

5 Working Principles

The wind speed in the vicinity of the turbine blades is less than the speed of the
free stream. The particular resistance and resistance generated by the turbine blades
depend on the relative wind speed. The resistance tends to the leaves toward the
edge. The aerodynamic wind flow over the aerodynamic blade reduces air resistance
and increases lift, which is responsible for the increased efficiency of the turbine.
The coaxial rotor assembly desires the largest amount of kinetic energy of the wind
stream.

The torque is transmitted by turning the shaft to the gearbox and then to the
generator shaft. Themechanism of rotation of the head is through the gear. Increasing
the speed of generator shaft will result in the generation of additional power. One
equivalent occurs in the same way because of the K.E. In fact, it helps to extract more
and more wind flow performance at low linear velocities.

6 Design of Windmill

This design methodology is to increase the efficiency of the windmill; at first, the
designing steps start with the design of windmill blades, because these blades will
mainly affect the overall efficiency of the windmill. For a particular application, the
windmill blade should be in required size. Before this, getting knowledge about the
aerodynamic style of windmill blade in order to get the full efficiency is very much
important.

The design is based on four steps as follows:
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1. Design of wind turbine rotor
2. Design of tower
3. Design of gear
4. Selection or Design of generator (Fig. 1)

6.1 Design of Wind Turbine Rotor

Specifications of Turbine Blades

Blade Diameter 14 m
Density of Air 1.225 Kg/m2

Range of Wind Speed 4–10 m/s
Blade Efficiency 30%
Reduction in Wind Speed Over First Rotor 40%
Tip Speed Ratio 7
Wind Speed 10 m/s
Power 1 28.272 kW
Power 2 6.107 kW
Total Power 34.378 kW
Reduced Wind Speed 6 m/s
% Increase in Power 21.6%
Speed of Rotation 10 rad/s
Torque 1 282.718 N-m
Torque 2 61.068 N-m

6.2 Airfoil Specification

Airfoil type NACA 4412
(L/d) 20
Cl 1
Cd 0.2
Angle of attack 5.5°

6.3 Design of Tower

From the Table 1, required power is 3.6 kW. So, height is selected as 20 m.
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Fig. 1 Blade specification (Source www.airfoiltools.com)

Table 1 Tower height
selection

Power Tower height

Up to 100 kW Up to 30 m

100–300 kW 30–35 m

300–500 kW 35–40 m

Above 500 kW Above 40 m

6.4 Design of Turbine Shaft

Swept area 153.86 m2

Weight of air packet per m of flow 188.47 kg/m
Maximum mass flow rate through blades 1884.7 kg/s
For 3 blades, mass flow rate 5654.1 kg/s
Material of shaft C-45
Ultimate strength 38 MPa
Factor of safety 2.5

Equivalent Twisting moment on shaft,

Te �
√
T 2 + M2

which implies that

Te � 28.82 × 106 N-mm

Te � π

32
× d3 × τ

28.82 × 106 � π

32
× d3 × 76

http://www.airfoiltools.com
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Fig. 2 Gearbox layout

Therefore,

d � 130mm.

Selecting the bearing, DGBB—6026 and No of bearings=4.

6.5 Design of Gear and Gearbox

Transverse module, M t 2 mm
No. of teeth, Z1 18
No. of teeth, Z2 85, �2 � 12°
Face width (b) 20 mm
Pitch angle δ1 78°
Pitch circle diameter, d1 36 mm

See Fig. 2.

6.6 Design/Selection of Generator

Generators in the turbine are the simple alternators which convert the rotational
energy to the electrical energy. The alternators simply work on the principle of
Faraday’s Law of Electromagnetic Induction. The energy generated can be stored in
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the batteries using inverter circuits or can be attached directly to the electrical circuit.
Keeping in mind the maximum power that need to be generated, the two types of
alternators are available in the market, i.e., induction type and permanent magnet
type. The speed range of the induction type generators is of the order 1500 rpm, and
the speed range of the permanent magnet generators is of the order 450–480 rpm.
The gearing system that is needed to increase the speed from 80 to 1500 rpm will be
quite bulky. Therefore, permanent magnet alternators will be suitable for the desired
application. The alternator selected for the application is of the model 500STK6M
with rated power capacity of 41.219 kW at 450 rpm.

7 Calculations

See Table 2.

8 CFD Results

The purpose to perform the CFD analysis on the airfoils is to decide the velocity
reduction from one blade to the other blade. The airfoil, used in the blade design,

Table 2 Estimation of power available

Estimation of theoretical power
available

Estimation of actual power available

Wind 1st
power

2nd
power

Total %
Increase

Speed
(Kmph)

(kW) (kW) Power
(kW)

In power 1st
power
(kW)

2nd
power
(kW)

Total
power
(kW)

%
Increase
in power

14 1.662 0.359 2.021 21.6 1.6627 0.6468 2.3096 38.9

16 2.482 0.536 3.018 21.6 2.4820 0.9655 3.4475 38.9

18 3.533 0.763 4.297 21.6 3.5339 1.3747 4.9087 38.9

20 4.847 1.047 5.894 21.6 4.8476 1.8858 6.7335 38.9

22 6.452 1.393 7.845 21.6 6.4522 2.5100 8.9623 38.9

24 8.376 1.809 10.186 21.6 8.3768 3.2587 11.635 38.9

26 10.65 2.300 12.950 21.6 10.650 4.1431 14.793 38.9

28 13.302 2.873 16.175 21.6 13.302 5.1747 18.476 38.9

30 16.360 3.533 19.894 21.6 16.360 6.3646 22.725 38.9

32 19.856 4.288 24.145 21.6 19.856 7.7243 27.580 38.9

34 23.816 5.144 28.961 21.6 23.816 9.2651 33.081 38.9

36 28.271 6.106 34.378 21.6 28.271 10.998 39.269 38.9
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Fig. 3 2-D geometry of
airfoil NACA-4412

Table 3 Input parameters for simulation

Parameters Values

Input wind velocity 10 m/s

Airfoil walls Adiabatic walls

Atmospheric temperature 300 K

Outlet Pressure outlet

Analysis type Steady-state analysis

Viscosity and turbulence model K-epsilon (2 equation) turbulence model

Turbulence intensity 5%

Surface roughness 0.05 mm

is NACA-4412. In the theoretical analysis, we have considered that the reduction
in the wind velocity after passing over the first set of rotor is about 40%. This
assumption was based on the empirical relations regarding the wind turbine blade
design. Simulation of wind velocity which is flown over the set of blades is calculated
usingANSYSFluent. The parameters used in the analysis are as follows (Fig. 3; Table
3).

Streamlines displayed in the Figs. 4 and 5 start from the velocity inlet and are
used to show the flow of air over the set of blades. Streamlines show that, though
there is reduction in the wind speed over the first set of blades, the wind still enters
the second set of blades without considerable turbulence and low velocity that the
power cannot be further extracted. The pressure contours, in Fig. 7, explain that
the pressure gradient required for the airfoils to generate the lift is sufficient. The
pressure on the lower side of airfoil is approximately 1.014454 bar, and the same
pressure above the airfoil is 1.01233 bars. These gradients are enough to produce the
lift force over the airfoil which in turn generates the torque. The above-generated
CFD results are clearly showing that the velocity reduction over the first blade is
not as high as considered in the theoretical design. The simulated results show that
the average reduction in the velocity of wind over the first blade is only about 27%
where in the basic design it was considered to be 40%. The pressure gradients across
and over the airfoils also show that it is possible to generate the torque from the wind
flowing over the second blade. In Fig. 6, the compounded velocity of wind at second
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Fig. 4 Streamlines showing velocity contours

Fig. 5 Complete view of streamlines

stage is less than as compared to the first stage, which can be used to generate the
torque again using the second set of blades.
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Fig. 6 Contours of velocity

Fig. 7 Pressure contours

9 Conclusions

The result has implemented the new methodology. The basic design represents the
methodology to generate additional power from the single wind turbine assembly. In
the basic design using the empirical relations, the increase in power generation was
expected to be 21.08%. Further, the detailed CFD analysis showed that, in practice,
the actual power generation because of second rotor is quite high as expected from
the theoretical design. The modified calculations of the available power available
revealed that the increase in power generation is nearly equal to 38%.
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Parametric Optimization of MIG
Welding on IS 1079 HR 2 by Taguchi
Method

Mayur D. Jagtap and Niyati Raut

Abstract The hot-rolled low-carbon (IS 1079 HR 2) steel is widely used material
in automobile industry. Joining of metal for different parts is done by GMAW. Pro-
cess parameter greatly affects the welded joint strength. This paper presents the case
study to investigate the ongoing MIG welding process carried out by industrial firm
in its welding protocol, by suggesting alternative effective method to achieve bet-
ter strength with improved process parameters. These suggestions are achieved by
investigating parameters like welding voltage, current, and shielding gas. Research
is designed by Taguchi method to get required data and further analyzed by S/N ratio
with interaction plot. The optimum process parameters 150 A, 30 V, and 25 L/min
gas flow rate are suggested. This research also suggests that Taguchi method has
successfully improved the existing welding protocol of the firm.

Keywords IS 1079 HR 2 · Hot-rolled low-carbon steel · S/N ratio
Visual inspection · Tension test · UTM

1 Introduction

The IS 1079 HR 2 is hot-rolled low-carbon steel, which contains carbon of 0.12%. It
is also called GRADE-Dmaterial which is specifically used for automobile industry.
This particular material has properties like drawing, severe forming, and welding
[1]. The weld ability of this steel and alloy is of great importance to manufacturing
and automobile fields. The failure of such welding part in automobile can be life
threatening. There is a lot of scope for setting parameters on an appropriate level to
boost the strength of joint. However, most industrial firms stick to their old set of
parameters, and this could happen because of lack of research on such material or
on joining process. The value of each parameter affects greatly on the welded joint.
Parameters for MIG welding are voltage, welding current, shielding gas flow rate,
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speed of welding, feed rate of filler wire. In most GMAW research, welding quality
is judged by strength of joint and depth of weld bead.

Some of the researchers have been made investigation on GMAW for different
materials with Taguchi techniques, those are as follows. Talabi et al. [2] investigated
to find out tensile strength, hardness, and yield strength on low-carbon steel. His
findings are if current and voltage increases it causes to increase heat input which
would create room for defect formation, thereby reducing mechanical properties
and yield strength. Karadeniz [3] investigated the process parameter on penetration
on Erdemir 6842 steel. Welding current, speed, and welding voltage were selected
parameters. Result shows that depth of penetration increases by increasing welding
current (from 95–115 A) and increase in welding voltage does not show that much
of difference in penetration depth. It was found that high-welding current causes
high penetration depth, and for thin plates, it should be well determined. Haken Ates
et al. [4] optimize parameter by ANN. Low-carbon steel (15*150*450) mm welded
under 180 A and 28 V, CO2 and Ar as shielding gas with flow rate 15 L/min and
contact tip to workpiece distance 15 mm. ANN conducted to optimize parameter
for mechanical properties. Gas mixture and welding current show significant effects
on tensile strength and impact strength. Thakur et al. [5] investigated that Taguchi
technique was used on RSW of AISI 3040 for finding out the effect made by input
parameters on elastic quality. Hirato in 2004 [6] evaluated the performance of MIG
by concluding that one pulse makes one drop transfer and its process was very
effective for spatter reduction. He also states that stable and spatter-free welding
was achieved by only controlling welding current from last 10 years. Size and shape
of the welding depends on the detachment of metal drop. The author thinks that
welding torch should have visual sensor for autoadjustment of feed rate and current
for better penetration. Long et al. [7] used GMAW on thin plates of butt joints for
distortion and residual stress investigation. During welding of plates, mechanical
and thermal behavior model studied by using thermo-elastic plastic finite element
simulation method. Welding distortions and residual stresses are greatly affected by
welding thickness andwelding speed. Heat transferred to thewelding pool is traveled
in the thickness direction of the plate and then in width and longitudinal directions to
reach uniformed distributions. Juang et al. [8] adopted Taguchi method to study the
effect of welding input parameters which are gas flow rate, supply current, welding
speed, and arc voltage on the weld pool geometry. Juang also states that geometry
was improved by using Taguchi method and smaller the better approach on S304
stainless steel of 1.5 mm thick. Sheshnk et al. [9] studied effect of pulse current
GTAW parameters on bead geometry of aluminum checked by Taguchi approach
and artificial neural network Tarng et al. [10] considered the Taguchi technique to
examine the procedure parameters for ideal weld pool geometry inGTAWwelding of
treated. Yilmaz et al. [11] used MIG and TIG weldings for exploring the mechanical
properties of AISI 304L and 316L. Filler used for GTAW was ER 308L and for
GMAWwas ER 316L. Joseph et al. [12] showed by his work that on selecting input
parameters such as current, voltage, speed, and time against response of ultimate
tensile strength of steel, and optimizationwas achieved byTaguchimethod.Optimum
process parameters current 240 A, welding time 2.0 min, speed 0.062 m/s, voltage
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33 V were suggested. Shaha et al. [13] studied process parameters for MIG welding
using L6 orthogonal array. Shielding gas used for this process was CO2 and butt
joint combination. Significance of factors on overall output features of weldments is
carried out by ANOVA, and he also concludes that welding voltage has maximum
influence. MIG Handbook [14] shows that carbon and low alloy steels are welded
with CO2 as shielding gas. Excess of CO2 produces high level of spatter and low
voltage is used to maintain short buried arc to minimize spatter. Ghazvinloo [15]
studied Taguchi method on AA6061 joints with input parameters as welding current,
welding voltage, and welding speed on fatigue life, bead penetration, and impact
energy.

2 Taguchi Approach

This method is invented by Dr. Genichi Taguchi, a Japanese QA consultant. It is an
integration of design of experiment (DOE) and parametric optimization of process
with the help of orthogonal array. It provides well-reduce experiment of variance
resulting in different level of process parameters with optimal setting [16]. To get the
optimal parameter setting S/N ratio is used. It is meant to deviation ratio that means
signal to noise. The S/N ratios are:

S/N ratio for smaller the best: η � −10 log[(�Yi2)/n] (1)

S/N ratio for larger the best: η � −10 log[(�1/Yi2)/n] (2)

where

Yi ith observed value of response
η signal-to-noise ratio,
y average of observed response
n no of observations in a trial.

For this research, S/N ratio larger the best is selected as maximum tensile strength
is needed which will give the optimum result.

3 Experimental Setup

In this, experiments are done according to L9 orthogonal array (OA) design available
on Minitab 18. Welding voltage, welding current, and shielding gas flow rate are the
selected parameters. The base metal is hot-rolled low-carbon steel with a dimension
100 mm × 50 mm × 3 mm is joined by GMAW welding. No edge preparation
required for low-carbon steel as it is less than 3-mm thick. ER 70S-60 is a mild steel
solid wire formulated to provide high strength required dimension for 3-mm-thick
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Table 1 Chemical composition of IS 1079 HR 2

Carbon % Manganese % Silicon % Sulfur % Phosphorus % Nitrogen %

0.1200 0.500 0.150 0.040 0.040 90

Table 2 Chemical
composition of ER 70S-6

Chemical composition requirement

C�0.06–0.15% Ni�0.15 max

Mn�1.40–1.85% Cr�0.15% max

Si�0.80–1.15% Mo�0.15% max

P�0.025% max V�0.03% max

S�0.035% max Cu�0.50% max

Table 3 Process parameters and their levels

Factors Unit Levels of factor

0 1 2

Welding current Ampere 75 100 150

Welding voltage Volt 24 27 30

Gas flow rate l/mm 12 20 25

Table 4 Data collected as per L9

Sr. no Welding
current (A)

Welding
voltage (V)

Gas flow rate
(L/min)

Tensile
strength (kN)

S/N ratio

1 75 24 12 23.95 27.58

2 75 27 20 41.75 32.413

3 75 30 25 47.00 33.44

4 100 24 20 36.25 31.18

5 100 27 25 34.15 30.66

6 100 30 12 37.00 31.36

7 150 24 25 37.9 31.57

8 150 27 12 36.75 31.30

9 150 30 20 40.15 32.073

plate is 0.8 mm copper-coated as per AISI (American Iron and Steel Institute). The
base metal (IS 1079 HR 2) and filler rod (ER 70S-60) compositions are shown in
Tables 1 and 2, respectively.

Selected parameters are shown in Table 3 with their levels. Minitab 18 suggested
orthogonal array that was used for data collection shown in Table 4. For this, base
metal is joined by MIG welding process and it is done on MANDARMW-MIG 300
welding machine. Varied input parameters were used to make butt-welded joints.
After visual inspection, tensile test carried out on specimen is shown in Fig. 1. For
tensile test, small size specimen is made in the workshop and it is tested on UTM.

Model no of UTM UTE-100,
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Serial no 1/2016-5644
Maximum capacity 1000 kN

3.1 Results

The result of the optimization process is shown in Table 4. S/N ratio and the main
effect plot were utilized to understand the relation between these input parameters
like current, welding voltage, and gas flow rate. First of all, the input parameters are
defined in the software as per their corresponding value and then give the response
data to optimize.

3.2 Analysis of Tensile Strength

After conducting all run-order, Taguchi method is applied on the result usingMinitab
18. Following Figures (Figs. 2 and 3) describe the S/N ratio and mean for the tensile
strength.

For this research, S/N ratio larger the best is selected as we need maximum tensile
strength which will give the optimum result that shown in Table 5.

From the above figures, we can conclude as follows:

Fig. 1 Tensile test specimen

Table 5 Response Table for S/N ratio

Level Welding current Welding voltage Gas flow rate

1 29.84 29.56 29.55

2 29.85 29.95 30.07

3 30.01 30.18 30.07

Delta 0.17 0.62 0.52

Rank 3 1 2
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1. Effect of welding current on tensile strength:We observe that tensile strength
shows pattern on the range from 75 to 150 A. We get maximum strength of
welding joint at 150 A. From the S/N ratio, we see that the value increases
gradually at the range of 100–150. It lies in between 31 and 32.
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2. Effect of welding voltage on tensile strength: We observe that voltage plays
vital role in strength. As voltage increases from 24 to 30 V, tensile strength also
increases. From S/N ratio table, we can see that values of mean of S/N ratio
increases with increasing in voltage in a range of 24–32.5.

3. Effect of gas flow rate on tensile strength:We observe that gas flow rate affects
the strength up to certain level as strength value does slightly increases with
increasing gas flow rate.

4 Conclusion

The Taguchi method has been applied on IS 1079 HR 2 product which is widely used
for reverse gear shifter of auto-rickshaw parts. The result gives the best and improved
combination for existing welding parameters of industrial firm. The suggested values
for optimize combination obtained from theS/N ratio andmain effect plot arewelding
current 150 A, welding voltage 30 V, and CO2 gas flow rate 25 L/min for the 0.8 ER
70S-6 copper-coated electrode. It is also found that voltage has a great influence on
welding quality of joint.
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Design and Prototype of Wireless Robot
for Condition Monitoring of Coal
Conveyor Roller Bearings

Vikesh P. Kumawat, Nikhil S. Divate, Sangeeta Bansode, Amit Kumar Patel
and Kailas S. Jagtap

Abstract Belt conveyors are a critical part which plays an important role in the
mining, processing, and transportation of coal in thermal power plant. It is neces-
sary that the conveyor system must operate maximum efficiency without any major
breakdown. The project consists of an implementation of sensor, hardware and soft-
ware platform which measures temperature and noise level of each bearing of roller
with frame number and generates the report cum warning system and live video
output of maintenance carried by robot in controlling computer. The implementation
of robot with real-time online condition monitoring of roller in conveyor system of
thermal power plant will reduce the overall maintenance cost of thermal power plant
and it will also save the man power and improve the safety which requires during
maintenance personnel.

Keywords Coal conveyor · Sound level meter · Temperature sensor
Wireless robot · Bearing · Condition monitoring · Belt conveyor
Microcontroller ·Microprocessor · RFID
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1 Introduction

In an industrial revolution, material handling performs a key role in product devel-
opment and company growth for that several transportation systems get used like
cranes, industrial trucks, and conveyors, manual handling, etc. When the material
needs to move frequently between specific points and in a fixed path with sufficient
flow, then conveyor system is considered to be the best option. Belt conveyor is the
best out of all conveyors types which provides a smooth and fast transportation of
material especially in powder form like coal in thermal power plant.

The initial cost of coal conveyor is not so high, and power consumption for system
is also less. The belt conveyor is successfully used mostly which has an inclination
angle of roller 25°–140° to the horizontal. The load carrying capacity of conveyors
may vary from 60 to 120 tones/h.

1.1 Structure of Belt Conveyor and Operating Condition

The belt conveyor consists of driving unit which includes a motor for conversion of
electrical energy to mechanical energy, gear for power transmission, belt for carrying
coal, idlers for support of belt and several auxiliary parts like which acts as support
and control in the coal conveyor system. The performance of coal conveyor system
is totally dependent on its operating condition. The main operating component of
conveyor is roller (Idler) that consists of parts shown in Fig. 1.

Most of the thermal power plants are always located at the remote location like
near seashore. As coal conveyor system works openly that needs to face the all
environmental conditionon a coastal area like a dusty environmentwith highmoisture
and differential temperature condition.

As the environment is very dusty and rusty that affects the parts of conveyor like
outer and inner body parts of roller which include bearing, seal working conditions.

Fig. 1 Solidworks model of assembly parts of roller (Idlers)



Design and Prototype of Wireless Robot … 91

The defect in any single part leads to disturbances in rotary motion further which
causes the vibration and rise in temperature due to high friction.

Belt conveyor system generally designed to work continuously for longer time,
Due to continue working and at variable load acting on parts the misalignments of
rollers shaft leads which to major failure in the conveyor system which causes to
carry out the maintenance after particular interval. The maintenance is an important
issues in a conveyor system which can be viewed in two ways: first kind is that
replacement of part done when sudden breakdown occurs and second is replacement
of part done during pre-scheduled maintenance.

1.2 Objectives of Project

The coal conveyor system is basically used to transport the coal from one place to
other, as the plant is located near seashore that causes the dust particles to enter
to the open conveyor system along with the coal dust particles. As a result of that
rollers may get jammed due to dust contamination on bearings, if the rollers still go
on rotating continuously that causes extra vibrations in it that further produces the
noise. If noise increases that increases the chances of bearing failure. To minimize
that noise data must be calculated and to do that the following project objectives
must be satisfied to ensure and deliver the proper solution:

1. Design and construct of robot which will carry whole sensor and other useful
devices which are required for monitoring of rollers.

2. To build up sensor platform this will detect the noise level of bearings.
3. To develop simple wireless communication system to make robot.
4. To generate report cum warning system for the maintenance personnel.

2 Literature

The literature represents the investigation done by various authors in the different
field of belt conveyor which include the various sources which are responsible for
breakdown of belt conveyor and importance of roller monitoring and sources of roller
failure in conveyor.

Reciks [1] defines the role of idler in conveyor system that also includes the
design parameters of the rollers along with material selection which decides the
life of rollers. Author also focuses on the bearings as it is an important component
of the roller, selection criteria also implies the smooth and continued operation of
the conveyor system. Watson [2] states for high-speed conveyor systems, design
parameters becomemost critical part due to high precision requirement. In this paper,
author tried to find out the failure cause due to design and manufacturing parameters.
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In that same description failure due to end cap deflection, loose base holding and
roller imbalance are discussed.

Zimroz [3] defines failure analysis for condition monitoring and the estimation
of problem which most frequently occurs with their location on system. The paper
also deals with the method which requires for each part of system. The most frequent
failure is due to bearings, shells, gearbox, and shaft. According to author, vibration
test can be used for gearbox and pulley testing, and model analysis for pulley shell
damage detection, idler condition by thermography, belt condition by nondestructive
testing like magnetic field measurement can be used. Akula [4] discussed about the
principle of thermal imaging and use of thermal image in different application. The
studies elaborate thermography to capture hot spots; the hot spots are the area on
roller where the temperature is significantly higher than surrounding areas which can
be captured by non-contact way.

Smith [5] proposed the system for continuous monitoring of the sound level
(Noise). Author also states the reasons for the noise generations from the mining
machines under load and unloads conditions. Noise created due to dust contamina-
tion on the hydraulic machines and mining machines was calculated and compared
with the noise of the rollers of the conveyor system as a part of result. To calcu-
late the noise or sound level, Jiang [6] made an audio detection system which is
actually based on neural network using wavelet transform system. In the wavelet
method, Fourier transformation is used to observe a sound signal in time domain
and frequency domain by attending this author manages to state the importance of
automatic fault detection system.

3 Methodology

Figure 2 shows that literature reviews clear all basic parts which are needed for
fabrication of robot. Selection of sensor for noise and temperature, it’s coding and
interfacing with microcontroller provides the data which is required for analysis.

4 Proposed Work

4.1 Basic Concept

The block diagram of basic concept is shown in Fig. 3, which represents sensor
platform along with components. Microprocessor performs major part as it controls
the microcontroller along with all sensors. RFID defines the location of the roller
stage. As a part of working when RFID reads the card located at the roller frame
stage running motor receives command to stop for particular time (5 s) at the same
time both the sensors (temperature and sound) get turned on and started getting live
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Fig. 2 Flowchart of approach to fulfill the inspection requirements

data which can be stored in the text file then the data transfer to .CSV file for further
analysis. The camera interface with microprocessor provides live video streaming
which can be tracked on graphical user interface in which sensor data can also be
viewed. The microprocessor is connected to a WIFI which helps to send data live
wirelessly.

4.2 Hardware Requirement

a. Temperature sensor

Tomeasure hot spot on roller’s bearing, the infrared non-contact temperature sen-
sor is selected. Due to high vibration, misalignment of shaft rollers and high friction
at the bearing cause increase in temperature of bearing, so to find the temperature
of bearing becomes necessary part. Figure 4 shows the working and connection of
sensor with microcontroller.

b. Sound sensor

Conveyor systemworks continuously for longer time, due to contamination of dust
particle in bearing amplitude of vibration started increasing that leads to increase in
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Fig. 3 Block diagram of system components

Fig. 4 Working of temperature sensor

Fig. 5 Working of sound sensor

noise. Sound level meter is selected which gives sound level in decibel (dB) which
is controlled by microcontroller, Fig. 5 shows the working and connection of it.

c. Motor

A planetary geared DC motor is selected for requirement of high torque and high
load carrying capacity. This motor is also suitable for inclined angle path at conveyor
system and it is controlled by microcontroller.

d. RFID reader

125 kHz (low frequency) receiving capacity RFID reader is used which has 1 ft
of tag treading range. It is controlled through the microcontroller and its signals are
responsible for movement of motor.
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Fig. 6 Solidworks design of robot

Fig. 7 Solidworks model of motor mounting

4.3 Robot Design with Sensor Adjustment

The proposed design of robot after interfacing of all sensors with microcontroller
and microprocessor can be viewed in Figs. 6, 7 and 8.
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Fig. 8 Internal hardware of
robot

Fig. 9 Live Sensor data in excel

5 Results

At a conveyor system, roller stages are located at 2 m apart from each other. So,
the robot stops at each stage take the data of sound and temperature along with
ambient temperature which is live and stored in text file by serial communications
of microcontroller with an software this text file is imported in excel sheet for better
visualization. Figure 9 shows the sensor report in excel format, and Fig. 10 shows
the data in graphical format.

6 Future Work

1. NVH and thermal analysis of bearings of roller to calculate vibrational amplitude
and variation in temperature.

2. Comparing the sensor data with the analysis results.
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Fig. 10 Sensor data in graphical format

3. Implementation of graphical user interface for sensor data visualization.
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Design, Analysis and Modification of 3
Stage Helical Gearbox Casing Using
Finite Element Method Considering
Different Materials

Ronak D. Gandhi and Nimeshchandra S. Patel

Abstract An effort was made to design and analyse triple deduction helical gearbox
housing. To start with, the investigationswere carried out to examine and interpret the
structural performance of gearbox casing. After surveying literature, it was found that
majorities of companies nowadays are facing problems of total weight and strength
of their existing gearbox. Thus, design and analysis of gearbox cover have evolved
a prominent field of exploration to diminish the failures and for optimal model.
Hence, modal analysis, vibration analysis, harmonic analysis and response spectrum
analysis were performed for existing helical gearbox casing (structural steel A36)
and modified design (high carbon steel and structural steel A36) to predict behaviour
of gearbox casing subjected to respective loading and no loading conditions. From
design and analysis perspective, lastly it was safely concluded that, modified design
having material high carbon steel is best suited as compared to existing model in
regard to resilience, weight, vibrations, durability, material and cost.

Keywords Triple deduction gearbox housing · Permanence · Prominence
Finite element approach and optimization

1 Introduction

Gears are one of the most critical components in mechanical power transmitting
devices and in most of the industrial rotating machinery. These gears systems are
encircled in a rigid closed cover called as gearbox casing or housing. Arrays of forces
are acting on gearbox cover which must be managed precariously while modelling
the gearbox casing. In the gearbox covering design, main reasons for the dereliction
of the gearbox casing are bending stress, surface strength of the gear tooth’s and
vibrations. Hence, stress analysis is very essential which can help designer to find out
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howmuch is stress acting and also to predict behaviour of casing and its components
subjected to actual stagnant and vigorous loads. There were several people who are
associated with this study and design modification of the helical gearbox casing. The
details of some of the persons and their contributed work are further discussed.

Emmanuel et al. [1] studied the impact of mechanical properties for different
elements on the crucial rotating speeds of gearbox using finite element method. The
computation of the vibrational reverberation revealed that the maximum dynamic
mesh forces equivalent to a resonant excitation of modes which have an utmost
potential energy relevant with the mesh clumsiness. Further, numerical simulations
showed that a realistic forecast of vital rotational speeds should consider the entire
constituent in the gearbox.

Sekar et al. [2] analysed thermal and equivalent von misses stress pursuing on
inward and outward gearbox casing employing numerical method like finite ele-
ment analysis. Moreover, convection effect linking the internal surface of casing and
circulating oil is also discussed. This issue was found trivial and thus neglected. Fur-
thermore, results obtained showed that thermal stress acting on the gearbox cover
was 68.866 MPa along with deformation of 0.15434 mm considering the impact of
both force and heat.

Chhabra et al. [3] discussed their work on modelling and analysis of composite
material gearbox. In this paper, computer-aided methodology to create and anal-
yse stress and deformation acting on 3D model of gear box was used. In addition,
expedition of composite material gearbox was done to restore the existing metal-
lic gearbox for specific weight minimization to acquire enhanced energy efficiency,
corrosion resistance, noise curtailment, prominent inherent frequency and more sta-
bilized model.

Hazry et al. [4] studied vibration diagnosis for gearbox housing using finite ele-
ment approach. The primary purpose of this workwas to execute analysis for evaluat-
ing the recurrences and harmonic frequency response in order to intercept resonance
of gearbox casing. Moreover, it was found that the vital component was the design
of the fastened couplings within the uppermost and lowermost casing and the mod-
elling of the attachments to the support. Furthermore, results acquired exhibited the
extent of the frequency that was preferable for gearbox cover to intercept maximum
amplitude.

After surveying various literature [1–5], it can be concluded that majority of the
work have already been done on 2 stage helical gearbox casing. From the study
[6–8], it was further found that very few investigators have worked in field of 3 stage
gearbox casing. Furthermore, it was terminated that most of organizations are facing
problems of total weight and strength of existing gearbox [9–12]. So, present work
was carried out with prime objectives to minimize the weight and improve strength
of casing.
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2 Gearbox Specifications

Triple stage helical gearbox is connected to one leaf of the bridge utilizing leading
drive pinion. This gearbox weights nearly 900 kg and is compelled by the differential
gearbox. Thematerial of the housing isASTMSteelA36with amodulus of resilience
(E) of 29 * 106 psi or 200 GPA and Poisson’s ratio (µ) of 0.26 [13]. This housing
is linked together by a consolidation of welding and bolted joints. This gearbox is
outlined to impart 112.5 h.p. at 174 rpm with a gear ratio of 71.0521. The sum-
maries of shaft and gear specifications are revealed in Tables 1 and 2, respectively.
The dimensions and specifications were provided by Finstern Engineering Private
Limited Company, Vadodara [15].

Table 1 Shaft informations for triple stage helical gearbox [15]

Shaft Diameter (mm) Length across bearing ends
(mm)

Input shaft 65.0 552.0

First intermediate shaft 62.0

Second intermediate shaft 90.0

Output shaft 130.0

Table 2 Pinion and gear specifications for the triple reduction helical gearbox [15]

Name No. of teeth Diametric pitch Helix angle (°) Pressure angle (°)

Input shaft pinion 16 3 15 20

First intermediate
shaft pinion

16 2 20.24 20

First intermediate
shaft gear

72 3 15 20

Second
intermediate
shaft pinion

19 1.5 15 20

Second
intermediate
shaft gear

60 2 20.24 20

Output shaft gear 80 1.5 15 20



102 R. D. Gandhi and N. S. Patel

3 Finite Element Modelling and Analysis

3.1 Finite Element Modelling

3D CAD Modelling. Computer Aided Design (CAD) is described as adoption of
computing devices for modelling, refinement, investigation and optimization of
designs. It usually contains all design data such as geometry, dimensions, toler-
ances and manufacturing related details. Modelling software that can be used is Creo
2.0, CATIA V5R20, NX, SolidWorks, etc. Thus, as per company specifications and
dimensions, 3D CAD model was prepared in CATIA V5R20 modelling software.

Meshing. Meshing feature in ANSYS workbench 14.5 imparts designer with a
distinctive involuntary mesh generation technology. Generally, meshing should be
more dense and sparse near to the load and little load area, respectively. Existing and
modified geometric model after meshing with proper mesh size of 5 mm is presented
below (Figs. 1 and 2).

Applying Material Properties. This engineering data workspace is outlined to
admit creator to produce, preserve and recover material properties. Here, the material
which was used for existing gearbox casing is structural steel A36 having modulus
of elasticity (E) of 29 * 106 psi or 200 GPa and Poisson’s ratio (µ) of 0.26 [13].
Whereas, material selected for modified design was high carbon steel with amodulus
of elasticity (E) of 30.45 * 106 psi or 210 GPa and Poisson’s ratio (µ) of 0.26 and
structural steel A36 with a modulus of elasticity (E) of 29 * 106 psi or 200 GPa and
Poisson’s ratio (µ) of 0.26 [13].

Fig. 1 Meshed model of existing helical gearbox casing
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Fig. 2 Meshed model of modified design helical gearbox casing

Applying Loading and Boundary Conditions. Gearbox support casing is fixed
attached to the foundation through six bolted connections. Reposing surface of hous-
ing is also restrained in all degree of freedom. There are several forms of payloads
pertinent over gearbox cover. The stagnant pressure of transmitting gear and drive
shank pursuing on bearing hole splits into two parts, namely radial and axial thrust
[14]. These loads are employed to ascertain the literal effect of stress and deforma-
tions acting on gearbox case. Thus, loading and boundary conditions were utilized
on casing based upon application endowed by the company [15].

3.2 Finite Element Analysis

This analysis phase generally depends upon type of problem defined earlier or type
of analysis likeModal, Vibration, Harmonic, Spectrum and Static structural analysis.

Modal Analysis. Modal analysis is a technique utilized for assuring the vibration
peculiarities (inherent recurrences andmode configurations) of a design or an element
while it is being modelled. Hence, analysing the inherent oscillations and mode
profiles are very essential parameters in the modelling of a component. This modal
analysis can further be served as a beginning point for more detailed analysis like
transitory strenuous analysis, frequency response analysis and spectrum analysis.
Total deformations which were obtained after performing modal analysis at few
frequencies for modified model (H.C.S) are depicted in Figs. 3 and 4, respectively.
Analogously, resultswhichwere procured after doingmodal analysis for transformed
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Fig. 3 Total deformation for modified design (H.C.S) at frequency of 309.22 Hz

Fig. 4 Total deformation for modified design (H.C.S) at frequency of 883.59 Hz

design considering structural steel A36 and high carbon steel materials are outlined
in Table 3.

VibrationAnalysis.Vibration analysis is amethod employed for predicting vibra-
tion that is occurring on the components during loading conditions. This vibration can
be due to poor product design or the surroundings in which the product is operating.
Sometimes, it can have a substantial influence on endurance and drowsiness, eminet-
ing to a curtailed service life. In industries, vibration analysis is mainly preferred to
recognize any premature ancestors of machine deterioration, allowing equipment to
be refurbished prior to an expensive breakdown happens which can relieve immense
sustenance expense and equipment interruption significantly. Results which were
achieved after carrying out vibration analysis formodifiedmodel (H.C.S) are exposed
in Figs. 5 and 6, respectively.
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Fig. 5 X direction deformation obtained for modified design (H.C.S)

Fig. 6 Equivalent stress obtained for modified design (H.C.S)

Likewise, vibration analysis for altered design was accomplished using material
structural steel A36. Results which were acquired after operating vibration analysis
for refined model adopting structural steel A36 and high carbon steel materials are
summarized in Table 4.

Harmonic Analysis (Frequency Response Analysis). Harmonic response anal-
ysis is an approach facilitated for computing the behaviour of elements enthralled to
loads that differ sinusoidally (harmonically) in regard to time. Harmonic response
analysis bestows designer the capability to anticipate the sustained dynamic response
of their model, thus permitting designer to authenticate whether or not their model
will favourably conquer reverberance, debilitation and other detrimental outcomes of
forced oscillations. Hence, intension is to reckon the structure’s behaviour at certain
frequencies and thus acquire a profile of few response quantities versus frequencies.
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Table 4 Comparison of vibration analysis results between existing model and modified design

Name Existing model
(structural steel A36)

Design Modification
(high carbon steel)

Design modification
(structural steel A36)

Min. value Max. value Min. value Max. value Min. value Max. value

X direction
deforma-
tion
(mm)

0 12.135 0 25.346 0 51.852

Y direction
deforma-
tion
(mm)

0 91.416 0 4.5838 0 4.5400

Z direction
deforma-
tion
(mm)

0 41.625 0 17.949 0 16.506

Stress
(MPa)

0.55757 2.685 e5 0.28282 25719.0 3.7002 29497.0

Strain 2.7878 e−6 1.3425 1.3467 e−6 0.122471 1.5805 e−6 0.14748

Fig. 7 Total deformation for modified design (H.C.S) at frequency 250.0 Hz

Total deformations and Equivalent stress gained after conducting analysis for modi-
fied design (H.C.S) at various frequencies are shown in Figs. 7, 8, 9, 10, 11 and 12,
respectively.

Similarly, frequency response analysis was performed for reformed model uti-
lizing material structural steel A36. Results which were secured after evaluating
harmonic analysis for improved design taking both materials at different respective
frequencies are epitomized in Table 5.
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Fig. 8 Total deformation for modified design (H.C.S) at resonance frequency 309.2 Hz

Fig. 9 Total deformation for modified design (H.C.S) at frequency 750.0 Hz

4 Results and Discussion

In the present work, detailed investigations were carried out to design and analyse
behaviour of 3 stage helical gearbox casing. Table 3 shows correlation between results
acquired after performing modal analysis for existing model and numerical ensues
gained for modified design deliberating both materials. After comparing outgrowths
of modal analysis, it clearly shows that good agreement is found between the results.
Total deformations obtained for modified design contemplating both materials are
almost nearly same. It may be due to possibilities that, there are no loading conditions



110 R. D. Gandhi and N. S. Patel

Fig. 10 Equivalent stress for modified design (H.C.S) at frequency 250.0 Hz

Fig. 11 Equivalent stress for modified design (H.C.S) at resonance frequency 309.2 Hz

applied in modal analysis or perhaps because of different materials used for analy-
sis. Thus, from perceptive of strength, weight, vibrations, stress and material cost,
modified design having material high carbon steel may exhibit good performance in
correlation with existing model.

Further, these frequencies were used to accomplish random vibration analysis for
various alternatives to predict vibrations that are occurring on the gearbox housing.
Repercussions which were seized after exercising vibration analysis are summarized
in Table 4. After matching results of vibration analysis, it clearly reveals that good
concurrence is observed between the results. Additionally, it was also observed that
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Fig. 12 Equivalent stress for modified design (H.C.S) at frequency 750.0 Hz

deformation values in 2 different directions are less in contrast to other direction. It
may be due to fact that, loading conditions are applied in that particular direction
where distortion is more. Moreover, stress value for modified design having material
high carbon steel is very less in resemblance with existing model because of liability
that, high carbon steel material is having more proportion of alloying elements like
carbon, copper, iron, phosphorous, manganese and sulphur.

Furthermore, harmonic analysis was endeavoured for all choices to predict struc-
ture’s responses subjected to forces that vary harmonically in respect to time. This
frequency response analysis was fulfilled preferably at resonance frequency, fre-
quency greater or lesser than resonance frequency to validate whether design would
be able to overcome resonance, fatigue and other harmful effects of forced vibra-
tions. Graph which were obtained while executing harmonic analysis contemplating
materials high carbon steel and structural steel are manifested in Figs. 13 and 14
respectively. Results which were attainted after enacting frequency response analysis
at certain natural frequencies are encapsulated in Table 5. After correlating outcomes
of frequency response analysis, it precisely indicates that agreeable concordance is
perceived within the outgrowths.

5 Conclusion

After comparing various finite element analysis results for design modification
(H.C.S and S.S.A36) with the numerical results retrieved from existing model
(S.S.A36), following conclusions were drawn:
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Fig. 13 Frequency response deformation graph obtained for modified design (H.C.S)

Fig. 14 Frequency response deformation graph obtained for modified design (S.S.A36)

• After correlating results of modal analysis, it can be concluded that for design
modification havingmaterial high carbon steel and structural steel,maximumvalue
of deformations is reduced by 36.46 and 35.25%, respectively, in comparison with
existing model.

• After matching outcomes of vibration analysis, it can be said that for modified
design having material high carbon steel and structural steel, utmost value of
stress is diminished by 90.42 and 89.01%, respectively, in accordance with actual
model.

• After analysing values of harmonic analysis, it was come to end that, highest value
of stress for modified design having material high carbon steel and structural steel
at respective resonance frequencies is proportionally depleted and increased by
5.95 and 16.04% in correlation with existing model. Moreover, after performing
same analysis for some lower and higher value of frequency than resonance, it
was observed that abundant value of stress is appropriately dropped by 10.60 and
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18.71% for high carbon steel material and intensified correspondingly by 14.56
and 25.89% for structural steel material in agreement with actual design.

From design and analysis point of view, it can be safely concluded that, modified
design having material high carbon steel is best suited for casing as compared to
existing casing design in terms of strength, weight, vibration, durability, material
and cost.

Future Scope

In any gearbox, possibilities of better options are present. Always chances of better
things selection or say optimizing gearbox need to be done after its completion. In
this 3 stage helical gearbox also, there are several things that can be optimized with
software and theories best combinations. After complete understanding of require-
ments and components used into this 3 stage helical gearbox, one should focus on
optimizing each and every component used in existing gearbox. In future, there are
large scopes for further optimization of existing or modified gearbox casing. Hence,
researchers can make an effort to explore all appropriate alternatives and try to give
best possible solutions for stated problems.
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Analysis of Cyclone Separator Used
for Liquid-Gas Mixing

Gayatri Malekar and Niyati Raut

Abstract The present study deals with the evaluating the performance of liquid
and gas separation cyclone separator with the pleated filter. The study is carried out
by comparing the results from experimental and theoretical processes. The parame-
ters of comparison are the pressure, velocity and the flow rate. After the evaluation,
comparison of the various parameters and their effects on the performance would
be studied. The main objective of this paper is to study the effect of filter on the
performance of cyclone separator. The cyclone separator is studied using an exper-
imental set-up which contains vacuum pump connected at the outlet and a mixing
tank connected at the inlet of cyclone separator.

Keywords Cyclone separator · Pleated filter · Vortex length · Vortex finder

1 Introduction

Cyclone separators are devices that separate the two immiscible liquids through
centrifugal vortex formation. The liquid and gas mixture enters the inlet of cyclone
separator tangentially at high speed. This inertia force is transformed to centrifugal
force forming vortex in the cyclone separator. The centrifugal force causes the liquid
and gas to get separated. The liquid settles down at the bottom and can be discharged
frombottom.The separated gasflows radially inwards and thengoes upwards towards
the top. The vortex flow formed in the cyclone separator depends on the densities of
gas and liquids. The liquid due to high density settles at the bottom due to gravity and
the gas after separation flows upwards due to low density. The efficiency of cyclone
separator can be improved by the changing in design parameters.

The liquid and gas cyclone separators designs have been developed recently due
to its variety of potential applications. Alexander [1] have studied about the vortex
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length and found the effects of inlet dimensions on the performance of cyclone sep-
arator. Stairmand [2] studied on the design of cyclone separator and suggested that
the shell height of should be 1.5 times the cyclone shell diameter for improving the
performance of cyclone separator. Ito [3] studied on the velocity flow and indicated
that there is forced vortex near the centre of cyclone and free vortex near the wall of
cyclone separator. Lun [4] presented on the pressure and the radial distribution. This
pressure loss is studied by various researchers. Leith and Dirgo [5] studied on the
effects of cone opening on the collection efficiency and pressure loss. The dimensions
of shell and cone have influence on the performance of cyclone separator. The effect
of cone dimensions on the performance of cyclone separator was also investigated by
Xiang [6]. Researches of Chuah [7] also show that when the cone size is more than
the outlet nozzle then it is observed that there is high collection efficiency without
significant increase in pressure drop. Raoufi [8] also found the effect of shape and
diameter of vortex finder on the performance of cyclone separator. Square cyclone
separator designs and their performances were studied by Mao [9]. Iozia [10] stud-
ied the effects of vortex diameter on cyclone separator performances. Zhu and Lee
[11] conducted experiments on different shell diameter and different vortex length
and found that these parameters have considerable influence on the collection effi-
ciency. Movafaghian [12] studied the effect of inlet geometry on the hydrodynamics
of gas-liquid cyclone separator. Rongbiao and Xiang [13] suggested that flow rate
has strong influence on the performance of cyclone separator. Zhao [14] reported
that improving the inlet geometry will improve the collection efficiency. Wang [15]
used the full Reynolds stress model in conjunction with the stochastic Lagrangian
multiphase model to improve the accuracy of CFD models. Zhao [16] investigated
the effects of cyclone inlet on the flow field and performance of cyclone separator.
Erdal and Shirazi [17] investigated the effect of three different inlet geometries (one
inclined inlet, two inclined inlets and a gradually reduced inlet nozzle) on the flow
behaviour. They reported that the gradually reduced inlet nozzle geometry is the
preferred geometry. Zhang [18] studied computationally the effect of inlet angle.
He found that if the angle is 45°, pressure loss decreases up to 30% lower than the
conventional design. The effects of shell height of cyclone on the performance of
cyclone separator were studied by Safikhani [19] and Hoffmann [20]. Chen and Shi
[21] established a ‘universal’ model to calculate cyclone pressure drop. The cone
dimensions effects on the bottom of cyclone separator were studied by [22–24].
Karagoz [25] presented new design of cyclone separator by increasing the vortex
length to improve the performance of cyclone separator.

1.1 Basic Design of Cyclone Separator

Cyclone separators are utilized for isolating scattered strong particles from liquid gas
stage. These devices have basic design and simple in construction for fabrication.
Also, these devices are less expensive. Therefore, they are used in many industries
such as petroleum and chemical industries. Despite being inexpensive and easy to
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operate, its flow structure and analysis is very complex. The gas particles and liquid
enters the cyclone tangentially. The tangent flow produces the swirling motion on
the inside of the wall of cyclone. The swirling motion produces centrifugal force,
causing the liquid to settle down and gas to flow radially towards the centre and then
discharges towards top of the cyclone.

Separation processes are based on centrifugation and filtration. These processes
are discussed below:

(a) Mechanical Separation by Filtration: Filtration is the process in which the sep-
aration is carried out using the filter. Cyclone separator consists of filter inside
which separates the liquid and gas and filters the gas to flow outside. The liquids
and gas filtration is carried out using the pleated filters while the solid–liquid
filtration is carried out using the pleated filters. Pleated filters have the advantage
of being low cost, easy to install, use no electricity and generate no waste water.
However, the disadvantages of pleated filters are that eventually sediment will
plug up the pores of the pleated membrane, cause pressure drop and result in a
loss of pressure.

(b) Mechanical Separation by Centrifugation: Centrifugation separation is the pro-
cess wherein the separation process is carried out using the momentum prin-
ciple. Different liquid-gas mixtures have different momentum. This difference
in momentum is utilized to separate the mixtures. The liquid-gas mixture flows
at high speed at particular velocity through the tangential inlet nozzle of the
cyclone separator. As it flows, greater momentum force won’t enable the par-
ticles of heavier stage to turn as quickly as the lighter liquid, so the separation
happens. The difference in the densities of fluids causes the heavier fluid to
impact on walls of cyclone separator and gradually get separated and settle
down due to gravity while the gaseous particles being lighter remains in centre
of cyclone separator moving the particles axially upwards.

The performance of cyclone separator ismeasured in terms of collection efficiency
which is the ratio of liquid separated and pressure drop. The collection efficiency
and pressure drop performance of the cyclone separator are a direct result of the flow
patterns of gas and solid and pressure field inside the cyclone. The cyclone separator
uses the centrifugal and gravitational forces the separate the liquid and gas particles.
Figure 1 shows the basic construction of cyclone separator. The cyclone separator
consists of shell, cone, inlet, outlet and discharge nozzle and pleated filter (Table 1).

2 Experimental Procedure and Methodology

The test set-up is as shown in Fig. 2. In this, the cyclone separator is connected
between the mixing tank and the vacuum pump. The main purpose of the cyclone
separator is to separate the liquid from gas and send to the vacuum pump.

The experimental set-up shown below consists of mixing tank, cyclone separator,
product can and the vacuum pump. The main purpose of this set-up is to create
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Fig. 1 Cyclone separator
nomenclature

Table 1 Cyclone dimensions

S. No. Cyclone parameters Cyclone dimensions Dimension values
(mm)

1 Diameter of cyclone
main body

D 200

2 Length of shell Ls 300

3 Length of cone Lc 175

4 Diameter of inlet
nozzle

Di 38

5 Diameter of gas exit De 38

6 Diameter of outlet
nozzle

Do 38

7 Length of vortex
finder

Lv 200

vacuum in themixing tank. The vacuumpump capacity selected is 2Hp. This vacuum
pump creates vacuum in pipeline as well as in mixing tank. Due to vacuum created
in tank, the product suction takes place, causing product from product can to fill in
the mixing tank. The flow rate (of gas) at which the whole system works is 60 m3/h.
This is the required flow rate of the product filling in the tank. The product is filled to
the mixing tank from the product tank. The capacity of vacuum pump is calculated as
per the flow rate required. The tank capacity is 1000 L and the time required to fill the
product in tank is 1 min. Thus, the flow rate calculated is 1000 L/min. The vacuum
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Fig. 2 Experimental set-up for cyclone separator

is lost in the working process. Also, the design and volume have a considerable
difference since all factors have significant effects on the working conditions.

The principle function of the cyclone separator is to separate the liquid and gas
mixture and send only the separated gas to the vacuum pump. The high velocity gas
and liquid flows through the inlet of cyclone separator. The flow is tangential at the
inlet. The tangent flow produces the swirling motion on the inside of the wall of
cyclone. The swirling motion produces centrifugal force, causing the liquid to settle
down and gas to flow radially towards the centre and then discharges towards top of
the cyclone. The outlet gas flows towards the vacuum pump and gets exhausted.

In this experiment, the mixing tank is filled with the suction generated by the
vacuum pump. Initially, when the vacuum pump is started, the vacuum is generated
in the mixing tank. The vacuum generated causes the product to flow through the
pipe to the mixing tank. Here one condition is to be fulfilled i.e. P < W , where
P—internal pressure in tank and W—weight of liquid. During mixing the gas and
liquid mixture is formed which gets discharge from the upper nozzle of tank. This
liquid and gas mixtures formed are forced to flow towards the vacuum pump through
cyclone separator. The set-up was designed to fill the mixing tank at 1000 L/min.
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Table 2 The ISHVP-1000 model vacuum pump was selected

Single stage vacuum pump

Model Free air displacement
(L/min)

Motor (hp) Oil charge (L)

ISHVP-500 500 1.5 10

ISHVP-1000 1000 2 20

ISHVP-1500 1500 3 35

This states that the mixing tank which is of 1000 L capacity is to be fulfilled in 60 s.
Accordingly, the vacuum pump was selected as per the catalogue (Table 2).

1. The velocity of flow in cyclone separator inlet pipe is measured through the fluid
flow probe mounted at the inlet and air flow metre mounted at the outlet pipe

2. Now the vacuum generated in tank due to vacuum pump has design capacity to
work at 670 mmHg. The trial was taken to hold the vacuum in the tank to find
any drop in vacuum pressure.

3 Results and Discussions

3.1 Theoretical Results

The theoretical results were compared with the trail reports. The set-up was designed
to fill the mixing tank at 1000 L/min. The vacuum pump selected was 2 Hp. The
results obtained from the calculations are as follows:

1. The velocity of flow in tank during suction is calculated as

Q � A × V (1)

where, Q—flow rate, m3/s
A—area of tank, diameter of tank � 1.1 m, height of tank � 1.1 m
V—velocity of flow, m/s
∴ As per Eq. (1)

0.0167 � 0.785 ∗ 1.12 ∗ V

V � 0.0175 m/s.

The velocity found is 0.0175m/s and the tank height is 1.1 m so the time required
to fill the tank is 62 s.

2. The velocity of flow in cyclone separator outlet pipe is calculated as
Here, Diameter of tank � 0.038 m
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∴ As per Eq. (1)

0.0167 � 0.785 ∗ 0.0382 ∗ V

V � 15 m/s.

3. The Pressure at the inlet and the outlet of cyclone separator is calculated using
the Bernoulli’s equation;

P1/δg + V 12/2g + Z1 � P2/δg + V 22/2g + Z2 (2)

where, P1—pressure at inlet

P1 � POWER(P)/FLOWRATE(Q)

� 1492/0.0167

� 89341 Pa

�—density of Air-1.27 kg/m3

V1—velocity at inlet�15 m/s
Z1—head at inlet
P2—pressure at outlet
V2—velocity at outlet/Starting Vel�0
Z2—head at outlet

P2 � P1/δg + Z1 − Z2 + V 12/2g

� −89341/(1.27 ∗ 9.81) − 0.25 + 152/(2 ∗ 9.81)

� −89195 Pa

∴ The Pressure at the tank is P2�669 mm of Hg.

3.2 Experimental Results

The tests and trials were performed in the company, and these results were compared
with the theoretical values obtained from calculations. The set-up was designed to
fill the mixing tank at 1000 L/min. The vacuum pump selected was 2 Hp.

As per the requirements, the following observations were made.

1. The mixing tank is filled with the product within 66 s.

The following results after vacuum test were observed.

2. The velocity observed is 15.36 m/s at inlet nozzle and 15.12 m/s at the outlet
nozzle.

3. The loss of pressure at the cyclone separator is 146 Pa.
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4 Conclusion

The detailed study of work done in the synopsis about cyclone separator specifies that
the swirling motion caused due to high velocity liquid and gas causes the separation
of the liquid from the gas. The vortex is formedwhich causes the impact of liquid and
gas on the wall of the cyclone. Due to different viscosities of the gas and the liquids,
the liquid gets separated and settles due to gravity while the gas flows through the
outlet pipe. The velocity at the inlet and the outlet pipe is approximately same. The
flow rate is same.

The vacuum hold at the mixing tank is 669mmHg. The suction causes the product
to flow through the suction pipe towards the tank. As the product is drawn into the
tank, it is observed the vacuum pressure decreases. As the product occupies the
volume of tank, the vacuum drops. The filter causes the pressure drop in the cyclone,
so this can be tested in the experiment and analysis of cyclone without the filter.
The efficiency of cyclone separator with filter needs to be compared with the one
without it. The cyclone separator efficiency can be increased by removal of the filter
from its main body. This filter not only decreases the efficiency but also increases the
cost of operation and maintenance. Filter requires the timely replacement since the
liquid particles stuck on the filter. The enhancement of the efficiency can be improved
through the changes in the design by changing the height of vortex finder and the
filter removal.
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Development of Mathematical Model
for Top Roller Displacement
of Three-Roller Bending Machine Using
Dimensional Analysis

Prafull S. Thakare, Sandip M. Salodkar and C. C. Handa

Abstract Roll bending or roll forming is one of the metal forming processes used in
manufacturing industries. Various products having cylindrical, conical or elliptical
profiles are manufactured using roller bending process. Trial and error method is
generally used to achieve desired curvature or shape of final products. Prediction
of top roller displacement of three-roller bending machine in downward direction
to obtain desired radius of curvature is utmost concern. A generalized mathematical
model is developed using dimensional analysis. Dimensional analysis is simplest tool
for mathematical modeling when relationship among variables is unknown. Dimen-
sional analysis is used to make the independent and dependent variables dimension-
less and to get dimensionless equation. Multiple regression analysis is applied to this
dimensionless equation to obtain the index values based on the least square method.
Developed model is validated with experimental data and root mean square error
between computed and estimated values are calculated.

Keywords Roll bending · Mathematical model · Dimensional analysis
MATLAB · Regression analysis · Buckingham pi theorem

1 Introduction

Roll bending or roll forming is one of the metal forming processes in which a long,
straightmetal strip is passed through a set of rollers to transform it into desired curved
cross-sectional profile. The plates to be bent are cut for required shape and size. Roll
bending is a continuous forming process, produces higher dimensional accuracy
of the finished products without loss of material. Cylindrical, conical, elliptical,
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oval shells are widely used in process industries like power plants, food processing,
dairy equipment manufacturing. Various products like cylindrical tanks, drums, boil-
ers, pressure vessels, tunnels, containers, chimneys, towers, structural components
are manufactured using roller bending process. Pyramid type three-roller bending
machine is widely used in industries because of its peculiar configuration and ease
of operation [1]. Though roller bending is widely used in metal forming industries,
its process is quite complex to understand. Normal practice of the roller bending
still heavily depends upon experience and skill of operators. Position of top roller is
explicit function of desired radius of curvature, which needs to be formulated. An
attempt is made in this paper, to develop a mathematical model for the prediction
of top roller displacement of three-roller bending machine in downward direction to
achieve desired curved shape or profile of products.

2 Literature Review

Many researchers and academicians conducted research on three as well as four-
roller bending process over last few decades. Complex mechanics of the process has
been discussed through various models. Gandhi and Raval [2] reported the analytical
and empirical models of the top roller position as a function of desired radius for
single pass three-roller cylindrical bending machine. Yang and Shima [3] have dis-
cussed the distribution of curvature and calculated bending moment in accordance
with displacement and rotation of rolls by simulating the deformation of work piece.
Hua et al. [4–7] have extensively worked over the analysis of four-roller bending
process. Hua et al. [4] have proposed a mathematical model for determining plate
internal bending resistance at the top roller contact for multi pass four-roll thin plate
bending operation. Hua and Lin [4] proposed a mathematical model to simulate the
mechanics for four-roll thin plate bending process considering varying radius of cur-
vature of the plate between the rollers. Hua and Baines [5, 6] proposed an analytical
model for continuous single pass four-roll thin plate bending process considering the
equilibrium of the internal and external bending moment. Hua and Lin [7] also inves-
tigated influence of material strain hardening on the mechanics of four-roll bending
process. Hua and Lin [7] presented a mathematical model to simulate the mechanics
in a steady continuous bending mode for four-roll thin plate bending process. A lot
of research work has been reported in the area of analytical modeling of conical
bending process for single as well as multipass bending operation. Chudasama and
Raval [8, 9] have developed analytical models for the prediction of bending force
during static as well as dynamic roll bending. They concluded that force required for
dynamic bending is very less as compared to that of static bending stage. Hardt et al.
[10] presented a scheme for closed loop shape control of the three-roller bending
process. A series of experiments were performed to test this scheme by bending thin
sheets of different materials to constant radii, specifying only the desired radius.
Shakil Kagzi et al. made an attempt to simulate the three-roller bending process
in Abaqus (FEA) software and results of simulation are compared with reported
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analytical model for prediction of spring back. It is seen that, spring back results
of the simulation and reported analytical model are in agreement with each other
within reasonable range. Shin and Lee [11] explained a logical procedure to deter-
mine the center roller displacement in the three-roller bending process using finite
element methodology. Ktari et al. [12] presented a two dimensional finite element
model of the three-roller bending process using Abaqus based on boundary condi-
tions, material properties, meshing techniques and so on. Desired curvature radii are
generated by varying the distance between bottom rollers and position of top roller
and results are validated with experimental and numerical model. Feng et al. [13–15]
established a finite element model for a non-kinematical roll bending process with
cylindrical rolls. Established model is then simulated to achieve desired cone. Feng
[15] also developed a numerical model to predict the position of lateral rolls in case
of asymmetrical three-roller bending process, numerical simulation is validated with
experiments.

3 Experimental Approach and Design of Experimentation

The approach adopted for development ofmathematicalmodel suggested bySchenck
[16] is detailed below

1. Identification of independent, dependent, and independent extraneous variables.
2. Reduction of independent variables adopting dimensional analysis.
3. Determination of test envelope, test points, test sequence, and experimentation

plan.
4. Physical design of an experimental set up.
5. Execution of experimentation for data collection.
6. Purification of experimentation data.
7. Formulation of the field data based model.
8. Model optimization.
9. Sensitivity analysis and reliability of the model.

The presented research work in this paper is limited to formulation of field data-
basedmodel only. Total 108 experiments based on full factorialmixed-level design of
experiment approach for different combinations of input parameters were conducted
on three-roller bending machine and corresponding response is measured for further
analysis. Effect of various geometrical and process parameters on the top roller
displacement is also investigated. Experiments were performed on structural steel of
different grades.
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4 Formulation of Mathematical Model Using Dimensional
Analysis

The main objective of this section is to formulate a mathematical model to predict
top roller displacement of three-roller bending machine using dimensional analysis.
A mathematical model is a description of a system or a process in mathematical
forms. A model helps to explain a system or a process and to study the effects of
different parameters influencing the response. Dimensional analysis is a powerful
tool for understanding and analyzing engineering problems. Dimensional analysis
computes dimensionless groups of parameters and provides information to what
group of parameters affects the response. To formulate the mathematical model,
Buckingham pi theorem is used. Buckingham’s Pi Theorem [17] states that if there is
a physically meaningful equation involving a certain number n of physical variables,
then the original equation can be rewritten in terms of a set of p�n−k dimensionless
parameters π1, π2, …, πp constructed from the original variables. To calculate
dimensionless pi terms, all dependent and independent parameters are expressed in
terms of fundamental [MLT] physical quantities.

For three-roller bending process, total 10 parameters are selected, out of which
03 are selected as repeating variables (E, x,G). Hence, 05 independent pi groups and
02 dependent pi groups are formed. This paper is restricted to the development of
mathematical model for top roller displacement only. So, for model development, 05
independent pi groups and 01 dependent pi groups are used. Description of param-
eters with fundamental form and dimensionless pi groups are as shown in Tables 1
and 2.

Each dependent pi term is the function of the available independent Pi terms [17].
Hence,

πR � f (π1, π2, π3, π4, π5) (1)

A probable exact mathematical form for the dimensional equations of the phe-
nomenon could be assumed to be of exponential form as

πR � k1 × π
a1
1 × π

a2
2 × π

a3
3 × π

a4
4 × π

a5
5 (2)

Here, K1 is curve fitting constant and a1 to a5 be indices which needs to be
calculated using matrix method.

For the solution of Eq. (2), taking log on both sides of Eq. (2),

logπR � log k1 + a1 logπ1 + a2 logπ2

+ a3 logπ3 + a4 logπ4 + a5 logπ5

Above equation is valid for all the readings collected during experimentation.
Hence putting summation on both the sides
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Table 1 Fundamental dimensions of input and output parameters

S. No. Description
of
variables

Symbol Unit Dimensions Type of
variable

Nature

1 Top roller
diameter

D1 mm [M0L1T0] Independent Varying

2 Bottom
rollers
diameter

D2 mm [M0L1T0] Independent Varying

3 Span of
bottom
rollers

X mm [M0L1T0] Independent Varying

4 Yield
strength of
material

σ MPa [M1L−1T−2] Independent Varying

5 Young’s
modulus
of material

E MPa [M1L−1T−2] Independent Constant

6 Thickness
of plate

T mm [M0L1T0] Independent Varying

7 Desired
radius

R mm [M0L1T0] Independent Varying

8 Acceleration
due to
gravity

G m/s2 [M0L1T−2] Independent Constant

9 Top roller
displace-
ment

Y mm [M0L1T0] Dependent Response

10 Number of
passes

N – [M0L0T0] Dependent Response

Table 2 Dimensionless pi groups

S. No. Dimensionless groups (pi
terms)

Type of variables

1 πR � Y
x Dependent

2 π1 � D1
x Independent

3 π2 � D2
x Independent

4 π3 � σ
E Independent

5 π4 � t
x Independent

6 π5 � R
x Independent
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i�n∑

i�1

logπR �
i�n∑

i�1

(log k1 + a1 logπ1i + a2 logπ2i

+a3 logπ3i + a4 logπ4i + a5 logπ5i )

Let, Z � log πR, K � log k1, A � log π1, B � log π2, C � log π3, D � log π4,
and E � log π5

Z � K1 + a1A + a2B + a3C + a4D + a5E (3)

Equation (3) is a regression equation of Z on A, B, C, D, and E.
Multiply Eq. (3) by A, B, C, D, and E separately to obtain a set of simultaneous

equations.

Z A � K1A + a1A
2 + a2AB + a3AC + a4AD + a5AE (4)

Z B � K1B + a1AB + a2B
2 + a3BC + a4BD + a5BE (5)

ZC � K1C + a1AC + a2BC + a3C
2 + a4CD + a5CE (6)

ZD � K1D + a1AD + a2BD + a3CD + a4D
2 + a5DE (7)

ZE � K1E + a1AE + a2BE + a3CE + a4DE + a5E
2 (8)

Equations (3)–(8) are simultaneously solved for unknowns using matrix method
in “MATLAB” and values of Z , A, B, C, D, and E are obtained from experimental
data. After obtaining the unknowns, Eq. (9) is used as a mathematical model to
investigate top roller displacement of three-roller bending machine in terms of pi
groups. The same can be written as follows:

πR � 0.0518 × π−0.7068
1 × π−0.9934

2 × π0.2820
3 × π−0.5384

4 × π−0.8016
5 (9)

5 Analysis of Model

Developed model for πR related to top roller displacement of three-roller bending
machine is analyzed by calculating percentage error between experimental values and
values obtained from mathematical model. Values of dependent parameter πR from
mathematical model are obtained by putting the experimental values of independent
variables in mathematical model formed. Deviation of the values obtained from
mathematical model from actual experimental values of dependent parameters shows
closeness of the mathematical model with real-life process. Deviation of the values
can be obtained in terms of percentage error. Following mathematical relationship
will give percentage error between actual values and mathematical values.

Percentage Error � Experimental values − Model values

Experimental values
× 100 (10)
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Percentage error for πR related to top roller displacement is found to be 1.237%.
Percentage error obtained is less than 10%. It shows that values obtained from math-
ematical model are close with actual experimental values.

6 Results and Discussion

-1

-0.5

0

0.5

π3 π4 π1 π5 π2
Indices 0.282 -0.5384 -0.7068 -0.8016 -0.9934

Indices of Pi Terms for R

In this paper, a generalized field data-basedmodel is developed to predict top roller
displacement of three-roller bending machine to obtain desired radius of curvature.
Methodology of dimensional analysis is used. Graph shows the independent pi terms
influencing the dependent pi term πR in descending order. The following primary
conclusions appear to be justified from the above model.

1. The absolute index value ofπ3 is highest and is equal to 0.2820. Thus, terms used
in π3 group are most influencing. The value of the index is positive indicating
πR directly varying with respect to π3.

2. The absolute indexvalue ofπ2 is lowest and is equal to−0.9934.Thus, terms used
in π2 group are least influencing. The value of the index is negative indicating
πR inversely varying with respect to π2.

3. The sequence of influence of the other independent pi terms present in the model
are π4, π1, and π5 having absolute indices −0.5384, −0.7068, and −0.8016
respectively.

4. The curve fitting constant in the model is 0.0518. This value represents the effect
of clearances and other factors which affect the phenomena.

5. Percentage error for top roller displacement is found to be 1.237%. Percentage
error obtained is less than 10%. It shows that values obtained from mathematical
model are close with actual experimental values.

6. This paper presented a newmethodology of dimensional analysis to develop rela-
tionship of various parameters of bending process. It is concluded that dimen-
sional analysis is simple and excellent when functional relationship among vari-
ables is unknown.
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Design and Analysis of Vertical Vacuum
Fryer

Abhishek Gupta, Amit Choudhari, Taha Kadaka and Pavan Rayar

Abstract Since last few decades, people have been highly reliable on conventional
deep fat fried products due to their unique texture–flavor combination. However,
they are least aware about the harmful effects of consuming these products. When
any food product is fried in an open atmosphere and at high-temperature condition
(160–170 °C), a carcinogenic substance acrylamide is produced. With too much of
emphasis given on awareness of health in today’s generation, vacuum frying is the
key to most of the health-related problems. Horizontal vacuum frying machine is
available in market, but due to its low productivity and higher processing cost, it is
not economical to use. The purpose of this research paper is to compare the con-
ventional less-productive horizontal vacuum frying machine with more productive
vertical vacuum frying machine. This paper includes the design and manufacturing
of vertical vacuum fryingmachine along with different inner chamber configurations
and working mechanisms.

Keywords Deep fat frying · Acrylamide · Health awareness
Horizontal vacuum frying · Vertical vacuum frying · Design · Analysis
Outer chamber · Inner chamber configurations · Working mechanisms
Productivity

1 Introduction

Frying has been one of the most important cooking methods around world of which
deep fat frying is most common of all. Deep fat frying is a method of cooking food
in an open atmospheric condition and at temperatures around 170 –190 °C [1]. Since
past few decades, there has been pervasive love for deep fat fried food products
due to their unique flavor–texture combination. However, with increase in awareness
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of various heart diseases and health-conscious programs, there has been a constant
need to limit the oil consumption and cholesterol levels in human body. Deep fat
frying leads to production of undesirable flavor compounds, excessive darkening,
and scorching of products, destroys all valuable nutrition, and thereby deteriorates
the quality of oil due to hydrolysis and oxidation. Also, it has been proved that Frying
at high temperatures leads to formation of acrylamide which a carcinogen is, i.e.,
found to have toxic effects on nervous system and cause cancer ([2]: As per June 2002
report by the Food andAgriculture Organization of the United Nations and theWorld
Health Organization). Hence, vacuum frying is the answer to all questions. Vacuum
frying is an efficient method wherein the food is cooked in an enclosed chamber
at pressure range of 0.01–0.25 bar and temperature range of around 80–120 °C. It
reduces the oil content in fried snacks, maintains product nutritional quality, better
color–flavor combination, and reduces oil deterioration. Vacuum frying reduces the
acrylamide content (micrograms per kg) in food products by 94% as compared to
atmospheric fried products [2].

2 Schematic Representation of Vertical Vacuum Fryer

As shown in Fig. 1, vertical vacuum frying machine consists of following parts:
(a) Outer chamber, (b) inner chamber, (c) vacuum pump, (d) oil separator, (e)

motor (f) Vacuum gauge, (g) piping, (h) temperature transducer, (i) heating element.
Outer chamber (a) is connected to the vacuum pump (c) with oil separator (d)

in between them. It also consists of inner chamber (b) which is initially placed in
the uppermost part of the outer chamber (a) just above the oil level. Temperature
transducer (h) and vacuum gauge (f) are also attached to the outer chamber so as to
monitor working condition inside the chamber. Motor (e) is connected with inner

Fig. 1 Schematic
representation of vertical
vacuum fryer
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chamber (b) andheating element (i) is used for heating the oil inside the outer chamber
(a).

3 Horizontal Vacuum Fryer

The schematic representation of horizontal vacuum fryer remains the same. Figure 2
represents horizontal vacuum frying machine, and it consists of a cylindrical outer
chamber made of food-grade material which placed horizontally using supporting
structures with oil being filled in the lower half of this chamber. The inner chamber is
a half-cylindrical section placed initially in the upper half of the outer chamber. Once
vacuum is created inside the outer chamber and oil is preheated to about 80–120 °C,
the inner chamber is rotated about its axis driven by a motor and is dipped in the oil.
This process is carried out till the products are evenly cooked. Themajor disadvantage
of this type of vacuum fryer is its low productivity since only half-cylindrical section
is used for frying purpose, which in turn means less quantity of food chips placed;
hence, each batch produces less quantity of vacuum fried products as compared to
vertical vacuum fryer. Also, horizontal vacuum fryer creates rotation difficulties due
to uneven distribution of mass. The leakage problem associated with this machine is
also much higher as compared to the vertical vacuum frying machine. Due to poor
engineering design of the horizontal machine, centering of the inner chamber in the
bush is very difficult and there is no provision for storing of oil for cyclic process
[3].

Fig. 2 Horizontal vacuum
fryer
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Table 1 Vacuum frying conditions for different products

Product Temp. (°C) Time (min.) Pressure (kPa) Reference

Apple 98 4.5 6.48 Dueik and
Bouchon [5]

Banana 90 90 9.33 Apintanapong
et al. [6]

Carrot 98 5 6.48 Dueik and
Bouchon [5]

Jackfruit 90 135 6.76 Diamante (2009)

Potato 98 6.5 6.48 Dueik and
Bouchon [5]

4 Vacuum Frying Methodology

(See Fig. 3).

4.1 Vacuum Frying Conditions for Different Products

(See Table 1).

Fig. 3 Vacuum frying
methodology [4]

Washing of Product to be fried

Depressurization of chamber(0.01-0.1 bar)

Temperature condition of oil(90-110 0C)

Vacuum Frying

Pressurization of chamber (1 bar)

Cooling to RoomTemperature

Nitrogen packing in gas barrier plastic bags

Storing in cold rooms 
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Table 2 Material selection

Properties SS-316L SS-410

Tensile strength (MPa) 485 480

Yield strength (MPa) 170 275 min

Thermal conductivity (W/mK) 16.3 24.9

5 Design and Analysis

5.1 Selection of Material

Among several materials available, the food industry utilizes stainless steel for the
construction and manufacturing of almost all food processing and storage appara-
tus. Different grades of stainless steels are extensively used for storage, transporta-
tion, and preparation purpose in food industries. Various food-grade materials of
stainless steel are available in the market as per the range of temperature required,
pressure, strength, etc. Some of them which can be used for the manufacturing of
the vacuum frying machine are as follows;

1. Stainless Steel-304; 2. Stainless Steel-316; 3. Stainless Steel-316L; 4. Stainless
Steel-410.

Table 2 shows the different properties of SS-316 l and SS-410. Base plate of outer
chamber is made up of SS-410 due to excellent mechanical and thermal properties
that prevent deformation of the material due to direct heating. Rest of the equipments
are made up of SS-316L that prevents contamination andmaintains freshness of food
items and possesses excellent heat resistant properties.

5.2 Outer Chamber

Thickness Calculation:

Design of outer chamber includes pre-defining the inner diameter and height of the
cylinder, so as to calculate the minimum thickness that is required to prevent the
collapsing of cylinder walls when required vacuum is created inside the chamber.
From Lloyd Brownell–Wiley Inter-science Handbook page no. 144 Article 8.43 [7].

Allowable Pressure � K

n
× E ×

(
t

d

)3

where
P �max. allowable pressure difference�0.099 bar, K �constant�22, E �

Young’s Modulus�200 GPa……..material (stainless steel 316L), H �height
(mm)�609.6 mm, d �diameter (mm)�355.6 mm, n � factor of safety�4.
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Fig. 4 Solid works model of outer chamber

Fig. 5 TIME versus CFM
graph that shows as we
increase the CFM of pump,
time required for creation of
the vacuum inside the
chamber reduces
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The minimum thickness that is required to prevent the collapsing of cylindrical
walls is 1.59 mm, considering t �2 mm.

Taking thermal consideration into account to prevent failing due to thermal effect,
t �3 mm (Figs. 4 and 5).
Time required to create the required pressure inside the outer chamber:
From Lloyd Brownell–Wiley Inter-science Handbook of Vacuum Science (Page no.
67), we get [8].
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Table 3 CFM versus TIME

CFM 6 7 8 9 10

Time (s) 98.4 84.3 73.8 65.6 59.04

CFM 11 12 13 14 15

Time (s) 53.67 49.41 45.41 42.17 39.36

Table 4 Analysis of outer chamber

Thickness (mm) Total deformation (m) Equivalent stress (MPa)

3 1.6827e-5 10.283

4 1.255e-5 7.746

−st

v
� ln

(
P

Po

)

where

P = required absolute pressure in chamber (bar),
P0 = atmospheric pressure in bar�1 bar,
V = volume of outer chamber�2.138 ft3,
S = CFM of motor, t � time in seconds

Time required to reduce pressure from 1 bar to 0.01 bar, with different pump
specifications (CFM), is shown in Table 3.
Analysis of outer Chamber:

Analysis of different thickness of outer chamber is being carried out, and the
results of deformation and equivalent stress are plotted in tabular format (Table 4).
Outer chamber with thickness equal to 3 mm is selected for manufacturing purpose
(Figs. 6, 7, 8 and 9).

5.3 Inner Chamber

Different configurations of Inner Chamber: Inner chamber of different shape and
design, having their own benefits and limitations, can be used to carry the frying
products when placed inside the outer chamber.

Diameter�12 in.
Total height�12 in.
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Fig. 6 Equivalent stress and deformation of 3 mm outer chamber, respectively

Fig. 7 Equivalent stress and deformation of 3 mm outer chamber, respectively

5.3.1 Tiffin Box Arrangement

Figure 10 shows circular inner chamber with four separable stacks. Basic idea behind
this configuration can be related to a tiffin box. It consists of four separable stacks
which can be easily assembled and disassembled for loading and unloading of the
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Fig. 8 Equivalent stress and deformation of 4 mm outer chamber, respectively

Fig. 9 Equivalent stress and deformation of 4 mm outer chamber, respectively

raw materials like banana, carrot, potato, jackfruit, apple, etc. The main limitation
with this arrangement is that the loading and unloading of the materials are a time-
consuming process.
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Fig. 10 Tiffin box
arrangement

5.3.2 Rectangular Arrangement

Figure 11 shows rectangular inner chamber with three fixed stacks. This design was
created to overcome the limitation of tiffin box arrangement, i.e., the time required for
loading and unloading of material. Rectangular inner chamber arrangement consists
of three fixed stacks and a rectangular door provided with hinge for its easy opening
and closing during loading and unloading of the raw material (potato, banana, jack-
fruit, apple, etc.). The main limitation of this arrangement is the space available for
carrying the raw material which is less as compared to the cylindrical arrangement.

5.3.3 Combined Cylindrical and Rectangular Arrangement

Figure 12 shows circular inner chamber with rectangular opening and three fixed
stacks.Basically, this design is the combination of the above twodesigns, to overcome
the limitations arrived. It consists of partial cylindrical portionwith a rectangular door
and three fixed stacks so that loading and unloading of the material are easy. The
main problemwith this design is that during the rotation of the inner chamber the raw
material (i.e., chips) will follow a circular path along the curvature of the chamber
but while coming in contact with the rectangular door, the product tends to change
its path along the door, thereby leading to breaking of chips.



Design and Analysis of Vertical Vacuum Fryer 143

Fig. 11 Rectangular
arrangement

Fig. 12 Combined
cylindrical and rectangular
arrangement

5.3.4 Cage-Type Arrangement

Figure 13 shows circular inner chamber with two fixed stacks. This design basically
consists of an inner chamber that is attached to circumferentially threaded top plate
permitting up–down motion during working when placed inside the outer chamber.
It is similar to above design (Fig. 12), but the only difference is that the rectangular
door is replaced with quarter-circular door. This design consists of only two fixed
stacks made for mechanism I (6.1 Mechanism I).
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Fig. 13 Cage-type
arrangement

5.4 Vacuum Pump

Figure 14 shows a vacuum pump. Vacuum pump will be used for production of
vacuum in the outer chamber. The pump will be connected to outer chamber through
oil separator. Vacuum pump is the only device for creation of vacuum. Vacuum pump
will remove gas molecules from an enclosed space of outer chamber; therefore, a
partial vacuum of about 0.01–0.25 bar will be created (Fig. 15).

5.5 Vacuum Gauge

Figure 16 shows vacuum gauge. Vacuum gauge is used for measuring the pressure
inside the outer chamber. It is fitted on the lid of the outer chamber with the help
of a valve and gasket. It is fitted on the lid by making a hole on it. The range of
measurement of this gauge varies from 0 to 760 mm of mercury vacuum pressure.

5.6 Vacuum Seals

Figure 15 shows a vacuum seal. During creation of vacuum inside the outer chamber,
there are chances of leakage of air from atmosphere to inside of chamber since inside
pressure is less than the atmospheric pressure. To prevent this, we need a vacuum
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Fig. 14 Vacuum pump

Fig. 15 Vacuum seals

seal which will not allow the air to enter inside the outer chamber during vacuum
creation and ongoing process. For ultra-vacuum to bemaintained inside the chamber,
we generally require a high-quality seal which is arranged in series to maintain ultra-
vacuum. Our application is of medium vacuum with temperature of about 90–110
°C. Therefore, we will use O-ring seals for our application made up of silicon which
can sustain temperature up to 400 °F.

5.7 Temperature Transducer

For continuous measurement of the temperature of oil in the outer chamber, we are
using a digital temperature transducerwhichwill convert the thermal signal into some
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Fig. 16 Vacuum gauge

digital form which can be directly observed and read by the operator. It is connected
to the outer chamber at just above the bottom plate, so that the temperature of oil can
be easily measured by thermocouple.

5.8 Oil Separator

Figure 17 shows an oil separator. It is connected between outer chamber and vacuum
pump with the help of vacuum hoses. It will separate the oil from oil–vapor mixture,
and only oil-free vapor will be allowed to enter vacuum pump. The separated oil can
be reused after the filtration process.

6 Working Mechanisms

The inner chamber cannot be directly placed inside the oil before creating the required
frying parameters inside the outer chamber. If the chips were dipped in the oil before
creating the working conditions, this would lead to increase in oil content, thereby
producing soggy chips which are undesirable. This leads to the need of developing
a mechanism that would hold the inner chamber above the oil level in the outer
chamber until the required working conditions are created.
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Fig. 17 Oil separator

6.1 Mechanism I

Figure 18 shows mechanism I. In this mechanism, the inner chamber is provided
with a supporting plate of thickness equal to 25.4 mm at the top with external thread-
ing being provided around the circumference of the plate. Internal threading is also
provided in the outer chamber for a distance of 1 ft in the uppermost portion. This
mechanism is based on nut and bolt arrangement for up–down motion of the inner
chamber inside the outer chamber driven by motor shaft. This motor shaft is con-
nected to a simple motor placed on the outside of the chamber at the center of lid.
This motor is enclosed inside in another chamber to prevent further leakage of air
into the chamber, thereby increasing the overall efficiency of the system.

6.2 Mechanism II

Figure 19 shows mechanism II. This mechanism works on the principle of nut and
stud arrangement driven by an epicyclic gear train held at the inside of the lid of
outer chamber with a spider lock arrangement on the respective shafts transmitting
motion from planet gear to inner chamber.
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Fig. 18 Mechanism I

Fig. 19 Mechanism II

7 Conclusion

Vacuum frying is a promising technique because it makes possible to fry at a lower
oxygen concentration and at a lower frying temperature because of the decrease in
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the water boiling point. This process can therefore preserve natural colors and flavors
of foods and limit oil degradation.

The main purpose behind working on this project:

i. To make this design available to small-scale industries in India (Make in India).
ii. To try and introduce vacuum fried products in food market at comparatively

reasonable cost taking into consideration health consciousness.
iii. To use simple production techniques for manufacturing of this project.
iv. To improve the overall productivity of the system.
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Design, Manufacture and Testing
of an Impact Attenuator for a FSAE Car

Parth Thakar, Suyash Ail, Jayraj Ranade and Parshva Mehta

Abstract All the vehicles need to be equipped with a safety device because for
safety of the driver and passenger. The sole purpose of the project is to focus on a
very important aspect of the vehicle which is the impact attenuator. This project deals
with building of crash-protective device for an FSAE car. The rules for the following
state that the mounted device on the car device must absorb enough energy such that
the driver walks away without sustaining any serious injuries and also damage to
the frame is minimized. After completing an extensive research on previously done
designs and physics of a collision, preliminary design concepts were formulated.
These designs were further compared against each other based on the rules which
are being put up by the FSAE community. The specimen was further analysed using
an explicit dynamic analysis software, and the results obtained were post-processed
for the evaluation. Manufacturing of the product was done using some advanced
manufacturing techniques like vacuum bagging, autoclave which would eventually
save the cost and time and provide better finish to the product. After the software
analysis part was done and after manufacturing the product, physical experiments
were conducted which used the same set-up as that of software. At last, the software
and the physical experiment set-up were compared and hence concluded.

Keywords Impact attenuator · FSAE · Vacuum bagging · Autoclave
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1 Introduction

Motorsport is all about speed, but that often comes at the expense of driver’s safety.
This thesis is about the design, manufacture and testing of an impact attenuator which
is mounted on the frontal area of the car. There have been several injuries in Formula
One which were often fatal. Hence, the FIA community has set some rules for all the
teams pertaining to the driver’s safety.Measures have been implemented to safeguard
the driver during a rollover condition, side impact as well as the frontal impact.
Similarly, FSAE community, which was developed to apply student’s engineering
knowledge practically, in the year 1980, by Texas SAE students, has also set-up
certain guidelines following FIA pattern. The aim of the project is to implement a
custom impact attenuator (IA) for the FSAE race car. Earlier the team used a SAE
certified standard impact attenuator. The custom IA has a scope in terms of weight
reduction, compactness in the design and better energy absorption on the impact and
design grades. This project includes the designing as well as the physical testing of
the specimen as both the results need to converge according to the rules of FSAE [1].

2 Survey

Before proceeding to the initial design phase, the group conducted extensive study on
the previous designs and materials used for the impact attenuator [2–5]. Designs of
universities like Polytechnic di Torino, Worchester Polytechnic Institute, California
Polytechnic State University and many more were studied, and all of them used
different materials, software and alsomethods for physical testing. The final outcome
after the literature review which we obtained was:

Material: Considering the above research on other teams and papers, we selected
various materials. Every material chosen here has their own pros and cons. Alu-
minium sheet, aluminium honeycomb, carbon fibre reinforced plastic and glass fibre
were the materials to be analysed for the final selection.

Software: There are various software that could be used in the course of the project
starting from the basic designing software to dynamic analysis software [2, 3, 6, 7].
The two dynamic analysis software used above most commonly were LS DYNA and
ABAQUS. ABAQUS will be used in this project as it has easy user interface and
requires less computer memory to conduct a test.

Experiment: It is essential to conduct a physical test for the conformation of the
design goals. There are various experiments that can be performed to conduct the
test. A further detailed description would be provided later in this document. Also,
there were some design goals which were set initially, and they were:

• In FSAE, the primary goal of every team is to get the overall vehicle mass down
at every step. They have several reasons to do so, ranging from vehicle dynamics
to increasing the power/weight ratio.
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Table 1 Comparison table for material selection

Material Cost (|) Weight (g) Availability Strength Ease of manu-
facturing

Aluminium 3000 900 Easily
available

Low Easy

High-density
foam

15,000 500 Not available High Easy

Carbon fibre 13,000 600 Available High Difficult

Aluminium
honeycomb

5,000 1200 Not easily
available

Moderate Difficult

Glass fibre 8000 1100 Available Moderate Difficult

• Lesser themass of the part, less is themassmoment of inertia causing easy steering
in the car, and also, weight reduction in the car helps the car go faster.

• The front part of the car should be compact and so should the impact attenuator
for better aerodynamic effect and streamline the air around the bodywork.

• This thesis will be focused on reducing the mass of the attenuator as compared to
the standard IA.

• Alongwith the reducedmass, it should have enough strength and energy absorption
property such that it meets the FSAE requirements [1].

3 Calculations

By conservation of energy: KE �PE

Calculating the desired drop height: PE �m * g * Hd
Time of impact: t �V impact/Ac
Impulse and force: Im�M(V impact − Vfinal)

4 Material Selection

It is a wide and the most critical part of this project as the selection of the material
will implicitly depend on the design goals. A huge amount of time is invested in
this phase in the project as the final result is based on this. Every material has its
own advantages and disadvantages. We need to pick the right one considering all the
advantages that can converge with our design goals (Table 1).

Outcome of Material: Our goal was to reduce mass and increase the strength.
From the above comparison, it was evident that carbon fibre had the least mass
among all the materials without compromising on its strength. Also, the material
was available within the country. Besides our design goals, the manufacturing of the
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Fig. 1 Analysis of IA during impact

component with CFRP is difficult, and the cost is also high. But it is overshadowed
when more importance is given to the goals.

5 Design and Analysis

All the designs were modelled in SolidWorks and were put to dynamic analysis on
ABAQUS. The different structures were dynamically analysed taking into account
similar cross-sectional areas. Force versus displacement graph was obtained for each
material. Also, energy absorption was calculated using the above graph, and some
other values like deceleration and AIP deflection on the application of the impact
were also evaluated. These were compared, and the structure was selected for the
modelling of the final specimen. The shape of the sample is very important as it
decides the strength and energy absorption of the model. For determining the ideal
shape of the sample, the group conducted a study and listed down the most common
shapeswhich gave better strengthwhen subjected to impact (Figs. 1, 2 and 3; Table 2).

The following shapes were finalized for analysis of the software, and after
analysing, specimen 3 was selected whose analysis is shown below.
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Fig. 2 Analysis of IA after impact

Fig. 3 Force versus displacement graph for square frustum structure

6 Manufacturing

Vacuum Bagging: It is a technique which creates mechanical pressure on a laminate
during its cure cycle. Initially, it removes trapped air between layers. Further, it
compacts the fibre layers for efficient force transmission amongst fibre bundles and
prevents shifting of fibre orientation during cure. Later, it reduces humidity. At last,
the vacuum bagging technique optimizes the fibre-to-resin ratio in the composite
part.
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Table 2 Comparison between all the different impact attenuator specimens

Specimen Energy absorption (J) Peak deceleration
(m/s2)

AIP deflection (mm)

1 7380 36 21

2 5239.49 39.93 32

3 9835.5 36.2 19.32

Fig. 4 Manufactured mould

Hand lay-up: In this process, the fibres are laid upon each other with epoxy in
between in order to attain a required shape and bond the fibres intact. This process is
done manually, and, hence there is a great possibility of excess epoxy getting used,
thereby increasing the weight. Also, the surface finish is not good.

Vacuum Infusion: The vacuum infusion process or VIP is one of many closed
mould processes. It differentiates itself by being the only process that utilizes only
atmospheric pressure to push the resin into the mould cavity. The mould cavity can
be a one-sided mould with bagging film being utilized for the ‘B’ side, a two-sided
mould, or even a soft ‘envelope’ bag. The process is controlled easily.

Autoclave: These are widely used to cure composites and in the vulcanization of
rubber. The high heat and pressure that autoclaves allow help to ensure that the best
possible physical properties are repeatable. The industries like Aerospace and spar
makers (for sailboats to be precise) have autoclaves well over 50 feet (15 m) long,
some over 10 feet (3.0 m) wide.

Out of all the above, we have used vacuum bagging method for manufacturing
our impact attenuator (Figs. 4 and 5).
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Fig. 5 Vacuum bagging

Fig. 6 IA before testing

7 Testing and Comparison

Physical testing of the impact attenuator is essential to prove that the impact attenu-
ator meets the functional requirements. A drop test was performed for the physical
validation of this sample as it was the cheapest and easily available facility. The
impact attenuator before and after testing with its related graphs is shown in Figs. 6,
7, 8 and 9.

Standard impact attenuator provided by SAE, althoughmet with all the SAE rules,
as it was pretested and then mass manufactured, had a mass of 850 g. The energy
absorption of that structure was close to 7350 J which is the minimum requirement,
while the customized IA absorbed over 10,000 J of energy. Also, a weight reduction
of almost 30% was achieved by using the custom IA (Table 3).

It is clear that the actual results are in agreement with the software results. Though
there was a deviation in the peak deceleration value, the energy absorption was close
to the software values. The AIP deflection value is almost the same (Table 4).
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Fig. 7 IA after testing

Fig. 8 Force versus displacement graph

Fig. 9 Energy versus displacement graph
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Table 3 Comparison between the standard IA and the customized IA

Parameter Standard IA Customized IA % Improvement

Weight 850 g 600 g 29.41

Energy absorption 7350 J 10,129 J 37.8

Max c/s area 0.1225 m2 0.0841 m2 31.35

Table 4 Comparison between the software and physical testing results

Parameter Software result Physical testing result

Peak deceleration 33.33 g 26.86 g

Energy absorption 10,825 J 10,129 J

AIP deformation 16 mm 19 mm

8 Conclusion

According to the results obtained from the drop test, it is clear that the impact atten-
uator design successfully passed the test. The peak deceleration of the mass was
26.89 g’s which is well within the maximum deceleration limit. The energy absorbed
was 10,129 J. The value of energy absorption is quite close to that obtained in the
software results. We managed to achieve our goals and reduced the weight by almost
30%. Also, we have reduced the overall dimensions of the sample as compared to
the standard impact attenuator, which further enables compact design of the front
part of the car and in turn reduces more weight.
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Application of Steady State and Transient
Modeling for Characterization of Vortex
in Vertical Pump Intake for Single Phase
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Abstract Non-uniform flow caused due to a vortex in the pump intake is considered
undesirable for highly efficient and low maintenance operation. Sometime due to
improper design or complex flow condition, this problem becomes unavoidable.
Hence, there is a need to characterize such condition. Performing experiment is not
feasible on conventional setup; hence, experiments with scalemodels have been done
to assess the performance of the pump. Such tests are expensive and time consuming
and thus there is a need of alternative computation fluid dynamics (CFD) methods.
By referring to some of the benchmark experimental results [1], we have analyzed
the performance of different turbulent models available with fluent 15.0 for steady
state and transient state single-phase operation. Results of k−ω, LES (Large eddy
simulation), and DES (Detached eddy simulation) models have been generated and
compared with the benchmark result [1].

Keywords Vortex · Turbulent model · Single phase · Large eddy simulation
Detached eddy simulation

R. Paliwal (B) · B. Nagelia · H. Pangarkar · A. Jhaveri
Mukesh Patel School of Technology Management & Engineering, NMIMS,
Ville Parle (W), Mumbai 400056, India
e-mail: rahul.paliwal@nmims.edu

B. Nagelia
e-mail: bnagelia4@gmail.com

H. Pangarkar
e-mail: hpangarkar82@gmail.com

A. Jhaveri
e-mail: asjhari42@gmail.com

C. S. Mathpati
Institute of Chemical Technology, Matunga, Mumbai 400019, India
e-mail: cs.mathpati@ictmumbai.edu.in

© Springer Nature Singapore Pte Ltd. 2019
H. Vasudevan et al. (eds.), Proceedings of International Conference on Intelligent
Manufacturing and Automation, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-13-2490-1_15

161

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2490-1_15&domain=pdf


162 R. Paliwal et al.

1 Introduction

For efficient pumping operation, uniform flow of water in the pump intake is a
desirable property. This requirement becomes essential if we are dealing with high
capacity pumps at power plants, dams, and water treatment sites for high efficiency
and low maintenance operation. Many standards are available for designing a sump
which is used to maintain water at a specific level for the pump intake. However,
non-uniform vortex flow disturbs both operation and life of the pump. Inlet section
from river or reservoir (in large-scale application) to one or multiple pumps consists
of an approach channel. It is commonly known as pump bay or sump which consists
of various devices to bring the uniformity in the flow toward the pump inlet region.
Generally, baffles like structures are used to split and to divide the flow in the pump
bay. These structures can be attached on the bottom surface, on the side wall, and
near the inlet of pump inlet.

Usually, vortexes are observed in the inlet section near the pump inlet pipe.
Depending on the region of occurrence, vortexes can be classified as free surface
(on the top surface of the water) or subsurface vortex (under the water) near pump
inlet pipe. Various problems related to pump maintenance and operation can be
occurred due to entrance of air parcel with free surface and debris with floor attached
vortexes. Major problems are vibration and cavitation due to which pumpmay suffer
significant efficiency loss [2] and large maintenance cost.

Twomain reasons for the generation of these vortexes are poor design of the intake
bay and the level of non-uniformity of the approach flow [3]. Free surface vortex has a
tapering hollow core which pulls the air into the suction inlet causing irregular orbital
motion [4], Fig. 1 shows different types of surface vortex. A small depth of water
above an intake structure can lead to air entrainment causing vortex formation. Free
surface vortex can cause damage and energy losses to intake structure, pipelines,
and pumps [5, 2] reduce pump’s performance and discharging capacity creating
vibration, cavitation, and noise problems. Subsurface vortex results in reduction of
pump efficiency by causing vibrations and high bearing loads, thereby increasing
operational and maintenance cost.

The very first numerical study of pump intake was approached using steady
Reynolds-Averaged Navier-Stroke (RANS) with k−ε turbulence models [6, 7]. The
next study of Constantinescu and Patel was based on near-wall two-equation tur-
bulence model (k−ε and k−ω) with conditions of high and low Reynolds numbers
using 3D multiblock Reynolds-averaged Navier-Stokes(RANS) approach. In recent
times, the numerical studies for analyzing the pump intakes are done using commer-
cial solvers with steady and unsteady RANS approaches [8, 1, 9] or with LES solvers
[10, 11].

The benchmark experiment [1] was performed at different flow rate to study the
effect of flow rate and water level in the sump. In order to study air-entrained free
surface vortex, we have tried to predict the results for flow rate of 1 m3/min with
230 mm of water level in the tank. Simulations have been done by using different
models under k − ω turbulent model for steady state with k − ω standard and k−ω
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Fig. 1 Types of surface vortex [4]

Table 1 Different numerical models in benchmark study [1]

S. No. A B C D E F

Models k − ε/RNG
non-
structured
mesh

k − ε non-
structured
mesh

k − ε

structured
mesh

k −
ε/reliable

Vortex
method

Shear stress
transport

standard with low Re. Further by using the steady-state results, we have done the
transient state simulation with LES and DES models. Results from the numerical
model have been compared with results of the experimental and numerical models
of the benchmark study [1]. Different models used in the benchmark study are given
in Table 1.

2 Mesh Details, Boundary Conditions, and Numerical
Method

Figure 2 shows the geometrical values of the scale model for the sump, used by
[1] in experimental studies. Free surface vortex, i.e., the air-entrained vortex and
subsurface vortex, i.e., submerged vortexes are mainly observed in this sump. The
pipe center location is a little off-center to generate asymmetry in the flow.

Mesh Detail: For analyzing the case geometrical dimensions were kept the same
as that of experimental model used in the benchmark study [1]. A uniform mesh was
generated by using cut cell assembly meshing with inflation at tank wall. Figure 3
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Fig. 2 Geometrical details
for experiment and
numerical setup in
benchmark study [1]

Fig. 3 Cut section of the
mesh in the geometry

shows the mesh generated for the geometry. Hexagonal mesh with 11.12 Lac nodes
and y+ value of 0.65 was used.

Boundary Condition: The hydrostatic pressure is assumed constant in the
entrance plane and the upstream boundary is assumed to have a uniform velocity
distribution with small turbulence. Concerning other boundary condition, the free
surface is given symmetry condition. Outlet was given fixed flow rate condition.
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Fig. 4 Measured location of
vortex through PIV at top
surface of tank [1]
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The criteria for evaluating a vortex during the experiment depend on the number
of time a vortex appears at certain location. Thus, the CFD technique should be able
to predict whether the vortex will be appearing or not at the location observed during
experiment, i.e., whether the vortex core is in the gas or liquid state. Prediction of
critical submergence is not in the scope of present work and all the models treat a
single-phase flow in the calculation, hence, the gas phase is not directly predictable.

Numerical method adopted by previous study is given in Table 1. Also, in the
present paper we have simulated k − ω standard and k − ω standard with low Re
correction. Further, by using the converged steady-state results of k − ω standard we
have simulated it for unsteady state condition for 30 s with LES and DES.

2.1 Numerical Results

Figures 4 and 5 show the locations of the center core of air-entrained vortex on
the free surface obtained by experiments and computational methods used in the
previous work [1]. Almost all the models predicted the location of the air-entraining
vortex well. They also predicted that the other vortex will occur in the upper area
behind the suction pipe. However, only one visible air-entrained vortex was observed
experimentally. Figure 6 shows the location of vortex obtained by k − ω, LES, and
DESmodel. It can be seen that our results are in complete agreementwith the previous
study.

Table 2 shows the velocity vectors obtained numerically and experimentally at
section Z220 [1]. This section is located just under the water-free surface 220 mm
above the floor of the sump. The photograph of streamlines is obtained during the
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Fig. 5 Predicted locations
of vortex by numerical
model [1]
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Fig. 6 Predicted location of
vortex by k − ω, LES, and
DES models in present study

0 

40 

80 

120 

160 

200 

240 

280 

-280 -240 -200 -160 -120 -80 -40 

experiment by laser light sheet method and PIV results are also listed. The color
scale is kept constant with velocity range from 0 to 1.5 m/s. An air-entrained vortex
can be observed in the LLS and PIV result which can be seen in code A, D, E, and F.
Figure 7 shows the velocity vector for the same plane developed by k − ω, LES, and
DES models. All the codes can be used to predict the velocity vector of air-entrained
core.
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Table 2 Predicted and measured velocity vector at plane Z 220

Fig. 7 Velocity vector by k − ω standard, k − ω with low Re, LES, and DES models at Z220 plane

Fig. 8 v velocity at line
Z085 [1]

Figures 8, 10, and 12 show the velocity distribution under the bell entrance at line
(Z085) [1] in the y direction above 85 mm from the bottom surface of the tank. w, v,
and u mean the velocity components in z, y, and x directions. Figures 9, 11, and 13
show the velocity distribution at the same line for k − ω, LES, and DES model and
we can see the LES model is able to predict the results in large agreement with the
experimental results. It can be seen that predicted results were well matched with the
experimental results for w and v velocity. But for the u velocity, it can be seen that
the results predicted were in agreement with experimental results only qualitatively.
The major reason of this mismatched was explained in the original paper [1] that
there was lack of accuracy during the measurement of the results.
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Fig. 9 v velocity at line
Z085 in present work

Fig. 10 v velocity at line
Z085 [1]

Fig. 11 v velocity at line
Z085 in present work
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Fig. 12 w velocity at line
Z085 [1]

Fig. 13 w velocity at line
Z085 in present work

3 Conclusion

It can be found that the location and velocity vector for the air-entrained vortex can
be predicted by using k − ε model, which had been shown by various researchers
in their studies. However, results obtained by using k − ε model cannot be used in
further analysis as it fails to consider the swirl and eddy conditions. These factors can
be included only if the k − ω model is considered but for complete characterization
of the vortex we need transient data which can be obtained by using LES and DES
models. It can be further shown that both LES and DES can be used to predict the
experimental results. In the future, we can use either LES or DES model for further
analysis of air-entrained and submerged vortex. Also we found that air pockets can
entered into the pump inlet along with free surface vortex in pump bay it reflects that
we can also carry out an analysis by considering two-phase flow condition into our
simulation.
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Design of Feedstock and Liquefier
for Printing Aluminium Parts by Fused
Deposition Modeling

Pravin S. Misal and N. S. Chandrashekhar

Abstract Growth of any additive manufacturing technology always depends on
the market, make, metrology and material. Fused deposition modelling technology
which mostly uses thermoplastic feedstock in filament form has gain large market
since it developed. However, a demand for developing newmaterial for FDMprocess
to make its applications in metal printing has always been there. The operation of
FDM is similar to extrusion process where the filament above the liquefier acts as the
plunger and filament in the liquefier acts as the billet to be extruded. Many efforts
have been made to develop the FDM process for low-melting point solder materials.
It is difficult to handle the high-melting point metal having dendritic microstructure
in semi-solid range. Thixo-extrusion process gives us the ability to extrude the metal
in mushy like thermoplastics. In this work, the process for preparation of aluminium
alloy feedstock having non-dendritic micro-structure has been presented. And the
liquefier for semi-solid extrusion of aluminium alloy filament has been designed
referring conventional FDM liquefier.

Keywords Additive manufacturing · Fused deposition modelling
Liquefier design · Thixo-extrusion · Feedstock preparation
Aluminium printing etc.

1 Introduction

After developing various additive manufacturing processes since 1980, this technol-
ogy is trying to shift its applications to rapid tooling from rapid prototyping. AM
is an exception for the concept that the design complexity increases the production
cost. According to Wohler’s reports, majority of the end products will be produced
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by AM in future [1]. AM techniques are classified as binder jetting, vat photopoly-
merisation, sheet lamination, powder bed fusion, material jetting, material extrusion
and directed energy deposition according to ISO/ASTM 529000:2015 [2] .

1.1 Fused Deposition Modelling

Among the seven AM processes, extrusion based is one of the majorly accepted pro-
cesses [3]. FDM having the less cost than professional AMmachines is very popular
in the desktop 3-D printers and FDMmachines fromStratasys, Inc are currently dom-
inating the commercial extrusion-based AM systems market with 3.5 times market
share at 41.5% of all systems sold. Entry-level 3-D printers are predominantly based
on FDM [4].

In spite of numerous advantages of AM over subtractive manufacturing, it is still
not accepted by most of the industries. Lots of designs, materials, new processes
and machines, modelling and control in processes, applications in biomedical field
and energy are to be researched and developed to increase the applicability of AM
processes and bring it to mainstream. Materials and metrology are thus the two key
enabling technologies that have to progress beyond its current state of the art to
translate AM from rapid functional prototyping to genuine industrial manufacturing
[4]. To develop the FDM process for rapid tooling and rapid manufacturing, new
materials are needed. The operating principle of FDM process offers us the oppor-
tunity to develop the feedstock of metals and composites of required size, strength
and properties [5].

In this paper, we are going to discuss the method to design the feedstock filament
and liquefier for FDM for printing aluminium parts.

2 Literature Review

Many efforts are made to develop the FDM system for printing metal parts. Like
electrically heating the fusible alloy and depositing through a blunt needle applicable
for printing electronic circuitry [6]. FDM 3000 was modified and used for deposition
of low melting temperature solder alloys filament [7]. But these methods were not
possible for high-melting point metals because high-melting point metals have a
narrow range of non-eutectic region. Direct molten aluminium was deposited for
free-form fabrication by Cao and Miyamoto [8]. Metal polymer composite filament
was developed with different ratios and particle sizes and injection moulding inserts
were successfully printed [9]. Semi-solid metal extrusion principle was used to print
the solder metals. In their work, the liquefier was developed by using the thixo-
extrusion principle and the filament feedstock having microstructure necessary for
thixo-extrusion was developed. The printed parts were having high strength than the
cast parts [10].
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2.1 Thixo-Extrusion

Thixo-extrusion is an extrusion of metal in semi-solid state. The feedstock having
non-dendritic microstructure is used in this process which allows us to form themetal
in viscous state. Thixo-extrusion is different than conventional extrusion process. It
can be done at various solid fractions. The solid fraction decreases with increase
in temperature and viscosity of slug decreases. Thixo-extrusion, one of the thixo-
forming processes, has advantages of high productivity, reduction of the extrusion
pressure, extension of the die life and cost saving due to low-energy consumption
compared with conventional extrusion processes.

Y. Birol thixo-extruded EN AW 2014 Si0.6 Fe0.5 Cu4.618 Mn0.932 Mg0.265 Zn0.18
Ti0.03 Al92.80 at extrusion ratio of 2.56 and solid fraction of 0.8 [11]. Kapranos et al.
[12] thixo-extruded Al5182 (Mg4.5 Mn0.25 Cu<0.15Al) with an extrusion ratio of
2.77 and solid fraction 0.5. He used alumina ceramic die because it has the operating
temperature of 1650 °C and goodmechanical properties. Shiomi et al. thixo-extruded
an aluminium alloy (Al–7%Si–0.3%Mg, AC4CH) which is similar to A356 to an
extrusion ratio 3.75 in 2002 [13]. In 2013, Abolhasani et al. thixo-extruded AL6061
(Si0.475 Fe0.218 Cu0.172 Mn0.137 Mg0.844 Cr0.159 Zn0.035 Ti0.026) with extrusion ratio
1.56 and 2.04. The solid fraction was from 0.1 to 0.9 [14]. A357 in 2010 was thixo-
extruded at solid fraction of 0.85 and extrusion ratio of 8.5 [15].

All this literature proofs that aluminium alloy can be thixo-extruded at any solid
fraction. The working of FDM liquefier is same as the extrusion process where the
filament above the liquefier acts as the plunger and filament in the liquefier acts as the
billet to be extruded [16]. Hence using this thixo-extrusion principle of aluminium,
a liquefier for FDM system is designed in this paper. Following sections includes the
topics like material selection of feedstock, material selection for liquefier, thermal
design of liquefier and modifications in liquefier design.

3 Feedstock and Liquefier Design

Operation of any FDM system depends on the rheological behaviour of filament
material and liquefier geometry. In this section, the material for feedstock is selected
and feedstock development process is designed. Liquefier for printing aluminium
parts is designed along with its material selection.

3.1 Feedstock Material Selection

In FDM 3-D Printer, the rheological properties of filament material are very impor-
tant. The thermoplastic polymers behaviours in viscous manner and hence their
deposition rate can be controlled easier way.
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The extrusion and material deposition in FDM process is same as the normal
billet extrusion in which a filament above liquefier act as plunger and below liquefier
after heating acts as the billet to be extruded. The nozzle of FDM acts as a die of
extrusion diameter. The aluminium alloys having more silica content can be easily
thixo-extruded. Hence some aluminium cast alloys were reviewed for feedstock
material selection.

From theTable 1,we can see that the alloysA356,A357 andA390 are having good
silica content. A390 is having the highest silica content, but the copper percentage is
also more i.e. 4.5%. Al alloys having higher copper percentage are difficult to form.
Hence out of A356 and A357, we selected the A357 because theMg content in A357
is more than the A356 hence will have more strength [17].

3.2 Feedstock Preparation Process

Feedstock preparation process is done for converting the dendritic microstructure
into non-dendritic form (Fig. 1).

The metal should have globular microstructure for any thixo-extrusion process.
Spheroid solid surroundby the liquidmatrix is a requirement for semisolid processing

Table 1 Composition of
aluminium cast alloys [18]

Aluminium alloy Composition (% mass)

A296 Al–4.5Cu–2.5Si

A356 Al–7Si–0.3Mg

A357 Al–7Si–0.5Mg

A390 Al–17Si–4.5Cu–0.6Mg

A520 Al–10Mg

A771 Al–7Zn–0.9Mg–0.13Cr

Fig. 1 Preparation of feedstock from dendritic to non-dendritic microstructure [19]
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Fig. 2 Temperature time
graph of SIMA process [19]

and thixotropic condition [19]. For extrusion of feedstock having small diameters,
strain induced melt activated (SIMA) process is recommended [10]. SIMA is the
process in which deformedmaterial is again heated into the semi-solid form. The first
deformation takes place at the temperature above the recrystallisation temperature
followed by cold working at room temperature. This is a critical step in storing the
energy flow as result of partial remelting. The uniform, globular and non-dendritic
solid particles get placed in a liquid matrix as shown in Fig. 2 and semi-solid state
of material is reached [19].

3.3 Material of Liquefier

As we are designing the FDM liquefier for printing aluminium parts, we need the
material for liquefier which can sustain temperature more than the 650 °C. The high
thermal conductivity, high oxidation resistance, non-reactivity with metals and low
thermal stresses are the important desirable properties for selection of material. For
this requirement, the ceramics are better candidates than any metal. After review-
ing oxides-based and non-oxide-based ceramics like alumina, zirconia, aluminum
titanate (Al TiO) SiAlON, silicon carbide, aluminium nitride, silicon nitride and
alumina-based ceramic were found to be suitable for our requirement. As in thixo-
extrusion of aluminium alloy Al5182 done by Kapranos et al., an alumina ceramic
die was used [12]. We referred various grades of alumina ceramic and studied their
properties. Alumina ceramic with purity 82–86 and 99%was evaluated for designing
our liquefier.

3.4 Thermal Design of Liquefier

The FDM liquefier is like a metal block through which a filament or melt flows. A
channel is machined in it to occupy the filament or melt flow. In the systems like



176 P. S. Misal and N. S. Chandrashekhar

Stratasys, the channel is surrounded by a liquefier and connected to a disposable
print head. A liquefier chamber is surrounded by resistive heater which is coil type.
The design of system is such that the uniform temperature is maintained throughout
the length of the liquefier. A thermocouple with a controller is used along with the
heater for maintaining the temperature.

Normally, the filament diameter used in FDM is from 1.5 to 3 mm. The heat
emitted by liquefier chamber is used by feedstock filament for melting. Heat transfer
should bring the feedstock material to the semi-solid state. The heat flux and feed
rate decide the semi-solid amount in the liquefier [16]. For designing the liquefier
for extreme difficult case, we considered the feedstock filament diameter of 3 mm.
Just to start and take trials we considered the liquefier temperature as 800 °C and
feed rate of minimum 1 mm/s and maximum 5 mm/s.

From transient thermal FEManalysis, we get that for feedstock ofmaximum3mm
diameter, and liquefier temperature of 800 °C, it took 27.6 s to achieve 650 °C. Hence
for feed rate of 1 mm/s, the sleeve of length 27.6 mm is required. And considering
maximum feed rate of 5 mm/s the sleeve length required is 138 mm (Fig. 3).

For trying less length of liquefier, we can increase the temperature of liquefier as
alumina ceramic has operating temperature of 1650 °C. Hence for liquefier tempera-
ture of 1200 °C, it took 12 s to achieve 650 °C. Hence for feed rate of 5 mm/s 60 mm
length is sufficient.

Fig. 3 Time taken by filament to reach 650 °C for sleeve temperature 800 and 1200 °C
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3.5 Mechanical Design and Modifications

After thermal design of liquefier we decided to design the liquefier for 1200. A
cylindrical sleeve of length 60 mm was designed first and fixed support was applied
at its upper face. Many stresses were induced in the upper face showing that the
design was unsafe. The reason behind that was the thermal stress due to thermal
coefficient of expansion (Fig. 4).

(a) Modification 1

Hence to avoid thermal stresses, heat dissipation was necessary. Referring the
design of conventional FDM liquefier, the heat sink fins were added and safe design
with respect to stresses were achieved by applying fixed support at above face. But
the large amount of deformation was induced at the nozzle end which is undesirable.

(b) Modification 2

Hence to restrict the vertical movement at nozzle end, the support at nozzle end
was applied and fixed support from the upper face was removed (Fig. 5).

Hence alumina ceramic job with 82–86% purity is suitable for our application
(Figs. 6 and 7).

After modifications in liquefier design, again time required to achieve the tem-
perature of 650 °C was checked and it was found that the filament achieves 650 °C
much before the time the filament is extruded from the nozzle.

Fig. 4 Stresses induced in
liquefier
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Fig. 5 Maximum stress for 82–86% purity alumina ceramic was 115 MPa and for 99% Purity
Alumina ceramic was 146 MPa

Fig. 6 Model of liquefier
after modifications
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Fig. 7 Temperature Distribution for Alunina ceramic 82–86% and Alumina ceramic 99% purity

4 Conclusion

Material limitation of FDM AM technique was identified and solutions tried by
the researchers to overcome this limitation were studied. The limitations of those
solutions were also identified and by taking reference of their methodology and
more literature survey thixo-extrusion principle is used to design the liquefier and
feedstock preparation process for the FDM AM technique which will able to print
aluminium parts. Thixo-extrusion is the promising technology which can be used
for designing the FDM liquefier. The liquefier for printing aluminium parts by FDM
system is designed. The feedstock preparation process is also proposed in our work.
After this testing of our design is the main step. Hence future work includes the
simulation and validation of optimized design. Future work also includes modelling
the process parameters like temperature, solid fraction, feed rate and deposition speed
and heat dissipation. Pressure drop along the liquefier is necessary to be calculated
for designing the feeding mechanism. Cooling system also needs to be designed for
our liquefier as large amount of heat is emitted by the heat sink. For validation of
process parameters, experimental trials will also be taken by installing the liquefier
on the Cartesian guiding mechanism like typical FDM 3-D Printers.
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Static Structural Analysis of Car Rim
by Finite Element Method

Suraj L. Gondhali, Atul D. Dhale and Sunil Pagare

Abstract This paper includes the comparison of equivalent stress values and total
deformation inMaruti Eecowheel rim by finite element method. In this work, the rim
is disc wheel category (Akbulut in Finite elements in analysis and design. Elsevier
Ltd, pp. 433–443, 2003 [1]; Bhavikutti and Ramkrushnana in CAS. Pergamon Press
Ltd, pp. 397–401, 1980 [2]). CAD modelling of disc wheel rim was done using
SolidWorks software, whereas static structural analysis of disc wheel rim was done
using FEM software (ANSYS 15.0). Static structural analysis is carried out for tyre
inflation pressure, bearing load and bendingmoment condition. First, the dimensions
of the existing Maruti Eeco car rim are obtained using reverse engineering approach.
Modelling is done using SolidWorks, and analysis is done using ANSYS software.
After that, new modified design is created based on the material reduction approach
so that total weight will reduce substantially to increase the fuel economy (mileage)
of the car and to improve the tractive effort of the vehicle without compromising
its strength and stability (Sunil Kumar Nakka in Int J Res Eng Technol. 2016 [3];
Chia-Lung Chang in Eng Fail Anal. Elsevier Ltd, pp. 1711–1719, 2009 [4]). The
analysis is done for three differentmaterials, namely structural steel, aluminium alloy
and magnesium alloy, respectively, and results are compared for different boundary
conditions. By analysing the results, suitable material rim design is proposed which
gives optimum results based on strength, weight, cost and durability criteria.
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1 Introduction

The wheel rim bents due to excessive radial load. Damages such as rust, cracks and
dentsetc may create damage to the vehicle in the form of instability, excessive vibra-
tion, loss of air pressure and even structure can be completely failed. So, the need
of hour is to provide weight/cost-effective products without compromising the strin-
gent safety requirements [5]. This analysis helps to predict the best optimized wheel
design for the stated vehicle without compromising its performance parameters.

2 Modelling of Car Rim

Automobile rim specifications of existing Maruti Eeco car which is used for analysis
are shown in Table 1.

Figure 1 the actual view of the Maruti Eeco car rim model when viewing from
both sides.

Table 1 Specifications of Maruti Eeco car rim

S. No. Specification Value

1 Width of the rim 0.124 m

2 Diameter of the rim 0.354 m

3 Offset 0.041 m

4 Central hole diameter 0.054 m

5 Thickness of the rim 0.002 m

6 Diameter of stud hole 0.015 m

7 Diameter of stud hole circle 0.100 m

8 Number of stud holes 04 no’s

Fig. 1 Actual model of Maruti Eeco car rim
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Table 2 Selection of material for the analysis of Maruti Eeco car rim

S. No. Material name Density (ρ)
Kg/m3

Young’s modulus
(E) Pa

Poisson’s ratio
(1/m)

1 Structural steel 7850 2 × 1011 0.3

2 Aluminium alloy 2770 7.1 × 1010 0.33

3 Magnesium alloy 1800 4.5 × 1010 0.35

3 Material Selection

Materials were chosen for analysis of car rim with their properties as shown in
Table 2.

4 Finite Element Analysis of Car Rim

4.1 Boundary Conditions

After import intoANSYS, car rim is being applied by boundary conditions as follows:

• Fixed support is given to the four bolt holes because the rim is fixed by bolts at
the stated location [6].

• Bearing load is calculated analytically by considering the total weight acting on
the rim and acceleration test factor [7]. Total bearing load of 7769.5 N is applied at
the hub centre in ‘-Y ’ direction because hub is fixed in the central hole and applies
load on the rim like bearing [8, 9].

• The vehicle rims’ circumferential tread and flange portion are applied by average
pressure in the tube of tyre which is taken as 0.241 MPa [10].

• The rotational velocity of car rim is taken as 100 Kmph, i.e. 965 RPM obtained
by considering diameter of tyre as 0.550 m [11].

• The moment acting on the rim because of axle and uneven road profile is calcu-
lated analytically by considering the acceleration factor and coefficient of friction
between tyre and road surface [12] as stated in annexures of AIS-073 (Part 2)
Automotive Vehicles [13].

• Frictionless support is given to the inner chamfered portion of hub central hole [14].

The loading conditions applied in ANSYS for the existing car rim design and
modified car rim design are as shown in Figs. 2 and 3, respectively. A denotes fixed
support, B denotes bearing load, C denotes internal pressure, D denotes rotational
velocity, E denotes bending moment and F denotes frictionless support applied on
the rim, respectively.
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Fig. 2 Combination of loading conditions—existing design

Fig. 3 Combination of loading conditions—modified design
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Fig. 4 Total deformation for structural steel existing rim design

5 Results and Discussion

5.1 Results

After applying the loading conditions on the car rim models of the existing design
and modified designs for different materials, following results are obtained for total
deformation in mm as shown in Table 3.

Maximum deformation for structural steel existing rim design is 0.034788 mm as
shown in Fig. 4 and maximum deformation for structural steel modified rim design
is 0.042381 mm as shown in Fig. 5. In both the cases, maximum deformation is
occurred at flange portion of the rim whereas minimum deformation is occurred at
the bolt circle portion.

Maximum deformation for aluminium alloy existing rim design is 0.097809 mm
as shown in Fig. 6 and maximum deformation for aluminium alloy modified rim
design is 0.10225 mm as shown in Fig. 7. In both the cases, maximum deformation
is occurred at flange portion of the rim whereas minimum deformation is occurred
at the bolt circle portion.

Maximum deformation for magnesium alloy existing rim design is 0.21516 mm
as shown in Fig. 8, and maximum deformation for magnesium alloy modified rim
design is 0.20694 mm as shown in Fig. 9. In both the cases, maximum deformation
is occurred at flange portion of the rim whereas minimum deformation is occurred
at the bolt circle portion.
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Fig. 5 Total deformation for structural steel modified rim design

Fig. 6 Total deformation for aluminium alloy existing rim design
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Fig. 7 Total deformation for aluminium alloy modified rim design

Fig. 8 Total deformation for magnesium alloy existing rim design
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Fig. 9 Total deformation for magnesium alloy modified rim design

Table 3 Result for total deformation due to all loading conditions

S. No. Material Total deformation (mm)

Existing car rim
design

Modified car rim
design

1 Structural steel 0.03478 0.04238

2 Aluminium alloy 0.0978 0.10225

3 Magnesium alloy 0.2151 0.20694

Equivalent (von Mises) stress values after analysis are as shown in Table 4.

Table 4 Result for equivalent stresses in MPa due to all loading conditions

S. No. Material Equivalent stress MPa

Existing car rim
design

Modified car rim
design

1 Structural steel 70.05 52.98

2 Aluminium alloy 70.524 51.88

3 Magnesium alloy 70.14 52.744
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Fig. 10 Equivalent stresses for structural steel existing rim design

Table 5 Reduced weight table for existing and modified rim designs

S. No. Material Weight kg

Existing car rim
design

Modified car rim
design

1 Structural steel 4.2846 3.7780

2 Aluminium alloy 1.5119 1.3335

3 Magnesium alloy 0.98245 0.8665

Maximum equivalent stress for structural steel existing rim design is 71.05 MPa
as shown in Fig. 10, and maximum equivalent stress for structural steel modified rim
design is 52.99 MPa as shown in Fig. 11.

Maximumequivalent stress for aluminiumalloy existing rimdesign is 70.524MPa
as shown in Fig. 12, and maximum equivalent stress for aluminium alloy modified
rim design is 51.886 MPa as shown in Fig. 13.

Maximum equivalent stress for magnesium alloy existing rim design is
70.145 MPa as shown in Fig. 14, and maximum equivalent stress for magnesium
alloy modified rim design is 52.744 MPa as shown in Fig. 15.

The detailed analysis shows the results for both existing car rim design and mod-
ified car rim design, which is well below allowable values. It depicts that the weight
optimization is successfully carried out. Reduced weight after modification is as
shown in Table 5.
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Fig. 11 Equivalent stresses for structural steel modified rim design

6 Conclusion

By comparing the above results, since in all the cases equivalent (vonMises) stresses
are less than the allowable stress values for ultimate strength. Taking deflections
into account, structural steel is preferred as the best material for design of wheel
rim with least deflection. We can conclude that the modified design of the car rim
with structural steel material is proven to be the best and optimized design that
can be proposed with highest weight reduction. Reduced weight of the car rim will
also positively affect the steering effort and the tractive effort of the vehicle [8].
Structural steel is having the best strength and rigidity as compared to aluminium
alloy and magnesium alloy. Hence, by evaluating and analysing the results obtained
from the analysis for the existing and modified designs, we propose structural steel
as the best material for modified design of the wheel rim of Maruti Eeco vehicle.
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Fig. 12 Equivalent stresses for aluminium alloy existing rim design

Fig. 13 Equivalent stresses for aluminium alloy modified rim design
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Fig. 14 Equivalent stresses for magnesium alloy existing rim design

Fig. 15 Equivalent stresses for magnesium alloy modified rim design
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Comparative Thermal Analysis of Fins

H. A. Patel, V. S. Kale, S. U. Joshi, S. D. Jadhav and S. N. Teli

Abstract In several engineering applications, heat dissipation is an important factor
which if not taken care of might result in high-thermal stresses and mechanical
failures. The amount of heat dissipated depends on the heat transfer coefficient and
surface areawhich can be increased by the use of extended surfaces, i.e., fins. Thermal
analysis of three fins, namely rectangular, inclined non-uniform perforated, twin
extension, is performed. The models were designed in Creo 4.0 and the analysis
was carried out using ANSYS 15.0. The fins were analyzed for forced convection.
The fins were compared on the basis of non-dimensional Nusselt number (Nu) and
Reynolds number (Re), which proved that twin extension fin was the most effective
among all the three. It was followed by inclined non-uniform perforated fin.

Keywords Twin extension fin · Rectangular fin
Inclined non-uniform perforated fin · Heat transfer coefficient · Nusselt number
Reynolds number

1 Introduction

The increase of heat transfer is a subject of concern in thermal engineering as the
removal of excessive heat from system is necessary to avoid the problem of over-
heating. The heat transfer from the surface could also be increased by increasing
the heat transfer surface or by increasing the heat transfer coefficient between sur-
face and surrounding or by both. Extended surfaces additionally referred as fins are
commonly used for increasing the area exposed to surroundings and enhancing heat
transfer coefficient in several industries [1]. The heat generated or conducted through
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solids, walls, or boundaries ought to be unendingly dissipated to the surrounding to
maintain steady condition of the system. In several engineering applications, the
areas for dissipation of large quantities heat are very small. Heat dissipation by con-
vection between a surface and fluid surrounding it can be enhanced by attaching to
the surface thin melts strips called “Fins” [2].

A fin is a solid within which one directional heat transfer is assumed to be done
by conduction along its length while heat is also transferred from the surface in a
direction perpendicular to that of conduction by means of convection. The temper-
ature difference diminishes as one moves out along the fin which is sticking out
from the primary heat transfer surface. Fins are classified according to the following
criteria: geometrical design, arrangement, and number of fluid reservoirs in contact,
location, and composition. The fins are often found in industry, particularly in heat
exchanger industries as in finned tubes of double pipe shell and tube and compact
heat exchangers. Moreover, the fins are also used in cooling of gas turbine blades as
well as in cooling of large heat flux electronic devices.

The geometry and cross-sectional area play a significant role in determining the
effectiveness and efficiency of fin [3]. The heat transfer coefficient increases with
increase in turbulence effect which may be increased by notching the surface of fin
[4]. Creation of holes, i.e., perforation additionally increases turbulence effect, thus
increasing heat transfer coefficient [5]. Making grooves also increase the turbulence
effect which in turn increases the heat transfer coefficient [6].

Changing materials also may increase or decrease heat transfer. Alloy steel gives
more heat dissipation than aluminum and steel [7]. The heat transfer can also be
increased by the use of composite materials. More heat transfer can be achieved in
non-metallic radial fins than metallic fin. Non-metallic fins are also easy to manu-
facture [8]. Thermal flux for Beryllium material was more than other materials like
aluminum alloy and magnesium alloy and also thickness plays an important role in
heat dissipation [9].

Nusselt number (Nu) is the ratio of heat flow by convection under a unit temper-
ature difference to the heat flow by conduction under a unit temperature difference
and a stationary thickness.

Nu � Convective Heat Transfer

Conductive Heat Transfer
� hD

k
(1)

h Heat transfer coefficient (W/m2 k);
D Hydraulic diameter (m);
k Thermal conductivity (W/m k).

The Reynolds number signifies the relative predominance of inertia to the viscous
force. It is a convenient parameter for predicting if a flow is laminar or turbulent.

Re � Inertia Forces

Viscous Forces
� ρ · V · D

μ
(2)

ρ Density (kg/m3);
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V Velocity of air (m/s);
D Hydraulic diameter (m);
μ Absolute viscosity (Pa s).

The most important parameter affecting the heat transfer was Reynolds number
and secondly the perforation geometry. Utilization of perforated fins increases the
heat dissipation rate, simultaneously reducing the fin’s weight, thus saving the mate-
rial [1]. As the size of the perforation increase, the area for convection increases
which eventually leads to an increase in heat transfer [10]. Increasing the size of
perforation increases the heat transfer up to a certain limit and then decreases [3].
Increasing the eccentricity of perforation decreases the value of heat transfer coef-
ficient thus the eccentricity of perforation should be as low as possible. At higher
values of the Reynolds number, heat transfer coefficient becomes almost constant
for all the shapes of perforation [11]. The heat transfer rate is more in fins with two
perforations in both natural and in forced convection compared to solid fins and fins
with one perforation. Staggered perforations showed more heat transfer than inline
perforation [12].

Finwith extensions providednear about 5–13%more enhancement of heat transfer
as compared to fin without extensions. Heat transfer through fin with rectangular
extension was higher than that of fin with other types of extensions. It was found
that heat transfer rate was higher for the copper trapezoidal rod than that of circular
copper rod and rectangular copper rod [13]. The efficiency of fin varied to change
in shape even if the fins had same surface area. Parabolic fin was found to be more
effective over conical and cylindrical fins [2]. The wavy surface increases the length
of air flow and also mixes the air flow, which leads to increase in heat transfer.

2 Modeling of Fins

The 3-D modeling of rectangular, inclined non-uniform perforated, and twin exten-
sion fins were done using Creo 4.0 as shown in Fig. 1. The dimensions of base plate
are 200 m×55 mm×3 mm. The size of fin was 25.4 mm×200 mm×3 mm, and
the fin spacing was 5 mm. The size of perforation was 8 mm in diameter and the
length of extension was 2 and 1 mm at a length of 20 and 16 mm from the tip of fin,
respectively. The thickness of extensions is 3 mm.

3 Thermal Analysis of Fins

ANSYS 15.0 was selected as the software for analysis. Fluid flow (Fluent) was
selected as the analysis consisted of a solid surface surrounded by a fluid medium.
The thermal analysis of fin has done in three steps:

Step 1: Design of duct
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Fig. 1 Rectangular, inclined non-uniform perforated and twin extension fins

Fig. 2 Enclosure

An enclosure was created around the fin of dimension 600 mm×80 mm×50mm
as shown in Fig. 2. This enclosure will act as a duct. The fin model will be placed in
the enclosure and air will be flown over it. The hydraulic diameter of the enclosure
was 62.53 mm. The enclosure created of same dimension for all three fins.

Step 2: Mesh generation

The fine meshing was done to get accurate and precise results. The mesh element
was tetrahedral because it covers the entire volume of specimen and leaves behind
minimal voids as shown in Fig. 3. The mesh is generated and the number of nodes
and elements for all fins are mentioned in Table 1. The specific sections required for
boundary conditions such as inlet, outlet, fin surface, and heat flux are defined.

Step 3: Applying input parameters

The input parameters for analysis of all the three types of fins are Inlet air velocity,
temperature of base plate, temperature of inlet air, and heat flux. The analysis was
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Fig. 3 Mesh generation

Table 1 Number of nodes and elements

Type of fin Number of nodes Number of elements

Rectangular 8048 27,299

Inclined non-uniform perforated 53,348 236,255

Twin extension 14,066 38,744

Table 2 Boundary conditions

Inlet air velocity (m/s) Temperature of inlet
air (K)

Base plate
temperature (K)

Heat flux (W/m2)

1, 3, 5, 7,8 300 450 5000

Table 3 Properties of aluminum and air

Property → Density
(kg/m3)

Specific heat (J/kg K) Thermal
conductivity (W/mk)

Viscosity (Pa s)

Aluminum 2719 871 202.4 –

Air 1.225 1006.4 0.0242 1.7849×10−5

carried out selecting energy model and K-epsilon model into take into consideration
the turbulence effect. Table 2 shows the input parameters (boundary conditions).

The material of fin was chosen to be aluminum and the fluid flowing through the
duct is air. The properties of aluminum and air are given in Table 3.

The solution was using hybrid initialization as there was no phase change taking
place in air from inlet to outlet of the duct.
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4 Results and Discussion

After carrying out thermal analysis of the three types (rectangular, inclined non-
uniform perforated, and twin extension fins) using ANSYS 15.0, the results areas
follows.

Case 1: Rectangular fin

The results (h, Nu, and Re) are obtained from ANSYS 15.0 as shown in Table 4.
Figures 4 and 5 are illustrated, heat transfer coefficient (h), and Nu versus Re.

Case 2: Inclined non-uniform perforated fin

The results (h, Nu, and Re) are obtained from ANSYS 15.0 as shown in Table 5.
Figures 6 and 7 are illustrated, heat transfer coefficient (h), and Nu versus Re.

Case 3: Twin extension fin

Table 4 Rectangular fin

Velocity (V ) Heat transfer coefficient (h) Nusselt number (Nu) Reynolds number (Re)

1 18 46.728 5681.7

3 40 103.84 17045.1

5 59 153.164 28408.5

7 76 197.296 39771.9

8 81 210.276 45453.6

Fig. 4 Heat transfer coefficient (h) rectangular fin
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Fig. 5 Nu versus
Re (Rectangular fin)

Table 5 Inclined non-uniform perforated fin

Velocity (V ) Heat transfer coefficient (h) Nusselt number (Nu) Reynolds number (Re)

1 41 106.436 5681.7

3 50 129.800 17045.1

5 64 166.144 28408.5

7 80 207.68 39771.9

8 91 236.36 45453.6

Fig. 6 Heat transfer coefficient (h) of inclined non-uniform perforated fin

The results (h,Nu, and Re) are obtained fromANSYS 15.0 of as shown in Table 6.
Figures 8 and 9 are illustrated, heat transfer coefficient (h), and Nu versus Re.
After studying heat transfer coefficient plots, the graph of Nu versus Re depicting

the combination of all the three Fins was made as shown in Fig. 10.
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Fig. 7 Nu versus
Re (Inclined
non-uniform perforated fin)

Table 6 Twin extension fin

Velocity (V ) Heat transfer
coefficient (h)

Nusselt number (Nu) Reynolds number (Re)

1 37 96.052 5681.7

3 52 134.992 17,045.1

5 75 194.700 28,408.5

7 100 259.600 39,771.9

8 37 96.052 45,453.6

Fig. 8 Heat transfer coefficient (h) of twin extension fin
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Fig. 9 Nu versus Re (Twin
extension fin)

Fig. 10 Nu versus Re for all three types Fins

5 Conclusion

From Fig. 10 (Nu vs. Re) for all the three types of Fins, it is evident that:

• Both the inclined non-uniform perforated fins and twin extension fins are more
effective than normal rectangular fins.

• For lower velocities, i.e., up to 2 m/s, inclined non-uniform perforated fins are
superior to twin extension fins.

• For higher velocities, twin extension fins are preferable.
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Design and Development
of Small-Capacity Mango Process Plant

Nandu Durge, Shankar Mantha and Vikas Phalle

Abstract Mango is one of the most important tropical and subtropical fruits of
the world and is popular both in fresh and the processed forms. It is called as king
of fruits on account of its nutritive value, taste, and attractive fragrance. India is
the largest producer of mangoes. ‘Alphonso’ is one of the best-rated mangoes in
the world, which is cultivated in Konkan region of Maharashtra. Mango being a
highly perishable fruit, it is necessary to perform various post-harvest processes like
de-sapping, cleaning, washing, hot water treatment, hydro-cooling, sorting/grading,
and packing to improve its shelf life and as well as quality. But it becomes difficult
for farmers to carry out various post-harvest processes in farm due to limited quantity
of mangoes and have to depend on other agencies like middleman/intermediaries to
carry out these processes. In this paper, an attempt is made to design a small-capacity
mango process plant which is cost-effective and affordable for small farmer.

Keywords Small-capacity process plant · Post-harvest process · Alphonso

1 Introduction

India is the largest producer of mangoes accounting for 42% of the total world’s
production [1]. The quality of the mangoes cultivated in India is good especially
of the Alphonso which are produced in the Konkan region of Maharashtra; it has
good nutritive value, taste, and attractive fragrance [2]. The mangoes produced in
India have large demand in Global market so it is necessary to increase its shelf
life and quality to attract global customer/market. But the major problem is that
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most of the mango producers are the small and marginal land-holding capacity. As
per agriculture census carried out by Government of India, the small and marginal
holdings taken together constituted 92% of total number of land holding and it covers
the approximately 50% of total operated area [3]. As the farmers have small land
holdings, their product is less and theyhave to dependonprocessingunits like packing
house which are located far away from their farms and it becomes uneconomical for
them to send mangoes to this unit by themselves [4]. The major intention of post-
harvest treatments andmanagement in the supply chain is to create suitable conditions
or environments to extend the storage life and retain the quality attributes, nutritional
and functional compositions. The general post-harvesting treatments for mangoes
are de-sapping, cleaning, washing, hot water treatment, cold water treatment (hydro-
cooling), sorting/grading, and packing etc.

2 Marketing of Mangoes

Marketing system helps the producer in final disposal of his produce to customer
for returns of his hard work. An efficient marketing system is very important which
ensuring competitive price to the producer [5]. For achieving this, it is necessary to
get information about various markets, technology, and marketing linkages. Most of
the producers are using traditional marketing chain because they do not want to take
any risk of price and income variation due to perishability, qualities, and seasonality.

Generally, mangoes are sold through different marketing channels, and a number
of intermediators are involved in it. Efficient marketing system is one which ensures
higher producer’s share in terms of consumer rupees. For this, reducing the number
of middlemen is the only option which can be achieved if all the post-harvesting
processes are carried out in the farm and direct marketing is carried out by farmer
itself.

3 Post-harvesting Management

Post-harvest management means the handling of an agricultural product after harvest
to increase storage life, freshness, and an attractive appearance, in order to deliver a
quality product to the market.

Nearly, 20–25% of fruits are wasted due to faulty post-harvest practices during
harvesting, packaging, storage, grading, etc. [6]. This wastage can be reduced to
some extent by implementing latest post-harvesting technology.

Post-harvest management consists of collection of mangoes, curing in orchard,
and transfer to packing house. In packing house, various processes are performed like
de-sapping and washing, fungicide treatment (hot water treatment), hydro-cooling,
drying, sorting and grading, packaging, low-temperature storage, and marketing [7].
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Fig. 1 Mango post-harvest
process flowchart Harvesting of Mango

Transfer to Packing 

De-sapping & washing

Hot water treatment

Hydro-cooling

Drying

Sorting & Grading

Packaging & Marketing

De-sapping is the process of removing latex after cutting mango stem from the
shoulder of mango, and then, it is immediately washed in spray of chlorinated water
to remove dust, dirt, and residue of pesticide.

Hot water treatment is carried out for removing fungus and bacterial infections
like insects and fruit fly by dipping mangoes in hot water maintained at 50 °C for
15 min.

Coldwater treatment is used to remove heat from themangoes and bring it to room
temperature by dipping it into normal cold water maintained at 18 °C for 15 min.

After completing all above steps, drying is carried out to remove moisture and
water particles present on mango surface, and after sorting and grading, mangoes are
packed in packing boxes (Fig. 1).

4 Small-Capacity Mango Post-harvesting Process Plant

In small-size plant, a batch of 1000mangoes can be processed in one-hour cycle time.
The plant is automated with one mechanical processor on a shaft. It includes a ver-
tical shaft with screw-type helical conveyor. Microcontroller is used for controlling
various processes automatically, and also various types of sensors like temperature
sensor, weight sensor, and control valve are used for controlling the process. This
small-capacity process plant is modeled by using SolidWorks software. The model
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Fig. 2 Model of mango process plant using SolidWorks software

is further refined using motion simulation capabilities of the SolidWorks software
(Fig. 2).

Nomenclature Description

di Internal diameter of process tank in mm

do Outer diameter of tank in mm

t Thickness of process tank in mm

ds Diameter of conveyor shaft in mm

t1 Thickness of conveyor plate in mm

d1 Diameter of screw conveyor in mm

p Pitch of screw conveyor in mm

L Height of tank in mm

α Helix angle of screw conveyor in degrees

P Total power requirement in KW

PH Power necessary for the progress of the fruit in KW

PN Drive power of the screw conveyor at no load in KW

Pst Power factor for vertical conveyor in KW

n Number of screws (spiral) on screw conveyor

N RPM of screw conveyor shaft

V Volume of tank
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5 Design Procedure of Plant

The complete design procedure of small-capacity plant is given below. It includes
design of helical screw conveyor, selection of material, selection of different parts
like gear motor, coupling, bearing, and lastly assembly of these components.

Take approximate weight of a batch of 1000 mangoes as 200 kg (Fig. 3).
Approximate Size of one mango,

Wmid � 75% of lmax and Width of mango(Wmid � 90 mm)

Where, lmax � 120 mm

5.1 Number of Mangoes Per Pitch or Screw

Internal diameter of process tank, di�1300 mm
Thickness of process tank, t �4 mm
Outer Diameter of tank, do�1308 mm
Diameter of conveyor shaft, ds�70 mm (Fig. 4)
Approximate area of one mango 120 × 90 � 10, 800 mm2

Shape of mango is not exactly rectangular but somewhat oval in shape
So approximate area covered by one mango is 10% less than calculated area

Fig. 3 Approximate dimension of Alphonso mango
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Approximate area � 0.90 × 10, 800 � 9720 mm2

Approximate Area of one lap of spiral � π

4
× (

di2 − ds2
)

� π

4
× (

13002 − 702
)

� 1323474.445 mm2

Number of mangoes on one lap �1323474.445

9720
�136 mangoes

As there are eight screws or spirals on conveyor,

Total capacity � 8 × 136 � 1088 mangoes

Fig. 4 AutoCAD drawing shows number of mangoes in one lap of screw conveyor
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Take 5 mm clearance between tank and screw conveyor.
So diameter of screw conveyor, d1 � 1290 mm.

Thickness of conveyor plate, t1 � 2 mm.

5.2 Size of Screw Conveyor

The size of a screw conveyor depends on the screw diameter, screw pitch, speed of
the screw, and the load on the cross-sectional area of the screw (Fig. 5).

The pitch of screw conveyor � 120 mm(Mango Height)

+ 8 mm (Gap between mango and conveyor plate)

+ 2 mm(Conveyor plate thickness)

Pitch, p � 130 mm

As there are eight screws (spirals), i.e., (n �8),
Height of screw conveyor or flight length of screw � 130 × 8 � 1040 mm.

Assume 100 mm clearance on both sides of tank in screw conveyor (Fig. 6).

Fig. 5 Diagram of screw conveyor used in process plant
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Fig. 6 General nomenclature of screw conveyor [8]

Height of tank, L � Height of screw conveyor or flight length

+ Clearance on both side

� 1040 + 200 mm

� 1240 mm

Conveyor shaft length � Height of tank � 1240 mm

By calculation, helix angle of screw, α � tan−1
( p

πD

)

α � tan−1

(
130

π × 1290

)
� 1.84◦

But from layout drawing, helix angle of screw�3° (approximately).

5.3 Motor Selection

Power requirement of Screw Conveyor [9]

P � PH + PN + Pst

Power necessary for the progress of the material (PH)

PH � Im × L1 × λ × g

3600
KW

PH �200 × 1.03 × 1 × 9.81

3600
KW
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�0.56135 KW

Drive power of the screw conveyor at no load, PN.
This power requirement is very low and is proportional to the nominal diameter

and length of the screw.

PN � d1 × L1

20
KW

� 1.29 × 1.03

20
KW

� 0.066435 KW

Power factor for vertical conveyor: Pst.
This power requirement will be the product of the mass flow rate by the height H

and the acceleration due to gravity g.

Pst � Im × H × g

3600
KW

� 200 × 1.03 × 9.81

3600
KW

� 0.56135 KW

Total power requirement.
The driving power of the loaded screw conveyor is given by:

P � PH + PN + Pst
�0.56135 + 0.066435 + 0.56135

P � 1.189135 KW/1.59 HP

Select available motor of 3 HP from user manual [8].

5.4 Design of Shaft

Power required for conveyor P � 3 HP � 3 × 746 � 3730 W � 2.238 KW
RPM of screw conveyor shaft, N � 20 RPM

P � 2πNT

60 × 1000
KW

2.238 � 2π × 20 × T

60 × 1000
KW

T � 1068.56 N-m
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Checking shear failure of shaft
Material of shaft as MS with zinc coating to avoid corrosion
Yield strength of material�250 N/mm2 [PSG]
Select FOS�3
Torsional shear strength, τ � 0.5×250

3 � 41.67 N/mm2

From Torsion Formula,
Torque, T � π

16τ × ds3

1068.56 × 103 � π

16
× τ × 703

τ � 15.86 N/mm2 ≤ permissible shear stress

5.5 Volume of Water Required for Filling Process Tank

Total volume of tank:

V � π

4
× di2 × L

V � π

4
× 13002 × 1240

V � 1.65 × 109 mm3

Volume of Shaft:

Vsh � π

4
× ds2 × L

� π

4
× 702 × 1240

� 4.77 × 106 mm3

Exact volume of the tank neglecting volume of spiral or screw conveyor,

Vexact � Vtank−Vshaft

� 1.65 × 109 − 4.77 × 106

� 1.64 × 109 mm3

Approximate volume of mango, assume it is cylindrical.
Volume of one mango,

Vmango � π

4
× 902 × 120

Vmango � 763.41 × 103 mm3
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Volume of 1088 mangoes,

Vmangoes � 763.41 × 103 × 1088 mm3

Vmangoes � 830.58 × 106 mm3

Size of mango is not exactly cylindrical but somewhat oval in shape,
Actual volume of mangoes is 20% less than the volume of mango,

Volume of mango � 0.8 × 830.58 × 106 mm3

� 664.47 × 106 mm3

Volume of water required for filling the tank,

Vwater � 1.65 × 109 mm3 − 664.47 × 106mm3

� 985.53 × 106 mm3

Volume of water required for filling the tank � 985.53 l

5.6 Selection of Gear Motor [10]

Geared motor is of make Laxmi Hydraulics Pvt. Ltd. from company user manual.
The following specifications are used to supply power from gear motor to the con-
veyor.
Flange mounting shaft upward (V3), FL180-100P4.
Service factor � 1 for light shock load with operational hours 3–10 h/day (AGMA
Class I).
Rating 3 HP.
Output speed (13.5–16.5) RPM.
Rated torque 1250 N-m.

5.7 Selection of Coupling [11]

Flexible coupling is used for transmitting moderate torque, tolerating small amount
of angular and lateral misalignment in shaft, and transmitting power from gear motor
shaft to processor shaft.

a. First criterion: Coupling selection is based on size of driving shaft and driven
shaft.

To determine tentative coupling size.
Output or gear motor shaft diameter � 55 mm and
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Processor shaft diameter � 70 mm

b. Second criterion: Coupling selection is based on effective KW/RPM or HP/RPM
or torque to be transmitted. Accordingly, select service factor from the table.

From table, take service factor SF � 1.5

KW

RPM(effective)
� KW Transmitted × Service factor

RPM
KW

RPM(effective)
� 2.2 × 1.5

950
� 0.00347

Determine torque (Nm),

Torque(effective) � 955 × KW transmitted × SF

RPM

Torque(effective) � 955 × 2.2 × 1.5

950
� 3.31 Nm

From the above calculation and selection guide, select coupling EFC 05 [11].

5.8 Selection of Spherical Roller Bearing [12]

Life of bearing is 6000 h with a reliability of 90%.

n � 20 RPM

We can select spherical roller bearing,

L10 � Lh10 × 60 × n

106

L10 � 6000 × 60 × 20

106

L10 � 7.2 millions of revolutions

Select the material for spiral as galvanized steel, Density�7800 kg/m3.
Total load on conveyor�Mango weight+Conveyor weight+Shaft weight.

Wt. of conveyor � 8 × [
Area of spiral × thickness of plate

]

× Density × g

� 8 × π

4
× (

12902−702
) × 4 × 7800 × 10−9 × 9.81

� 3189 N

� 3.189 KN
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Wt. of shaft � π

4
× (

702 − 502
) × 1240 × 7800 × 10−9 × 9.81

� 178.85 N

� 0.17885 KN

Total axial load acting on bearing,

� 200 × 9.81 × 10−3 + 3.189 + 0.17885

� 5.15138 KN

Angle of conveyor bled with horizontal�3°
Axial component of load (Fa)�5.15138 × cos 3°�5.14 KN
Radial component of load (Fr)�5.15138 × sin 3°�0.2696 KN
Now find out equivalent dynamic load,

Fa

vFr
� 6.9

1x0.36
≥ e

Equivalent dynamic load,

Pe � (0.67 × v × Fr + Y2 × Fa) × Ka

Assuming light shock, take Ka �1.2
From table Y 2 �4.6

Pe � (0.67 × 1 × 0.2696 + 4.6 × 5.15138) × 1.2

� 28.65 KN

Basic dynamic load capacity,

L10 � (C/Pe)10/3

7.2 � (C/28.65)10/3

C � 51.79 KN

Let us select bearing number BS2-2214-2CS having basic load capacity 208 KN
[12].
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6 Conclusions

From literature survey, various reports, and interviews with mango producers, it is
found that India is a leading mango producer in the world. But it is observed that
lack of utilization of new techniques has effect on crop management techniques. In
spite of these issues, another major problem is marketing of mango. In India, the
marketing chain is too long and so many intermediaries are involved in it. So major
part of profit goes to middleman, and farmers’ share in consumer market is very
low. These are the major fundamental problems faced by mango grower throughout
the country. These all are negatively influencing the production of mango in the
country and is not proving as much profitable as it might be. In order to overcome
these problems and getting more profit, mango grower must use modern tools and
technology in mango cultivating and marketing may prove a real breakthrough.

A small-capacitymangoprocess plant helps to process themango in farm itself and
get exposure for selling the mango directly to end customer. The concept of farm to
homewill be implemented, and in thisway,mangoproduction ismore resourceful and
advantageous, more economical and profitable to the mango producers. In this plant,
all the processes are automatic and require one-hour cycle time. The approximate
cost of this plant is Rs. 70,000 to 80,000.
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Analysis of Curve Fitting for Case
Studies: An Appropriate
or Non-appropriate Method

Rajkumar P. Narkhede and Prabha Rastogi

Abstract The data analysis is key parameter in the process optimization. The large
data are generatedwhile processes are under consideration. The e-commerce, finance
accounting, industrial process planning, industrial production planning, labor plan-
ning, inventory planning, etc., are the few names of the sectors and need large data
handling for required and/or targeting the final endues and/or services. The differ-
ent mathematical tools have been used such as AHP, MAHP, WPM, PROMETHEE,
VIKOR, Games theory, and curve fitting. However, curve fitting has been used for
many industrial applications for the processes planning, inventory planning, labor
resources planning, etc. Depending on the data form and ability of researcher, the
different curves or lines are used for formulation of the mathematical function. These
functions could be straight-line function, second-order polynomial function, third-
order polynomial functions, logarithmic, exponential function, etc. This paper dis-
cusses the curve fitting technique for the US oil export payday from 1991 to 2016 and
declination angle evaluation for a year. The data obtained are fitted with the fourth-,
fifth-, and sixth-order polynomial curve. It is observed that the R2 for these curves
is 0.97, 0.99, and 1, respectively. However, the predicated values of the parameters
deviate significantly.

Keywords Curve fitting · Polynomail function · AHP · WPM · MAHP

1 Introduction

The industrial revolution has been continuously growing, and the quest for the new
products is growing which must be economical, multi-featured, with ease of oper-
ation, durable, efficient, etc. This needs the simulations and new technology inter-
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ventions to understand various features. The past data play the significant role in the
forecasting. Different methods are used for the forecasting and process optimization.
The graphical representation will be the best technique to visualize the trends of var-
ious parameters under study. The large data could be arranged in a systematic way
and different tools used for curve fitting. Curve fitting with the input conditions of
the information is utilized for examination and understanding of the surveyed quan-
tities. It helps in judging the quality of the connection between the free (indicator)
factors and the reliant (reaction) factors and empowers expectation of ward factors
for new estimations of autonomous factors. In spite of the fact, curve fitting issues
were first presented just about three centuries prior [1]. There is still no single tech-
nique that can be connected generally. This is because of the decent variety of the
issue territories and especially because of the computational restrictions of the dif-
ferent methodologies that arrange with just subsets of this degree. Straight relapse,
spline fitting, and autoregressive examination are all arrangement philosophies to
recognizable proof and curve fitting problems.

Multi-Criteria DecisionMaking (MCDM) is an arrangement of techniques which
manage the assessment of an arrangement of choices regarding various, regularly
clashing, choice criteria [2, 3]. In this manner, given an arrangement of (choices)
various choice criteria, the objective of MCDM is to give a decision, positioning,
portrayal, grouping, arranging, and in a larger part of cases a request of options,
from the most wanted to the slightest favored choice [4–6]. MCDM can think about
subjective and quantitative criteria. While criteria in light of quantitative factors are
master autonomous, subjective criteria (factors) are master subordinate and might be
subjective, since various methodologies, for example, positioning, point, or differ-
ent frameworks, can be utilized to change subjective variable into quantitative units
good with MCDM system. Along these lines, in basic leadership, subjective fac-
tors (criteria) are changed into quantitative factors utilizing master-planned markers
and units. The paper presents a variety of MCDM procedures, each with their own
attributes, fluctuating levels of complexity and various extent of use [7–14]. There are
distinctive orders of MCDM issues and strategies. MCDM issues are as often as pos-
sibly arranged by the idea of the choices—either discrete or continuous [3, 15–17]. A
discrete issue can be depicted as amulti-quality discrete choice,which regularly com-
prises of an unobtrusive accumulation of options (Multi-Attribute Decision Making
(MADM)), while a constant issue as a rule comprises of a tremendous or unend-
ing measure of choice choices (Multi-Objective Decision Making (MODM)) [3,
15]. MCDM strategies may likewise be ordered relying upon their compensatory or
non-compensatory nature. Compensatory techniques permit unequivocal trade-offs
among criteria, though non-compensatory strategies are mainly in view of the corre-
lation of options as for singular criteria. The target of this investigation is to evaluate
distinctive lodging areas in view of a built-up set of manageable lodging moder-
ateness appraisal criteria. The basic leadership circumstance is along these lines a
positioning issue where choices should be positioned from best to worst. The issue
has a discrete nature; in otherwords, the choices (lodging areas)will be pre-indicated,
and hence, a MADM technique will be appropriate in this occurrence. Subsequently,
the article deliberates around MADM strategies. For MADM issues, there are for
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the most part two schools of thought—those in view of multi-characteristic esteem
capacities and multi-property utility hypothesis (MAUT) (the American School)
[18] and those in light of outranking techniques (the French School) [19]. The strate-
gies in light of MAUT (e.g., WSM, WPM, AHP, TOPSIS, COPRAS) commonly
have a compensatory nature and for the most part comprise of accumulating the
criteria into a capacity which must be augmented [6]. Interestingly, the outranking
techniques take into consideration uniqueness between alternatives and thus have
a non-compensatory nature. ELECTRE [19] and PROMETHEE [20] are the most
widely used outranking methods. However, it has been suggested that ELECTRE
and PROMETHEE are the most broadly utilized outranking strategies. In any case,
it has been proposed that ELECTRE and PROMETHEE are not generally ready to
give an entire positioning of the choices [2, 20, 21]. In like manner, such strategies
might be unacceptable for the kind of choice issue close by, which requires an entire
requesting of options.

The present paper discusses the appropriateness of the curve fitting tool used for
the data analytics. The curve fitting needs prior understanding, or otherwise, the error
in the small data point is marginal, and fitting is good approximation to the actual
and measured or predicted data points. However, for large data points, the error is
significant and loss of information is so significant that the complete exercise is not
useful at all. In this article to different standard, data points are used for the analysis
and the findings are outlined.

2 Results and Discussion

The curve fitting tool is used to predict the crude oil import with the data obtained
for US crude oil export from January 1, 1991, to May 1, 2016. Figure 1 shows the
cured oil import from USA. The data plotted and the fourth-order polynomial fitted.
The following polynomial is obtained for the data under consideration.

y � 2E − 09x4 + 0.0004x3 − 0.0841x2 + 4.5365x + 928.48

where ‘y’ is predicted values of millions of crude oil export by USA while ‘x’ is the
month, starting with January 1, 1991.

The R2 for the fitted data obtained is 0.9791. The R2 is fairly close to the 1; thus,
one may conclude that the fitted function will provide the close predication over the
actual data. Further, with the equation obtained the predicted value of crude oil import
is evaluated and for each month the actual deviation is calculated it is observed that
at 1st January 1991 the actual export of crude is 1510 thousand millions of barrel
per month while the predicated oil export is 932.33 thousand millions of barrel per
month, with total error in the predicted value is 38.21%. The error in the predication
data and the actual data of oil exports is varying with 0.028% to maximum 38.21%.
It is seen that the short range of data format the curve fitting tool work better but for
the large data points the predicted values deviate significantly from the actual values.
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y = 2E-09x4 + 0.0004x3 - 0.0841x2 + 4.5365x + 928.48
R² = 0.9791
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Fig. 1 Crude oil import with the data obtained for US crude oil export from January 1, 1991, to
May 1, 2016 [22]

Thus, it is always important while choosing the curve fitting tool for predicting
the future demand or supply. If model is not properly chosen, then it may lead to
significant variation in the forecasted values.

Month starting from
1-1-1991

Oil export thousand
barrels per day

Predicted oil export
thousand barrels per
day

Percentage error

1 1510 932.9328 38.21637

2 1025 937.2198 8.563922

3 871 941.3434 −7.47266

4 892 945.306 −5.63902

5 1062 949.11 10.62994

6 882 952.7578 −7.42663

7 1002 956.2518 4.565688

8 798 959.5944 −16.8399

9 1032 962.788 6.706588

----

303 3998 5726.011 −30.1783

304 4218 5790.257 −27.1535
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y = -4E-11x5 + 9E-08x4 - 5E-05x3 + 0.0079x2 - 0.1042x - 21.501
R² = 0.9994

y = -6E-13x6 + 6E-10x5 - 2E-07x4 + 6E-06x3 + 0.003x2 + 0.0757x - 23.112
R² = 1
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Fig. 2 Declination angle calculated for 365 days

The delineation angle is a sine function. The data generated by applying the
following function of delineation:

δ � 23.45 ∗ sin

(
360

365
∗ (284 + n)

)

where δ is the declination angle in degrees and ‘n’ is day of the year.
The systematic data generated are used for the curve fitting. The curve is fitted

by fifth- and sixth-order polynomials. Then, the delineation angle is predicted for
the polynomial under consideration. It observed that initially both the predicted and
systematic evaluated delineation angles match very well. The percentage variation
is significantly high and can go up to 10,229.35 and 27,828.28 percentages on 263th
day of the year. Thus, it is evident that an order of the polynomial curve increases
even the R2 is very close to one. This is due to the region where both the curve and
predicated value match and that is segment the equation suggested, and while the
user used the same equation, it will deviate largely (Fig. 2; Table 1).

y � −4E − 11x5 + 9E − 08x4 − 5E − 05x3 + 0.0079x2 − 0.1042x

− 21.501 for fifth order function with R2is 0.9994.

y � −6E − 13x6 + 6E − 10x5 − 2E − 07x4 + 6E − 06x3 + 0.003x2 + 0.0757x

− 23.112 for sixth order function with R2is 1.0.
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Table 1 The historical oil export data and predicated values of oil exports for fourth order poly-
nomial fit

N (day) Delta Delta model
fifth order

Delta model
sixth order

Error with
fifth-order
function

Error with
sixth-order
function

1 −23.0228 −21.5973 −23.0333 6.60007 −0.04562

2 −22.9427 −21.6782 −22.9486 5.833162 −0.02542

3 −22.8559 −21.7438 −22.8578 5.114192 −0.00827

4 −22.7622 −21.7946 −22.7609 4.439926 0.006035

5 −22.6619 −21.8307 −22.6579 3.807409 0.017674

6 −22.5548 −21.8525 −22.5488 3.213928 0.026823

7 −22.4411 −21.8602 −22.4335 2.656992 0.033642

8 −22.3207 −21.8542 −22.3121 2.134305 0.038279

9 −22.1937 −21.8348 −22.1846 1.643749 0.040873

10 −22.0601 −21.8021 −22.0509 1.183367 0.04155

–

363 −23.2323 −99.3934 −377.019 −327.824 −1522.82

364 −23.174 −99.7751 −381.278 −330.547 −1545.28

365 −23.1089 −100.146 −385.573 −333.365 −1568.51

The error in both the polynomials used for the analysis

3 Conclusion

The curve fitting tool is used to fit the oil export data and fourth-order polynomial
fit used and the values for the predicted export are calculated. It is observed that
the regression R2 provided for the fit is 0.9791. However, with the best R2 fit, the
deviation in the predicted export is around 38%. Initially, the variation is fairly close
to the actual oil export values while for large data the deviation is the significantly
predicted oil export value. Further, the declination angle for a day is calculated which
is sine function and the systematic data are generated which then fitted. The fifth-
and sixth-order polynomial data are fitted for the declination angle. For first 100
days the fitted and actual declination angle is matching but it is significantly deviates
thereafter. At 263th day of the year, the deviation is almost 10,229 and 27,828% for
fifth- and sixth-order polynomial, respectively. Thus, the curve fitting tool is used
only useful for the short data with the straight line data.

References

1. Stigler, S. M. History of Statistics: The Measurement of Uncertainty Before 1900, Harvard
University Press, Cambridge MA, 1986.

2. Triantaphyllou E. Multi-Criteria DecisionMakingMethods: A Comparative Study. Dordrecht:
Kluwer Academic Publishers; 2000.



Analysis of Curve Fitting for Case Studies: An Appropriate … 227
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Posture Assessment Among Waste
Loading Workers in India

Francis J. Emmatty and Vinay V. Panicker

Abstract Waste collection workers are prone to occupational hazards compared to
other industrial workers. Out of the various workers engaged in waste collection
tasks, waste-loading workers are more susceptible to injuries. Posture analysis and
method study are conducted among waste-loading workers. The posture assessment
is carried out by RULA and REBA. The assessment carried out in this work pointed
out the need for immediate change in the working posture of these workers. Hence,
there is a definite need for the development of engineering intervention for these
workers. In developing countries, low-cost tools and lifting aids will have better
acceptance.

Keywords Waste collection · Loading workers · Posture analysis ·Method study
RULA · REBA

1 Introduction

Waste management is one of the fastest growing job sectors in the world as solid
waste and unemployment are rising at an alarming rate [1]. Waste collection workers
play an essential role to reduce waste in landfills and support recycling companies.
Workers involved in the waste collection are exposed to occupational risks and injury
rates higher than any other industrial occupations [2, 3]. Even in developed counties,
these workers are poorly paid.

The growth in the service needs together with the deficiency of sufficient
facilities for municipalities is putting an enormous strain on the waste collection
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workers [4]. The workers in developing nations are exposed to more occupational
hazards compared to their counterparts in developed countries.

Waste collection tasks require frequent physical activity such as lifting, carrying,
pulling, and pushing [5]. The bending and twisting of the body along with the lifting
of heavy weights and repetitive tasks are associated with musculoskeletal disorders
[6–9]. The most frequently occurring injury due to these tasks is in the low-back
region [10].

A posture analysis study will help to identify the hazards in the waste-loading
task and identification of activities which need to be mechanized and automated.
There is a lack of machines and lifting equipment for handling the waste among the
workers in waste collection centers [11]. Manual loading of waste containers into
transport vehicles should be avoided and replaced by mechanized means of lifting
and transferring [12].

Rapid Upper Limb Assessment (RULA) and Rapid Entire Body Assessment
(REBA) are observational techniques for classification of body postures and force, to
identify musculoskeletal risks, with action levels [13]. RULA is a postural screening
method to investigate the exposure of workers to risk factors associated with upper
extremity tasks [14]. REBA is a postural analysis to assess entire body for dynamic,
fast-changing, or unstable postures [15].

RULA shows better results in static postures, and REBA is more suitable in the
ergonomics evaluation of dynamic and unpredictable postures [16]. The profession of
theworkers is another factor to be considered in selecting posture analysismethods.A
comparison study showed that REBA underestimated postural loads for the analyzed
postures compared to RULA [17]. Many studies have applied both RULA and REBA
for posture analysis and compared the results [16].

A study conducted among waste-loading workers in the USA by RULA and
REBA reported that the posture of lifting and dumping tasks in waste collection
tasks needs to be changed [3]. The physical workload is higher for waste loaders
compared to truck drivers, solo collectors, and clerical workers who are engaged in
waste collection activities [18]. MSDs were significantly higher among the waste
loaders [19].

In this study, posture analysis of the waste-loading workers is assessed by RULA
and REBA in the Indian scenario. A process chart for the waste-loading task is pre-
pared to identify the different activities in waste-loading tasks. The activities identi-
fied from the process chart are further analyzed by RULA and REBA to determine
the critical activities. These vital activities are also evaluated in detail.

2 Methodology

The study aims to assess waste-loading tasks to identify occupational hazards by
posture analysis among the waste-loading workers in an educational institution in
India. The work of waste-loading workers includes picking up of bins filled with
waste and dumping into a collection vehicle and transporting to a collection yard.
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Their work involves manual material handling with the lifting of heavy weights and
awkward postures. These workers are susceptible to occupational injuries like back
pain and joint pain in hand and legs.

Work study of the waste collection tasks are carried out by video motion analysis,
and process chart is prepared to identify critical activities. The video is captured
using two cameras to observe the two workers engaged in the waste-loading tasks.
Video and still photographs are tremendously useful as input for the observational
techniques [20].

Thewaste-loading activity consists of tenwork elements and is recorded in process
chat as given in Table 1. Process chart is a widely accepted tool to represent the
activities in a work cycle for method study [21]. Two workers jointly perform the
waste-loading task. The first worker (W1) transports the full waste bin and lifts the
container to the secondworker (W2). TheworkerW2 receives the bin standing inside
the vehicle and dumps the waste into the vehicle and returns to the first worker. It
is observed that the time taken to transport waste to and fro from the vehicle varies
with the distance of the parked vehicle and the place where the bin is kept. Another
observation is that the waste-dumping time by W2 depends on the quantity and type
of waste in the bin.

RULA and REBA posture analysis is done to assess the difficulty of various activ-
ities in waste loading and identify the work elements that might lead to work injuries
and MSDs. In this study, both RULA and REBA are considered for a comparative
assessment. The standard procedures are used to calculate the RULA and REBA
scores.

The procedure for calculation of RULA score is given in Table 2 [14]. The final
score of the RULA assessment is classified into four ergonomic risk levels such as
score 1–2 represents acceptable posture; score 3–4 suggests further investigation is
needed, and changesmay be required; score 5–6 shows investigation, and changes are
needed soon; and score 7means investigation, and changes are required immediately.

The procedure for calculation of RULA score is given in Table 3 [15]. The final
score of the REBA assessment is divided into five ergonomic risk levels such as
score 1 indicates negligible risk; score 2–3 means low risk, and change may be
needed; score 4–7 suggests medium risk, change soon; score 8–10 indicates high
risk, investigation, and implement change; and score 11–15 shows very high risk,
implement change.

RULA andREBA analysis of waste-loading tasks is given in Table 4. Out of all the
activities, lifting and dumping tasks are recognized as the most hazardous activities
of the waste-loading process.

The lifting and dumping tasks are illustrated in Fig. 1. It can be observed that
both the workers are working with awkward postures. In addition, the workers are
engaged in lifting more than 25 kg.

Since the lifting and dumping tasks are recognized as themost hazardous activities
of the waste-loading process, to analyze these tasks further, the lifting task by W1
and the dumping task by W2 are assessed three times by RULA and REBA. The
RULA and REBA data sheet for lifting and dumping task is given in Table 5. Both of
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Table 1 Process chart for waste-loading task

Activity description Worker 1 (W1) Worker 2 (W2) Time taken (in s)

1. Transporting the bin
up to the vehicle by
W1 (W2 idle)

2.16

2. Aligning the bin by
W1 (W2 idle)

1.56

3. Opening the lid of
the bin by the W1
(W2 idle)

1.17

4. lifting the bin by
W1 (W2 idle)

2.31

5. Tilting the bin by
W1 and receiving the
bin by W2

1.35

6. Dumping and
shaking the bin by W2
(W1 idle)

3.34

7. Returning the bin
by W2 and receiving
the bin by W1

3.24

8. Lowering the bin by
W1 (W2 idle)

1.74

9. Closing the lid by
W1 (W2 idle)

1.20

10. Transporting the
bin back to the
standby W1

1.50

these activities are provided with a rating of 7 in RULA and a rating of 11 in REBA,
indicating the need for immediate change in these postures.

3 Results and Discussion

A process chart is prepared for conducting a method study among the waste-loading
workers. From the posture analysis, it is clear that activation of lifting and dumping
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Table 2 Procedure of RULA assessment

1. Locate upper-arm
position

5. Determine posture
score A (1–9)

8. Find score A—arm
and wrist analysis

Final RULA score
(1–7)

2. Locate lower-arm
position

3. Locate wrist
position

4. Locate wrist twist
position

6. Add muscle use score (0–1)

7. Add force/load score (0–3)

9. Locate neck
position

12. Determine posture
score B (1–9)

15. Find score
B—neck, trunk, and
leg analysis

10. Locate trunk
position

11. Determine legs
support

13. Add muscle use score (0–1)

14. Add force/load score (0–3)

Table 3 Procedure of REBA assessment

1. Locate neck
position

4. Determine
posture score A
(1–9)

6. Find score
A—neck, trunk
and leg analysis

13. Find score C
(1–12)

Final REBA
score (1–15)

2. Locate trunk
position

3. Determine
leg’s support

5. Add force/load score (0–3)

7. Locate
upper-arm
position

10. Determine
posture score B
(1–9)

12. Find score
B—arm and
wrist analysis

8. Locate
lower-arm
position

9. Locate wrist
position

11. Add coupling score (0–3)

14. Add activity score (0–3)
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Table 4 RULA and REBA analysis of waste-loading tasks

Activity Worker 1 (W1) Worker 2 (W2)

RULA score REBA score RULA score REBA score

1. Transporting
bin to the vehicle

2 3 1 (idle) 1 (idle)

2. Aligning the
bin

4 6 1 (idle) 1 (idle)

3. Opening lid of
the bin

3 4 1 (idle) 1 (idle)

4. Lifting the bin 7 11 1 (idle) 1 (idle)

5. Tilting and
receiving the bin

6 8 6 11

6. Dumping
waste in the bin

1 (idle) 1 (idle) 7 11

7. Returning and
receiving bin

4 5 4 8

8. Lowering the
bin

5 8 1 (idle) 1 (idle)

9. Closing lid of
the bin

4 4 1 (idle) 1 (idle)

10. Transporting
the bin back

3 5 1 (idle) 1 (idle)

The values in italics represents a posture score with very high risk level

Fig. 1 Lifting and dumping of waste

is the most difficult tasks as it is associated with substantial lifting and awkward
bending.

Both lifting and dumping tasks are rated with a score of 7 in RULA and a score
of 11 in REBA. Even though there is variation between individual workers in arm
and wrist analysis (Score A) and neck, trunk and leg analysis (Score B), the overall
scores are same in both the cases of RULA and REBA.
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Table 5 RULA and REBA analysis of lifting and dumping tasks

Lifting (W1) Dumping (W2)

W1.1 W1.2 W1.3 W2.1 W2.2 W2.3

RULA Arm and wrist
analysis—score
A

7 7 7 9 8 9

Neck, trunk, and
leg
analysis—score
B

9 10 10 7 7 7

Final RULA
score

7 7 7 7 7 7

REBA Neck, trunk, and
leg
analysis—score
A

10 10 10 7 8 8

Arm and wrist
analysis—score
B

7 7 7 10 10 10

Combined score
C

11 11 11 11 11 11

Activity score 0 0 0 0 0 0

Final REBA
score

11 11 11 11 11 11

The values in bold represents the body region that contributes to the posture score with very high
risk level

From RULA and REBA scores, it can be inferred that during lifting task, worker
1 is mostly strained in neck, trunk, and leg; during dumping task, worker 2 is mostly
strained in arm and wrist.

4 Conclusion

Compared to other workers in waste-related occupations, waste-loading workers are
subjected to high occupational hazards. Posture analysis techniques help to identify
the criticality of the various activities involved inwaste-loading tasks. Understanding
the waste-loading activities will help to prioritize the mechanization and automation
of these critical tasks. Lifting and dumping tasks are identified as the most hazardous
of the activities performed by the workers. Ergonomic interventions have to be devel-
oped to mitigate occupational hazards due to frequent lifting and dumping during
the waste-loading process.

Automated equipment is available in developed countries for the lifting and dump-
ing tasks related towaste collection.However, due to social and economic constraints,
automated types of equipment are not available to workers in developing countries.
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Cost-effective lifting aids and automated tools need to be developed to mitigate the
burden of these unprivileged workers.
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Evaluation of Performance
Characteristics and Bite Condition
of Single Ferrule Bite Fitting by Finite
Element Analysis (FEA)

Akshay Kusneniwar, Prathamesh Potdar and Santosh Rane

Abstract The leak-proof performance of ferrule is the long-standing problem for
the industries. This paper proposed a systematic approach to achieve an adequate
sealing condition of bite ferrule fitting by finite element analysis of swaging. The
principle of contact pressure and bite of ferrule along the leak paths, also known as
leak path methodology (LPM) are used for sealing. The ANSYS workbench with
explicit dynamics is used for analysis with leak path methodology and validated the
result by leak test and burst test experiments. The paper discussed the effect of the
swaging action on the fitting. Also, identify the essential requirement to improve
the performance of the ferrule at the actual operating condition. This study does
not consider the effect of temperature and compatibility with different fluids on
the performance of fitting. The proposed approach for swaging process reduced the
dependency of experimental validation for the newormodified component. The study
defines the new way of determining the seal criteria of ferrule tube fitting using finite
element analysis and validates with the help of traditional experimentation.

Keywords Bite ferrule tube fitting · Hydrostatic burst test
Johnson-Cook material model · Leak path methodology

1 Introduction

Flexible tubes are used widely in the petroleum industry for the transportation of
crude hydrocarbon. The tubes can be of different sizes and lengths of several hundred
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meters. The fittings are used to connect the tubes and to create the ancillary structures
to form the necessary field infrastructure. The tubes are connected with end fitting
to minimize the energy losses of fluids. The common issues faced by industries for
fittings are the loss of seal due to tube grip and tube blow out of high-pressure tube
connection application in industries. In today’s era, industries are more focused to
develop useful end fittings to minimize the leakage rate from joints. The bite ferrule
fittings are extensively used as an end fitting for high-pressure tube connection due
to its simple structure, adequate sealing capabilities, and availability of the metric
standard. The working pressure has restricted to the maximum working pressure of
the tubes. The tubes designed in such way that the tubes burst before the breakage
of the joint. The seal in end fittings is usually created by swaging ferrule in between
the tube and the body of the fitting. This creates two leak paths, one between the
ferrule and the tube and the other at the metal-to-metal contact interface between the
ferrule and the body. The essential requirements to develop a reliable high-pressure
seal are the sufficient bite on the tube and contact pressure over a reasonable distance
at the metal-to-metal interface Haocai Huang et al. The actual arrangement and the
swaging action of cutting edges as shown in the Figs. 1 and 2 show the swaging
process of bite ferrule which consists of (1) bite ferrule, (2) pressure applying nut,
(3) tube connector, (4) tube rest or internal shoulder of the connector, and (5) tube.

This study used finite element model to evaluate the contact pressure at seal
contact, and the results with a specifically developed leak criteria have been used to
evaluate the sealing performance. The research presented a brief description of the
models and some specific results. The FE model predictions are compared with the
experimental burst test and leak test results.

Fig. 1 Swaged assembly of the bite ferrule
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Fig. 2 Swaging process of bite ferrule fitting (Parker Catalogue 4300)

2 Literature Survey

In this research, the literature survey is performed in the domain of geometries,
working mechanism, analytical approach, and metallurgy of ferrule to identify the
research gap and to develop the action plan. The domains are selected to understand
the ferrule mechanism and to know the existing stuff related to the ferrule. Huang
and Yuan [1] analyzed the sealing performance of the tubing adapters in the gas-tight
deep-sea water sampler (GTWS) by nonlinear finite element contact method with
the ANSYS software. Koc et al. [2] used FEA and design of experiments to establish
design guidelines for simple hydroformed parts and the effect of various parameters
on the hydroformed parts. Takakuwa [3] identified the yield stress of JIS SUS316L
stainless steel from the Vickers Hardness by taking account of the residual stress
peening techniques and X-ray diffraction method. ISO 8434-1 standard document
provides guidelines for design and testing of bite ferrule fitting (also called as a cutting
ring) for different pressure ranges and working environment. Pott et al. [4] proposed
a metallic cutting ring with the annular peripheral stop edge, which projects beyond
the stop face and forms an additional sealing edge. Hiszpanski [5] in his invention
relates the tube fittings in particular to vibration resistant tube fittings having means
for biting into the tube to provide a seal. Parker 4100-7/UK [6] Industrial Tube Fit-
tings Europe Technical handbook provides ferrule selection procedure along with a
tube of proper thickness for desired working pressure with compatible environment,
and it also provides the working mechanism of ferrule specifically called as Ermeto
ferrule. Parker Assembly tooling guide [7] provides detail assembly installation of
Ermeto ferrule fitting by either hand swaging or machine swaging depending upon
the size of the ferrule and the force required for proper swaging. It gives the standard
installation procedure for Ermeto ferrule fitting currently in practice. Parker instru-
mentation EPR4230/4233.1 rev 2 [8] provides fitting performance report which gives
the mechanical aspects of the fitting explicitly. ISO 1127 [9] tube specification guide
provides detail guidelines for selection of tube for different pressure application for
the different environmental condition. It gives a detailed technical specification of
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such as tube hardness and the thickness of walls of tubes. A literature survey identi-
fied that there is need to develop FEA model to give the performance characteristics
of bite ferrule fitting. Also, advancement in technology develops need of simulation
model for assessing the difficulties arises during manufacturing and operation. The
existing problem of bite ferrule for high-pressure application is the required depth
of the cutting edge weakens the tube wall thickness. Therefore, it is necessary to
determine the amount of penetration in the tube required for effective seal without
weakening the tube strength and finding the new simulation method for determining
the seal reliability.

3 Research Methodology

3.1 Working Principle

The connection has formed by applying the pressure on the threaded nut to move
the ferrule into the conical surface to radially contract the front end of the ferrule.
The continuous pressure applied to connector boy by threading the nut. The ferrule
has to move continuously so that the front end portion is continued to be deformed
inwardly with the second cutting edge biting into the outer surface of the tube to
raise a ridge of material which is shaped by the curved cam surface. The transitional
portion has reformed into a wedge having a trapezoidal cross-sectional shape which
extends from the back surface of the cutting edge. The trapezoidal wedge-shaped of
the transition portion along with the ridges supplies an indication to the operator that
the formation of the connection has completed. Further, the trapezoidal cross along
with the ridges provides a seal between the tube and the ferrule that cooperates with
the seal formed by the pressure applied between the shoulder and the tube end to
ensure a fluid-tight connection. After assembly, a visible collar of cut tube material
must fill the space in front of the first cutting edge. During assembly, it is essential
that the tube is held firmly against the stop in the inner conical shape of the fitting; if
not, then the cutting process does not perform satisfactorily. In the actual process, the
nut is moved by the effect of torque application due to its threaded arrangement, but
in the simulation model the analysis of threaded arrangement is quite complicated
and leads to high nonlinearity.

3.2 Development of Simulation Model

This study used the leak path methodology based on contact pressure measure-
ment, which works on the principle of asperity deformation due to the generation
of interface pressure between two contact bodies. When the bodies are in contact
has asperities at the micro-scalar level, and the random asperities also form between
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the contacts to form a void space of microscopic thickness. The asperities deform
on the application of pressurizing medium resulting in a reduction of void space
which would, in turn, reduce fluid leakage through the interface. The increase of the
asperity CP above the yield stress of the material deforms the asperities plastically
and completely to prevent fluid leakage from closing the leak path. Based on this
hypothesis, the minimum nominal CP (PCN) required to prevent leakage through a
surface contact is given by the yield stress σY of the weakest material on the contact.
If the nominal CP falls below this line, then a leak can occur through the contact.

3.2.1 FEA Process Flow

The FEA process starts with 3-D modeling followed by simplifying the geometric
model. The inputs are identified to perform finite element analysis.

3.2.2 Model Preparation

A simulationmodel is developed for the prediction of contact pressure, burst pressure
as well as bite condition during the swaging process.

The influence of different geometrical parameters of the ferrule shape (radius of
the cutting edges, cam angle, and the distance between cutting edge) and of different
process parameters like displacement versus depth of bite has investigated. The com-
plexity of swaging (biting) process, all possible effects, and parameters have to be
considered and implemented in the simulation model. Bite ferrule fitting consists of
body, cutting ring, and nut. The 2-D model of the component assembly has prepared
and as shown in Fig. 3. Figure 4 shows schematic of bite ferrule operation. Initially,
3-D model was prepared to analyze the process. The process has complexity and
needs more computing time for solving the model with an available set of resources.
So the convenient way to tackle the situation is to prepare the model in a 2-D axisym-
metric condition which gives nearly the same results as 3-D analysis but with less
computing time.

3.2.3 Material Properties

The microscopic and macroscopic responses of the material under high strain rate
loadings are affected by strain, strain rate, temperature, and microstructure of the
material. Finite element analysis (FEA) is used for process analysis. The knowledge
of material behavior under severe loading conditions is a prerequisite for FEA. Most
of themetalsmodel depends on deformation temperature and strain rate. Johnson and
Cook using Hancock andMackenzie experiments on the variety of metals developed
an empirical relationship which states the influences of temperature, strain, and strain
rate on von Mises stress. The following model is widely used in FE models to
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Fig. 3 Axisymmetric 2-D model of bite ferrule fitting

Fig. 4 Schematic of bite
ferrule operation

describe the constitutive behavior of metals at high strain rates over a wide range of
temperatures, its applicability over a wide range of strain (Umbrelloa et al. [10]).

σeq � (
A + Bεnp

)[
1 + CLn

(
ε̇

ε̇0

)][
1 −

(
T − TRoom
Tm − TRoom

)m]

Here, εp is the useful plastic strain; B, C, m, n and A are five material constants
and obtained from the experiment. ε̇ and ε̇0 are the current and reference strain rates.
T is the homologous temperature; TRoom and Tm are room and material melting tem-
perature, respectively. The first term at the right-hand side of the equation shows the
relation between semi-static stress and strain at the room temperature. The second
term states the effect of strain rate, and the last term illustrates the effect of temper-
ature. Tables 1, 2 and 3 represent the component standards with material, physical
properties of SS316 material, and Johnson and cook model parameters, respectively.
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Table 1 Components standards and materials

Sr. No. Components Standard Material

1 Tube ASTMA269 SS316

2 Nut ISO 8434-1

3 Body ISO 8434-1

4 Cutting ring ISO 8434-1 Hardened SS316

Table 2 Material properties of SS316

Sr. No. Material properties Values with unit

1 Density 7950–8000 kg/m3

2 Young’s modulus 193–210 GPa

3 Poisson’s ratio 0.27–0.3

4 Melting temperature 1399 °C

5 Specific heat 500 J/Kg ·°C

Table 3 Johnson and cook model parameters (Umbrelloa et al. [10])

Sr. No. Parameters Abbreviation Values with unit

1 Initial yield stress A 305 MPa

2 Hardening constant B 1162 MPa

3 Hardening exponent n 0.61

4 Strain rate sensitivity
constant

C 0.01

5 Thermal softening coe. m 0.517

3.2.4 Meshing

The process is nonlinear, so the elements required in that area should be fine to obtain
close results. As the number of elements increase the time required for computation
also increases. The selectivemeshing has used for meshing to overcome the problem.
In selective meshing, the area where the process becomes highly nonlinear meshes
with the fine elements and other parts mesh with medium size elements, this way the
solution time kept as minimum as possible with best useful results. In this research,
mostly all parts mesh with quadrilateral elements of the size of 0.5 mmwith medium
mesh and 0.1 with fine mesh. The meshing of assembly shows total 11,883 nodes
and 11,367 elements have developed in static meshing.

3.2.5 Boundary Condition

The 2-D model is prepared to reduce the computation complexity of the process,
and materials are highly nonlinear. In this analysis, the displacement is applied at the
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end instead of torque, which has been calculated below. The standard procedure is
available to find out theminimum requirement of displacement for sufficient gripping
action. The standard procedure of assembly states that one and a half rotation of the
nut is enough to bite the cutting ring into the tube. The adequate movement of
the nut provides a sufficient grip and seal for bite ferrule fitting. Figure 5 shows
the application of boundary condition, and Table 4 shows the details of boundary
condition.

Displacement = No. of turns of nut× pitch of the Threads = 1.5×1.5 = 2.25 mm.

3.3 Experimental Setup and Procedure

The leakage test and hydraulic burst test are used to evaluate the performance of fit-
ting. The test setup componentwith specification (Table 5) and procedure is explained
below.

3.3.1 Leakage Test (Gas)

The gases like air, hydrogen, helium, and nitrogen are used to check the leak path
of fitting. These gases are selected because of small molecules size and can escape
through the minute leak path.

Fig. 5 Boundary condition

Table 4 Boundary condition

Sr. No. Component Condition Values with unit

1 Nut Displacement 2.25 mm

2 Body Fixed –

3 Tube Internal pressure 160 Bar
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Table 5 Component specification of the test ring

Sr. No. Component Specification

1 Nitrogen gas cylinder 9.86 kg, 2600 psi

2 Pressure gauge (max) 20,000 psi

3 Pressure control valve Double pilot air actuated ¼′′ NPT
4 Hose connector Rubber

5 End cap Plastic end caps

6 Bite ferrule fitted assembly 22 mm OD tube

Table 6 Component specification of burst test ring

Sr. No. Components (Hydraulic) Specification

1 Safety polycarbonate box 60×45×30 cm

2 Outlet pressure gauge (max) 4000 Bar

3 Hydraulic pump 8800 psi

4 Bite ferrule fitted assembly 22 mm OD tube

• Purpose: To identify the leak-tight performance of stainless steel bite ferrule tube
fittings with thin wall.

• Test condition: Each sample must have one tube and two test fittings. The fitting
has assembledbasedon the instructions given in the tubefitting installationmanual.

• Sample preparation: The diameter of tube and wall thickness are 22 mm and
2 mm, respectively. The fittings and tube are assembled by rotating the nut by 11

2
revolution according to the instruction given in tube fitting manual.

• Test Procedure:

(1) The assembly is attached to a positive pressure gas test stand and then sub-
merged in water.

(2) The pressurized nitrogen gas is passed through the assembly for at least 10min
to check the leakage.

(3) If any pressure drop observed in testing, then there is leakage at the fitting,
else fitting is appropriately performed.

3.3.2 Hydraulic Burst Test

The actual test ring components with specifications have shown in Table 6.

• Purpose: To observe the tube grip performance of 316 stainless steel bite ferrule
tube fittings using heavy-wall tubing under laboratory conditions.

• Test condition: Each sample must have one tube and two test fittings. The fitting
is assembled based on the instructions given in the tube fitting installation manual.
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Fig. 6 a Swaged ferrule assembly. b Enlarged view of bite condition

• Sample preparation: The diameter of tube and wall thickness are 22 and 2 mm,
respectively. The fittings and tube are assembled by rotating the nut by 11

2 revolu-
tion according to the instruction given in tube fitting manual.

• Test Procedure:

(1) Place the sample on the hydraulic test stand.
(2) The tube is held by clamping blocks to avoid the tube burst and forcing a

failure at fitting to tubing engagement.
(3) The hydraulic pressure has supplied and increased gradually up to the loss of

tube grip, or leakage is observed.

4 Result and Discussion

4.1 Bite Swaging of Ferrule

1. Experimental Swaging
The swaging of bite ferrule fitting the bite of the ferrule is inspected visually by
confirming the formation of the collar of the material on the front cutting edge
due to its cutting action and material filling the space in front of the ferrule to
provide the sufficient grip and seal against the leakage. The points A and B in
Fig. 6 represent the cutting action (swaging) of first and second cutting edge,
respectively.

2. FEA Swaging
Figures 7 and 8 show finger-tight arrangement before swaging and after swag-
ing, respectively. The literature and experimentation suggested for successful
swaging of bite ferrule have considered after the collar of material is raised at
least up to 50% of front cutting edge thickness. To check the condition and for
comparison between experimental results and FEA results, additional dimension
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Fig. 7 Finger-tight arrangement before swaging

Fig. 8 Bite of the ferrule on the tube (swaging)

has measured as shown in Table 7. Figure 9 shows the condition parameters for
leak tightness.
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Table 7 Comparison of FEA and experimental results

Sr. No. Parameters FEA result (mm) Experimental result
(mm)

% Error

1 A 6.5 6 8.33

2 C 10 9 10

3 Bite depth 0.65 0.7 7.7

Fig. 9 Swage condition
parameter for leak tightness

4.2 Performance Assessment

The maximum stress developed at the front cutting edge because of the deformation
and cuts into the tube wall. The ferrule has designed with very stringent tolerance
criteria to overcome the condition. The contact pressure and burst pressure are used
in FEA and experimentation, respectively, to determine the performance of the bite
ferrule assembly. The FEA gives the contact pressure along the length of two leakage
path. The contact pressure along the two paths is higher than the working pressure so
that leakage has sealed due to plastic deformation of the contact surfaces. The result
shows that as deformation is directly proportional to displacement for some instant.
Also for some instant of displacement, the deformation remains constant due to
plastic flow of the tube material as it offers more resistance stain hardening property
of the material. The stress generated at a point overcomes the strain hardening effect
of material thus showing the steep increase deformation and completes the swaging
at the end of displacement.
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5 Limitations of Research

(1) This research has mainly focused on swaging process simulation and perfor-
mance analysis of single ferrule bite fitting at the normal environmental con-
dition. It does not emphasize the temperature effect on the performance of the
ferrule and compatibility with different kinds of fluids.

(2) Also, the effect of surface hardness has not considered in the simulation model.
(3) This study is carried out only considering the one set of material and dimension.

6 Conclusion

This study determined the performance of the bite ferrule fitting by the contact pres-
suremethod insteadof traditional experimental burst pressure test byFEAsimulation.
This study provides the considerations for model geometry, mesh size, geometrical
constraints, material deformation models, and contact modeling approach. FEA is
used to predict the contact pressure at elastic–plastic contact interface and the sealing
performance of the bite ferrule in the end fittings of tubes. This research investigated
the stiffness of the seal ring, and the materials in the sealing components play a
significant role in the leak behavior of the sealing system since both of these factors
significantly effect on contact pressure at sealing interface. The maximum contact
pressure at this interface after swaging of the cutting ring is of critical importance as
this initiates the leak-free contact. A subsequent change in contact pressure behavior
with an increase of internal pressure determines the sealing performance of the end
fitting. The future research can consider the different sets of dimensions and material
aspect to check their effect on the performance of the ferrule fitting. The surface
hardness effect of the ferrule on the performance can be determined in the further
studies.
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Optimization of the Chest Geometry
for the Storage and Transportation
of Fruits and Vegetables

Ajinkya Netake, Rushabh Mutha, Akash Mishra, Aditya Sawant,
Prathamesh Potdar and Nitin Panaskar

Abstract In today’s era, there is amassive demand for E-commerce business, which
is governed by the mechanism of packaging, forwarding, and transportation. The
chests are commonly used in E-commerce business to transport and deliver fruits
and vegetables to consumers. The present chests have not considered aesthetic and
ergonomic consideration at the time of design. Due to which, some fatigue has devel-
oped in delivery person at the time of chest handling. This study aims to optimize
the chest geometry for the maximum storage and transportation of fruits and veg-
etables and also to reduce fatigue developed in delivery person. The cost, space,
and material are the factors considered in the optimization of chest geometry. The
methodology includes literature survey, market research, and comparative study to
optimize the chest geometry. The competitive geometries of the chest are compared
based on shape, stackability, strength, ease of manufacturing, manufacturing cost,
and percentage storage utilization and identified the optimal chest geometry.

Keywords Transportation and storage · Packaging · Stress analysis
Competitive geometries

1 Introduction

The transportation is one of the major drivers for successful E-commerce business.
Also, the transportation industry is growing day by day to satisfy customer require-
ments quickly. Some of the start-ups have developed an E-commerce Web site to
deliver fresh fruits and vegetables directly to the consumer. The chests are used to
deliver the fruits and vegetables to consumers. There are need and scope to optimize
the present chest geometry to overcome the issues faced by the industry. Optimization
is achieved either bymaximizing desired factors orminimizing undesired ones for the

A. Netake · R. Mutha · A. Mishra · A. Sawant · P. Potdar (B) · N. Panaskar
Department of Mechanical Engineering, Rajiv Gandhi Institute of Technology,
Versova, Mumbai 400058, India
e-mail: prathameshpotdar122@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
H. Vasudevan et al. (eds.), Proceedings of International Conference on Intelligent
Manufacturing and Automation, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-13-2490-1_23

253

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2490-1_23&domain=pdf


254 A. Netake et.al.

most cost-effective or highest achievable performance under the given constraints.
This study focuses on optimization of chest geometry in the accomplishment of cost
saving and space saving and material reduction. An essential part of moving goods
from producer to consumer is storage and transportation packaging. Fresh fruit and
vegetables have to arrive in excellent shape regardless ofwhere they are coming from.
Storage systems play an essential part in the logistic chain such as packing, trans-
portation, handling, protecting, and stacking. The product geometry influences the
experiences the user has with a product. Geometries are unique representations with
specific properties to define them. The word geometry refers to the science of proper-
ties and relations of magnitudes such as points, lines, surfaces, or solids in space and
the way the parts of a particular object fit together. Geometry optimization is used to
find the best solution for a design objective, such as optimizing product shape, size,
minimizing weight, enhancement of strength, identifying weaker design areas, stress
analysis, and life-cycle improvement. The optimization process involves performing
a series of simulations while adjusting design variables based on the results of the
previous iteration. The process continues until the design objective is reached and the
design satisfies all specified constraints. The important role of product optimization
is to differentiate the product in the market competition and contribute to successful
sales results. However, its primary task is to make a particular function possible. The
primary task is not only to create an attractive product but also to fulfill its functions.
Athanasios Babalisa and Ioannis Ntintakisa [1] sketched out and discussed many
ideas of the packaging design that are produced through brainstorming. The ideas
are then assessed, and the best of them are developed using Autodesk Inventor. Also,
it concluded that the design for reuse of the packaging of any product is extremely
rare, but can make a difference with consumer choice if it is offered. E. J. Oude
Luttikhuis and J. de Lange [2] studied the necessity of the development of packing
management, the waste of raw materials reused, and effective packing management
and concluded that the most important elements of packaging language that have
to be learned are the functions and the life-cycle packaging. The fundamental of
packaging design is a valuable addition to packing development. P. Betancur-Munoz
and G. Osorio-Gómez [3] identified guidelines and the optimization algorithm for
packaging design with six stages, and the material consumption is calculated. Sher
Paul Singh and John Antle [4] analyzed results from a major damage assessment
study that examined challenges products endure during shipping and handling in
the mixed-load and less than truckload (LTL) logistics environments. Srinath Srini-
vasan and Wen F. Lu [5] used pairwise comparison to compute the final rating of
the packaging design from eco-cost rating, material cost rating, and rating of design
values. Yi Yi, Ziyi Wang, and Ronald Wennersten [6] assessed the different type of
boxes and bags with different materials—life cycle of delivery packages, namely
production, utilization, and waste disposal. The wooden chests, cardboard boxes,
and plastic crates are most commonly used for packaging and transportation of fruit
or vegetables. The existing chest used in the market is not well optimized in terms
of chest capacity and material utilization for storage and transportation. From the
above literature review, it is clear that there is a need for optimization of existing
chest geometry.
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2 Methodology

The literature survey and market research recognized the scope to optimize existing
chest geometry. This study focused on optimization of chest geometry in the accom-
plishment of cost saving, space saving, and material reduction. The capacity of the
chest is identified to carry a certain amount of goods bymaking some assumptions. In
the next step of methodology, the critical parameters are identified for geometry opti-
mization. The shape, stackability, strength, ease ofmanufacturing, cost-effectiveness,
and percentage storage utilization are the selected factors for geometry optimization.
The competitive chest geometries of packaging design are sketched out and discussed
through brainstorming and market research. The assumptions are made to calculate
dimensions of the chest. The comparative study of competitive geometries is carried
out based on the selected parameters. Stress analysis is used to analyze the stress
behavior and to identify weaker areas present in the chest under two different loading
conditions. The effect of load on various chest geometries of different thicknesses
in stacking condition and single (due to a load of weight inside) is analyzed by con-
sidering changes in displacement (mm), Factor of safety, and Von Mises Stresses
(MPa). The analysis has performed in Autodesk Inventor software by simulating the
models. The optimum geometry which satisfies the most of the optimization param-
eters is determined for packaging, forwarding, and transportation with the use of the
eco-friendly raw material (Fig. 1).

3 Identify Capacity of Chest

Fruits and vegetables are irregular in shape due towhich it is very difficult to compute
the volume of particular fruit and vegetable. The general assumptions are made to
estimate the volume of the selected organic products is as follows.

(1) Mass of products in a chest is equal to 10 kg (constant).
(2) Product assumed to resemble nearest possible geometry for ease of calculation.

For example, cabbage and tomatoes have a spherical geometry.
(3) Assumed average size of the selected product.
(4) Neglected the space and overlapping between products.

Table 1 shows that the volume andweight calculation; it shows thatweight/volume
ratio is lowest for cabbage. It means it occupies more space (volume) per kg as com-
pared to others. The variation in product size is neglected, shape, and considered
mixed products in a container. Random close packing (RCP) is an empirical param-
eter used to characterize the maximum volume fraction of solid objects obtained
when they are packed randomly. RCP of spheres in 3D gives a packing density of
0.64, smaller than the optimal packing density for cubic or hexagonal close packing
of 0.74,048. It implies that the maximum void space is around 36%.
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Fig. 1 Approach for chest optimization

Table 1 Volume calculation of fruits and vegetables

Sr.
No.

Product Dimension
(cm)

Weight
per unit
(W ) (gm)

Volume per
unit (V )
(cm3)

Units
in
10 kg

Volume of
10 kg (cm3)

Weight/Volume
(gm/cm3)

1 Cabbage R �8 1000 2144.7 10 21.45×103 0.467

2 Cucumber 14×3×3 165 126 61 7.69×103 1.310

3 Potato R �3.5 200 179.6 50 8.98×103 1.114

4 Spinach D �8; L �
20

667 1005 15 15.08×103 0.664

5 Tomato R �3 115 113.1 87 9.84×103 1.017
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Estimated capacity of the chest � (maximum volume of the product)

+ (Void space while packing) + (Neglected volume).

� (
21.45 × 103

)
+

(
0.36 × 21.45 × 103

)

+
(
0.3 × 21.45 × 103

)

� 35, 607 cm3 (1)

However, the capacity of the chest available in themarket is around 44×32×29�
40,832 cm3. Hence, the volume of chest selected for maximum storage utilization is
36,000 cm3.

3.1 Identification of Geometries

The taper angle is very important to stack the empty chests and for ease in han-
dling. Through market research, competitive chest geometries of packaging design
are sketched out and discussed. The optimization parameters are considered for the
comparative study. Different shapes of chest obtained are triangular frustum, rect-
angular frustum, pentagonal frustum, hexagonal frustum, and circular frustum. The
storage capacity of the triangular frustum is not utilized properly, due to an angle less
than 90° between the walls of the chest and there is stacking problem. The pentagonal
frustum is not easy to manufacture and do not show symmetry in shape. Hence, tri-
angular and pentagonal chests are neglected. Chests selected for comparative study
are rectangular frustum, hexagonal frustum, and circular frustum.

3.2 Parameters for Optimization of Chest Geometry

Based on the market research, critical parameters for selection are identified and
discussed below:

Ease of Manufacturing: The chests which are easy to manufacture require less
time and less workforce. Hence, the work aims to design the chest which is easy to
manufacture.

Manufacturing cost: It includes material cost, labor cost, machine cost, and
another cost. The work aims to lower the manufacturing cost of the chest and to
make it more economical. Hence, the manufacturing cost for the production of the
chest should be as low as possible.

Strength: Strength is the critical element in the design process.Higher the strength
of chest, longer the life expectancy of the chest. Hence, the chest with good strength
is selected.
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Table 2 Percent storage utilization

Type of
chest

Dimensions (cm) Top view of chest
arrangement

No. of
chests
in one
layer

Total no.
of chests
in con-
tainer

Total
volume
of
chests
(l)

Percentage
utilization

Rectangular L �47, B �33 70 490 19,600 89

Hexagonal Diagonal dist.�
49

63 441 17,640 80

Circular D �44 55 385 15,400 70

Stackability: Stackability means how easily chests are arranged in stack/heap.
Lesser the space acquired by the chest, it will provide ease in transportation and
storage.

Storage utilization: Storage utilization is a measure of how efficiently the avail-
able storage space is used. Higher the percentage storage utilization, better the chest.
In order to calculate percentage storage utilization of chests in transport container,
consider container having length�480 cm�4.8 m; breadth�231 cm�2.31 m;
height�198 cm�1.98 m (Table 2).

Volume of the container � Length × Breadth × Height

� a4.8 × 2.31 × 1.98 � 21.95m3

� 21, 950 L (approx. 22, 000 L) (2)

The volume of chest becomes 40 L(consideringmaterial). Since height is constant
(28 cm) for all chests,

Max. no. of vertical layers of chest arrangement � Height of container

Height of chest
.

� 198/28

� 7 (approx.) (3)

For rectangular chest:
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No. of chests in rows � Length of container

Length of chest
.

� 480/47

� 10 (approx.) (4)

No. of chests in columns � Breadth of container

Breadth of chest
.

� 231/33

� 7 (approx.) (5)

No. of chests in one layer � 10 × 7 � 70

Total no. of chest � 70 × 7 � 490

Percentage utilization � Total volume of chests

Volume of container
.

� (490 × 40)/22000

� 89% (6)

Similarly, for hexagonal and circular chests, percentage utilization is 80 and 70%,
respectively. From above, packing efficiency of the rectangular chest is higher than
other chests.

4 Dimensioning and Modelling of Competitive Chests

Dimensions of chest are calculated by taking some assumptions, those are height�
28 cm (standard height 26 cm of FedEx box+2 cm lid clearance); taper angle�−
5°; and volume�36 L for maximum storage utilization (Fig. 2).

Fig. 2 Models with different chest geometries for comparison



260 A. Netake et.al.

4.1 Rectangular Chest

Rectangular geometry is one of themost basic/common structures used in day-to-day
life for packaging. The reason to select the rectangular geometry is that of its ease in
manufacturing, stackability, and its ability to consume less space while being stored
and it is symmetric in shape. The dimensions of the rectangular chest are L � 47 cm;
B �33 cm; H �28 cm.

4.2 Hexagonal Chest

From bees’ honeycombs to the Gian’s Causeway, hexagonal structures are prevalent
in nature due to their efficiency. Hexagonal geometry resembles the strength, with
more number of sides and number of corners are more in the hexagonal structure
which provides good strength to the structure. The hexagonal shape is symmetric. The
dimensions of the hexagonal chest are as follows: upper surface diagonal distance �
48.6 cm; height � 28 cm.

4.3 Circular Chest

The above two geometries have edges and corners. The idea of selecting the circular
chest is because of its curvature geometry, hence to widen the scope of research. The
dimensions of the circular chest are upper surface diameter�44 cm and height�
28 cm. Chests are developed further through the use of CAD software like Autodesk
Inventor.

5 Parametric Analysis

Comparative study of the three geometries versus the parameters is done which is
shown in Table 3.

6 Stress Analysis

Structural analysis is the determination of the effects of loads on physical structure
and their components. The structural analysis employs the fields of applied mechan-
ics, material science, and applied mathematics to compute a structures deformation,
internal forces, stresses, support reaction, displacement, and Von Mises Stress. The
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Table 3 Comparative study of three chest geometries

Parameters Rectangular Hexagonal Circular

Manufacturing cost Low Moderate High

Ease of manufacturing High Moderate Low

Strength Moderate High Low

Stackability High Moderate Low

Storage utilization High Moderate Low

Fig. 3 Simulation of rectangular chest in stacking condition

material selected for study is maple wood. The effect of load on rectangular, hexag-
onal, and circular chest each of thickness 6, 8, and 12 mm in stacking condition and
single (due to a load of weight inside) is analyzed by considering changes in dis-
placement (mm), Factor of safety, and VonMises Stresses (MPa). Structural analysis
is done in Autodesk Inventor software by simulating the models as follows. From
the structural analysis, chest with 12 mm thickness is found to be over-engineered,
and 6-mm-thickness chest is found to be more economical, lightweight, optimum
required strength for carrying goods (Figs. 3, 4 and Table 4).
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Fig. 4 Simulation of rectangular chest in single (due to load weight inside)

Table 4 Result of structural analysis of different types of chest

Type of
chest

Thickness
of the
chest in
mm

Displacement (mm) Factor of safety Von Mises Stresses
(MPa)

Stack Single Stack Single Stack Single

Rectangular 6 0–0.579 0–0.190 12.5–15 15–15 0–4.324 0–3.265

8 0–0.479 0–0.083 13.3–15 15–15 0–4.064 0–2.950

12 0–0.329 0–0.026 15–15 15–15 0–2.983 0–1.850

Hexagonal 6 0–0.650 0–0.222 12.1–15 12.5–15 0–4.448 0–4.334

8 0–0.525 0–0.094 13.9–15 14.5–15 0–3.877 0–3.736

12 0–0.377 0–0.031 15–15 15–15 0–3.088 0–2.260

Circular 6 0–0.582 0–0.206 10.7–15 15–15 0–5.046 0–2.555

8 0–0.470 0–0.092 12.2–15 15–15 0–4.415 0–1.943

12 0–0.358 0–0.030 15–15 15–15 0–3.060 0–1.380

7 Results

The following results obtained after comparative study:

1. Rectangular chest shows 89% of storage utilization, which is highest.
2. The strength of the rectangular chest is found to be moderate.
3. The manufacturing cost of the rectangular chest is lowest.
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4. Ease of manufacturing for rectangular chest is highest.
5. Rectangular chest shows the highest stackability.
6. It found that reduced fatigue due to ease of handling in the rectangular chest.

8 Conclusion and Future Scope

In this research, the three geometries are compared based on selected optimization
parameter. The result shows that the rectangular geometry is a better alternative
than other geometries for chest. The displacement of the rectangular chest is less
as compared to other geometries in the stack and single condition. The rectangular
chest has less manufacturing cost, good stackability, high-storage utilization, ease of
manufacturing as simple in geometry, and moderate strength as compared to other
geometries. The geometry selection plays a very critical role in good design and to
achieve design output. The final dimension of the rectangular chest is L �47 cm; B
�33 cm; H �28 cm. The identified dimension gives maximum storage capacity for
selected volume, which gives the efficiency of 89%.

Future development of the work will consider the analysis of life cycle, environ-
mental, and economic impacts. Develop the chest which can use for multi-purpose
not only for carrying objects but can transform into the table, chair, etc., so that
when it is not in used it should not be just lying down on floor to block space. The
manufacturing processes should also be optimized for economic impact.
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Abstract Casting process enables the economical manufacture of products with
intricate geometry to near net shape. Almost all metals and alloys are produced
from liquids by solidification. The objective of the study is to find the impact of
pouring temperature and chill thickness on aluminum–silicon (LM6) castings. The
casting parameters such as pouring temperature and external mild steel and copper
chills are considered for the experimental work. The simulation has been done using
AutoCAST-X1 software to identify the hot spot and locate the shrinkage defect. The
experimentation has been conducted with no chill, mild steel chills and copper chills
with varying thicknesses. In this work, an attempt has been made to obtain the rapid
cooling rate of aluminum–silicon (LM6) castings using external chills. It is observed
that the chill has a significant effect on the properties of the castings. The design
of the experiment has been set up, and experiments were conducted as per the full
factorial array. Castings are made by controlling the casting process parameters at
three different levels. The regressionmodels of ultimate tensile strength and hardness
have been developedwith predictors. The bettermechanical properties were obtained
by controlling pouring temperature and the application of external chills.
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1 Introduction

Metal casting is one of the most ancient techniques used for manufacturing metal
parts. The process consists of producing metallic objects by melting and pouring of
metal into the pre-shaped cavity of a mold and allowing it to solidify. Solidification
of metals continues to be a phenomenon of great interest to physicists, metallur-
gists, and software developers. This being a nonlinear transient phenomenon presents
challenges in terms of modeling and analysis [1, 2]. The influence of various cast-
ing parameters such as pouring temperature and chill thickness has been studied to
improve the mechanical properties of metal castings. Kanthavel [3] investigates the
effect of mild steel chills on steel casting in the sand mold to minimize shrinkage
defects. In this investigation, four parameters are considered, namely chill distance,
chill thickness, pouring temperature and pouring time to minimize the shrinkage
defects. Spinelli et al. [4] carried out directional solidification experiments, and the
relation between the tensile properties, thermal parameters, and microstructure has
been developed. The relationships between the interfacial heat transfer coefficient
and ultimate tensile strength have been developed for hypoeutectic alloys. Ramesh
et al. [5] studied the light alloy solidification behavior of aluminum for the casting
process, mold materials used, and other casting parameters. The chill had an effect
on a solidification behavior and important promoter of directional solidification. The
experimental study has been done on Al 6061-SiCp alloy to find the solidification
behavior of castings in a sand mold using external chills. The copper chills show
the larger cooling rates during the solidification. The predicted and experimental
solidification rates of the casting were in good agreement as analyzing ANSYS finite
element analysis software. Ahmed et al. [6] studied an experimental investigation of
Al–Si cast alloy (LM6) on green sand castings. The sand-casting quality of LM6 alloy
has been affected significantly by pouring temperature. It has been observed that the
less porosity defect occurred at lower pouring temperature. Chen et al. [7] studied the
influence of pouring temperature on the mechanical properties and the structure of
casting alloy. With the increase in pouring temperature, the tensile strength and yield
strength of magnesium alloy castings are rapidly increased first and then reduced.
Anantha Prasad et al. [8] studied the stir cast composites of LM13 along with carbon
reinforcements. The various external chills were used to enhance the solidification.
The analysis of properties such as hardness and ultimate tensile strength of casting
has been done. Anilkumar et al. [9] evaluated the effect of cryogenic cooling rate
on ultimate tensile strength (UTS), dendrite arm spacing, and the hardness. It has
been investigated that the UTS is highly dependent on the rate of cryogenic effect
and chilling which determines the dendrite arm spacing of the material. Benjuniora
et al. [10] investigated that the fast cooling rate condition produced smaller grain
size as compared to the slow cooling rate condition as per the results obtained in
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microstructure. Chills are provided in the mold so as to increase the heat extraction
capability of the sand mold. A chill normally provides a steeper temperature gradient
so that directional solidification as required in a casting can be obtained. The chills
are metallic objects having a higher heat absorbing capability than the sand mold.
The proper use of chills helps in controlling the localized heat and cooling rate of the
cast metal. The mechanical properties and microstructure of LM6 alloy castings can
be improved by using the external chills. The external mild steel chills and copper
chills have been used to enhance the cooling rate of castings during solidification. The
input parameters such as pouring temperature and varying chill thickness have been
considered for the experimental work. The design of experiment (DOE) is used to
optimize the casting parameters. The rapid cooling rate gives a fine grain structure,
which improves the mechanical properties of castings. By controlling the casting
pouring temperature and chill size, better mechanical properties can be achieved.

2 Experimental Work

The 30-mm-square bar with 200 mm length has been selected for the experimental
work. The mold was prepared with external chills. The experiments were carried
out on aluminum–silicon (LM6) alloy with no chills, mild steel chills (MS), and
copper chills using sand-casing method. The temperature of the casting and chill
has been measured at one minute of intervals with the help of K-type thermocouple
placed at the edge of casting and external chills. A data logger and millivoltmeter
were used to measure the temperature with the help of thermocouple. The effect of
pouring temperature, mild steel, and copper as an external chills has been considered
for the experimental investigation. The design calculations for gating system have
been done. The simulation work has been done using AutoCAST-X1 software. The
soundness of the casting has been given the upmost priority, and then, the subsequent
experiments have been performed for the improvement of mechanical properties.

The simulation has been done using AutoCAST-X and AutoCAST-X1 software
to get the correct design parameters and identifying the proper placement of riser.
This helps in eliminating the major casting defects such as shrinkage and porosity.
Few important simulation results are shown in Fig. 1a, b.

The experimental work has been carried out on a rectangular component of Al–Si
(LM6) alloy. The schematic of the node locations for temperature measurement of
casting and mild steel/copper chills using thermocouple is shown in Fig. 2. The
temperature readings are obtained during experimental trials at two predetermined
locations (1 and 2) for the rectangular casting component as shown in Fig. 2. The
temperature history has been recorded by placing the thermocouples at the right end
of casting and at the edge of chill near casting chill interface.

The ultimate tensile strength (UTS) and hardness have been measured using uni-
versal testing machine (UTM) and Vickers’s hardness test method, respectively. The
sand-casted component has been converted as per ASTM-B557 standard for tensile
test measurement [11]. The hardness test has been done on casted component as per
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(a) Casting with external chills (b) Shrinkage defect elimination

Fig. 1 a Casting with external chills. b Shrinkage defect elimination

Thermocouples

Fig. 2 Schematic for the locations of temperature measurement using thermocouple

ASTM-E384 standard. The design of experiment (DOE) has been set up at three
different levels. The 30-mm-square rectangular bar of length 200 mm is cast as per
simulation process. The mild steel/copper chills are used on both the ends of cast-
ing, which leads to directional solidification and helps in enhancing the mechanical
properties of castings. The experiment trials have been carried out in the foundry.
Total twenty-seven castings were taken out with varying pouring temperature and
external chill thickness. An experiment was conducted using mild steel/copper chills
with different thicknesses, i.e., 35, 45, and 55 mm. The pouring temperatures were
taken as 730, 750, and 770 °C. The experimental layout is shown in Figs. 3 and 4a, b.

The levels of casting parameters have been identified for experimental investiga-
tion. Experiments have been arranged for all possible combination of these factors
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(a) Casting with chills (b) Casting with milliVoltmeter

Fig. 3 a Casting with chills. b Casting with millivoltmeter

(a) Casting samples before machining (b) UTS test casting samples after machining

Fig. 4 a Casting samples before machining. b UTS test casting samples after machining

Table 1 Levels of casting parameters

Casting
parameters

Code Level 1 Level 2 Level 3

Pouring
temperature (°C)

X1 730 750 770

Chill thickness
(mm)

X2 35 45 55

and their levels using the design of experiment. Table 1 shows the input factors and
their levels.

The selection of a particular array is depending on the number of levels and factors.
The interaction graph of UTS and hardness is as shown in Fig. 5a, b using mild steel
chills and Fig. 6a, b using copper chills.

The regression analysis is performed using statistical analysis software Minitab
14. It gives the relationship between ultimate tensile strength and hardness with mild
chill size and pouring temperature. The regression equations for ultimate tensile
strength and hardness in relation with pouring temperature and mild steel chills are
shown in Eqs. 1 and 2 given below.
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Fig. 5 a Interaction plot of pouring temperature,mild steel chill thickness versusUTS.b Interaction
plot of pouring temperature, mild steel chill thickness versus hardness
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Fig. 6 a Interaction plot of pouring temperature, copper chill thickness versus UTS. b Interaction
plot of pouring temp, copper chill thickness versus hardness

The regression equation of tensile strength is

Y1 � 211.47 − 0.1309X1 + 0.7517X2 (1)

The regression equation of hardness is

Y2 � −56.95 + 0.1925X1 + 0.222X2. (2)

The regression equations for ultimate tensile strength and hardness in relation
with pouring temperature and copper chills are shown in Eqs. 3 and 4 given below.

The regression equation of tensile strength is

Y1 � 209.64 − 0.1123X1 + 0.6728X2 (3)

The regression equation of hardness is
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(a) (b) (c)

Fig. 7 a–c Casting sample with no chill, mild steel, and copper chills

(a) (b) (c)

Fig. 8 a Microstructure with no chill at pouring temp 730 °C. b Microstructure with chill (mild
steel chills) at pouring temp 730 °C. c Microstructure with chill (copper chills) at pouring temp
730 °C. (500× magnification)

Y2 � −78.4874 + 0.2255X1 + 0.2436X2 (4)

The microstructure analysis has been done on sand-casted aluminum–silicon
(LM6) alloy samples at 730 °C pouring temperature. The specimens were prepared
by polishing using standard metallographic techniques. The specimens were pre-
pared by polishing using standard metallographic techniques. Keller’s reagent was
used to etch the samples. The Olympus GX-51 optical microscope was used for
getting micrograph images. The casting specimens for microscopic analysis without
and with the application of mild steel and copper chills are as shown in Fig. 7a–c.
The micrographs (500× magnification) of casting samples without and with the
application of mild steel and copper chills are as shown in Fig. 8a–c.

The coarse primary silicon particles have not seen in casting after the application
ofmild steel and copper chills. Themicrograph showsvery less primary coarse silicon
particles. The interdendritic network of silicon particles has been observed. The fine
grain structure has been obtained which lead to better microstructure as compared
to casting without the application of external chills. The grain structure from the
micrograph clearly indicates that the good microstructure gives better mechanical
properties.
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Fig. 9 Pouring temperature
versus UTS

Fig. 10 Pouring
temperature versus hardness

2.1 Experiment with no External Chills

The simulation work is carried out using AutoCast-X1 software without the appli-
cation of external chills. The experiment trials have also been carried out in the
foundry. The pouring temperature has been controlled as per the three specified lev-
els (Table 1). The experiment has been carried out with no external chills. The graphs
of pouring temperature versus mechanical properties are as shown in Figs. 9 and 10.

The pouring temperature of molten metal and temperature of casting have been
measured using millivoltmeter and data logger TC 1600. The graph of pouring tem-
perature versus cooling rate for every five minutes during casting solidification of no
chills and after using mild steel and copper chills is as shown in Fig. 11a–c, respec-
tively. The cooling rate is drastically enhanced after the application of external chills.

The comparison charts of ultimate tensile strength and hardness values of no chill,
mild steel chills, and copper chills are as shown in Figs. 12 and 13.

The UTS and hardness values of castings are found better by using copper chills
as compared to mild steel and no chill.

3 Results and Discussion

An experimental work has been conducted in the foundry to find out the effect of
pouring temperature and no chills, mild steel, and copper chill thickness on prop-
erties of Al–Si (LM6) alloy castings. The interaction plot Fig. 6a shows that there
is a combined effect of chill thickness and pouring temperature on the UTS, and it
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Fig. 11 Graph of pouring temperature versus cooling rate. a No chills. b With mild steel chills. c
With copper chills

Fig. 12 Comparison graph of No chill, MS chill and Copper chill for UTS

has been found highest at 730 °C with 55 mm chill thickness. The hardness value
was found highest at 750 °C with 55 mm chill thickness as shown in Fig. 6b. The
micrograph of aluminum–silicon alloy with the application of mild steel and copper
chills shows a better grain structure. The combined effect of controlled input param-
eters on UTS value was found better at lower pouring temperature with high chill
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Fig. 13 Comparison graph of no chills, mild steel chills, and copper chills for hardness

thickness. The hardness value was found higher at moderate pouring temperature
with high chill thickness. The cooling rate has been increased by the application of
external chills. The mechanical properties and microstructures are found better by
the application of copper chills compared to mild steel and no chills.

4 Conclusion

The following conclusions have been drawn from this study:

• The controlled casting process parameter and external chills help to give better
mechanical properties.

• The external mild steel and copper chills help to get the directional solidification
and also have a good impact on mechanical properties of aluminum alloy (LM6)
castings.

• The external mild steel and copper chills help to improve the cooling rate of
solidification of casting. The faster cooling rate gives a better grain structure,
which improves the properties of castings.

• The ultimate tensile strength and hardness were found better with the application
of external chills at 55 mm chill thickness.

• The better values of ultimate tensile strength and hardness were obtained as com-
pared to casting without applications of external chills.

• The linear regression analysis shows that with an increase in pouring temperature,
the UTS reduces and the hardness increases. The UTS and hardness increase with
an increase in chill thickness.

• The castings with the application of external copper chills have found better
microstructure compared to castings with mild steel chills and no chills.

• Therefore, the similar attempts can be made on any machine components which
will provide improvement in its mechanical properties.
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Multiobjective Optimization in Drilling
of Composites

Paramjit Thakur, S. N. Teli and Siddhesh Lad

Abstract Composite laminates such as carbon fiber-reinforced polymer (CFRP)
composite, glass fiber-reinforced polymer (GFRP) are attractive for many appli-
cations such as aerospace and aircraft structural components due to their superior
properties. CNC drilling is the major operation which is performed on CFRP for
joining these kinds of materials, due to its poor weldability. But, the major problem
associated with CNC drilling of CFRP is the delamination effect which not only
degrades the quality of the product but also reduces the fatigue life of the material.
However, as delamination effect decreases, the material removal rate also decreases.
Therefore, this work deals with the multiobjective optimization of drilling param-
eters in machining of CFRP considering delamination effect and material removal
rate as the responses. In this work, the process parameters considered are speed,
feed rate, and diameter of the drill bit. The Taguchi design of experiment was used
for obtaining the setting. Out of the entire orthogonal array, L27 orthogonal array
was used for the experimental setting. The delamination effect was obtained and
calculated by scanning electron microscopy. Further, the fuzzy logic was applied,
and the combined effects of both the responses were obtained which is called mul-
tiresponse index. The application of fuzzy logic gave an improvement of about 21%
in multiresponse index.

Keywords CFRP · CNC drilling · Fuzzy · Membership function
Delamination factor
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1 Introduction

CFRP has got a vast range of applications in the aviation industry due to its high
strength and less weight, very less corrosion resistance, and durability. It is used in
the surfaces of the aircraft and internal cabin parts [1]. The CFRP is made by hand
layup method, autoclave molding techniques, and compression molding. Mostly,
these materials are made to near net shape. However, they are requiring secondary
machining processes like CNC drilling for joining operation due to its poor weld-
ability. The CNC drilling with twist drill bits is the most frequent operation applied
of drilling this composite [2]. But, CNC drilling operation leads to the severe dam-
age to the composite called delamination which peels of the lamellae from the top
and the bottom surface. This delamination effect not only hampers the quality of the
product but also affects the fatigue life of the material to the greater extent. Many
authors have worked on drilling of such composites which are explained further.
Jayabal and Natarajan [3] investigated the effect of control factors, namely feed rate,
drill bit diameter and speed on thrust force and tool wear in drilling holes in coir
fiber composite. They also found the optimum process parameters in drilling of coir
composite by the application of genetic algorithm and found the improvement in the
responses. Dini [4] also predicted the delamination effect by ANN (forward prop-
agation) and found the average error to be within the acceptable limit. Enemuoh
et al. [5] applied multilayered perceptron (ANN) for the prediction of delamination
effect and roughness in CNC drilling of composite. The prediction results showed
good agreement with the experimental values of roughness and delamination factor.
Saravanan et al. [6] performed the multiobjective optimization in drilling of CFRP
composite. The authors applied a genetic algorithm and found an improvement of
10% in the multiple responses. Further, the results were compared with the results
obtained by finite element analysis, which showed GA to be the better technique.
Karthikayan et al. [7] applied fuzzy logic and genetic algorithm in optimization of
drilling parameters in machining of Al/SiCp composite. The fuzzy logic was used
for the prediction of the responses or modeling purpose, and genetic algorithm was
used for finding the optimal process parameters. The optimal process parameters
gave better results as compared to the previous values.

The complete literature study in drilling of fiber-reinforced composite showed
that very less work is done in the area of multiobjective optimization of drilling of
CFRP composite considering delamination effect and material removal rate as the
responses. Further, most of the authors have used genetic algorithm, ANN, etc., as
the optimization tool, and the application of fuzzy logic is yet to be reported in the
literature. Hence, this work deals with the multiobjective optimization of drilling
parameters in CNC machining of CFRP composite with delamination factor and
material removal rate as the responses. The Taguchi design of experiment is used
for getting the settings for the experimentation. Here, L27 orthogonal array is used
with the control factors, namely speed, feed rate, and diameter of drill bit. Both,
the responses are obtained after experimentation, and they are fed as the inputs to
the fuzzy logic, and the combined effect of the responses is found as the output
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which is named as multiresponse index. And, higher the value of this index, better is
the combined effect. Further, the optimal process parameters are obtained, and the
confirmation test is done.

2 Material and Experimentation

The CFRP material is fabricated by hand layup method. The thickness of each layer
of carbon fiber used in this work is around 0.05 mm. The orientation of the fiber
after every layup is kept perpendicular to each other. The fiber used for this material
is continuous in nature and has uniform strength in both the directions. A bidirec-
tional woven CFRP composite is shown in Fig. 1. The CNC drilling operation was
performed on Makino vertical milling center (S33 APC) with the maximum spindle
speed of 13,000 rpm. The Taguchi design of experiment is used to form the required
number of settings for the experimentation. The L27 orthogonal array is used with
three levels of each control factor. Here, three control factors with three level are
used, namely spindle speed (1200, 1500, 1800) rpm, feed speed (0.15, 0.2, 0.25)
rpm, and the diameter (8, 10, 12) mm of the drill bit. For each setting, the three sets
of experiments are conducted and the average of all them is represented in table.
The mechanical properties of CFRP used in this work are as follows: tensile strength
(3.5 GPa), density (1.75 g/m3), resin (epon resin 8132), viscosity of resin (5.8 poise).

2.1 Delamination Factor

Delamination is defined as the ratio of the maximum diameter (Dmax) of the observed
delamination zone (dashed black circle) to the nominal diameter (Dmin) of the drilled
hole (solid white circle).

Fd � Dmax/Dmin (1)

where, Fd �delamination factor. The delamination is illustrated in Fig. 2.

3 Fuzzy Logic System

The fuzzy logic performs the following operation to convert the multiple inputs
to single output: fuzzification, generation of fuzzy rules, application of inference
engine, and defuzzification. The complete operation is shown in Fig. 3.

In fuzzification, the real-world data or crisp data is converted into fuzzy data
with the help of membership functions and linguistic variables. The membership
function has got the values from 0 to 1. From the literature, it is found that trapezoidal
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Fig. 1 a Unidirectional fiber orientation ply. b Bidirectional fiber orientation ply (woven ply)

Table 1 If-then rules formulation

MRPI S/N ratio for MRR

Small Medium Large

S/N ratio for S/R Small Very small Small Medium

Medium Small Medium Large

Large Medium Large Very Large

membership gives better results as compared to the others, especially in machining
processes. Hence, trapezoidal membership function is used in this study, which is
shown in Fig. 4.

The next step is if-then rule base which generally depends on the experience of
the user. The complete if-then statements for this work are given below, and it is
formulated from the linguistic variable shown in Table 1.
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Fig. 2 Delamination effect

Fig. 3 Fuzzy logic system

If then rules:

• If (S/N of Df is small) and (S/N of MRR is small), then (MRPI is very small)
• If (S/N of Df is small) and (S/N of MRR is medium), then (MRPI is small)
• If (S/N of Df is small) and (S/N of MRR is large), then (MRPI is medium)
• If (S/N of Df is medium) and (S/N of MRR is small), then (MRPI is small)
• If (S/N of Df is medium) and (S/N of MRR is medium), then (MRPI is medium)
• If (S/N of Df is medium) and (S/N of MRR is large), then (MRPI is large)
• If (S/N of Df is large) and (S/N of MRR is small), then (MRPI is medium)
• If (S/N of Df is large) and (S/N of MRR is medium), then (MRPI is large)
• If (S/N of Df is large) and (S/N of MRR is large), then (MRPI is very large).
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Fig. 4 Trapezoidal membership function

All the results need to be combined in a single value. This work is done by the
inference engine. Finally, the combined values obtained from the inference engine
are defuzzified to convert the fuzzy data into real-world data or crisp data.

4 Experimentation and Analysis

After doing drilling on the CFRP composite plate, we measured the delamination
factor and material removal rate which are shown in Table 2.

Table 3 illustrates the average MRPI of all the three levels of the process param-
eters. The optimal process parameters for this work are selected which are diameter
(012 mm), speed (1800 rpm), and feed (0.15 rev/min). The level with maximum
average MRPI value is selected as the optimum level of process parameters.

Table 4 illustrates the results obtained from the confirmation test by the optimal
process parameters. The comparison of the results obtained from the confirmation test
and the results obtained from the use of initial parameters showed an improvement in
MRPI by 0.21. The delamination factors decreased from 1.6 to 1.1, and the material
removal rate increased from 14,000 to 47,000 mm3/min.

5 Results and Discussions

The following parameter setting has been identified from Table 3 as to yield the
best combination of speed 1200 rpm, feed rate 0.15 mm/rev, and drill 8 mm. The
experimental results showed that there is a significant improvement in delamination
andmaterial removal rate as illustrated in Table 4. By this investigation, the optimized



Multiobjective Optimization in Drilling of Composites 285

Table 2 Actual run process sheet

Dia.
(mm)

Feed
(mm/rev)

Speed
(rpm)

Nominal
Dia.
(Dmin)

Max.
Dia.
(Dmax)

Delamination
factor (Fd)

MRR
(m3/min)

MRPI

8 0.15 1200 7.93 12.27 1.5472 8.912 0.869

8 0.15 1500 7.99 11.89 1.4881 11.140 0.769

8 0.15 1800 8.08 10.34 1.2797 13.368 0.5

8 0.2 1200 8.05 11.83 1.4695 11.883 0.687

8 0.2 1500 7.95 9.75 1.2264 14.854 0.478

8 0.2 1800 7.98 9.56 1.1979 17.825 0.472

8 0.25 1200 7.98 12.4 1.5538 14.854 0.791

8 0.25 1500 8.16 11.02 1.3504 18.567 0.549

8 0.25 1800 8.07 11.59 1.4361 22.281 0.58

10 0.15 1200 9.52 12.96 1.3613 12.812 0.501

10 0.15 1500 9.55 11.81 1.2366 16.015 0.498

10 0.15 1800 9.55 11.29 1.1821 19.218 0.468

10 0.2 1200 9.54 12.14 1.3 17.083 0.308

10 0.2 1500 9.53 11.39 1.1951 21.354 0.515

10 0.2 1800 9.56 10.8 1.1297 25.625 0.489

10 0.25 1200 9.54 12.5 1.3102 21.354 0.597

10 0.25 1500 9.53 12.09 1.2686 26.692 0.772

10 0.25 1800 9.55 11.31 1.1842 32.031 0.573

12 0.15 1200 12.79 14.16 1.1071 22.801 0.443

12 0.15 1500 12.74 13.9 1.091 28.502 0.5

12 0.15 1800 12.76 13.62 1.0673 34.202 0.5

12 0.2 1200 12.72 15.02 1.1808 30.402 0.5

12 0.2 1500 12.74 14.4 1.1302 38.003 0.509

12 0.2 1800 12.74 14.99 1.1766 45.603 0.466

12 0.25 1200 12.73 15.15 1.19 38.003 0.584

12 0.25 1500 12.73 14.89 1.1696 47.503 0.414

12 0.25 1800 12.82 14.5 1.131 57.004 0.223

Table 3 Average MRPI of process parameters

Initial machining parameters
(industry)

Final machining parameters
(fuzzy logic)

Df 1.6 1.1

MRR (mm3/min) 14000 47,000

MRPI 0.58 0.79

Improvement in MRPI�0.21
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Table 4 Results of confirmation test

Symbol Machining
parameters

MRPI

Level 1 Level 2 Level 3

A Diameter (mm) 0.52 0.50 0.58

B Speed (rpm) 0.41 0.51 0.59

C Feed (mm/rev) 0.56 0.47 0.48

process parameters would solve the problems of fatigue faced by the material, by
minimizing the delamination. At the same time, it will increase the productivity by
maximizing the material removal rate and optimizing cutting force.
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Abstract This paper aims to evaluate the mechanical properties of recyclable jute
fiber, without chemical treatment and applied compression load on the Recycled
Jute fiber layers to be in uniform and unidirectional. To evaluate its the mechani-
cal properties, weights of 5, 10, 15, and 20 g were taken and added to epoxy and
hardener—ratio kept constant for all specimens. Specimens were prepared by hand
layup technique and were cut using a manual hacksaw frame with subsequent filing
to avoid sharp and uneven notches. Testing was undertaken in order to evaluate the
followingmechanical characteristics: tensile properties, three-point flexural strength,
compression using a computerized UTM (Inston 3369).

Keywords Recycled jute fiber · Unidirectional · Hand layup technique
Mechanical properties
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PMC Polymer matrix composite
NFRP Natural fiber reinforced composites
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1 Introduction

In modern technologies the use of natural fiber reinforced composite (NFRC) mate-
rials has gained substantial interest, especially in material science [1, 2], where these
fibers may be combined with thermoplastic polymers to create natural-fiber com-
posites having significant attributes and, therefore, applications [3, 4]. The polymer
matrix composites (PMCs) [5] have properties which including being renewable and
biodegradable, having short growing times (crop times), consuming CO2 and return-
ing O2 to the environment, and being moldable, easy to handle, and easy to work
[2].

The fiber andmatrix materials, are not the form of new jute fibers, however, in this
work jute fibers were used which were extracted from existing jute mate materials
also the availability of jute fiber is rare, except in Bengal states. Here the jute fiber is
extracted from jute mate. The jute mate is bi-directional in orientation, initially the
jute fibers are extracted linearly from the jute mate [6].

The jute is unidirectional under dry conditions and is difficult to obtain [6, 7];
hackling under wet/dry conditions causes fiber defects and therefore affects the
performance of the fibers. Preparation of unidirectional jute roving has become a
valuable step in its production and this process is gaining in importance [8].

2 Materials and Method

2.1 Materials

2.1.1 Matrix Materials

In the present work the epoxy resin used was LY 556 [9]. It was obtained from
an authorized dealer of Araldite (HY 951) Huntsman [10] (Ciba-Geigy India Ltd.,
Hyderabad—invoice number 10121). Table 1 gives the properties of thematrixmate-
rial.

Table 1 Composition of the matrix system

Component Molar mass (g/mol) Supplier

Hydrochloric acid (HCl) 36.46 Hindustan Ciba-Gieg Ltd.

Sodium hydroxide (NaOH) 39.997 Hindustan Ciba-Gieg Ltd.

Sodium chloride (NaCl) 58.4 Hindustan Ciba-Gieg Ltd.
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Table 2 Chemical
composition of jute fiber [14]

Constituents Percentage

Cellulose 60–62

Hemi cellulose 22–24

Lignin 12–14

Other 1–2

Table 3 Mechanical properties of jute fiber [14]

Fiber Density (g/cm3) Young’s modulus
(GPa)

Tensile strength
(MPa)

Elongation at
breaking point
(%)

Jute 1.3 26.5 393–773 1.5–1.8

2.1.2 Fiber Material

Jute FRC (Fiber Reinforced Compoites) possesses more strength and stiffness [11,
12]. Therefore, it is suitable as a reinforcement fiber in a polymeric resin matrix [13,
14]. The chemical composition of jute fiber is shown in Table 2.

Fiber properties depend on factors which can change fiber characteristics, such as
the length of the process adopted for fiber extraction [6]. Table 3 gives themechanical
properties of jute fiber.

2.2 Method

Figure 1 shows the process of jute fiber production.

2.2.1 Fiber Orientation

Fiber orientation was unidirectional [15] with a length of 130 (±0.2) mm, as per
the mold size. Fiber arrangement was undertaken using bare hands—no gloves were
worn. Each individual layer was set up carefully to avoid bubble formation and
gaps between fibers. Figure 1a shows a prepared mold indicating the unidirectional
orientation of jute fiber.

2.2.2 Mold Preparation

The matrix (epoxy and hardener) was weighed with a jewelry weighing machine
(BOLT MH Series 200 g/0.01 g); 50 g of epoxy and 5 g of hardener were mixed
using an ultrasonicator. Themoldwas prepared [16] using anA4wooden sheet which
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was 8mm thick. A polythene overhead projector (OHP) sheet (for easy removal) was
placed on the surface [17] of the wooden sheet and nails were used to fit boarders
which were 3 mm thick.

Mold Used for Tensile and Flexural Strength

The molds were in size of 130×130×3 (length×breadth×height) mm [18]. To
avoid minute leakages of matrix [19], liquid wax was poured across the borders of
themold [20] and themoldwas then quickly rotated to close off any potential leakage
points, especially at the corners—the specimen was then given a curing time of 24 h.

Mold Used for Compression Test

The compression test specimen was 10×10×10 (length×breadth×height) mm
[21], and was prepared using a wooden sheet. Figure 1(a) shows mold preparation.
The epoxy matrix material was initially applied as a thin coat [20] so that the bottom
surface of the composite specimen was smooth. Specimen curing time was 72 h.
Table 2 shows the list of raw materials used in this work.

Compressing the Specimen and Finishing

The compression mold was applied to specimens which were not to the required
thickness [22]. Figure 1a, b shows a mold which has been closed using a polythene
sheet and the top surface of amold closedwith awooden sheet to avoidmatrix contact

Fig. 1 a Processing jute fiber and molding. b Compressed mold at a pressing machine. c Com-
pression to a chosen thickness. d Compressed mold using a screw–nut system. e Prepared samples
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with the machine’s jaws. Figure 1c shows the compression of a specimen in a mold
to its required thickness [23]. In Fig. 1d the compression machine has stopped after
the specimen has reached the required dimensions—the mold is then immediately
tightened using the screw–nut system (an in-built feature of a compressionmachine).
Figure 1e shows the samples after all the preparatory steps have been complete. The
composite samples prepared with epoxy and hardener were identical for all four
specimens.

The composite specimen samples were prepared with the mass of jute increasing
by 5 g for each specimen, up to 20 g. The ratio of epoxy to hardener was 10:1—epoxy
at 50 g and hardener at 5 g—across all samples. Table 3 provides specimen data.

3 Experimental Setup Used for Mechanical Tests

3.1 Mechanical Testing

Specimen flatness was checked with a Kemet Flatness Gauge and specimen thick-
ness with Vernier Calipers [22]. For the compression specimens, flexural cuts were
completedwith amanual hacksaw, however, tensile specimenswere cut using an elec-
tric switch board wire-cutting machine because the curves were difficult to achieve
(dumbbell shape) using a manual hacksaw.

3.1.1 Tensile Test Setup

The tensile specimen was tested according to ASTMD3369-76 standards [24] using
a UTM Inston D3339; the tensile test crosshead speed was 10 mm/min (quasistatic).
Specimen dimensions are shown (ASTMD3369-76, type M-1) in Fig. 2a.

3.1.2 Three-Point Flexural Test Setup

The flexural specimen was prepared and tested according to ASTM D7264 stan-
dards [25] using a UTM Inston D3339; the flexural tests used a crosshead speed of
1 mm/min. Specimen dimensions are shown in Fig. 2b.

3.1.3 Compression Test Setup

The compression specimenwas prepared and tested according to ASTMD3410 stan-
dards [26] using a UTM Inston D3339; the compression tests maintained a crosshead
speed of 5 mm/min. Specimen dimensions are shown in Fig. 2c.
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Fig. 2 Specimens and dimensions. a Tensile specimen. b Three-point flexural specimen. c Com-
pression specimen

4 Results

4.1 Tensile Test

The tensile test [27, 28] specimens are shown after breakage in Fig. 3. All four
specimens had the same standard dimensions (this is not clear on the image due
to shaking during image capture) listed in Fig. 2a. However, the 20-g composite
specimen was compressed [29].

The tensile test results are given in Table 4 for the properties of jute fiber com-
posites reinforced with UD (Unidirectional); a gradual increase in strain was noticed
in all the samples. Comparison of jute UD composites J5 and J10 showed similar
tensile strengths and increased tensile strain.

Specimen J15 showed increased strength comparing with J10. Specimen J20
showed a decreased strength and increased maximum strain compared with all spec-
imens (Table 5).

Graph 1 shows the tensile stress and tensile strain (Table 6).
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Fig. 3 Tensile specimens after testing

Table 4 List of raw materials used in the work

Description Raw materials

Matrix Epoxy resin (LY556)

Hardener Hardener (HV951)

Reinforcing agent Recycled jute fiber

Mold releasing agent Overhead projector sheet and wax

Casting Wooden molds

Table 5 Composite sample specimen data

Specimen number Specimen name Jute fiber (g) Epoxy (50 g)+
hardener (5 g) (kept
constant)

1 J5 5 55

2 J10 10 55

3 J15 15 55

4 J20 20 55

J5 J10

J15
J20

Te
ns

ile
 st

re
ss

 (M
pa

)

Tensile strain (%)

Tensile stress vs Tensile strain0.0135

Graph 1 Tensile test graph
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Table 6 Tensile test results

Specimen
number

Specimen name Tensile strain (%) Tensile stress
(Mpa)

Tensile modulus
(Mpa)

1 J5 0.0135 79.07 8083.63

2 J10 0.02016 86.97 6732.71

3 J15 0.02084 122.63 8938.79

4 J20 0.03667 110.62 6122.32

Fig. 4 Three-point flexural specimen

4.2 Three-Point Flexural Test

Theflexural test specimens [30] are shownafter breakage inFig. 4.All four specimens
had the same standard dimensions (this is not clear on the image due to shaking
during image capture) listed in Fig. 2a. However, the 20-g composite specimen was
compressed (Fig. 5).

In the case of specimens J5 and J10 it was observed that both composites showed
similarmaximumflexural strengths [31]. However, flexural specimens in comparison
of J15 and J20 indicated a decrease in strain for J15 with high stresses were reached
highly in J15 but the stress and strain shown at J15 and J20 rapid increase in the
flexural specimens at J15 to J20 with respect to J10 it got similar to J10. It was
observed that J20 showed maximum deflection [32]. However, the flexural strain in
J15 was lower compared to all other specimens (Table 7).

The flexural properties for different composites are displayed in Graph 2. Flexural
stress increasedwith initial stage deflection andgraduallymoved toward failure point.
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Graph 2 Three-point flexural test or three-point bending test

Fig. 5 Compression
specimens after testing

Table 7 Three-point flexural test results

Specimen
number

Specimen name Flexural strain
(%)

Flexural stress
(Mpa)

Flexural modulus
(Mpa)

1 J5 0.01615 85.33 7740.11

2 J10 0.01599 86.91 6420.39

3 J15 0.01418 222.041 20588.53

4 J20 0.01956 255.51 21993.09
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Graph 3 Compressive stress versus compressive strain

Table 8 Compressive stress versus compressive strain

Specimen
number

Specimen name Compression
strain (%)

Compression
stress (Mpa)

Compressive
modulus (Mpa)

1 J5 0.04401 59.27 2610.51

2 J10 0.05035 96.88 4434.47

3 J15 0.05017 86.17 3706.00

4 J20 0.05028 53.7 3012.86

4.3 Compression Test

Compression properties initially were lower at J5, and specimen J10 had both good
composite modulus stress and strain compared to J15 and J20; the strength of J10
decreased gradually. It was especially noted in terms of stress that there was a gradual
decrease in strength in J5 compared with J20; it was observed that J5 had greater
strength but was poor in terms of strain [33].

The results showed that compressive strain factor was lower in specimen J5.
Compressive strain and compressive modulus factor was higher in specimen J10
(Graph 3).

The compressive stress and modulus decreased—its path followed those of J15
and J20 (Table 8).

5 Conclusion

Comparisons of reinforced jute fiber systems were explored considering their
mechanical properties including compression. It was found that increased fiber con-
tent in the matrix caused poor mechanical properties.

1. Overall tensile results showed that J15 had goodmechanical properties. However,
strain increased in J20.
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2. Flexural modulus for different composite samples showed little variation. Over-
all, the flexural properties shown in J15 were the best, especially its lower strain
and better flexural properties.

3. The 15-g compression specimen of jute gave the best results. Specimen J10
showed a high compression modulus.
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Predictive Modelling of Delamination
Factor and Cutting Forces
in the Machining of GFRP Composite
Material Using ANN

Hari Vasudevan, Ramesh Rajguru and Rajnarayan Yadav

Abstract Drilling is one of the key machining operations in the hole creation pro-
cesses. Compared with themachining processes, such asmilling, turning, the drilling
operation is largely used in the composite materials processing. Delamination is a
critical problem found during drilling operation. It causes structural reliability and
poor assembly tolerance as well as the potential for long-term performance decline.
As a result, drilling of any material requires dimensional stability and interface qual-
ity. This study involves drilling operation in a GFRP composite material. It has
selected and used the feed-forward back propagation as the algorithm with trainglm,
learngdm, MSE and transig as the training, learning, performance and transfer func-
tions, respectively. Four input parameters were taken as four nodes in the input layer
and thrust force and delamination as two nodes in the output layer. 4-9-2-2 neural
network structure for composite material helped in the best way to compare actual
values and an artificial neural network (ANN) predictive model for thrust force and
delamination in drilling operation. ANN gives very good performance for the delam-
ination factor and the cutting force.

Keywords GFRP · Drilling · Delamination · ANN
Feed-forward back propagation

1 Introduction

Composite materials possess lightweight, high strength, high stiffness, good fatigues
resistance and good corrosion resistance. They are widely used in various industrial
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applications such as aerospace and automotive sectors, electrical power generation
and distribution systems. There are several problems in the drilling of composite
materials such as fibre pull-out, delamination and subsurface damage. With the
upcoming usage of glass fibre-reinforced polymer (GFRP) composites in various
areas of applications, machining of these materials has become a main concern for
the manufacturing industries.

Hari Vasudevan et al. [1] presented an overview of the various aspects, such as
cutting mechanism, influence of tool material, tool geometry, surface quality and
health and safety aspects in machining FRPS, involved in the conventional machin-
ing of GFRP types of composite material. Ramesh Rajguru et al. [2] evaluated the
best process environment to satisfy requirements of both quality and productivity
during drilling operations on NEMA GFRP/E composite materials, using grey rela-
tional analysis, coupled with the Taguchi method. Twenty-seven experimental runs
based on an orthogonal array of the Taguchi method were conducted to optimise the
machining parameters within the experimental domain. They found that the optimal
cutting force and surface roughness were achieved based on the largest value of grey
relational grade, when spindle speed, feed rate, thickness of the plate and drill size
were 1200 rpm, 110 mm/min 10 and 6 mm, respectively. Further, feed rate has the
most dominant role in influencing the surface roughness.

Ramesh Rajguru et al. [3] investigated the multi-response optimisation of the
drilling operation to achieve minimum delamination and cutting force, using grey
relational analysis coupled with the Taguchi method. They found that the optimal
process parameters were achieved at spindle speed 1500 rpm, feed rate 75 mm/min,
thickness 8 mm and drill size 6 mm. Krishna Moorthy et al. [4] presented a delim-
itation factor prediction model in drilling operations, based on an artificial neural
network (ANN). The input parameters were spindle speed, feed rate and the drill size,
and output parameters were delamination and cutting force. Twenty-seven experi-
ments were conducted based on Taguchi’s design of experiments (DOE). They used
back-propagation neural network with two hidden layers for delamination factor
prediction induced in drilling of CFRP composite material. They found that 3-5-2-1
neural network architecture gave an accurate result with 0.8 and 0.03%maximumand
minimumMSE error, respectively. SumanKant [5] applied the Taguchi and the ANN
models for optimising and modelling, when drilling GFRP composites. The Taguchi
fractional factorial experimentation was used with three full factorials having three
levels. The inputs to the models were spindle speed, feed rate and drill diameter,
while the output response was delamination. The author found the prediction ANN
model to be satisfactory.

Jenarthanan et al. [6] conducted end milling operations on GFRP and developed
RSM and ANN models for the prediction of surface roughness. The experiments
were conducted with four independent variables, namely cutting speed, fibre orien-
tation angle, depth of cut and feed rate. They found that the ANN model is much
more robust and accurate than RSM for predicting surface roughness response value.
Azlan Mohd Zain et al. [7] developed an ANN predictive model for surface rough-
ness during dry end milling operation, using three cutting parameters, namely cut-
ting speed, feed rate (mm/tooth) and radial rake angle. The authors found that the



Predictive Modelling of Delamination Factor and Cutting Forces … 303

Fig. 1 GRFP/E composite materials

ANN structure 3-1-1 predicts the best performance for surface roughness. Nilesh
Pohokar et al. [8] employed anANNmodel for optimisationof geometric andmachin-
ing parameters in tool life analysis. ANN presents a very good performance for tool
life analysis.

The objective of the current study is to develop a predictive model, using ANN
in order to achieve lower delamination factor and cutting force with a particular
combination of cutting parameters in the drilling of GFRP composite materials.

2 Experimental Work

2.1 Work Material

The work material selected for the study was glass fibre-reinforced polymer epoxy
based. The work specimens are flat plate as shown in Fig. 1. Epoxy resins are exten-
sively used as matrix in numerous fibre-reinforced composites.

2.2 Cutting Tool

The drill bits were an ultra-fine tungsten carbide coated with titanium carbide spe-
cially designed for composite materials, drill diameter 6, 8 and 10 mm, point angle
120° and helix angle 30°, and it is shown in Fig. 2. Other specifications of drill bits
are illustrated in Table 1.
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Fig. 2 Drill bits

Table 1 Specification of drill bits

Drill diameter
(mm)

No. of flute Overall length
(mm)

Flute length
(mm)

Point angle
(C)

Helix angle
(C)

6 2 66 28 120 30

8 2 79 41 120 30

10 2 89 47 120 30

2.3 Experimental Procedure

The design of experiment consisted of 4: three levels machining parameters. They
were spindle speed (900, 1200 and 1500 rpm), feed rate (75, 110 and 150 mm/min),
material thickness (6, 8 and 10 mm) and drill size (6, 8 and 10 mm). Drilling oper-
ations were performed using HAAS TM-2 CNC machine. Workpiece was mounted
on a Kistler piezoelectric dynamometer of type 5233A as shown in Fig. 3, associated
with a charge amplifier to measure the cutting forces during the process.

As part of the study, the delamination was evaluated at the Institute for Design of
Electrical Measuring Instruments (IDEMI) with a 2Dmicroscope as shown in Fig. 4.

Delamination factor�D/d
where D�maximum diameter and d�actual diameter.

All measured values of delamination factor and cutting force along with L27
orthogonal array are tabulated in Table 2.
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Fig. 3 Kistler piezoelectric dynamometer and typical thrust force profile over a drilling cycle for
different combination of cutting conditions

Fig. 4 Schematic diagram of delamination analysis and 2D micrometre

3 Artificial Neural Network (ANN)

In the study, a feed-forward network with the back-propagation training algorithm
was used to develop the thrust force and delamination factor predictive model, as
it is extensively used by many researchers, and it was pointed out that this model
gave the most accurate results [9, 10]. The basic structure of a feed-forward neural
network consists of layers such as input, hidden, output and neurons also known
as nodes. Input layer consists of four neurons that represent the four machining
conditions, which are spindle speed, feed rate, thickness of plate and drill diameters.
Two neurons for outer layer represent the predictive values of the thrust force and
delamination. The number of hidden layers was selected by trial and error, and the
proposed number of neurons in the hidden layer is n/2, 1n, 2n and 2n +1, according
to Zhang et al. [11]. However, the number of neuron in hidden layer equal to 2×
number of input neurons+1 as suggested by Lippmann [12]was selected in the study.
Therefore, this study used 4-9-2-2 as network architecture as shown in Fig. 5.
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Fig. 5 Network architecture

Fig. 6 Training, validation and testing regression fit

According to Zain et al. [10], network algorithm, transfer function, training
function, learning function and performance function are the influencing factors,
based on the ANN toolbox of MATLAB, while the effectiveness of the model
was influenced by network structure, quantity of training data, quantity of valida-
tion data, quantity of testing data and normalisation of data inputs. Various func-
tions like transfer function as transig, training function as trainlm, learning func-
tion as learngdm and performance function as MSE were selected in the study.
A27 run experiment was designed using the Taguchi techniques, and out of the 27
runs given in Table 3, 19 readings were utilised for training the neural network
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Fig. 7 Comparison graph of experiment and predicted value of cutting force

and 8 readings were reserved for testing and validation (70%:15%:15%) [10]. In
order to facilitate the neural network training process, input and output variables
were normalised in the range [0, 1].

4 Results and Analyses

The MSE for the ANN model was calculated for cutting force and delamination
factor for each predicted response. The regression plots of training, testing validation
and overall are illustrated in Fig. 6. The ANN regression fitting was found to be
better (93.74%) with the actual predicted response as the experimental values of the
delamination factor are closely aligned. The comparison between actual experimental
values and ANN predicted data is shown in Figs. 7 and 8. The x-axis represents
experimental runs, and the y-axis represents the ANN predicted values of responses,
and it is indicated that ANN predicted values follow almost the same pattern as that
of the experimental values for delamination factor (within ±5% of the experimental
values of delamination factor). But in the case of cutting force, ANN predicted
values showed a mixed tendency of overestimation and underestimation, because of
nonlinearity and non-homogeneity of composite material.



310 H. Vasudevan et al.

Ta
bl
e
3

N
or
m
al
is
at
io
n
of

ne
tw
or
k
in
pu

ta
nd

A
N
N
pr
ed
ic
te
d
va
lu
es

al
on

g
w
ith

th
ei
r
pe
rc
en
ta
ge

er
ro
r
w
.r.
t.
ex
pe
ri
m
en
ta
lv

al
ue
s

R
un

N
or
m
al
is
ed

va
lu
es

of
cu
tti
ng

co
nd

iti
on

N
or
m
al
is
ed

va
lu
es

of
ex
pe
ri
m
en
ta
lF

an
d
D
F

E
xp

er
im

en
ta
lv

al
ue
s

of
F
an
d
D
F

A
N
N
pr
ed
ic
te
d

va
lu
es

of
F
an
d
D
F

%
R
el
at
iv
e
er
ro
r

A
B

C
D

F
(N

)
D
F

F
D
F

F
(N

)
D
F

F
(N

)
D
F

1
0.
10

0.
10

0.
10

0.
10

0.
22

0.
31

35
.1
9

1.
08
6

41
.2
1

1.
09

−1
7.
1

−0
.5

2
0.
10

0.
10

0.
50

0.
50

0.
34

0.
18

50
.4
2

1.
04
9

83
.2
0

1.
07

−6
5.
0

−1
.7

3
0.
10

0.
10

0.
90

0.
90

0.
67

0.
13

95
.6
1

1.
03
6

91
.2
2

1.
06

4.
6

−1
.9

4
0.
10

0.
47

0.
10

0.
50

0.
30

0.
24

46
.1
1

1.
06
6

51
.7
7

1.
08

−1
2.
3

−1
.6

5
0.
10

0.
47

0.
50

0.
90

0.
78

0.
12

11
0.
11

1.
03
5

10
1.
25

1.
06

8.
0

−2
.1

6
0.
10

0.
47

0.
90

0.
10

0.
32

0.
38

48
.6
5

1.
10
3

54
.6
9

1.
11

−1
2.
4

−0
.4

7
0.
10

0.
90

0.
10

0.
90

0.
69

0.
18

98
.6

1.
05

95
.0
4

1.
05

3.
6

−0
.4

8
0.
10

0.
90

0.
50

0.
10

0.
23

0.
12

36
.2
5

1.
03
5

39
.9
9

1.
06

−1
0.
3

−2
.7

9
0.
10

0.
90

0.
90

0.
50

0.
59

0.
90

84
.3
5

1.
24
2

82
.5
5

1.
21

2.
1

2.
4

10
0.
50

0.
10

0.
10

0.
50

0.
20

0.
43

32
.2
3

1.
11
8

39
.1
9

1.
09

−2
1.
6

2.
7

11
0.
50

0.
10

0.
50

0.
90

0.
45

0.
18

65
.4
6

1.
05

70
.4
7

1.
04

−7
.7

0.
5

12
0.
50

0.
10

0.
90

0.
10

0.
33

0.
25

49
.7
7

1.
07

54
.4
0

1.
07

−9
.3

0.
1

13
0.
50

0.
47

0.
10

0.
90

0.
52

0.
10

75
.0
7

1.
02
9

76
.5
5

1.
05

−2
.0

−2
.0

14
0.
50

0.
47

0.
50

0.
10

0.
17

0.
21

27
.5
6

1.
05
9

32
.5
8

1.
07

−1
8.
2

−0
.6

15
0.
50

0.
47

0.
90

0.
50

0.
49

0.
33

71
.1
4

1.
09
1

69
.4
9

1.
09

2.
3

0.
4

16
0.
50

0.
90

0.
10

0.
10

0.
28

0.
45

42
.7
6

1.
12
1

46
.7
7

1.
10

−9
.4

1.
4

17
0.
50

0.
90

0.
50

0.
50

0.
53

0.
20

76
.9
3

1.
05
6

74
.6
8

1.
06

2.
9

−0
.7

(c
on
tin

ue
d)



Predictive Modelling of Delamination Factor and Cutting Forces … 311

Ta
bl
e
3

(c
on
tin

ue
d)

R
un

N
or
m
al
is
ed

va
lu
es

of
cu
tti
ng

co
nd

iti
on

N
or
m
al
is
ed

va
lu
es

of
ex
pe
ri
m
en
ta
lF

an
d
D
F

E
xp

er
im

en
ta
lv

al
ue
s

of
F
an
d
D
F

A
N
N
pr
ed
ic
te
d

va
lu
es

of
F
an
d
D
F

%
R
el
at
iv
e
er
ro
r

A
B

C
D

F
(N

)
D
F

F
D
F

F
(N

)
D
F

F
(N

)
D
F

18
0.
50

0.
90

0.
90

0.
90

0.
90

0.
41

12
6.
77

1.
11
2

11
0.
34

1.
07

13
.0

3.
6

19
0.
90

0.
10

0.
10

0.
90

0.
44

0.
24

65
.0
6

1.
06
7

35
.6
9

1.
05

45
.1

1.
6

20
0.
90

0.
10

0.
50

0.
10

0.
10

0.
32

18
.4
9

1.
08
8

27
.4
7

1.
08

−4
8.
6

1.
0

21
0.
90

0.
10

0.
90

0.
50

0.
42

0.
29

62
.3
8

1.
07
9

47
.8
9

1.
07

23
.2

0.
4

22
0.
90

0.
47

0.
10

0.
10

0.
14

0.
32

23
.6
2

1.
08
8

31
.7
9

1.
11

−3
4.
6

−2
.5

23
0.
90

0.
47

0.
50

0.
50

0.
44

0.
31

65
.1
2

1.
08
4

55
.2
0

1.
08

15
.2

0.
7

24
0.
90

0.
47

0.
90

0.
90

0.
56

0.
24

80
.7
5

1.
06
7

72
.8
5

1.
05

9.
8

1.
6

25
0.
90

0.
90

0.
10

0.
50

0.
36

0.
69

53
.5
9

1.
18
7

53
.2
5

1.
13

0.
6

4.
4

26
0.
90

0.
90

0.
50

0.
90

0.
50

0.
11

73
.1
8

1.
03
2

58
.8
1

1.
05

19
.6

−1
.8

27
0.
90

0.
90

0.
90

0.
10

0.
29

0.
69

43
.5
5

1.
18
7

43
.5
5

1.
19

0.
0

0.
0



312 H. Vasudevan et al.

Fig. 8 Comparison graph of experiment and predicted value of delamination factor

5 Conclusion

A feed-forward back propagation with two hidden layers, having nine neurons
with transfer function (trainlm), was used in the study as network architecture for
developing the ANN model and for comparison between ANN model predicted
results and experimental values. The average relative error between predicted results
and experimental values was 0.070% for delamination factor and 4.387% for cutting
force. The overall correlation coefficient between the ANN predicted result and
experimental values was 0.937, which showed that the result between experimental
values and predicted results was accurate. ANN model reflects that the material
thickness and drill size are the most influencing machining parameters on cutting
force in the drilling operation of GFRP epoxy-based composite materials, while
spindle speed and feed rate do not have a notable effect on cutting force. ANN
predictedmodel could also further improve theperformanceby increasing thenumber
of training data.
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Review of Application of Nitinol
in the Manufacture of Bone Staples

Neel Sanghvi, Frank Crasta and Vijaya Kumar N. Kottur

Abstract Nickel titanium (commonly known as nitinol) is an alloy of nickel and
titanium and is a nearly equiatomic alloy of nickel and titanium which exhibits two
unique and closely related properties: shapememory effect and pseudoelasticity (also
known as superelasticity). First discovered in 1959, these properties of nitinol have
been exhaustively exploited in a multitude of applications in the robotics, aerospace,
automotive, telecommunications and biomedical industries. Considering the fact that
biocompatibility and biofunctionality are the primary attributes that a material must
possess to qualify for use in the biomedical implant industry, nitinol is a premier
choice. In this paper, in conjunction with the previously used orthopaedic implants,
the design and advantages of the bone staple are discussed. A review of past and
present materials used for manufacture of bone staples follows with a review of
the methods available for manufacture of nitinol. This paper concludes that until a
material possessingmore biofunctionality and biocompatibility is discovered, nitinol
is an ideal material for manufacture of bone staples.

Keywords Nitinol · Shape memory · Bone staple · Biocompatibility
Orthopaedics

1 Introduction

The conventional bone staple used today aims at performing osteosynthesis like
its functional predecessors: Lambotte spikes [1], Lane plates [2], Lambotte screws
[3] and Hansman’s plates [4] among many others. The use of these implants was
abandoned due to corrosion, insufficient capacity and complications arising in the
healing process [1]. The bone staple is a medical implant made of metal which is
aimed at performing osteosynthesis. It is relatively simple in design and functioning.
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Fig. 1 SPEEDARC™
compression implant
manufactured by
DePuySynthes. Notice the
presence of 5 barbs on each
leg [8]

Conventionally, a bone staple consists of a continuous body of single construction
which can be easily fabricated [5]. Bone staples are preferred over external fixators
like the Ilizarov apparatus and theTaylor spatial frame in some cases for these specific
reasons as summarized here:

The fixators cannot be accommodated on the fracture site in certain cases, e.g.
craniomaxillofacial fractures, Le Fort 1 fracture, comminuted fractures. Infection and
hygiene considerations are practically eliminated in osteosynthesis when it is carried
out with help of bone staples. In case of bone staples, the required compressive
forces across the osteotomy surfaces will be achieved without the use of external
mechanical structures, contrary to the use of external fixators [5].

The design process has to be adequately robust because the parts of a bone staple
remain in a light to heavy stressed state after application. Sufficient attention must
be paid to the fact that the compressive forces will be lost if the staple extrudes
from the bone or if the leg to bridge angle changes. The current nitinol bone staple
has a simple design and is made of a single piece of nitinol wire having a constant
rectangular cross section [6]. Due to the recent advancements in manufacturing and
machining technology, staple designers have employed these increased capabilities to
manufacture staples having additional features like barbs [6]. The Barbed OSStaple
manufactured by BioMedical Enterprises Inc has barbs on legs to prevent rotation
of the fixture site and enhance staple security [7]. These barbs increase purchase and
decrease the risk of pull-out/back-out and migration [8] (Fig. 1).
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2 Material Selection for Manufacture of Bone Staples

The material used for the manufacture of a bone staple has always been a subject of
constant examination and scrutiny due to the nature of application and the functional
requirements of the bone staples. The material selection process for a bone staples
is a major step in the design of a bone staple in the view of the fact that the primary
goals of a bone staple are as summarized below:

The compressive stress distribution across the mating bone surfaces must be uni-
form. There must be a continuous and dynamic compression despite bone resorption.
The material chosen must be analogous to human bone, in terms of mechanical prop-
erties, especially Young’s modulus.

A review of scientific literature reveals that stainless steel (316L), titanium alloys
(except nitinol) and nitinol have high biocompatibility among metals.

Considering SE508 ELI Nitinol, manufactured by Nitinol Devices and Compo-
nents (NDC), Fremont, California, in a research partnershipwithAmericanmanufac-
turing company ATI Wah Chang [9, 10], ultra-high-purity and biocompatibility are
obtained. As an outcome of 10 years of intense research, ELI (extra low interstitial)
Nitinol is manufactured which is virtually free of carbon. This alloy is free of hard
titanium carbide inclusions, and oxygen levels are lower than 60 parts per million
(ppm), giving the enhanced purity. These purity levels are 10 times higher than man-
dated by ASTM-F2063-12, the standard which gives the exact physical, chemical,
mechanical and metallurgical requirements and considerations for the manufacture
and applications of biomedical nitinol. On further analysing composition data pro-
vided by NDC regarding the SE508 Nitinol [10], we realize that nitinol satisfies
biocompatibility requirements for use in bone staples. As shown by Pal in 2014
[11], the mean Young’s modulus of human bone is experimentally determined to be
18GPa. On comparing Young’s modulus values of SE508 ELINitinol, 316L stainless
steel, Ti-6Al-4V titanium alloy (summarized in Table 1), we observe that Young’s
modulus of SE508 ELI Nitinol (and hence nitinol in general) is most analogous to
that of human bone. Considering Young’s modulus to be an indicator of the stiffness
of the material [12], we say that the stiffness of 316L stainless steel is more than 10
times that of human bone while that of nitinol is three times of that of human bone.
This high stiffness of stainless steel may exert high forces at the fracture site, which
may cause pressure necrosis and slow healing. It is also shown from [13] and [14]
that nitinol has the ability to recover from strains~35 times greater than stainless
steels and titanium alloys. This property gives nitinol the property to store energy
and release it slowly to exert dynamic compression forces at the fusion site.

Industrial manufacturing of nitinol uses vacuum arc remelting (VAR) or vacuum
induction melting processes (VIM). VAR for nitinol uses a water-cooled copper
crucible and a direct current electric arc in a 0.1–1 Pa vacuum [15]. VIM uses a
high-density graphite crucible and electromagnetic induction to induce eddy currents
which melt the metal [16]. VAR is a safer process compared to VIM in this case as
carbon atoms from the graphite crucible can react with the titanium ions to form
hard inclusions due to the high process temperatures [17]. This fact arises out of the
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Table 1 Comparison of Young’s modulus of nitinol, stainless steel, titanium alloy and human bone

Material Young’s Modulus
(GPa)

ASTM Standard References

SE 508 ELI Nitinol 41–75 ASTM-F2063-12 [10]

316L Stainless Steel 193 ASTM-F138-13a [13]

Ti-6Al-4V Titanium 110–119 ASTM-F136-13 [14]

Cortical Human Bone 18 N/A [11]

process environment, and more comparative studies are required to generate data
about which process is more suitable for industrial manufacturing. Studies by Otubo
et al. [16] show that electron beam melting (EBM) is an alternative to the VIM
process giving NiTi alloy of a higher purity. But more analysis is needed to examine
the feasibility of the EBM process for manufacture of nitinol at an industrial level.
Other methods like induction skull melting, plasma arc melting and physical vapour
deposition have been at experimental levels. But to determine whether these methods
can be adopted for industrial manufacturing of nitinol, more studies will have to be
performed in this area.

The unique properties possessed by nitinol—shape memory effect (SME) and
superelasticity (SE)—are born out of the fact that nitinol shows strain recovery up
to 8% and even up to 10% in certain cases [18]. When this recovery is obtained
by temperature change, SME is observed and when it is obtained by deformation,
PE is observed. Nitinol containing nominally 54.5–57.0% nickel is used to manu-
facture medical devices and implants. First discovered in 1959, these properties of
nitinol have been exhaustively exploited in amultitude of applications in the robotics,
aerospace, automotive, telecommunications and biomedical industries [19, 20].

3 Path of Action of a Bone Staple

In the following section, As and Af refer to the austenite start and austenite finish
temperatures, respectively. The austenite start temperature is the temperature atwhich
the shape memory alloy begins to transition to an austenitic structure from a 100%
martensitic state. The austenite finish temperature is the temperature at which the
shape memory alloy achieves a 100% austenitic state [21].

Considering the use of bone staples in orthopaedic treatment procedures, broadly
two kinds of nitinol bone staples are available [6]. The first kind of staples exert
continuous compression by the shape memory effect while the second kind perform
the same function by the superelasticity effect.

The primary aim of a bone staple is to apply a dynamic compression force across
the two mating surfaces of the bone to establish suitable biomechanical conditions
which will lead to osteosynthesis. The value of this force must be carefully regulated
and is a design factor of paramount importance [22]. If too high, the force can cause
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Fig. 2 Graph showing force
generated versus angle of
deflection behaviour for NiTi
Euroflex wires for three
different diameters [24]

pressure necrosis, and if too low, the healing process may be very slow or the fracture
may not heal at all [12, 23]. This compression force can be generated by the thermal
shape memory effect or by superelasticity.

Four kinds of nitinol bone staples are commercially used and tabulated in Table 2:

1. Room temperature superelastic (RTSE): In this type of staple, the Af temperature
is an important design consideration because superelasticity is shown only at
0–40 °C above Af. Hence, the Af of the nitinol used should be near the body
temperature (37 °C). The leg to bridge angle of such staples is kept ~60° in the
manufactured product. After necessary considerations and calculations, holes of
a suitable diameter are drilled at the exact location. The legs are mechanically
opened by special tools such that the leg to bridge angle is 90°. The deformed
staple is carefully handled and installed across the mating surface such that
the legs fit into the holes without the possibility of the bone staple extruding
from the site which requires osteosynthesis. The differences in the values of the
initial and the final leg to bridge angles generate forces which are adequate for
osteosynthesis. As experimentally determined by Z. Lekston et al. and shown
in Figure X, NiTi Euroflex wires (Ti-50.8 at.% Ni) of 1.3 mm diameter give a
compression force of ~25 N [24].
(e.g. DYNAFIT system SE staples by Neosteo) [25] (Fig. 2).

2. Body temperature activated (BTA): The nitinol used for these kind of staples
has Af below body temperature and above room temperature. The temperature
of the staple is maintained well below body temperature. The legs of the sta-
ple are inserted into the pre drilled holes, and the staple’s temperature starts
to increase. After the temperature crosses Af, the staple achieves a complete
austenitic structure and assumes the preset austenitic shape which is designed as
to exert continuous compressive forces across the mating surfaces.
(e.g. Insta-Fix fixation systems by OT Medical LLC) [26].

3. Heat activated (HA): The nitinol used for these kind of staples has As slightly
above body temperature andAf lowenough for the staple to reach 100%austenitic
structure without the application of excess amounts of heat. 60 °C is accepted
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Table 2 Comparison of Af
and compression force of the
above-mentioned kinds of
bone staples [6]

Staple Af range (°C) Compression force

RTSE 0–25 High

BTA 25–35 Low

HA 45–55 Medium/high

CHA 45–55 Optimizable

as the general temperature at which tissue damage starts to occur, including
thermal necrosis [27]. Hence, Af is kept safely lower than this value, in this case
at 45–55 °C. Heat is applied with an electrical cautery device.
(e.g. staples manufactured by InteliFUSE Inc.) [28].

4. Controlled heat activated (CHA): These have the same design and working prin-
ciples as HA staples but the postinsertion heat treatment is done with the use
of a specialized electrical heat energy source (e.g. warming system from the
Memograph staple system) [29] to control the exact degree of shape recovery
required.
(e.g. BME Barbed OSStapleTM) [7].

4 Conclusion

This paper reviews the properties of stainless steel, titanium alloys and nitinol in
conjunction with those of human bone and concludes that nitinol possesses the
appropriate biofunctionality and biocompatibility to be used to manufacture bone
staples until a more superior material is developed and is made feasible for such use.

The kind of bone staple, i.e. RTSE, BTA, HA or CHAwhich is to be used to cause
internal osteosynthesis at a given fracture site, depends on factors as are summarized
below:

– Opinion of the Surgeon: The surgeon may examine a given fracture site and may
decide upon a number of factors: the amount of body heat available, the local
temperature of the site, ease and safety of external heating, etc. As can be seen
in the experimental work of Z . Lekston et al., superelastic staples are suggested
for a zygomatic fracture and thermal shape memory staples are suggested for a
mandibular condyle fracture.

– Availability: Emergency situations which demand that the staple be inserted soon
after the injury is diagnosed require fast action. From the brochures of various
companies manufacturing bone staples, it is observed that bone staples of vari-
ous different designs are manufactured for different fracture sites. These staples
will have different indications (e.g. metatarsal—phalange arthrodesis, Lisfranc
arthrodesis, tibio—tarsal arthrodesis, phalange—metacarpal arthrodesis, chevron
osteotomy). In these cases, the indication governs the kind of staple which is used,
be it a superelastic staple or thermal shape memory staple.
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This paper also concludes that more research is needed regarding the feasibility of
the various methods used for experimental manufacture of nitinol, for the industrial
manufacture of nitinol.
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A Review on Graphene

Farhan Sayed, Mitesh Parmar and Shashikant Auti

Abstract In today’s time, when there is cutting edge competition, this kind of
research will prove to help in many fields. A simple adhesive tape was used to
achieve such a massive breakthrough in physics. Graphene is an allotrope of carbon
having a two-dimensional structure. It exhibits excellent mechanical and electronic
properties. Owing to its exceptional physical, it has received a tremendous attention
and research interest. This material can be used to tackle the continuous device scal-
ing and performance requirement. Having a honeycomb lattice structure and being
densely packed, this one-atom-thick material has gained a lot of recognition over
past few years. This article will mainly focus on the developing technologies by the
use of graphene.

Keywords Graphene · Limitless energy · Transistor · Properties · CVD
Desalination

1 Introduction

New material is usually the emissary of new technologies and various developments
in the existing technologies. One simple example of this is the transformation of
Stone Age into the Bronze Age. This Bronze Age then was followed but the Iron
Age and each age is labeled by the material that was bearing the new technology
on or the new society at us as a whole and every new material was better than its
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predecessor and it also made life simpler for people of that age. Still today, we
always have new technologies that come with the introduction of new material [1].
This new development that has come only in the latest decades or so and that is the
ability of using the basic sciences like chemistry, physics combined with material
science, and we are now able to atom by atom by item design new materials having
designer functionalities. This material of superlatives was founded by researchers at
the University of Manchester, Prof. Andre Geim and Prof. Konstantin Novoselov in
2004 until when it was isolated [1].

2 Initial Development

They made use of a sticky tape repeatedly on a graphite to separate its fragment. By
doing this, they obtained one-atom-thick layer of graphite known as graphene [2]. It
is a platform material which will enable a 100 of new application. This one-atom-
thick material can be as large as a piece of paper or a roll of newspaper. It is made up
of little hexagon of carbon all join together to make a sheet. It is made completely of
carbon and looks like an atomic-scale chicken wire because of its unique property, it
can replace existing material and make those end applications better [1]. Graphene
is one of the brand-new materials that the world is focusing on, and it is only one
of the pieces in the puzzle of nanotechnologies which will further help in unlocking
various new horizons [2]. Here, what happens is three of them will fall in a plain
and will form a SP2 hybridization, and the neighboring carbon atom wants to share
the electron with each other, and they do this very well as it forms a covalent bond,
and this bond is extremely strong which makes graphene the strongest and also the
most flexible material. Graphene is actually the stable form of carbon which makes
it stronger than diamond. If the excitation of diamond is done beyond threshold, then
it falls to graphene as it is unstable. Graphene has a width and length, but it has no
thickness so you can address it all over as a big sheet. Moreover, it has a quality of
being impermeable to other elements and substances [2]. Aswe are aware that carbon
is capable of making a lot of different compounds and the four electrons which are
present in the outer shell are responsible of it forming a chicken wire structure and
has these blobs as shown in Fig. 1.

Graphene usually has a honeycomb-like structure. It is made up of a hexagonal
lattice. It is only one-atom thick. It absorbs about 2.3% of light so it can be seen
with naked eyes. It can be obtained either in the form of corrugated sheets or chunks
weighing in milligrams [3]. It is ultra-thin yet immensely tough. It is 200 times
stronger than steel but incredibly flexible.
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Fig. 1 Upper figure shows
the internal arrangement in
the carbon atom in graphene.
From second figure,
honeycomb structure of
graphene and the bond
between carbon atoms can be
visualized. (Image: www.
understandingnano.com and
Nanotechnology for
Dummies (2nd edition),
from Wiley Publishing)

3 Techniques of Graphene Production

3.1 Mechanical Exfoliation

R. Ruoff and group introduced this technique first. This method is either called a
drawing method or scotch tape method. In this, the adhesive tape is used to separate
the layer of graphene from the graphite fragment [4]. For obtaining layer, multiple
exfoliating steps are required. Dry deposition technique is used to deposit this exfo-
liated layer on a silicon wafer. Back in 2014, this method was used for obtaining
graphene with the highest electron mobility and list amount of defects [5].

3.2 Chemically Derived Graphene

In 2006, R. Ruoff and group were the first to use this process for producing graphene
by using this method [2, 6]. One of the major plus in using this method was the quan-
tity of graphene produced and also the low cost. In this method, firstly, graphene
oxide is obtained from graphite, and then, graphite oxide is reduced to graphene. In
these, hummers’ method is used to modify graphene into a water dispersal interme-
diary graphite oxide. This graphite oxide is then subjected to exfoliation because of
the mechanical force when these graphite oxide sheets are stacked [6].

http://www.understandingnano.com
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3.3 Chemical Vapor Deposition

The most popular technique of graphene production is chemical vapor deposition. It
can be used for producing graphene on large scale and also having high quality. The
gaseous substances are put on a substrate by the use of a CVD [4]. In this, a reaction
chamber is used which is set at an ambient temperature in which the combination of
various gas molecules takes place. The substrate surface gets covered with a thin film
of material as the gases in the reaction chamber come in contact with the substrate
[1]. The temperature in the reaction chamber plays a vital role in this process. The
waste gases after the process are pumped out of the reaction chamber. This process
takes place at a very slow speed often described in microns of thickness per hour,
and the substrate is usually quoted within a very small amount. The quality of the
material produced is quite high and has high purity, and its hardness is also increased
[3].

4 Properties

4.1 Mechanical

One of the main reasons why graphene stands out from the other materials either on
individual basis or as an agent for reinforcing composites of its impeccable mechan-
ical properties [7]. Major contribution in the stability graphene comes from the SP2
hybridization bond which forms a hexagonal lattice [8]. When the effective thick-
ness of the graphene sheet was 0.335 nm, its young modules was about 1.0+0.1
TPa. A monolayer of graphene which is defect-free is considered to be the strongest
material ever tested which has an intrinsic strength of 130 GPa for suppose wrinkled
graphene whose aspect ratio is adjusted to 0.17 in Figs. 2 and 3 for strength and
shear modules are 610 and 1100 MPa, respectively [9]. Mechanical properties of an
isotropic member are mainly described by focusing on four parameters. These four
parameters are as follows—Young’s modulus, Poisson’s ratio, breaking stress/strain,
and bending rigidity [10]. The weight of strength ratio of graphene is commendable
which makes it so unique for all the other materials present out there. For a piece
of 1 s m, the weight is approximately 0.77 mg, which is roughly 1000 times lighter
than the paper of the same size [11].

4.2 Electronics

The main feature of graphene is that in this, both the holes and the electrons act as
a charge carrier. As graphene is an allotrope of carbon so it has six electrons. Out of
these six electrons, two are in the inner shell and four in the outer shell. Now, if we
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consider an individual carbon atom, then these four electrons in the outer shell are
available for further chemical bonding [12]. But in graphene, one electron is freely
available for electronic conduction, whereas each atom is connected to other carbon
atoms. The carbon-to-carbon bonds are enhanced by the pi electrons located above
and below the graphene sheet [13]. The pi orbital electron bonding and antibonding
are responsible for the major fundamental electronic properties of graphene. This
electronic mobility of graphene is quite high [14]. This is usually limited by the
photon scattering. The limiting factor for this is the quality of graphene and the
substrate which is used. The mobility of electron is usually not dependent on the
temperature [7].

4.3 Optical

The direct interband electron transmissions are responsible for all the optical prop-
erties in graphene. The optical properties like transmission refraction can be manip-

Fig. 2 Process of mechanical exfoliation of graphene with the help of tape (www.graphene.ac.rs)

Fig. 3 Desalination of saltwater using nanoporous graphene membrane. When water molecules
(red andwhite), and sodium and chlorine ions (green and purple) in saltwater, on the right, encounter
a sheet of graphene (pale blue, center) perforated by holes of the right size, the water passes through
(left side), but the sodium and chlorine of the salt are blocked. Graphic: David Cohen-Tanugi (
www.wordlesstech.com)

http://www.graphene.ac.rs
http://www.wordlesstech.com
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ulated easily by varying the intensity of light traveling through graphene [15]. The
reflectant frommultilayer graphene has a sharp downfall when the temperature is low
and the carrier density is low. It can absorb 2.3% of light even when it is one-atom
thick [16]. More the layers of graphene, more will be the absorption of white light.
The presence of oxygen functionalities may affect the optical parameters [17]. As the
carrier density increases with the temperature so does the reflectance. Graphene’s
transmittance is a function of carrier density frequency and temperature. At low
temperature, the conductivity of graphene goes a minimum value [18]. These strong
interactions of direct fermions with electromagnetic radiation, linear structure are the
factors with separate graphene from other materials and impart the required optical
properties [19].

5 Applications

5.1 Limitless Energy

This project was proposed byMr.Manoj Bhargava. In this, the main aimwas to bring
the heat which is present in the earth’s crust to the surface by some means so that
this heat could be used for producing energy. So, for this purpose, strings made up
of graphene were used. The numbers of strings were arranged in such a fashion that
they sort of form a cable of graphene. This rope would then be travelled to the earth’s
crust from where the heat would be brought up. This heat which is brought up would
then be used for producing electricity, and this electricity produced would be free of
harmful emissions. Moreover, the source from which it is produced is limitless.

5.2 Detecting System

It can be used to make a good artificial system to smell the chemicals in the air
detecting a bomb or drugs can be done by an electronic system when the detection
properties of graphene are combined with the protein molecules of that of our nose
or a dogs’ nose this electronic system will have some ability to smell as a person
does or as a dog does [20, 21].

5.3 Diagnostic Tool

It can be used tomake a diagnostic tool that will be capable of testing various diseases
with single drop of blood, and the physician will give the results within a couple of
minutes [21].
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5.4 Graphene Transistors

If suppose a person’s eye gets destroyed but the visual code is intact, then we could
connect it with some biocompatible material and give it impulses, then the site may
be regained as graphene is biocompatible material, and if graphene is allowed to
interact with a nerve cell, it will be ready to take electrical stimulus that we feed
it [22]. That could be done by placing a camera which would give impulses to the
graphene membrane and that it would trigger impulse for this [23].

5.5 Desalination of Sea Water

Almost 97.2% of water on earth is held by the ocean that means it is salty water.
This water could be converted into drinkable by using a graphene divider which
has nanoholes in it, these holes are decorated by hydroxyl molecules, and then the
pressure gradient is applied. This process is a kind of reverse osmosis [24]. This
results in salt getting extracted from the water, and the water only passes through the
graphene divider, and this process is much more efficient. The energy required for
reverse osmosis is quite high if we make use of any other membrane, but if we use a
graphene oxide membrane, this energy could be reduced anywhere between 15 and
46% [25].

Desalination when done by reverse osmosis requires an osmotic membrane. This
membrane allows the water to pass through it at a much higher rate as compared
to the salts [26]. This osmotic membrane occurs naturally in living beings all over
everywhere. It may also be referred as semipermeable membrane because of its
ability which allows it to pass some constituents while holding back the others. In
reverse osmosis, a pressure gradient is applied to the sea water and this gradient is
much higher than that of the osmotic pressure applied [27]. This gradient will cause
the water to pass through the semipermeable membrane leaving behind the salts.
The freshwater is then obtained from the other side of the membrane. The greater
the pressure gradient, the higher will be the rate of freshwater transported across
the membrane. Shells of water molecules are formed because of the salts which
are present in the water [28]. These tiny capillaries of graphene oxide membrane
block the salt from flowing along with the water. Water molecules are able to pass
through the graphene membrane, whereas the salts are not able to flow. There should
be precise control on the size of the hole in the graphene oxide membrane. If too
large hole is created, then salts will also flow along the water, whereas if the hole
is too small, it will not let the water pass. Ideally, the hole should be 1 nanometer
or 1 billionth of meter [29]. For creating such small holes various processes such
as helium ion bombarding, chemical etching, oxygen plasma treatment, gallium ion
bombarding with chemical oxidation.
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6 Conclusion

Graphene shows favorable growth in technology and applications. However, a few
key challenges must be addressed and resolved to realize the potential of graphene-
based nanocomposites regarding synthesis methods, costs, and applications. The
future of gadgets can be completely based on graphene due to its extraordinary prop-
erties. Due to the high diversity, properties, and advantages of graphene, a multitude
of nanocomposite-based applications has been envisioned to be practical. Thesemul-
tifunctional graphene composites coupled with affordable cost will soon be seen in
the global market.

References

1. A. H. Castro Neto, F. G. (2009). The electronic properties of graphene. Rev. Mod. Phys. 81,
109–110.

2. Arash Aghigh, V. A. (2015). Recent advances in utilization of graphene for filtration and
desalination of water: A review.

3. Caterina soldano, A. M. (2010). Production, properties and potential of graphene. Carbon
Volume 48, Issue 8.

4. Changgu Lee, X. W. (2008). Measurement of the Elastic Properties and Intrinsic Strength of
Monolayer Graphene. 385–388.

5. Claire Berger, Z. S. (2006). Electronic Confinement and Coherence in Patterned Epitaxial
Graphene. Vol. 312, Issue 5777, 1191–1196.

6. Deepthi Konatham, J. Y. (2013). Simulation Insights for Graphene-Based Water Desalination
Membranes. Langmuir 29 (38), 11884–11897.

7. Falkovsky, L. A. (2008). Optical properties of graphene. Journal of Physics, Volume 129, 1.
8. Falkovsky, L. A. (2008). Optical properties of graphene and IV–VI semiconductors. Physics-

Uspekhi, Volume 51, 9.
9. Fengnian Xia, D. B.-m. (2010). Graphene Field-Effect Transistors with High On/Off Current

Ratio and Large Transport Band Gap at Room Temperature. Nano Letter, 10 (2), 715–718.
10. Grossman, D. C.-T. (2012). Water Desalination across Nanoporous Graphene. Nano Lett., 12

(7), 3602–3608.
11. He Shen, L. Z. (2012). Biomedical Applications of Graphene. Theranostice, 283–294.
12. K. S. Novoselov, S. V. (2007). Electronic properties of graphene.
13. K. S. Novoselov, V. I. (2012). A roadmap for graphene. Nature volume 490, 192–200.
14. Kumar Mishra S. Ramaprabhu, A. (2011). Functionalized graphene sheets for arsenic removal

and desalination of sea water. Desalination vol 282, 39–45.
15. Matthew J. Allen, V. C. (2009). Honeycomb Carbon: A Review of Graphene. Materials for

Electronics.
16. Mi, M. H. (2013). Enabling Graphene Oxide Nanosheets as Water Separation Membranes.

Environ. Sci. Technol., 3715–3723.
17. Mohammad A. Rafiee, J. R.-Z. (2009). Enhanced Mechanical Properties of Nanocomposites

at Low Graphene Content. ACS Nano.
18. Ovid, I. (2013). Mechanical properties of Graphene. Rev. Adv. Master Science, 34, 2013.
19. Ruoff, S. P. (2009). Chemical methods for the production of graphene. Nature Nanotechnology

volume 4, 217–224.
20. Ruoff, Y. Z. (2010). Graphene and Graphene Oxide: Synthesis, Properties, and Applications.
21. Schwierz, F. (2010). Graphene transistors. Nature Nanotechnology volume 5, 487–496.



A Review on Graphene 331

22. Sumedh P. Surwade, S. N. (2015).Water desalination using Nanoporous single-layer graphene.
Nature Nanotechnology volume 10, 459–464.

23. Tanenbauma, I. W. (2007). Mechanical properties of suspended graphene sheets. Journal of
Vacuum Science and Technology B 25, 2558.

24. Thomas G. Pedersen, C. F.-P. (2008). Optical properties of graphene antidot lattices. Phys. Rev.
B 77.

25. V.G. Bayev, J. (2018). CVD graphene sheets electrochemically decorated with core-shell.
26. Y C Huang, C. P. (2007). Magnetic and quantum confinement effects on electronic and optical

properties of graphene ribbons. Nanotechnology, Volume 18, 49.
27. Yanfei Xu, Z. L. (2009). A Graphene Hybrid Material Covalently Functionalized with Por-

phyrin: Synthesis and Optical Limiting Property.
28. Ying Wang, Y. L. (2009). Application of graphene-modified electrode for selective detection

of dopamine.
29. Yu Wang, Y. Z. (2011). Electrochemical Delamination of CVD-Grown Graphene Film.



Comparative Wear Analysis of (3×3)
PTFE Composite Materials

A. D. Diwate and S. B. Thakre

Abstract This paper investigated experimentally the wear analysis of PTFE and its
fillers of different weight percentage by using Pin-on-disc test rig. In this experiment,
the parameter used is sliding distance, sliding speed, load, time, etc. The load is the
most influencing factor on wear. It is analysed by using mini tab R14 software. From
the experimental investigation, it is revealed that PTFE containing 35% Carbon is
the low wear rate than the other PTFE-filled materials.

Keywords PTFE-filled materials · Pin-on-disc test rig ·Mini tab R14 software

1 Introduction

Though PTFE material is conceptually simple for bearing materials, there are many
problems associated to the friction and wear. After a decade of research, PTFE
materials are extensively used for simple application such as bearing materials [1],
in petrochemical- and chemical-processing material of select for gaskets and ves-
sel linings and in electrical applications as an insulator also in food, beverage and
pharmaceutical industries [1, 2]. At low temperatures, PTFE is having high flexural
strength; it iswater resistance, electrical resistance and high dielectric strength;more-
over, coefficient of friction is low [3]. PTFE density is very high up to 2200 kg/m3.
This paper studied the tribological characteristics of PTFE-filled filler materials such
as: (1) 25% Carbon, 25% Bronze, 25% Glass; (2) 30% Carbon, 30% Bronze, 30%
Glass; (3) 35% Carbon, 35% Bronze, 35% Glass.

B. M. Rudresh et al. [4] studied the tribological behaviour of Polyamide 66 and
Polytetrafluoroethylene composites with PTFE wt. 5, 10, 15, 20, 25 and 30% by
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using abrasion tester with rubber wheel. The outcome shows that the volume of
wear and the specific wear rate are the functions of sliding distance, load and the
material composition. J. B. Singh et al. [5] have explained the dry sliding wear
of Cu–15Ni–8Sn (in wt%) Bronze against a stainless steel 440C is investigated
using a Pin-on-disc tribometer. The debris microstructure of the worn surface of the
pin have been characterized using X-ray diffraction, scanning electron microscopy
(SEM), transmission electron microscopy (TEM), energy-dispersive spectroscopy
(EDS) and X-ray photoelectron spectroscopy. The debris consists of particles of
Fe2O3 and CuO, in addition to Bronze particles. EDS analysis discovered that Fe
and Cr elements are picked up by the Bronze from the stainless steel while the Cu,
Ni and Sn are picked up by Fe2O3 from the pin, during the test. Cross-section SEM
of the worn pin resulted in highly deformed subsurface layer, capped by a thin layer
separating the outer surface and the deformed layer. M. Conte [6] has explained the
analysis of PTFE composites showing characteristic can be improved by low friction
is lost due to the presence of hard particles. Self-lubricating and the load-carrying
properties were improved by improving the wear properties of the PTFE in both soft
and hard phases in a composite [7].

2 Objectives

The objective of this research work is to generate the sustainable bearing materials
for that we need to analyse the effect of following composite materials on wear rate.

1. To study the effect of PTFE with 25% Carbon, 25% Glass, 25% Bronze on rate
of wear.

2. To study the effect of PTFE+30%Carbon, PTFE+30%Glass, PTFE+30%Bronze
on rate of wear.

3. To study the effect of PTFE+35%Carbon, PTFE+35%Glass, PTFE+35%Bronze
on rate of wear.

4. To study the effective parameters like load, velocity of sliding, sliding distance
on wear rate.

5. To developmathematical model for wear which includes load, velocity of sliding,
sliding distance.

The above objectives have been achieved by Pin-on-disc tribometer in sliding at
dry environment.

3 Material Preparations

PTFE and its composite in the form of rod are available in themarketplace. Necessary
turning and facing operations have been performing on the respective rods (Fig. 1).
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Fig. 1 Test specimen

The specimen of pins is fitted into the pin holder, and observations are noted in the
following section.

4 Experimental Approach

The PTFE-filled various composites such as 25% Carbon, 25% Bronze, 25% Glass
and 30% Carbon, 30% Bronze, 30% Glass and 35% Carbon, 35% Bronze, 35%
Glass investigated the wear behaviour by using Pin-on-disc test rig (Figs. 2 and 3)
under normal room temperature in dry sliding condition. The specimen diameter
size 10–30 mm and length 30–50 mm have been held in the specimen holder. The
specimen is in contact with the disc. The disc material is EN-31 with hardness 60
HRC and Ra 0.3 [8]. The factors used are load, velocity of sliding, sliding distance
and time. The time is the constant factor, and others are variables. Each factor having
three different levels is shown in Tables 1 and 2.

5 Results and Discussion

As per the standard orthogonal arrangement, the experiments were conducted. The
degrees of freedom for the orthogonal array should be greater than or equal to sum
of those wear parameters on this condition the selection of the orthogonal array was
based. In this research, orthogonal array was chosen L9, which has 9 rows and 4
columns. The tribological parameters selected for the experiments were speed (S),
load (L), sliding distance (SD), velocity (V ).

Following graphs shows the effect of addition of filler materials in PTFE on wear
rate. Graph 1 shows the PTFE containing 35% Carbon having 1 µmwear at constant
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Fig. 2 Experimental set-up of friction and wear test rig

Fig. 3 Experimental set-up of friction and wear test rig

room temperature and load at 4 kg at 900 rpm speed. Similarly, Graph 2 shows the
PTFEcontaining 30%Carbonhaving 4µmwear.Graph3 shows thePTFEcontaining
25% Carbon having 6 µm. Graph 4 shows the PTFE containing 35% Bronze having
13 µm. Graph 5 shows the PTFE containing 30% Bronze having 14 µm. Graph 6
shows the PTFE containing 25% Bronze having 15 µm. Graph 7 shows the PTFE
containing 25%Glass having 30µm.Graph 8 shows the PTFE containing 30%Glass



Comparative Wear Analysis of (3×3) PTFE … 337

Table 1 Assigning of levels to the variable as applicable to Pin-on-disc machine

Sr. No Factors Levels

1 2 3

1 Load (kg) 2 3 4

2 Sliding distance 1500 3000 4500

3 Sliding speed 300 600 900

4 Material Material
1-PTFE+25%
Carbon

Material
2-PTFE+25%
Bronze

Material
3-PTFE+25%
Glass

Material
1-PTFE+30%
Carbon

Material
2-PTFE+30%
Bronze

Material
3-PTFE+30%
Glass

Material
1-PTFE+35%
Carbon

Material
2-PTFE+35%
Bronze

Material
3-PTFE+35%
Glass

Table 2 Designation for
PTFE materials

Material Composition in weight %

I PTFE+Carbon 25%

II PTFE+Bronze 25%

III PTFE+Glass 25%

IV PTFE+30% Carbon

V PTFE+30% Bronze

VI PTFE+30% Glass

VII PTFE+35% Carbon

VIII PTFE+35% Bronze

IX PTFE+35% Glass

having 34 µm. Graph 9 shows the PTFE containing 35% Glass having 38 µm. All
these results are showed at constant room temperature, load 4 kg and speed 900 rpm.
From the figure, it is revealed that PTFE containing 35% Carbon has low wear rate
than the PTFE-filled other Carbon percentage by wt. Moreover, PTFE containing
35% Bronze has low wear rate than the PTFE-filled other Bronze percentage by
wt. And PTFE containing 35% Glass has more wear rate than the PTFE-filled other
Glass percentage by wt.

6 Conclusions

Addition of Carbon, Bronze and Glass filler material to PTFE resulted an increase in
hardness and wear resistance. 35% Carbon-filled PTFE in properties is much better
than other filled PTFE for their wear performance. Wear resistance significantly
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Graph 1 Wear versus Time PTFE containing 35% Carbon

improves by the addition of Carbon filler to virgin PTFE as compared to Bronze and
Glass filler.

7 Scope for Future Work

The same experimental work can be performing under different working conditions.
The experimentation can be performed at different conditions of load, sliding speed
and distance of sliding. The testing can be carried out for different combination of
fillers.
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Graph 2 Wear versus Time PTFE containing 30% Carbon

Graph 3 Wear versus Time PTFE containing 25% Carbon
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Graph 4 Wear versus Time PTFE containing 35% Bronze

Graph 5 Wear versus Time PTFE containing 30% Bronze
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Graph 6 Wear versus Time PTFE containing 25% Bronze

Graph 7 Wear versus Time PTFE containing 25% Glass
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Graph 8 Wear versus Time PTFE containing 30% Glass

Graph 9 Wear versus Time PTFE containing 35% Glass
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Synthesis of Polyaniline-Vanadium
Pentoxide Nanocomposites:
A High-Performance Conducting
Material for Energy Storage

Sugam Shivhare, Praveen Kumar Loharkar, Supriya Vyas,
Vivekanand Bagal and Malvika Sharma

Abstract Polyaniline-vanadium pentoxide (PANI-V2O5) nanocomposites have
been synthesized via hydrothermal autoclave polymerization approach in acidic
environment. The synthesis has not only stabilized the bulk morphology but has
also improved the electronic conductivity due to the presence of doped polyaniline
(PANI). This property is an important criterion for any material to be used as an
electrode. The synthesized material is characterized by using FTIR, XRD and four-
probe method, and the particle size is revealed by optical microscopy. It has been
observed that the band gap value of nanocomposites has increased. This is attributed
to increase in the concentration of metal oxides in nanocomposites. The results
acquired are encouraging and presents themselves as a base for future advancements
in energy storage applications.

Keywords Doping · Electrical conductivity · PANI-vanadium pentoxide
Metal oxide

1 Introduction

Nanocomposites (NCPs) offer extensive possibilities as hybrid conducting materi-
als. These are formed by combining both the organic and inorganic entities and have
exhibited improved characteristics in comparison with that shown by the conven-
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tional materials used in solitude [1–4]. An important development in synthesis of
nanocomposites has been advent of conducting polymers. These have been compre-
hensively examined by several researchers. Polyaniline (PANI) has presented itself
as one such compound with several characteristics suitable for wide range of appli-
cations such as electronics, biosciences and pharmaceutics [5].

The primary reasonbehind extensive amount of research carried out onpolyaniline
is its molecular structure and more specifically, its conducting ability. PANI has
intrinsic redox states which is key to its unique properties. For evaluating NCPs
as electrode materials, the properties that are needed to be evaluated are, “Specific
capacity (m Ah g−1),” “Charge/discharge cycle” and “Degree of capacity change
upon cycling at different demands” [6–8].

The aim of this research is to synthesize polyaniline-vanadium pentoxide
nanocomposites and to explore their morphology and characteristics. PANI-
vanadium pentoxide NCPs have been prepared using hydrothermal autoclave poly-
merization approach in acidic environment.

2 Material and Experimental Method

The chemicals used for synthesis of nanocomposites (NCPs) were procured from
“Sigma Aldrich” and used directly in as received form. These chemicals are “AR”-
graded. It means that these are analytical reagents with high degree of purity.

2.1 Synthesis of V2O5 Particles

As per reported stoichiometry, a mixture of Fe3O4·9H2O and V2O5 were added to
base solution of NaOH and mechanically stirred for half an hour at 500 rpm [9]. The
mix is then transferred into the autoclave for hydrothermal synthesis of the powder.
The sample was heated for 8 h by ensuring temperature of 180 °C. The resultant
product was taken together and cleaned up with distilled water. Drying was carried
out using IR lamp with the temperature around 60 °C.

2.2 Synthesis of Polyaniline-Vanadium Pentoxide
Nanocomposites (NCPs)

The synthesis was carried out by vigorous stirring along with addition of appropriate
amount of V2O5 particles and aniline (1.25M) for 20 min. Then, ammonium per-
oxydisulfate was added to the mix and kept undisturbed for half an hour until dark
green color was obtained in the presence of HCl (1M). The polymerization process
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Fig. 1 XRD spectrum of V2Fe3O9

took place for 24 h. The temperature of synthesis was 30 °C. The shady olive color
products were filtered and washed by ethanol several times and dried at 60 °C by IR
lamp. Pure PANI with a doping of HCl has also been synthesized by following the
same procedure.

3 Results and Discussion

In order to verify the applicability of the synthesized nanocomposites, characteriza-
tion of the powdered samples has been carried out using X-ray diffraction (XRD)
done through Bruker D8Advance XRD. Particle size is determined by optical micro-
scope. For the identification of functional groups in the nanocomposites, Fourier
transform infrared (FTIR) images were obtained using Burker Germany model ver-
tex 70 FTIR Spectrometer. The most important characteristics for any material to
be used as an electrode, i.e., electrical conductivity has been determined using a
standard four-probe apparatus.

XRD spectra (See Figs. 1 and 2) of the synthesized NCPs observed sharp Bragg
peaks signifying excellent morphology of vanadium ferrites. The results endorse
hexagonal structure. The crystalline morphology of magnetic particles seems to be
well-preserved during synthesis. This fact supports that there is no variation in peak
position betweenV2Fe3O9 and theNCPs observed.Moreover, wide peak in the range
of 2θ =20–35° verifies the presence of PANI polymer [9, 10]. It has been observed
that the peak falls with aggregation of hexaferrite in the polymer.
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Fig. 2 XRD spectra of polyaniline-V2Fe3O9 composites

FTIR spectrum (See Fig. 3) image of the sample has been generated in the fre-
quency band of 400–4000 cm−1 to reveal the nature of chemical bonds along with
the functional groups in the NCPs. The absorption peaks around 1485.19 cm−1 is
due to the presence of benzene ring. The sudden peaks and valleys around the band at
1535 cm−1 is due to symmetric–nonsymmetric stretching in C–C bond. FTIR images
of V2O5 nanosized particles have shown three characteristic vibration modes: V=O
vibrations at 960.55 cm−1, the symmetric stretch of V–O–V around 516 cm−1 and
the asymmetric stretch of V–O–V at 802 cm−1. As clearly seen, the bands appear-
ing between 914 and 1095 cm−1 are attributed to vanadium-oxide stretching modes.
Bands between 800 and 914 cm−1 represents the bridged V–O–V stretching [11, 12].

Electrical conductivity (at room temperature) of the NCPs has been measured by
the four-probe method. The process involved compression of composite powders in
the form of pellets having thickness of 0.71 mm diameter of 8.0 mm under constant
pressure. Values of electrical conductivity (σ dc) reduce with the accumulation of
vanadium particles in the NCPs [13, 14]. Their extreme σ dc value is found to be
1.4 × 10−3 S cm−1 which supports the excellent conductivity characteristics of the
synthesized NCPs.

During synthesis, acidic environment is maintained throughout. Mechanical stir-
ring helped in reducing the acid attack of the iron-oxide coat on NCPs, thereby
preventing it from getting suspended.
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Fig. 3 Polyaniline-V2Fe3O9 composites-FTIR spectra

Fig. 4 Polyaniline-V2Fe3O9 composites (10X magnification)

The size of the particle was analyzed by optical microscopy. The image was
captured at 10× magnification. The clusters of the particles have radius size in
microns which reveals that the individual particles are of nanosize. For instance, in
Fig. 4, the greenish part has nine particles and covers only 1.24 × 10−3% of the
total area of the image, and thus it is evident that the particles synthesized are of
nanodimensions.
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4 Conclusion

Polyaniline-vanadium pentoxide NCPs have been successfully synthesized by
hydrothermal approach. The synthesized material exhibits desired morphology and
material characteristics required for conducting materials. The electric conductivity
of NCPs obtained is admirable and enhances as the content of vanadium-hexaferrite
increases in NCPs. Peaks obtained by FTIR reveals that synthesized NCPs possess
excellent conductivity due to elevated oxidation intensity and doping degree.

Thus, the hydrothermal approach of polymerization is a reliable process, and at the
same time, it is found to be convenient for processing, eco-friendly and appropriate
with reference to desired outcome for bulk fabrication of NCPs.

Acknowledgements The authors are thankful to SVKM’s NMIMS (Deemed-to-be University) for
providing research facilities and financial assistance.
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Effect of Benzoxazine on Epoxy Based
Carbon Fabric Reinforced Composites
for High Strength Applications

C. Venkateshwar Reddy, Ch. Joseph S. Raju, P. Ramesh Babu
and R. Ramnarayanan

Abstract Benzoxazine (BZ) is novel class of thermoset polymers exhibiting tailor-
made properties in a wide range of structural applications especially in aerospace
industries. When BZ is used as hybrid resin in composite preparation, it offers attrac-
tivemechanical properties.An attemptwasmadewith combination ofDGEBAepoxy
resin and an aromatic diamine hardener with different weight proportions of BZ 2,
4, 6, 8 and 10% reinforced with PAN-based carbon fabric, in order to study the
mechanical characteristics. The weight proportions of BZ enhanced the properties
of tensile strength, Flexural strength and inter-laminar shear strength (ILSS) due
to strong interfacial adhesion between fabric and hybrid resin system. The studies
reveal that 4% of BZ-reinforced composites possess better properties than those of
the reference neat epoxy–amine matrix and other weight percentages of compos-
ites. In this study, the mechanical, thermal properties of the hybrid were compared
with reference epoxy–amine matrix composite. Optical microscope images ascer-
tain the existence of homogeneous distribution of benzoxazine in the composites.
The Glass transition temperature (T g) was determined by DynamicMechanical Ana-
lyzer (DMA) technique reveals lowering of T g in hybrid due to off-stoichiometry
by the incorporation of BZ. However, post-curing of the composite enhanced both
mechanical and thermal properties.

Keywords Benzoxazine (BZ) · Hybrid resin · Weight proportions · DMA
Mechanical properties · Off-stoichiometry · Post-curing
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1 Introduction

An advanced composite material based on carbon fabric-reinforced thermoset poly-
mers (CFRTP) plays a vital role in aerospace structural applications, as well as
high-performance sports goods and windmill structures. However, there are still
challenges for CFRTP to achieve the desired mechanical properties [1–3].

Many processing techniques are available to fabricate the laminates to meet the
requirements of different applications. The selection of manufacturing process tech-
nique depends on size and quality of composites. There are two manufacturing pro-
cess techniques: autoclave process and out-of-autoclave process. The autoclave pro-
cess is the only means to fabricate carbon fabric structures with good quality for
aerospace applications, whereas the out-of-autoclave processes such as liquid com-
posite moulding (LCM), liquid resin infusion (LRI) and automated tape placement
(ATP) are predominant processes having its less-expensive equipment to fabricate
composite components. Fabrication of CFRTP is made with autoclave process with
pressure bag moulding, by providing heat and pressure to the composite product [4,
5].

Benzoxazine (BZ) is a novel class of thermosetting polymeric material which
has various outstanding properties such as zero shrinkage, low-moisture absorption,
good thermal and mechanical properties [6]. It possesses an important property, that
is their ability to blend with various other resins such as epoxy and polyurethane;
therefore, this leads to their easy processability and improved mechanical proper-
ties in addition to some unique physical, mechanical properties and application. BZ
co-cures with epoxy resin; therefore, in recent years, BZ blends have attracted con-
siderable attention by researchers, engineers and polymer industries. The blending
of BZ with epoxy resins was reported [7–10]. The addition of epoxy resin with the
BZ forms hybrid resin network which greatly increases the crosslink density of the
thermosetting matrix and strongly influences on its mechanical properties. In this
work, benzoxazine polymer was blended with epoxy–amine resin in different pro-
portions and the composite laminates prepared by autoclave technique were studied
for their physical, mechanical and thermal properties.

2 Experimentation

2.1 Materials

Bisphenol F-based benzoxazine (BZ) is mixed with Bisphenol A-based epoxy resin
(DGEBA) and a low-viscosity liquid aromatic hardener Diethyl toluene diamine
(DETDA) to form a hybrid resin system. PAN-based high-strength carbon fabric-
3 K grade with 8-harness style was used as a reinforcement for making composite
laminates. The chemical structures of the polymers used were depicted in the Fig. 1.
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Fig. 1 Chemical structures of the polymer materials

Table 1 Hybrid resin

Laminates Resin

Epoxy DGEBA Hardener DETDA Benzoxazine BZ (%)

L0 100 24 0

L1 98 24 2

L2 96 24 4

L3 94 24 6

L4 92 24 8

L5 90 24 10

2.2 Preparation of Benzoxazine/Epoxy Resin Carbon
Fabric-Reinforced Composites

Benzoxazine resin provides relatively mild condition for polymerization, very low-
melt viscosity, broad processing window, high reactivity and good overall properties.
Before preparation of carbon fabric with BZ/epoxy prepreg, the BZ which is in solid
powder form that cannot be used directly with epoxy resin was dissolved in acetone
solvent in the proportion of 1:2 ratio by weight, which makes BZ to become liquid
form. The liquid BZ of different proportions of 2, 4, 6, 8, 10%was mixed with epoxy
resin DGEBA-DETDA in parts by weight (pbw) in a vessel and mixed thoroughly
with the help of stirrer at room temperature for 10 min to obtain a clear solution
of hybrid BZ/epoxy resin. The prepared hybrid resin solution was uniformly spread
on the carbon fabric with brush and made to allow for drying at room temperature
around 24 h to get tackiness in prepreg. The mechanical properties of carbon fabric
with resin DGEBA- and hardener DETDA (100:24)-prepared samples were taken as
reference. The following table shows the details of hybrid resin (Table 1).



356 C. V. Reddy et al.

The prepared prepregs were cut into 15 no. of plies of 300×300 mm size, and all
plieswere placedon a release agent (wax)-coatedmetallicmould.Autoclavewas used
to provide heat and pressure to the composite during curing. In this method, prepregs
were stacked in a mould in a definite sequence to avoid any relative movement in
between the prepreg sheets. After stacking the prepregs, the whole assembly was
vacuum bagged to remove any air entrapped in between the layers. After a definite
period of time when it was ensured that all air was removed, the entire assembly was
transferred to autoclave. Here, heat and pressure were applied for a definite interval
of time. In this process, matrix is uniformly distributed and intimate contact was
achieved through proper bonding between fibres and matrix. After the processing,
the assembly was cooled at a definite rate and then vacuum bag was removed. The
composite part was taken out from the mould. Initially, a release gel was applied onto
the mould surface to avoid sticking of polymer to the mould surface. This process is
mainly used in applications requiring high strength-to-weight ratio components such
as aircraft parts, marine, military, spacecraft and missiles. The schematic autoclave-
moulding process is shown in Figs. 2 and 3.

Fig. 2 Hybrid resin impregnated on carbon fabric

Fig. 3 Prepreg cut into 300×300 mm size
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The main advantages of this composite processing method allow high-volume
fraction of reinforcement in the composite part, high degree of uniformity in part
consolidation, better adhesion characteristics between layers and good control over
resin and carbon fabric was achieved. No void content in the finished part due to
removing entrapped air through vacuumand completewetting of fibreswas achieved.

2.3 Composite Curing

Autoclave was used for curing the composite as shown in Fig. 4. The oven air
temperature was controlled with digital temperature indicator cum controller. The
following cure cycle was applied and curing under vacuum and pressure as shown
in Fig. 5. The main advantages of this composite processing method allow high-
volume fraction of reinforcement in the composite part, high degree of uniformity
in part consolidation, better adhesion characteristics achieved between layers and
good control over resin and carbon fabric. Due to removing entrapped air through
vacuum, no void content found in the finished component and complete wetting of
fibres was achieved.

Fig. 4 Curing process using autoclave
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Fig. 5 Curing under
vacuum and pressure

2.4 Cure Cycle

• Autoclave curing has been carried out under vacuumwith the following cure cycle.
• Temperature of the oven increased from room temperature to 80 °C in 30 min.
Held the temperature for 4 h. After 4 h applied pressure of 5 bars.

• Increased the temperature after 4 h 80–120 °C in 20 min. Held the temperature for
2 h.

• Further increased the temperature from 120 to 180 °C in 20 min. Held the temper-
ature for 4 h.

• After completion of cure time 4 h switched off the oven and allowed the laminate,
cool to room temperature within 4–5 h.

• Extracted the laminates from the mould.

3 Testing, Results and Discussion

3.1 Physical Properties

The strength of any composite material depends on physical properties like fibre
volume fraction and density. Estimated the fibre volume fraction and density of the
laminates.
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3.2 Tensile Strength

The tensile behaviour of prepared samples was determined at room temperature by
using universal testingmachine (UTM) according to ASTMD3039 standard. Tensile
test set-up and specimen tensile failuremodes are shown in Figs. 6 and 7, respectively.
Six test specimens having dimensions of width 15 mm and thickness 2.0 mm were
loaded between two adjustable grips of a 100 KN computerized universal testing
machine with data acquisition system. Failure modes observed during the testing
were identified. Tensile strength and modulus of specimens shown in Figs. 8 and 9,
respectively.

The weight per cent of benzoxazine resin up to 4% (L2 laminate) improved tensile
strength and modulus due to strong interfacial adhesion between composite layers
and also due to the increased crosslink density. The improvement was compared with
the reference epoxy composite. Failure mode of specimens at higher strength is a
clean-cut mode in the gauge length, whereas at higher percentage addition of BZ the
specimens broken in in-plane mode resulted in lower strength and modulus.

3.3 Flexural Strength

The Flexural strength is determined by three-point bend test in accordance with
ASTM D790 (Fig. 10). The size of the test specimens is 10 mm width and 3 mm
thickness. Three-point bend test was performed in a servo-controlled UTMmachine
having load cell capacity of 5 KN. The cross head speed 2mm/min and span length to
specimen depth ratio s/t �16 were selected. Six specimens were tested and average
value is considered (Fig. 11).

Fig. 6 Tensile test set-up
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Fig. 7 Tensile failure modes

Fig. 8 Tensile strength
(MPa)

Flexural strength and modulus for tested specimens were shown in Figs. 12 and
13. Flexural strength and modulus increased up to 4% by parts addition of BZ on
reference epoxy–amine due to flexing of composite at higher loads due to strong
inter-laminar strength.

3.4 Inter-laminar Shear Strength

The inter-laminar shear strength was calculated by using short-beam shear test as
per ASTMD2344. Six samples were tested in electro-mechanical testing machine
INSTRON 4505 with the crosshead speed of 1 mm/min, and span length to specimen
ratio s/t �4 was maintained. Test set-up and specimen failure modes were shown in
Figs. 14 and 15, respectively.
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Fig. 9 Tensile modulus (GPa)

Fig. 10 Flexural test set-up

Tested specimens values were shown in Fig. 16. Highest value of ILSS achieved
at 4% addition of BZ due to strong interfacial shear property.

3.5 Optical Microscope Images

The following optical images in Figs. 17 and 18 reveal comparative topography of
reference epoxy–amine to BZ/epoxy–amine. Homogenous distribution of reinforce-
ment to matrix adhesion of BZ is quite evident.
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Fig. 11 Failure modes in flexural specimens

Fig. 12 Flexural strength (MPa)

The amine-hardened EP formed a co-network with the BZ. This contained
nanoscaled inclusions of the homopolymerized BZ. Figure 18 reveals the finest dis-
persion characteristics of the BZ traced to the phase segregation and crosslinking
with EP.
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Fig. 13 Flexural modulus (GPa)

Fig. 14 Three-point bend test set-up

3.6 Thermal Properties

3.6.1 Differential Scanning Calorimeter (DSC) Scan

DSC thermograms were registered in the temperature range from T �0 to 300 °C
at a heating rate of 10 °C/min under N2 flushing (30 ml/min). The sample weight of
around 10 mg was taken for both BZ and EP individually. Exothermic peak for BZ
at 250 °C and exothermic peak for EP at 180 °C were observed. DSC curves were
shown in Fig. 19.
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Fig. 15 Failure modes in ILSS specimens

Fig. 16 Inter-laminar shear strength (ILSS)

The individual exothermic peak T peak at 180 °C relates to the complete crosslink-
ing of EP-Amine reaction and which is in line with the Glass transition temperature
(T g) for laminate L0 composite. T peak at 250 °C relates to homopolymerization of BZ
itself. The incorporation of BZ to EP-Amine reduced the T g in hybrid composites
due to off-stoichiometry and increase observed upon post-curing due to homopoly-
merization and crosslinking with EP-Amine.
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Fig. 17 Image of EP-Amine

Fig. 18 Image of
BZ/EP-Amine

3.6.2 Dynamic Mechanical Analysis (DMA) Scan

T g is determined by DMA technique for the specimens having dimensions of
35 mm×10 mm with 3 mm thickness. DMA curves for the laminates L0 to L5 were
shown in Fig. 20. T g was reduced by the incorporation of BZ due to off-stoichiometry
caused byBZand epoxy–amine reaction (which is in linewith theDSC results).How-
ever, upon post-curing, enhancement in T g was observed (as shown in Table 2) due
to further reaction of BZ with epoxy–amine resulting in higher crosslink density.



366 C. V. Reddy et al.

Fig. 19 DSC curves for BZ and EP

Fig. 20 DMA curves for laminates

Table 2 Glass transition temperatures

Laminate BZ (%) Tg Tg (After post-cure)

L0 0 180 180

L1 2 175 185

L2 4 170 180

L3 6 165 175

L4 8 155 165

L5 10 145 160

4 Conclusion

It was studied the effect of aromatic amine hardener on epoxy modified with ben-
zoxazine at different ratios and the thermal and mechanical properties of the cor-
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responding hybrid was determined. It was observed from the results that aromatic
amine-hardened epoxy formed a co-network with the benzoxazine resin. The weight
per cent of benzoxazine resin up to 4% improved mechanical properties due to
strong interfacial adhesion between composite layers and also due to the crosslink
density. The improvement was compared with the reference epoxy composite. Ther-
mal properties—the T g of the hybrid was lower than the reference EP that was traced
to off-stoichiometry caused by the amine/oxazine reaction. However, T g increased
upon post-curing due to nanoscaled homopolymerized BZ was well connected to the
EP network.
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Microwave Assisted Synthesis
of Palladium Doped Zinc Oxide
Nanostructures and Their Gas Sensing
Applications

Yogita S. Patil, Sushil Charpe, F. C. Raghuvanshi and Ramzan Muhammad

Abstract Palladium-doped zinc oxide nanostructures were synthesized by a
microwave-assisted chemical method. The structural and morphological character-
istics were studied from X-ray diffractogram and field emission scanning electron
microscopy. The Pd–ZnO nanostructure film sensor was prepared by screen-printing
technique. The sensors were tested for gas-sensing properties for NH3, H2S, CO2,
LPG and ethanol and compared with undoped sample. The Pd-doped zinc oxide
showed highest response to LPG.

Keywords Palladium · Gas sensor · Thick film · Zinc oxide
Microwave synthesis · LPG

1 Introduction

Semiconductor zinc oxide nanocrystals play an important role in optoelectronics and
electronic device applications, particularly for sensing of hydrogen gas [1–6]. The
gas-sensing characteristics and optical properties of zinc oxide nanostructures are
different from those of the bulk. The sensitivity and selectivity in case of zinc oxide
bulk material are not suitably high. Zinc oxide nanocrystals have larger bulk atom or
surface atom ratio [7]. Due to this, zinc oxide nanostructures are potentially the most
excellent gas sensors and compatible with other nano devices having higher sensi-
tivity and thermal stability [8]. Oxides cannot easily differentiate between different
types of gases but by adding/doping some noble metals can support the performance
of gas sensors [9–11]. The electronic and optical properties of zinc oxide can be
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changed by doping the noble metals to improve the sensing performance [12–14].
Palladium, a 4d metal, is used as an impurity in zinc oxide to improve the sensitivity
and specificity [15–17]. In the recent years, since hydrogen gas sensor applications,
palladium-doped zinc oxide nimrods have received wide interest [18]. Gas sensors
are significant in aerospace applications such as solid fuel cells and proton exchange
membrane for sensing the hydrogen [19]. By using the minimum power and weight,
the sensor should detect hydrogen at room temperature [20]. Zinc oxide nano rods
are having large exciton energy, wide band gap and large surface area [21]. They
are lighter in weight and oppose the rust formation and also biocompatible [22].
Thus, zinc oxide nanowires and nanorods show potential for detecting chemical-
sensing devices, gas and humidity [23, 24]. Molecular hydrogen gets segregated into
atomic hydrogen at room temperature due to doping of Pd on zinc oxide nanorods
and nanowires [25]. Chemical vapor deposition (CVD) and molecular beam epitaxy
(MBE) are two major techniques known to prepare the zinc oxide nanorods for this
particular application [26]. For the preparation of zinc oxide nanowires and nanorods,
gold (Au) and metal coatings are required [25] in CVD and MBE methods. Besides
this, RF sputtering with an expensive laboratory setup is essential for doping of Pd
onto the prepared zinc oxide [26].

In this work, we describe the microwave-assisted synthesis of undoped and
palladium-doped zinc oxide nanorods with better crystalline. The special effects of
doping concentrations on structural properties were studied from X-ray diffraction,
and morphological properties were studied using SEM. This nanocrystalline zinc
oxide powders were used to produce the sensor elements in the form of thick films
with a screen-printing method and tested for different conventional gases. A compar-
ative study of undoped and doped zinc oxide with different palladium concentration
has been studied.

2 Experimental

In the preparation of undoped and palladium-doped ZnO nanoparticles, zinc acetate
((CH3 · COO)2 · Zn · 2H2O) and palladium chloride (0 wt%, 1 wt%, 3 wt%, and
6 wt%) were dissolved in 100 mL of deionized water and magnetically stirred for
30 min. Then 2 M sodium hydroxide (NaOH) solution was prepared and introduced
into the zinc acetate solution with continues stirring. The solution was ultrasonicated
for 15 min. The beaker was kept in microwave for 15 min. The solution was allowed
to cool down at room temperature naturally, filtered, and washed with deionized
water and absolute ethanol many times to eliminate the extra and impure salts. The
obtained powder of pure ZnO was dried at 70 °C in air oven. The same process was
repeated for Pd-doped (1 wt%, 3 wt%, and 6 wt%) zinc oxide.
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Fig. 1 XRD of pure ZnO, 1
wt% Pd, 3 wt% Pd, and 6
wt% Pd in ZnO

3 Result and Discussion

3.1 Material Characterization

3.1.1 Structural Properties (X-Ray Diffraction Analysis)

X-ray diffractometry of undoped and Pd-doped ZnO powders was carried out using
BRUKER AXSD8 (Germany) advance model X-ray diffraction with CuKα1 (λ �
1.54056 Å) radiation in the 2θ range 20°–80°. The scanning speed of the sample was
kept 0.5°/min.

Figure 1 shows XRD spectra of undoped and Pd-doped ZnO nanostructures. The
highest peaks of ZnO are obtained at (101), (002), and (110) planes. It is observed
that two additional peaks are obtained at 30.61° and 57.43° for Pd-doped ZnO, and
these peaks can be associated with PdO [27]. The intensities of the peaks obtained at
30.61° and 57.43° increase with increase in percentage of Pd doping in ZnO. From
the XRD results, it is observed that 1 wt% Pd, 3 wt% Pd, and 6 wt% Pd in ZnO are
more crystalline as compared to pure ZnO.

No diffraction peaks of other compounds were observed in ZnO which indicates
that the ZnO nanostructures have high purity. The crystallite size for pure, 1 wt%
Pd, 3 wt% Pd, and 6 wt% Pd is found to be 3.38, 3.38, 4.2, and 4.9 nm, respectively.
Thus, it is observed that the increase in the percentage of Pd doping increases the
crystallite size.

3.1.2 Microstructural Analysis

Field Emission Scanning Electron Microscopy (FESEM)
FESEM images in Fig. 2a–e show bulk quantity of flower-like structure of pure ZnO
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Fig. 2 a Undoped ZnO, b 1 wt% Pd, c 3 wt% Pd, d 6 wt% Pd, e size of 3 wt% Pd–ZnO

and 1wt%Pd-doped ZnO. Figure 2c, d shows FESEM images for 3wt% of Pd-doped
ZnO and 6 wt% Pd-doped ZnO, and it is observed that the powder samples for both
consist of hexagonal prism-like structure of ZnO crystalline phase. Figure 2d shows
FESEM image of 3 wt% Pd-doped ZnO at higher resolution, and it is observed from
the figure that the height and width of the prism ranges from 400 nm to 1 μm.

3.2 Preparation of ZnO Thick Films

A temporary binder solution (ethyl cellulose) was mixed with the synthesized nanos-
tructured powders of undoped andPd-dopedZnO, alongwith organic solventmixture
of butyl carbitol acetate and turpineol in the ratio 3:1 to prepare the thixotropic pastes.
The paste was then formed in desired patterns on glass substrates through screen-
printing technique. The films obtained were tempered at 500 °C for 30 min in air to
eliminate the binder.



Microwave Assisted Synthesis of Palladium Doped Zinc Oxide … 373

Fig. 3 I–V characteristics of
pure and Pd-doped ZnO
thick films

3.3 Electrical Measurements

3.3.1 I-V Characteristics

Figure 3 represents the I–V characteristics of pure and Pd-doped ZnO thick films at
100 °C. Keithley 6487 pico-ammeter cum voltage source was used for this measure-
ment. Current was measured with forward bias voltage from 0 to 25 V with the step
of 5 V. The measurement was repeated with negative voltage. The similar nature of
the I–V characteristics for pure and Pd-doped ZnO shows that the contacts are ohmic
in nature [28].

3.3.2 Electrical Conductivity

Figure 4 depicts the variation of log (conductivity) with operating temperature of
all undoped and Pd-doped ZnO thick film samples. All the fabricated films show
the semiconducting nature from the measurement of conductivity with temperature.
The conductivity of all samples was higher at ambient temperature as compared
to elevated temperature, which is a consequence of humid atmosphere at ambient
temperature. However, above 100 °C, improvement in conductivity is due to semi-
conducting attribute of ZnO and its negative temperature coefficient.

3.4 Gas-Sensing Properties

The gas-sensing properties of pure and 1 wt%, 3 wt%, and 6 wt% Pd-doped ZnO
have been studied. Operating temperature optimization is main objective of gas film
sensors. At ambient temperature condition and 1000 ppm fixed gas concentration,
the sensitivity, selectivity, and response time are calculated. At optimized operating
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Fig. 4 Variation of log
(conductivity) with 1000/T
of pure and Pd-doped ZnO
thick films

temperature, the response of the sensors is also determined at different gas concen-
trations.

3.4.1 Effect of Operating Temperature

Optimization of operating temperature and Sensitivity of gas sensor
The performance of undoped and Pd-doped ZnO gas sensors was determined through
static gas-measuring arrangement, by varying the temperature at 50 °C steps. Half
bridge technique was applied, to measure the DC resistance, as a function of temper-
ature, of formulated gas sensor films. The efficiency of the thick film gas sensors was
evaluated in different environments such as air, NH3, H2S, CO2, LPG, and ethanol.

FromFig. 5a–e, it is observed that the Pd-dopedZnO thick films aremore sensitive
to LPG gas than other tested gases (NH3, H2S, CO2, and Ethanol vapors). The 3
wt% Pd-doped ZnO thick films show higher sensitivity to LPG than other doping
concentrations. These films have shown 84% sensitivity to LPG at 573 K operating
temperature.

3.4.2 Selectivity of Other Gases Against LPG

Selectivity of a sensor may be defined as the ability to react for a specific gas in the
presence of other gases. The ratio of peak response of any gas to that of the target
gas at optimum temperature is known as percent selectivity [29, 30]. Figure 6 shows
selectivity of 3 wt% Pd-doped ZnO thick films for different gases, and it is found
that 3 wt% Pd-doped ZnO thick films show maximum selectivity for LPG over other
gases.
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Fig. 5 (a–e) Sensitivity versus operating temperature of pure and Pd-doped ZnO thick films with
different doping concentrations for different gases

Fig. 6 Selectivity of 3 wt% Pd-doped ZnO thick films for different gases
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Fig. 7 Change in sensitivity with gas concentration at 300 °C

3.4.3 Variation of Sensitivity with Gas Concentration (Ppm)

The variation of sensitivity with LPG concentration for 3 wt% Pd-doped ZnO sample
at optimum operating temperature of 300 °C is shown in Fig. 7. It was predicted that
the sensitivity is a function of gas concentration and increases up to 1000 ppm.
However, the increase in sensitivity is much faster up to 600 ppm concentration,
slower between 600 and 1000 ppm, and remains constant above 1000 ppm. The
slower response at higher concentration is a consequence of formation of multilayer
gas molecules which results in saturation and hence decreasing the response [31].

4 Conclusion

Pure and Pd-doped ZnO nanostructures were synthesized by microwave-assisted
precipitation method. XRD analysis confirmed that the synthesized powders cor-
respond to hexagonal wurtzite structure of ZnO. The FESEM images showed the
hexagonal prism-like structure of ZnO. The thick films of ZnO powders were pre-
pared by screen-printing method. The gas response of Pd-doped ZnO was observed
highest for LPG with 3 wt% Pd.
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Investigation of Moisture Absorption
in Jute Fiber Polymer Matrix Composites

Manohar Reddy Kunuthur and B. Chandramohan Reddy

Abstract Nowaday’s Natural Fiber Composites owing importance because of
biodegradability, lightweight and strength, etc. This investigation proposed to iden-
tify the moisture absorption of natural jute fiber composites. The samples were pre-
pared with epoxy and hardener taken constant in 10:1 ratio; fiber content increased
to 5, 10, 15, and 20 g, respectively. The absorption test was initially conducted in
distilled water, and then, different chemical compositions prepared with pellets of
Hcl, NaCl, and NaOH in 100 ml were investigated.

Keywords Jute fiber · Unidirectional · Saline water · Moisture absorption

Nomenclature

UD Unidirectional
RJF Jute fiber
PMC Polymer matrix composite
NFRP Natural fiber reinforced composites

1 Introduction

In recent technologies, use of NFRC materials gained substantial interest where are
fibers in Materials Sciences, [1, 2] where these fibers may be combined with ther-
moplastic polymers and to create the natural fiber composites especially identified
for the substantial attributes the applications [3, 4]. The PMCs [5] have some prop-
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erties including renewable biodegradable, short growing (crop time), observing CO2

returning O2 to the environment, mold ability, handling, and Working [2].
The fiber and matrix materials mechanical properties are in form of new jute

fibers, but here by using jute fibers which are extracted from the of jute and having
the similarity of jute fiber, the availability of jute fiber is rare except in Bengal states.
Here, the jute fiber is extracted from the jute mate. Actually, the mate is bidirectional
in orientation, so it is extracted linearly from the mate [6].

The jute as UD under dry condition is difficult to obtain [6, 7], and hackling under
wet/dry condition causes more defects on the performance of fiber. By the results,
preparation of UD jute roving becomes a valuable step and that nowadays it is getting
more importance [4]. The following table shows the properties of fiber which was
from mate without any chemical treatment.

2 Paper Preparation

2.1 Materials and Method

2.1.1 Materials

Matrix Materials

In the present work, the epoxy resin [8] (LY556) is obtained from authorized dealer
for Araldite (HY951) Huntsman [9], Ciba- Geigy India Ltd Company, Hyderabad
(Invoice number 10,121). The following Table 1 shows the properties of matrix
material.

Fiber Material

The jute FRC possesses moderately more specific strength and stiffness [10, 11].
Therefore, it is suitable as reinforcement in a polymeric resin matrix [12, 13]. The
chemical composition of jute fiber is shown in Table 2.

The fiber properties depends on the characteristics and process used for extraction
of the fiber [6]. The table showsmechanical properties of jute fiber showed in Table 3.

Table 1 The ingredients of matrix system

Ingredients Molar mass (g/mol) Supplier

Hydrochloric acid (Hcl) 36.46 Hindustan Ciba Gieg Ltd

Sodium hydroxide (NaOH) 39.997 Hindustan Ciba Gieg Ltd

Sodium chloride (NaCl) 58.4 Hindustan Ciba Gieg Ltd
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Table 2 Chemical composition of jute [13]

Constituents Percentage (%)

Cellulose 60–62

Hemi cellulose 22–24

Lignin 12–14

Others 1–2

Table 3 Mechanical properties of jute fiber [13]

Fiber Density (g/cm3) Young’s modulus
(GPa)

Tensile strength
(MPa)

Elongation at
break (%)

Jute 1.3 26.5 393–773 1.5–1.8

Table 4 List of raw materials used in the present work

Description Raw materials

Matrix Epoxy resin (LY556)

Hardener Hardener (HV951)

Reinforcing agent Jute fiber

Mold releasing agent OHP sheet and wax

Casting Wooden molds

2.1.2 Method

The following figure shows the process of jute fiber composite.

Fiber Orientation

The fiber orientation is unidirectional, and it is stretched under certain load for uni-
form arrangement of jute fiber.

Mold Preparation

The matrix (epoxy and hardener) is weighed with the jewelry weighing machine
(make: BOLTMH Series 200 g/0.01 g). The 50 g of epoxy and 5 g of hardener were
mixed in ultrasonicator. The mold prepared [14] with A4 wooden sheet of 8 mm in
thick is used. A polythene OHP sheet (for easy removal) is placed on the surface [15]
of the wooden sheet and nails used to fit the boarders which are having thickness of
3 mm (Table 4).
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Fig. 1 aProcessing jute fiber andmolding.bCompressedmold at pressingmachine. cCompression
at chosen thickness. d Compressed mold with screw-nut system. e Prepared samples

2.1.3 Compressing the Specimen and Finishing

The compression mold, it is applied where the specimens were not in required thick-
ness [16]. Figure 1a, b shows mold has been closed with the polythene sheet and top
surface ofmold closedwith wooden sheet to avoidmatrix contact withmachine jaws.
Figure 1c shows the compressing of the mold to a required thickness of specimen
[17]. Then, Fig. 1d shows the after obtaining the required thickness of the specimen
then compression machine stopped, immediately the mold has been tightened with
the screw-nut system (inbuilt feature of compressionmachine). After all impregnated
steps, the samples were prepared and displayed in Fig. 1e.

2.1.4 Water Absorption

Specimen dimensions for water uptake experiments were 10×10×3 mm length x
width x thickness, respectively [16]. The samples were removed at specific intervals
and blotted to remove the excess water on the surface. After weighing on a four-digit
analytical balance, the weight percentage increase was calculated as follows:

Water absorption (%) � M2 − M1

M1
100

where M2 and M1 are the weights of the sample after t min exposure to water and
before exposure to water, respectively. The water uptake data were reported after
subtracting the water uptake of the matrix each time.
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Graph 1 NaOH chemical treatment, percentage with exposure time (days)

3 Results and Conclusion

3.1 NaOH

The specimens of NaOH J5 and J10 has a minimum variations in between initial
and final days of absorption Results, a couple of days (48 h) later specimen weights
are slightly higher than initial weight, but when goes on increasing fiber content in
J15 to J20 FRC the gaining of NaOH absorption it could leads to decrease in fiber
strength [18, 19]. The results were followed for up to 10 days, and the chemical
reaction after 48 h has shown a high variant reaction on the samples. The samples’
weight gradually increases and becomes constant 7 days later.

The following Graph 1 NaOH plotted as per the Table 5 the analytical Numerics
on the X axis taken days and on Y axis Specimen weight in grams respectively. The
graph shows the sample weights increase or decrease in absorption.

3.2 NaCl

The all samples’ weight increases when taken out from the immersed water. The
NaCl absorption results are initial 8 days of specimens J5, J10, and J15 got the higher
values comparing to initial and last days of sample weights [20]. The specimen J20
absorption is more when comparing with other specimens [21, 22]. And for sample
J20 noticed that the slightly increase in weight Initial days to 8th day and then J20
also got its initial weight. The last 3 days observed that constant values which means
no chemical reaction on samples at 8 days later. The following Table 6 shows the
NaCl absorptions for 10 days.
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The following Graph 2 of Nacl plotted as per the Table 5 the analytical results on
the X axis Days and Y axis Specimen weight in grams respectively, when compar-
ing the 48 h immersed samples to the Initial weights it is observed that absorption
happened in between 0.266% and 2.07%. The J5 sample became initial weight after
5 days. But the sample with exposure time (Days).

Table 5 NaOH testing composite samples specimens data

Specimen
name

J5 (g) J10 (g) J15 (g) J20 (g) J5% J10% J15% J20%

I.W 1.49 1.43 1.1 1.51 – – – –

48 h 1.51 1.47 1.14 1.57 1.34228 2.797203 3.636 3.973

1 1.51 1.46 1.13 1.55 1.34228 2.097902 2.7272 2.6490

2 1.51 1.45 1.13 1.54 1.34228 1.398601 2.7272 1.9867

3 1.5 1.44 1.13 1.54 0.67114 0.699301 2.7272 1.9867

4 1.49 1.43 1.13 1.52 0 0 2.7272 0.6622

5 1.49 1.43 1.1 1.52 0 0 0 0.6622

6 1.49 1.43 1.1 1.51 0 0 0 0

7 1.49 1.43 1.1 1.51 0 0 0 0

8 1.49 1.43 1.1 1.51 0 0 0 0

9 1.49 1.43 1.1 1.51 0 0 0 0

10 1.49 1.43 1.1 1.51 0 0 0 0

Table 6 NaCl testing composite samples specimens data

Specimen
name

J5 (g) J10 (g) J15 (g) J20 (g) J5 J10 J15 J20

I.W 2.7 3.38 3.75 4.5

48 h 2.74 3.45 3.76 4.55 1.481481 2.071006 0.266667 1.111111

1 2.74 3.45 3.76 4.55 1.481481 2.071006 0.266667 1.111111

2 2.73 3.38 3.75 4.54 1.111111 0 0 0.888889

3 2.73 3.38 3.75 4.54 1.111111 0 0 0.888889

4 2.72 3.38 3.75 4.54 0.740741 0 0 0.888889

5 2.71 3.38 3.75 4.54 0.37037 0 0 0.888889

6 2.7 3.38 3.75 4.54 0 0 0 0.888889

7 2.7 3.38 3.75 4.5 0 0 0 0

8 2.7 3.38 3.75 4.5 0 0 0 0

9 2.7 3.38 3.75 4.5 0 0 0 0

10 2.7 3.38 3.75 4.5 0 0 0 0
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Graph 2 NaCl

Graph 3 Hcl

3.3 Hcl

TheHcl results followed for up to 10 days the chemical reaction on the samples at 48 h
later the samples water absorption is observed in J5 specimen is higher comparing to
overall water absorption test were taken out from immersed water the absorption is
for sample J15 and J20 shown no chemical reaction. Initial following to 4 days later
all samples got their initial weight and didn’t lose the initial weight up to 10 days.
The following Table 7 shows the detailed day-to-day chemical reaction and samples.
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Table 7 Hcl testing composite samples specimens data

Specimen
name

J5 (g) J10 (g) J15 (g) J20 (g) J5 (g) J10 (g) J15 (g) J20 (g)

B.W 1.56 1.68 1.73 1.76

48 h 1.59 1.7 1.75 1.77 1.923 1.190 1.156 0.568

1 1.57 1.7 1.73 1.76 0.641 1.190 0 0

2 1.57 1.68 1.73 1.76 0.641 0 0 0

3 1.56 1.68 1.73 1.76 0 0 0 0

4 1.56 1.68 1.73 1.76 0 0 0 0

5 1.56 1.68 1.73 1.76 0 0 0 0

6 1.56 1.68 1.73 1.76 0 0 0 0

7 1.56 1.68 1.73 1.76 0 0 0 0

8 1.56 1.68 1.73 1.76 0 0 0 0

9 1.56 1.68 1.73 1.76 0 0 0 0

10 1.56 1.68 1.73 1.76 0 0 0 0

The following graph shows the chemical absorption of the samples and on the
graph taken on the X axis Days and Y axis Specimen weight in grams respectively.

The graph shows the sample weights are the analytical results on the X and Y axes
taken days and specimen weight in grams, respectively. Graph 3 shows the sample
weights increase or decrease in absorption percentage.

4 Conclusions

4.1 NaOH

The NaOH results concluded that increase in fiber content can lead to absorb more
moisture. The samples got initial weights after 7 days later, which means last days
it is noticed that no chemical reaction on the samples.

4.2 NaCl

The NaCl results shown as the chemical effect on samples became constant weights
after 8 days. This means beyond 8 days there is no moisture gain in the content.
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4.3 HCl

The Hcl results shown as the chemical effect on samples became constant weights
after 7 days. This means beyond 4 days there is no moisture gain in the content.
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Experimental Performance and Analysis
of Domestic Refrigeration System Using
Nano-Refrigerants

Deepak Bondre, Apurav Joshi, Tejas Shinde, Apurv Deshmukh
and Kavita Dhanawade

Abstract Advancement of nanotechnology played a crucial role in improving effi-
ciency in many sectors of engineering and refrigeration is not an exception. Metal
oxide such as Al2O3 is a most commonly used nanoparticle. Present study scru-
tinizes domestic refrigerator’s performance using nanofluids. Different methods to
prepare nanofluid were investigated, which indicated ultrasonic probe method was
most effective and faster. Four distinct configurations of heat transfer fluid were
tested, which includes three nanoparticle concentrations in POE oil and one with
pure POE oil. Concentrations investigated were as follows, 0.05, 0.1, 0.2% of Al2O3

nanoparticle; however, 0.1% Al203 nanoparticle concentration was found to give
superior performance in all. COP of system was improved by 17.27% and energy
consumption was reduced by 32.48%. The whole study was carried out without any
additional component to domestic refrigerator test rig. COP improvement and energy
consumption reduction conveys future scope of more compact and energy efficient
refrigeration system.
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Nomenclature

Cp specific heat of water�4.186 kJ/Kg K
EMC energy meter constant (imp/KWh)
FT final temperature of water (°C)
IT initial temperature of water (°C)
M ρV�mass of POE oil (gm)
P1,2,3,4 refrigerant pressure at specific point
t time required to reach a final temperature of water (sec)
tb time for 10 blinks of energy meter (sec)
T 1,2,3,4,5 refrigerant temperature at specific point
V =volume of POE oil (mL)
w weight of water in evaporator coil (Kg)
X mass of Al2O3 nanoparticle (gm)
ρ density of POE oil (gm/mL)

1 Introduction

In the running era of innovations and technology, the development in the field of the
refrigeration and air-conditioning culminated. The refrigerator market in last decade
increased significantly. Due to the highest use of the refrigerants, consequences are
global warming, melting polar ice, and rising sea level. Already hydrofluorocarbon
refrigerants seized the place of chlorofluorocarbons. Since R134a have zero ozone
depletion potential (ODP), most of the domestic refrigerators run on the R134a
refrigerants. But the global warming potential (GWP) of R134a is 1300. Basically,
refrigeration is the process of heat removal from the lower temperature body. Refrig-
eration has many applications such as a home appliance, food industry, chemical
industry, laboratories, hospitals, and hotels [1]. These refrigeration systems con-
sume a huge amount of electricity and to reduce the electric consumption of the
system we have to improve the performance of the system either by replacing the
old components periodically or by introducing the newer technology. To improve
the performance of the system, heat transfer rate of the system must be increased.
Nanoparticle holds better thermal conductivity than conventional refrigerants. Thus,
we can introduce nanoparticles by forming a stable nanofluid solution. The power
consumption can be reduced by 20–30% after inserting nanofluid into the system. As
well as the coefficient of performance (COP), heat transfer rate, and cooling capacity
can be enlarged. Therefore, nanofluids can be the future of refrigeration.

Nanofluid is an advanced form of fluid which can be formed by adding nanoparti-
cle into the fluid like water, oil, and glycol. The size of this nanoparticle ranges from
1 to 100 nm. Nanoparticles behave differently from their parent in properties like
molecular bond and nature of response for mass and energy application. Nanopar-
ticle augments the thermo-physical properties like thermal conductivity, convective
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heat transfer, viscosity, and thermal diffusivity as associated with base fluids oil or
water. This enhancement in the properties validates the countless future in many
fields of engineering application such as refrigerator, an air-conditioning system,
heat exchanger, nuclear plants, and coolant in machining. Nanoparticles basically
exist in colloidal form of metals like copper, nickel, and aluminum or metal oxide
like silicon oxide, copper oxide, aluminum oxide, and titanium oxides. Nanofluid
comprises high specific surface area, and hence, additional heat transfer between sus-
pended particle and fluids, more thermal conductivity, lessens power consumption
to achieve system size minimization.

2 Literature Review

The invention of the nanotechnology is one of the major inventions ever done in the
history. Many returns of nanotechnology rest on the fact that it is possible to modify
the structures of materials at extremely small scales to achieve specific properties,
thus have greater scope. In early days (1995), Choi et al. [2] proposed the new level
of heat transfer fluid using nanoparticle in the base fluid. The result of the theoret-
ical studies showed that the heat transfer is drastically improved when nanoparti-
cles are used. Hays et al. [3] observed the preparation method of the nanofluid can
have large effect on the resultant thermal conductivity. Jiang et al. [4] performed
the experimental analysis on the nano-refrigerant thermal conductivity and model
on nanofluid thermal conductivity. They observed that thermal conductivity signif-
icantly increases with increase in the nanoparticle concentration. Mahbubul et al.
[5] studied the theoretical investigation of performance system using Al2O3 with
R-134a refrigerant under different conditions. After analyzing the equations, they
concluded that the thermal conductivity, viscosity of nano-refrigerant and pumping
power system increases, and thermal conductivity varies with the concentration of
nanoparticle. Coumaressin et al. [6] studied major disadvantages of the R134a. Due
to its high global warming potential author believed, the use of nanoparticle would
increase the performance of the system which indirectly reduces the environmental
issues. CFD analysis is done using FLUENT software using CuO2-R134a combi-
nation. It is observed that system works efficiently and evaporative heat transfer is
enhanced.Whereas, Jwo et al. [7] performed an experiment usingAl2O3 nanoparticle
in three different concentrations, 0.5, 0.1, and 0.2%. Forthe preparation of nanofluids
researcher used ultrasonic vibration for 50 min. For each sample, the performance
of the system found to be best at 0.1% Al203 +R134a combination. Rejikumar et al.
[8] analyzed improvement in heat transfer of domestic refrigeration system using
refrigerant R134a with mineral oil with Al203 Nanoparticle. It was observed that
the freezing capacity of the system with Al203 +mineral oil was maximum as com-
pared to a convention system. Sendil Kumar et al. [9] carried out an experiment
on the domestic refrigerator using Al2O3 as nanoparticle and PAG oil as a base
lubricant. The proportion of the nanoparticle was 0.2%. The result indicates using
nano-refrigerant reduces the length of the capillary tube. Subramanian et al. [10]
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Fig. 1 Different concentration of nanofluids

performed an experiment on the VCRS using nanofluid as a mixture of Al2O3 with
POE/Mineral oil. The refrigerant used was R134a. To form a stable solution of the
nanofluid, he used ultrasonic vibration method and kept it for 72 h under observa-
tion for sedimentation test. It is observed that freezing capacity is higher and power
consumption is reduced by 25%. The coefficient of performance is increased by 33%.

From literature survey, it was clear that nanoparticles in refrigeration have a huge
scope of improvement and some more research needs to be carried out. Very few
researchers did detail observation of different compositions of the same nanofluid and
whoever did the data available was not so trustable. There was lack of information
available about testing these samples on domestic refrigeration system without any
special component added extra. Only a few experiments were done with R-134a
and even though it’s most widely used in domestic places. Very few researchers
explained about nanofluid preparation methods. Information on processes used for
nanoparticles dispersion is lacking. In this research, most common refrigerant R-134
is tested with three different compositions of nanofluids. Al2O3 was the selected
metal oxide. The objective of this research is to study nanofluid preparation methods
and R-134a and Al2O3 nanofluid combination in a much detailed way.

3 Experimental Setup and Instrumentation

3.1 Nanofluid Preparation and Optimization

The key stage of the experiment is the preparation of nanofluids solution. The test
samples were prepared by two different methods of sonication. For the process of
mixing, nanoparticle in 3 different concentrations is selected, 0.05, 0.1, and 0.2%
(by mass fraction) (Fig. 1). These concentrations were mixed with POE oil. Ultra-
sonic treatment is a most effective method for nanoparticles dispersion. Primarily,
ultrasonic bath method was used with vortex mixer as the first step. Nanoparticles
and POE oil were kept in a sonication bath for 4 h. This test sample failed in sed-
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Fig. 2 Agglomeration of
nanoparticles

imentation test (Fig. 2), as particles sedimented within 24 h of span. For the next
try, probe sonicator was used with a magnetic stirrer in it. The probe sonicator of
750Wwas running on 35% power with a frequency of 20 kilohertz. Sample kept for
4 h sonication. Afterward sample kept for stability test and sedimentation was not
observed even after 11 days.

3.2 Evacuation System and Test Procedure

Optimization of nanofluid and refrigerant proportion was done. Refrigerant was
charged till system pressure raised to 60 psi. Nanofluid volume for every concentra-
tion was 220 ml.

1. At 32 °C±1 °C ambient temperature, vacuum has been created in an experimen-
tal setup with the help of vacuum pump to withdraw air and moisture from the
refrigeration system.

2. After systemevacuation, pure refrigerantR134ahas been charged into the system.
Performance parameters are measured for first set of reading.

3. After collecting data for pure R134a, the refrigerant is discharged from the sys-
tem. The compressor is disassembled from circuit, and nitrogen flushing of the
system is done at high pressure.

4. Nanofluid is inserted in the compressor and the whole system is assembled again
nitrogen leak test is carried out. After confirming no leak from the system, the
system is further evacuated using a vacuum pump.

5. The Refrigerant is injected into the system and reading has noted down.

And the whole process is repeated again for other two sets of reading.
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Fig. 3 Schematic diagram of experimental setup

3.3 Experimental Setup

An experimental setup of the vapor compression refrigeration system has been fabri-
cated to carry out the experiments. The system is very much similar to the domestic
refrigerator. It consists of hermetically sealed LG refrigeration compressor of capac-
ity 548 Btu/hr, EER is 421 Btu/hr. Air cooled condenser (natural convection) of
material copper is selected and diameter of pipe is 4.87 mm and length of pipe
is 13.7 m. Capillary tube, as an expansion device, is of material copper having a
0.044-in. diameter and a coil type evaporator contains water that to be cooled. Total
4 pressure gauges and 5 temperature gauges installed at the required position. A
rotameter (0–20 LPH) is a device that measures the flow rate of liquid or gas in a
closed tube, which is located between condenser and expansion valve. The schematic
diagram is shown (Fig. 3).

4 Data Analysis

Various samples of nanofluids are tested on an experimental test setup. System per-
formance has been studied by evaluating COP. Temperature in evaporator is noted
down after particular period of time. Refrigeration effect is calculated using different
samples of Nanofluid.
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Calculation of Weight of Nanoparticle by %Mass Fraction

%Mass fraction � Mass ofAl2O3 Nano particle

Mass ofAl2O3 Nano particle + Mass of POE oil
× 100.

Calculation of Actual COP of the System
The coefficient of performance is defined as the ratio of net refrigeration effect

produced to the work input to the system.

COP � Net refigeration effect produce

work input to the system
� Qa

W
.

Work input to the system can be found out by energy meter reading which is given
by,

W � 10 × 3600

tb × EMC
.

Net refrigeration effect can be found out by basic heat transfer equation,

Qa � w × Cp × (IT − FT)

t
.

5 Results and Discussions

5.1 COP

COP is influenced by operating conditions, especially ambient temperature and rel-
ative temperatures between sink and source, hence all experiments are carried out
at approximately same ambient temperature. Here in this experimental study, actual
COP of the refrigeration system has been investigated. Initially, the experiment is
performed with pure R134a. As Fig. 4 shows, the COP of the system with pure
R134a is found to be 2.47 whereas with R134a+0.05% Al2O3, 0.1% Al2O3, and
0.2% Al2O3 found to be 2.653, 2.895, and 2.698, respectively. So, for R134a+0.5%
Al2O3 nano-refrigerant sample COP is improved by 7.40%, for R134a+0.1%Al2O3

COP is increased by 17.2% and for 0.2% Al2O3 COP is increased by 9.23%. The
maximumpercentage change is observed in 0.1% of nanofluid concentration (Fig. 5).
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Fig. 4 COP versus
concentration of nanoparticle
in R134a
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5.2 Evaporator Temperature

With 40 min of span all the final temperatures of the systems noted down and the
time-based graph is plotted. As Fig. 6 shows, the cooling capacity of the system is
increased when Nanofluid is used in the system. As observed from the graph, the
minimum temperature was attained most quickly by the 0.1% concentration of the
nanofluid for the same set of periods.
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Fig. 7 Refrigeration effect
(kW) versus time plot for
pure R134a and
nano-refrigerants
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5.3 Refrigeration Effect

Refrigeration effect for the different samples has been calculated, and it is seen
that the refrigeration effect in case of a system using nanofluid with concentration of
0.1%mass fraction ismaximum (Fig. 7). In case of 0.05%mass fraction, a percentage
increase of refrigeration effect is found to be 20.06% and for 0.2% mass fraction it
was 37.97%.

5.4 Power Consumption

Power input to any refrigeration system is an important parameter to evaluate its per-
formance and COP of refrigeration system depends on it. In this section, the power
requirement to run the system to achieve the desired temperature has been exam-
ined. As Fig. 8 shows, the power consumption of a system using nano-refrigerant is
reduced. Power consumption is reduced by 8.3% with 0.05% Al2O3, 34.48% with
0.1% Al2O3, and 22.41% with 0.2% Al2O3.
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6 Future Scope

The research shows that there is significant increase in the heat transfer characteris-
tics of refrigeration systemwith help of nanofluid. There are few challenges that need
to be counterfeit. New techniques should be introduced for synthesis of nanoparticle
and effective nanofluid preparation which will reduce the agglomeration difficulties.
Different concentration of nanofluid and multiple combinations of nanoparticle in
same fluid should be explored. As it is observed that compressor works properly for
the system, but there is need of utmost study of compressor characteristic when the
nanofluid is inserted inside the compressor as well as effect on life of compressor.
Long-term effects of nanoparticle circulation and its effects on crucial components
like expansion valve/capillary tube, filter, inside surface of copper tubes are to be
studied. More investigation should be done on the influencing factors like nanopar-
ticle material, size, shape, and refrigerant boiling performance. More exploration
should be carried out for density, specific heat, flow characteristic, and viscosity of
nanofluid.

7 Conclusion

In this study, the performance of domestic refrigerator-based experimental test setup
has been investigated by using pure refrigerant R134 and with nanofluid (R134a+
Al2O3). Results show that the use of nano-refrigerant (R134a+Al2O3) instead of
pure refrigerant R134a is beneficial. It has been observed that there is a substantial
improvement in the performance of the system when nanoparticles are used along
with conventional refrigerant (R134a) within a certain limit. Following conclusions
are derived from this experimental study.

• The coefficient of performance (COP) of vapor compression system is found to
be improved by maximum 17.2% using R134a+Al2O3 (0.1% mass Fraction).

• The time required for cooling is found to be reduced using nanofluid.
• Energy consumed by compressor was reduced by 32.48% in case of 0.1% Al2O3,
8.4% in case of 0.05% Al2O3, 22.41% in case of 0.2% Al2O3.

• 0.1% Al2O3 was found to be a better option among all.
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Experimental Investigation
and Optimization of End-Milling
Parameters in the Machining of Inconel
825 Using Carbide-Coated Tool
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Abstract In order to achieve reduction in machining cost and increase in produc-
tivity in machining processes, optimization of cutting conditions involving cutting
speed, feed per tooth and radial depth of cut is very critical. In this study, optimiza-
tion of cutting parameters with various performance characters that rely on the grey
relational analysis with Taguchi method is performed in order to obtain minimum
surface roughness and maximum material removal rate during dry end-milling pro-
cess. The experiments were conducted on Inconel 825 material using carbide inserts,
with physical vapour deposition and TiAlN coating. Sixteen experiments were con-
ducted, based on the design of experiments with three factors constituting four levels
each. The surface measurement was done using Talysurf. The optimal parameters
achieved are cutting speed of 55 m/min, feed per tooth of 0.09 mm/tooth and the
radial depth of cut, 1.2 mm. The analysis of grey relational grade indicated that the
radial depth of cut is the more influential parameter, followed by the feed rate.
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1 Introduction

Conventionally, super alloys are materials that are heat resistant; i.e., it can be
machined at temperatures over 540 °C. Nickel-based super alloys find widespread
use in the aerospace, oil and gas well piping, chemical and nuclear fuel process-
ing and pollution control equipment, etc., due to its unique characteristics, such as
high-temperature corrosion resistance, oxidation resistance and creep resistance. In
the chemical processing industries, it is used for sulphuric acid piping and vessels,
pickling tank heaters, pickling tanks and equipment, phosphoric acid evaporators,
ammonium sulphate vessels, etc. It also finds use in power station hoppers, marine
exhaust systems, expanding bellows, calorifiers and electrostatic precipitator elec-
trodes [1].

Nickel-based super alloys often contain other alloying metals in it, and the pres-
ence of chromium, cobalt, aluminium, titanium, rhenium, ruthenium, etc. may be
found among other metals. The nickel content helps with the resistance to stress cor-
rosion cracking, and molybdenum and copper give resistance to chemically reduc-
ing environment like containing sulphuric and phosphoric acids. Molybdenum also
resists pitting and crevice corrosion, and chromium helps to counter oxidizing sub-
stances. Titanium with suitable heat treatment helps in preventing inter-granular
corrosion.

These alloys have many advantages like high corrosion resistance and high heat
strength, but it also possesses some disadvantages or rather certain difficulties. The
low thermal conductivity causes the heat to be concentrated at the cutting edge,
instead of transferring to the chips or work piece. These temperatures can cause
cutting edge deformation and crater wear, which in turn could cause a catastrophic
failure. The reactivity of thesematerials aids the formationof built-up edge (BUE) and
coating delamination, which leads to a very poor tool life. The chips formed during
the machining are very hard and continuous, and hence, there is a requirement for
chip-breaking geometry [2].

Thakur et al. [3] conducted an experiment to evaluate the machinability of Inconel
825 alloy under dry conditions. Experimentation conductedwas at a constant feed rate
(0.198 mm/rev) and depth of cut (1 mm) with three different levels of cutting speed
(51, 84&124m/min) using coated and non-coated cemented carbide (ISOP30) tools.
The study showed that the surface integrity produced by the coated tool is superior to
that of the machining in case of Inconel 825, with the uncoated tool. Thakur et al. [4]
also studied different facets of surface integrity, example surface roughness, crystal
structure & microstructure of the sub-surface & over surface region, white layer
thickness and tendency for work hardening using constant feed rate, depth of cut
and CVDmultilayer tool coating (TiN/TiCN/Al2O3/ZrCN) during dry machining of
Inconel 825. The study pointed out that the coated tool gave better surface finish in
comparison with that with non-coated tool only at high cutting speed.

Maiyar et al. [5] experimented with the optimal cutting parameters during the
machining process. They concluded that the cutting velocity was the highest signif-
icant machining parameter, followed by feed rate with 56.88 and 34.64% influence,
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respectively. Jindal et al. [6] concluded that TiAlN- and TiCN-coated carbide tool
performed better at higher cutting speeds, having higher metal cutting performance
than TiN. For this verification, ion-plated PVD TiN, TiCN and high-ionization sput-
tered PVD TiAlN coatings were deposited on WC±6 wt%Co hard metal inserts.
They were evaluated in the turning of Inconel 718, medium carbon SAE 1045 steel
and ductile cast iron. For Inconel 718, two cutting speeds were selected, 46 and
76 m/min with the feed rate of 0.15 mm/rev and depth of cut 0.75 mm. For both,
the speeds of TiAlN- and TiCN-coated tools performed significantly better than TiN
coating.

Narasimha et al. [7] noticed that the coated tools had higher wear resistance as
compared to uncoated tools. This was verified by the fact that flank wear on coated
tools was much less as compared to uncoated tools. Sahu [8] concluded that the feed
rate had a significant effect on Ra. For both the uncoated and coated tools, the Ra
value decreased with increase in cutting speed. Veldhuis et al. [9] concluded that
the PVD coating is tougher and has less chance of thermal cracking. Cutting forces
do not change in PVD+CVD and give higher production rate economically. Yildiz
et al. [10] observed that the CVD-coated samples have higher Ra values as compared
to PVD coated with respect to feed rate. Moreover, the resultant force and surface
roughness decreased with increase in nose radius. The experimental investigation
conducted was on machinability of Ti6Al4 V titanium alloy by turning method. The
cutting parameters used were cutting speed (75, 100 m/min), feed rate (0.15, 0.2,
0.25 mm/rev), and nose radius (0.8, 1.2, 1.6 mm). The tool used was PVD- and
CVD-coated cemented carbide. It was concluded that the feed rate and tool nose
radius are important parameters, which influenced the surface properties.

The current study is an attempt to delve into the research of the machining of
material Inconel 825, which even after having an exhaustive list of applications and
value-adding qualities to its merit remains by and large unexplored. The objective
of the study basically was to ascertain the optimal feed per tooth, radial depth of
cut and cutting speed in the end-milling operation under dry machining conditions
to achieve comparatively better surface roughness and maximum material removal
rate.

2 Methodology

The methodology used in the experimental study is depicted in the flow chart as
shown in Fig. 1.
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Fig. 1 Methodology of
experimentation

Fig. 2 Specimen work piece

3 Experimental Details

3.1 Work Material

The material used for the purpose of the experimentation was Inconel 825. The
chemical composition and properties of Inconel 825 are shown in Tables 1 and 2,
respectively. For the experimental purpose, it was decided to make use of 4 plates
with a dimension of 150mm length to 50mm breadth and the thickness of each piece
was 6 mm. The kind of specimen used is shown in Fig. 2.
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Table 1 Chemical
composition of Inconel 825

Element Content %

Nickel 38.0–46.0

Iron 22.0 min (~33%)

Chromium 19.5–23.5

Molybdenum 2.5–3.5

Copper 1.5–3.0

Titanium 0.6–1.2

Manganese 1.0 max

Silicon 0.5 max

Aluminium 0.2 max

Carbon 0.05 max

Sulphur 0.03 max

Table 2 Properties of
Inconel 825

Property Value

Density 8.14 mg/m3

Melting range 1370–1400 °C

Specific heat 440 J/kg°C

Curie temperature <−196 °C

Permeability 1.005

3.2 Cutting Tool

Tool inserts utilized were 5745715 Grade: 1030, which are TiAlN coated by the
physical vapour deposition method as shown in Table 3. The inserts belonged to
Sandvik and were used two at a time, i.e. two fluted holders were used. The holder
material was tungsten carbide of 16 mm diameter. A representation for the inserts
used is given in Fig. 3.

3.3 Process Parameters

Variable parameters set for the experiment were feed per tooth, radial depth and
cutting speed. These parameters were considered as the output parameters: material
removal rate and surface roughness. Certain parameters were kept to be a constant for
all the readings,workmaterial, toolmaterial, tool holder and dry cutting environment.
The variables and their respective designations are represented in Table 4.
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Table 3 Specification of tool inserts

Insert data

Operation type (CTPT) Medium

Insert size and shape CoroMill 390-11T3

Insert width (W1) 0.268 in.

Cutting edge effective length (LE) 10 mm

Wiper edge length (BS) 1.2 mm

Corner radius (RE) 0.8 mm

Major cutting edge angle (KRINS) 90°

Coating (Coating) PVD (Ti, Al) N

Insert thickness (S) 3.59 mm

Weight of item (WT) 0.003 kg

Fig. 3 Tool insert

3.4 Experimental Details

The process of end milling was done on a HASS 3-axis vertical milling machine,
Model VF-1. It has a traversing distance of 508 mm on the X-axis, 406 mm on the
Y -axis and 508 mm on the Z-axis. The table dimensions were 660 mm by 356 mm,
enough for the specimen size. The machine output in terms of spindle speed is
8100 rpm, and the power is a constant 30 hp. The end-milling experimental set-up
used is represented by means of a labelled depiction as shown in Fig. 4.

MRR (cm3/min) in end-milling process was calculated as follows:

MRR � f z × N × Z × ap × ae

1000
(1)
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Table 4 Input factors and their levels

Designation Process
parameters

Units Factor levels

1 2 3 4

A Cutting
speed

m/min 45 55 65 75

B Feed/tooth mm/tooth 0.03 0.06 0.09 0.12

C The radial
depth of cut

mm 0.4 0.8 1.2 1.6

Fig. 4 Experimental set-up

where,

f z (feed per tooth, mm/tooth),
N (spindle speed, RPM),
Z (number of effective teeth of the tool).

The Measurement for roughness was done on a Taylor Hobson Talysurf-4 set-up
with data acquisition by a diamond tip stylus profiler using Se-surf software. The
set-up is clearly shown in Fig. 5. An example for the Talysurf output is shown in
Fig. 6. The final roughness and MRR values were recorded and are given in Table 5.
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Fig. 5 Talysurf set-up and output graph

Fig. 6 Main effects plot of GRG

4 Grey Relational Analysis

The grey system theory was proposed by Deng in 1982. This theory is suitable for
handling various problemswithmeagre, inadequate and ambiguous information. The
grey relational analysis (GRA) based on this theory can be productively adopted for
solving multi-objective optimization problems. Three different equations are used
for this normalization procedure, depending upon the type of quality characteristics.
If the true data sequence has a characteristic of quality as ‘greater-the-better’, then
it is pre-processed by using the following equation.
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Table 5 Experimental plan L16 OA and values of Ra and MRR

Experiment Coded parameters Actual parameters Ra MRR

A B C A B C

1 1 1 1 45 0.03 0.4 1.14 0.0322

2 1 2 2 45 0.06 0.8 0.481 0.1289

3 1 3 3 45 0.09 1.2 0.253 0.2900

4 1 4 4 45 0.12 1.6 1.146 0.5157

5 2 1 2 55 0.03 0.8 0.421 0.0645

6 2 2 1 55 0.06 0.4 0.29 0.0645

7 2 3 4 55 0.09 1.6 0.387 0.3867

8 2 4 3 55 0.12 1.2 0.66 0.3867

9 3 1 3 65 0.03 1.2 0.243 0.0967

10 3 2 4 65 0.06 1.6 0.736 0.2578

11 3 3 1 65 0.09 0.4 0.54 0.0967

12 3 4 2 65 0.12 0.8 0.69 0.2578

13 4 1 4 75 0.03 1.6 0.406 0.1288

14 4 2 3 75 0.06 1.2 0.389 0.1933

15 4 3 2 75 0.09 0.8 0.284 0.1933

16 4 4 1 75 0.12 0.4 1.046 0.1290

x∗
i (k) � xoi (k) − min xoi (k)

max xoi (k) − min xoi (k)
(2)

If the true data have the characteristic of quality as ‘lesser the better’, then fol-
lowing equation is used.

x∗
i (k) � max xoi (k) − xoi (k)

max xoi (k) − min xoi (k)
(3)

The grey relational coefficient is calculated from the deviation sequence using the
following relation (it is shown in Table 6) [11].

γ
(
x∗
o (k), x

∗
i (k)

) � �min + ξ�max

�ik + ξ�max
(4)

5 Results and Analyses

Determination of optimumparameters: Theweighted grey relational grade calculated
for each sequence was taken as a response for further analyses. The larger-the-better
quality characteristic is used for analysing the grey relational grade (GRG), since
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Table 6 Calculated grey relational coefficient and grey relational grade

Actual Normalization Deviation GRC GRG

Ra MRR Ra MRR Ra MRR Ra MRR

1.1400 0.0322 0.0066 0.0000 0.9934 1.0000 0.3348 0.3330 0.3341

0.4810 0.1289 0.7364 0.2000 0.2636 0.8000 0.6548 0.3850 0.5197

0.2530 0.2900 0.9889 0.5330 0.0111 0.4670 0.9783 0.5170 0.7478

1.1460 0.5157 0.0000 1.0000 1.0000 0.0000 0.3333 1.0000 0.6668

0.4210 0.0645 0.8029 0.0670 0.1971 0.9330 0.7172 0.3490 0.5330

0.2900 0.0645 0.9480 0.0670 0.0520 0.9330 0.9057 0.3490 0.6273

0.3870 0.3867 0.8405 0.7330 0.1595 0.2670 0.7582 0.6520 0.7052

0.6600 0.3867 0.5382 0.7330 0.4618 0.2670 0.5199 0.6520 0.5860

0.2430 0.0967 1.0000 0.1330 0.0000 0.8670 1.0000 0.3660 0.6829

0.7360 0.2578 0.4540 0.4670 0.5460 0.5330 0.4780 0.4840 0.4810

0.5400 0.0967 0.6711 0.1330 0.3289 0.8670 0.6032 0.3660 0.4845

0.6900 0.2578 0.5050 0.4670 0.4950 0.5330 0.5025 0.4840 0.4932

0.4060 0.1288 0.8195 0.2000 0.1805 0.8000 0.7347 0.3850 0.5597

0.3890 0.1933 0.8383 0.3330 0.1617 0.6670 0.7556 0.4290 0.5921

0.2840 0.1933 0.9546 0.3330 0.0454 0.6670 0.9168 0.4290 0.6726

1.0460 0.1290 0.1107 0.2000 0.8893 0.8000 0.3599 0.3850 0.3723

Table 7 Response table for grey relational grade

Level 1 Level 2 Level 3 Level 4 Max–Min Rank

A 0.5671 0.6129 0.5354 0.5492 0.0775 3

B 0.5274 0.555 0.6525 0.5296 0.1251 2

C 0.4545 0.5547 0.6522 0.6032 0.1977 1

a larger value indicates the better performance of the process. The grey relational
grade is further analysed by using Taguchi method.

From response table (Table 7), it was observed that the deviation between the
maximum and minimum value of the GRG for end-milling parameters is: 0.0775 for
cutting speed, 0.1251 for feed per tooth and 0.1977 for radial depth of cut.

By the comparison of values given in the above table, the most compelling fac-
tor affecting multiple performance characteristics was found out. This comparison
leads to identify the level of importance of the controllable factors over the multi-
ple performance characteristics. Maximum of these values was the most significant
controllable factor. Here, the maximum value is 0.1977. This shows that the radial
depth of cut has substantial effect on the various performance characters among other
milling parameters. In the table for response parameter setting, A2B3C3 showed the
greatest value of GRG. Therefore, A2B3C3 is the optimal parameter combination
for the end-milling process. The results clearly indicate that the optimum values are
A2B3C3 as shown in Fig. 6.
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6 Conclusion

This study has proposed a grey relational analysis approach to multi-objective
optimization of cutting parameters. For performing the end-milling operation of
Inconel 825, the most optimal conditions were found, when the speed of cutting was
55 m/min, and feed per tooth is 0.09 mm/tooth and the radial depth of cut of 1.2 mm.
It can be concluded that these parameters lead to better surface roughness and max-
imum MRR in the machining process. However, it was observed through response
table of grey relational grade that the radial depth of cut had a substantial effect on
the different performance characteristics among other parameters for milling, when
minimization of surface roughness and maximization of MRR are simultaneously
considered.
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Optimization of Machining Parameters
in the Turning Operation of Inconel 825
Using Grey Relation Analysis

Hari Vasudevan, Ramesh Rajguru, Shreyans Jain, Milan Kaklotar,
Jaineel Desai and Sanidhya Mathur

Abstract This study has attempted to optimize the machining parameters, when
conducting the dry-turning operation of Inconel 825work piece by utilizing two types
of coated carbide inserts, such as physical vapour deposition (PVD) and chemical
vapour deposition (CVD). The cutting parameters were 4 in number, namely speed
of cut, rate of feed, depth of cut and coating of the tool, and the response parameters
included roughness of the machined surface and the rate of material removal. Grey
relation analysis coupled with Taguchi was used for optimization. The optimum
cutting parameters, which resulted in the maximization of rate of material removal
and efficacious finish of the surface, were cutting speed�140 m/min, feed rate�
0.075mm/rev and depth of cut�0.3mm, usingCVD-coated carbide insert. However,
a direct proportionality is observed between the roughness of the surface and the feed
in the range of 0.075–0.15mm/rev and has an inflated value, when using PVD-coated
insert as compared to CVD-coated insert. Further, it can be noted that the material
removal rate obtained is more with the CVD-coated insert as compared to PVD-
coated insert.

Keywords Inconel 825 · Dry turning · Taguchi · Grey relational analysis
Surface roughness · CVD · Coated insert

1 Introduction

Machining as a part of the manufacturing processes is one of the most critical and
complex amongst the operations used for the production of high-quality products. In
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recent years, nickel-based super-alloys are being extensively used in the aerospace
industries due to their resilience towards high temperature, superior ultimate ten-
sile strength, comparatively higher yield strength, endurance towards fatigue load-
ing due to hot hardness and superlative resistance to oxidation reactions and other
damage-causing chemical attacks. Due to these properties, these materials are being
extensively used in various other industries as well, such as power plants, aviation,
nuclear, medical, marine engineering, pollution control system, oil and gas well pip-
ing, acid production and more [1]. However, these materials are difficult to machine
and have poor machinability and cannot be machined using ordinary tools. These
materials also have certain disadvantages like low thermal conductivity, which causes
the heat to get concentrated at the cutting edge rather than being carried away by
the chips during machining, leading to cutting-edge deformation, crater wear, tool-
coating delamination and also the formation of built-up edge (BUE), which truncates
the life of the tool used. In the aerospace industry, Inconel 825 is machined using
various conventional machining processes, such as turning, milling and drilling to
produce the required components [2]. Due to the wide-spread application of the
Ni-based super-alloys and the challenges faced during its machining, machinability
of these alloys has become an active topic for research. Moreover, optimization of
process parameters in machining is also very important and crucial in determining
the economic feasibility of manufacturing that product.

Thakur et al. [3] estimated the machinable property of Inconel 825 by perform-
ing numerous experiments under dry conditions. The experiment was performed at
invariable rate of feed (0.198 mm/rev) along with the depth of cut (1 mm) with three
discrete levels of cutting speed (51; 84 & 124 m/min) utilizing a coated as well as
an uncoated cemented carbide(ISO P30) tool. The data extrapolated from the study
implied that the surface integrity produced by the coated tool is of better quality as
compared to that of the uncoated tool. The study also asserted that phenomenon such
as abrasion, diffusion and adhesion was one of the major factors which contributed
to the wear of the tools used while machining of Inconel 825.

Thakur et al. [4] probed several characteristics of surface integrity, during high-
speed machining of Inconel 825 under dry conditions. Their study pointed out that
a higher surface finish was obtained using a coated tool in comparison with that
obtainedwith uncoated tool. In addition, the toolwhichwas coated acted as a repelling
agent for the white layer formation and served as a catalyst to reduce the work
hardening of Inconel 825. Shenoy et al. [5] formulated an elaborated multi-scale
model and amathematical proceduralwith an aim to acquire a crystal plasticitymodel
emanated from the microstructure of IN-100 alloy. The specimen was subjected to
fatigue loading at 650 °C. Jindal et al. [6] analysed the comparative advantages of
PVD TiN, TiCN and TiAlN coatings on cemented carbide substrate (WC-6 wt% Co
alloy) in the turning of Inconel 718.

The grey relational analysis (GRA) being an analytical method is successfully
applied already in the case of many machining processes. Chiang et al. [7] utilized
the grey relational analysis method for optimization of the wire electric discharge
machining process of particle-reinforcedmaterial with several performance peculiar-
ities. Chorng-Jyh et al. [8] employed the Taguchi method with GRA to optimize sev-
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Fig. 1 Methodology
followed in experimentation

eral performance parameters during the turning operation. Hari Vasudevan et al. [9]
employed the Taguchi method with GRA to optimize multiple performance param-
eters during the turning operation. Based on the information extrapolated from these
observations, it was established that the grey relational analysis is an optimizing
technique having a relatively higher degree of primacy.

2 Methodology

The methodology used in following the experiment is as depicted in the flow chart
given in Fig. 1.
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Table 1 Chemical
composition of Inconel 825

Element Content %

Nickel 39.95

Chromium 21.62

Molybdenum 3.16

Copper 1.68

Titanium 0.79

Table 2 Properties of
Inconel 825

Property Value

Density 8.14 mg/m3

Melting range 1370–1400 °C

Specific heat 440 J/kg°C

Curie temperature <−196 °C

Permeability 1.005

3 Experimental Procedure

3.1 Work Specimen

The specimen used in conducting this experiment was Inconel 825, a nickel-based
super-alloy, which comprises of nickel, chromium, molybdenum, copper and tita-
nium. Inconel 825 material specimen used for experimentation was in cylindrical bar
form. The chemical composition and attributes of Inconel 825 are shown in Tables 1
and 2, respectively. For the experimental purpose, it was decided to make use of 6
cylindrical bars with the dimensions of 30 mm diameter and 70 mm length, as shown
in Fig. 2.

3.2 Cutting Tool

Two types of tool inserts were utilized. The 1st insert (ISO: CNMG 12 04 08-PM
4235), which had Ti(C, N)+Al203 +TiN coating done by chemical vapour deposition
(CVD) method and was Sandvik make. The 2nd insert (ISO: CNMG 12 04 08-
AH 8015), which had (Al, Ti)N coating done by physical vapour deposition (PVD)
method and was Tungaloymake. The tool holder material was steel (Tungaloymake)
with model no. ACLNR2525M12-A and nose radius 0.0762 cm. The tool holder and
carbide inserts used in the experiment are shown in Fig. 3.
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Fig. 2 Specimen material

(RE = 0.7874 mm, LE = 12.09 mm, IC = 26.2 mm, S = 4.7498 mm)

Fig. 3 Tool holder and carbide insert

3.3 Research Design Variables

The input variable parameters for the experiment chosen were feed rate (mm/rev),
depth of cut (mm) and cutting speed (m/min). These parameters were taken into
consideration for the determination of material removal rate and surface roughness.
These parameters were selected as recommended by the insert manufacturer and the
extant literature surveyed during the commencement of our study. Parameters along
with their respective levels are shown in Table 3.
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Table 3 Input parameters

Process parameters Levels

1 2 3

Cutting tool insert PVD CVD –

Cutting speed (N)
(m/min)

100 120 140

Feed rate (f) (mm/rev) 0.075 0.15 0.225

Depth of cut (mm) 0.3 0.6 0.9

Fig. 4 Experimental set-up

3.4 Experimental Details

The process of dry turning was done on a Smartun CNC lathe with Fanuc CNC
control system. The maximum bar capacity was 42 mm. The machine spindle had a
maximum speed of 4500 rpm and motor power of 5.5 kW. Two pilot readings were
conducted, where the input parameters of feed rate were 0.4, 0.8, 1.2 and 0.15, 0.3,
0.45, respectively and experimental setup as shown in Fig. 4.

Since the surface roughness obtained was very poor in the two pilot readings, the
parameters as arrayed in Table 3 were selected.

The surface roughness measurement of the specimens was done on a Taylor Hob-
son Talysurf-4 machine set-up with data acquisition by a diamond tip stylus profiler
using Se-surf software. The machine along with the output graph of a specimen is
shown in Fig. 5. The experimental plan and measured values of surface roughness
along with the material removal rate are shown in Table 4.
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Fig. 5 Talysurf and surface roughness graph of specimen

4 Grey Relational Analysis

The grey relational analysis theory aims to handle the problems, which have poor,
uncertain and insufficient information. This theory was proposed by Deng in the year
1982. Therefore, the grey relational analysis (GRA) could be effectively adopted for
solving multi-objective optimization problems [10]. Three different equations are
used for this normalization procedure, depending upon the type of quality character-
istics. If the original sequence data have a quality characteristic as ‘larger-the-better’,
then it is pre-processed by using the following equation.

x∗
i (k) � xoi (k) − min xoi (k)

max xoi (k) − min xoi (k)
(1)

If the original data have the quality characteristic as ‘smaller the better’, then
following equation is used.

x∗
i (k) � max xoi (k) − xoi (k)

max xoi (k) − min xoi (k)
(2)

The grey relational coefficient is computed from the deviation sequence using the
following relation:

γ
(
x∗
o (k), x

∗
i (k)

) � �min + ξ�max

�ik + ξ�max
(3)

0 < γ
(
x∗
o (k), x

∗
i (k)

) ≤ 1 (4)

�
(
x∗
o , x

∗
i

) �
n∑

k�1

Wkγ
(
x∗
o (k), x

∗
i (k)

)
; (5)
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Table 5 Grey relational coefficient and grey relational grade

Actual Normalization Deviation GRC GRG

Ra MRR Ra MRR Ra MRR Ra MRR

1.0270 0.2222 0.6924 0.0000 0.3075 1.0000 0.3274 0.6923 0.5099

1.3000 1.1667 0.5658 0.5312 0.4341 0.4687 0.2777 0.3000 0.2889

2.1050 1.6000 0.1924 0.7750 0.8075 0.2250 0.1919 0.2381 0.2150

0.4020 0.3333 0.9823 0.0624 0.0176 0.9375 0.5543 0.6000 0.5772

1.0370 1.2000 0.6878 0.5500 0.3121 0.4500 0.3253 0.2941 0.3097

2.520 1.6000 0.0000 0.7750 1.0000 0.2250 0.1655 0.2381 0.2018

0.3640 0.4167 1.0000 0.1094 0.0000 0.8906 0.5787 0.5454 0.5621

1.0020 1.2000 0.7041 0.5500 0.2959 0.4500 0.3328 0.2941 0.3135

2.4460 1.6000 0.0343 0.7750 0.9657 0.2250 0.1697 0.2381 0.2039

1.9050 0.2353 0.2852 0.0074 0.7147 0.9926 0.2079 0.6800 0.4439

0.9690 1.1667 0.7194 0.5313 0.2806 0.4687 0.3403 0.3000 0.3202

1.780 1.4000 0.3432 0.6625 0.6567 0.3375 0.2193 0.2632 0.2412

0.5150 0.2667 0.9299 0.0250 0.0700 0.9750 0.4926 0.6521 0.5724

0.8690 1.0000 0.7657 0.4375 0.2342 0.5625 0.3652 0.3333 0.3493

1.2640 1.6000 0.5825 0.7750 0.4174 0.2250 0.2834 0.2381 0.2608

0.5560 0.2222 0.9109 0.0000 0.0890 1.0000 0.4734 0.6923 0.5829

0.6000 1.0000 0.8905 0.4375 0.1094 0.5625 0.4545 0.3333 0.3939

0.8430 2.0000 0.7778 1.0000 0.2221 0.0000 0.3723 0.2000 0.2862

Fig. 6 Variation of GRG for the 18 experiments

Equation 1 is used for normalization of MRR, whereas Eq. 2 is used for normal-
ization of surface roughness. Equations 3 to 5 are used to calculate grey relation
coefficient and grey relation grade [10] and are recorded in Table 5. Also, variation
of GRG for the 18 experiments is shown in Fig. 6.
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Table 6 Response table for grey relational grade

Level 1 Level 2 Level 3 Max–Min Rank

A 0.3536 0.3834 – 0.0299 3

B 0.3365 0.3785 0.3904 0.0539 2

C 0.5414 0.3269 0.2348 0.3061 1

D 0.3776 0.3767 0.3511 0.0266 4

5 Results and Analyses

Calculation of optimum parameters: the grey relational grade determined for each
of the sequence was considered as the response for further analysis. The larger-the-
better quality characteristic was utilized for analysing the GRG, since a greater value
indicated more efficient performance of the process. The grey relational grade as
obtained using Eq. (5) was further analysed by using Taguchi method. As observed
from the response data collected as given in Table 6, the difference between the
extremities of the GRG value for dry-turning parameters was as follows: 0.0299 for
the insert of the cutting tool, 0.0539 for cutting speed, 0.3061 for rate of feed and
0.0266 for depth of cut.

With the help of a comparative analysis on the data extrapolated, most signifi-
cant factor influencing several performance attributes was determined. This collation
would denote the level of significance of the controllable factors over several perfor-
mance characteristics. The most significant controllable factor was the maximum of
these values. Herein, the highest value was 0.3061, which relates to the rate of feed.
This implicates that the rate of feed has the most influence on several performance
characteristics out of the other parameters involved in dry turning. As observed from
the response (Table 6), parameter-setting A2B3C1D1 indicates the highest value of
GRG. Therefore, A2B3C1D1 is the condition for the optimal parameter combination
of the dry-turning process. The results clearly indicate that the optimum values are
A2B3C1D1, as shown in Fig. 7.

From the variance in the roughness of the surface and MRR with respect to the
rate of feed as shown in Fig. 8, it can be seen that the surface roughness is directly
proportional to the feed in the range of 0.075–0.15 mm/rev and has a higher value,
when using PVD-coated insert as compared to CVD-coated insert. Further, it can be
noted that the MRR obtained is more with the CVD-coated insert as compared to the
PVD-coated insert.

6 Conclusion

A grey relational analysis approach to multi-objective optimization of machining
parameters was proposed and experimented as part of the study. For performing
the dry turning of Inconel 825, the most optimal conditions were found, when a
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Fig. 7 Main effects plot of GRG

Fig. 8 Variation of Ra and MRR with respect to feed rate

cutting speed of 140 m/min, a feed rate of 0.075 mm/rev and depth of cut of 0.3 mm
were set andwhen using the CVD-coated carbide insert. Also, the CVD-coated insert
provided better surface finish andmetal removal rate as compared to the PVD-coated
carbide inserts. However, the observations of the response table of grey relational
grade suggest that the rate of feed is the most prominent factor which affects the
multiple performance characteristics.
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A Review and Analysis of the Machining
Process Involving Nickel-Based Super
Alloy

Ramesh Rajguru and Hari Vasudevan

Abstract This article involves a reviewandanalysis of the current study andprogress
work in the machining of the nickel-based super alloy. The review focuses on pro-
ducing a perception into the machining of nickel-based super alloy and points out
higher capability for further explorations and alterations in the field of nickel-based
super alloy. Machining is one of the most crucial and vastly used manufacturing
processes. Of late, due to entanglement and unreliability of the machining processes,
soft computing techniques are being deployed to create physics-based models for
forecasting the performance of the machining processes and optimizing them. The
proposed hypothesized work is aimed at the investigation of the relationship between
input cutting parameters and tool geometry parameters like feed per tooth, cutting
speed, radial depth of cut, and various key aspects of surface integrity, such as resid-
ual stress, micro-hardness, and surface roughness, while end milling of Inconel 625,
nickel-based super alloy.

Keywords Inconel 625 · Difficult to cut material · End milling · Surface integrity
Residual stresses and micro-hardness

1 Introduction

Ni-based super alloy is an uncommon class of metallic materials with an excellent
blend of greater thermal strength, toughness, and resistance to deterioration in an
acidic environment. Applications and use of many such uncommonmaterials lead us
to critical areas in manufacturing operations such as machining. With the progress in
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the technology of aero engines, many difficult to machine materials such as Inconel
625 are being used broadly in themanufacturing of new engines, besides its enormous
uses in aerospace, aircraft, marine, chemical and oil and petrochemical industries [1,
2]. In the context of its wide range of applications, there is a need for efficiently
processing better methods in the manufacturing of such difficult to cut materials [1].
Therefore, this study is an attempt to review and accordingly analyze various key
aspects of the machining process, involving nickel-based super alloys. The study
consisting of review of extant literature and analyses also proposes few hypotheses
that are set to be tested in the future.

2 Literature Survey and Problem Identification

This study reviews the machinability aspects of Ni-based super alloy during various
machining processes, such as milling and turning. It throws light on the progress
achieved so far, in the area of machining of the alloy and in this section the issues
that are required to be addressed are discussed. Cai et al. [3] investigated the sur-
face integrity behaviors of Inconel 718 with cutting parameters. The tool used for
performing the desired operation was solid-coated carbide end mill cutters. They
found that, at a higher cutting speed high residual tensile stresses come out in both
directions and further as the cutting speed increases residual stresses also increases
speedily.

Thakur et al. [4] reviewed the state of the art in machining on the surface integrity
of machining of difficult to machine material such as Inconel 718. They reviewed
and identified different surface defects, surface hardness, microstructure alteration,
formation of the white layer, residual stresses, and work hardening layers as being
key surface integrity problems to get better surface qualities of the finish products.
Nath et al. [5] investigated on the machinability of 3 hard and advanced alloys, such
as stainless steel 403 cb+, Inconel 718, and Inconel 625. Their study covered in
terms of cutting forces, force coefficients, material removal rate, and tool life during
face milling with indexable round milling inserts to optimize cutting variables for
minimummachining cost, considering trade-off between MRR and tool life for each
alloy. Experiments were performed on full factorial design, considering different
combination of feed rate and cutting speed. The results revealed that, among 3 alloys,
machinability of Inconel 625 was the poorest followed by Inconel 718.

Waseem et al. [6] conducted an experiment in the case of super alloy
GH4169/Inconel 718 material, using two coated inserts. Surface roughness, micro-
hardness, and residual stresses were the three important aspects of surface integrity
that were considered as response parameters. The results revealed that all the three
machining parameters were found to have significant effect on the surface integrity
of machined components. Further, as compared to ceramic inserts, carbide inserts
produced superior surface integrity of the machined components. Cai et al. [7] exper-
imentally investigated surface integrity of nickel-based super alloy Inconel 718 by
end milling process using cutting speed and feed as input parameters. They con-
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cluded that the feed rate and cutting speed significantly affect the surface roughness
and surface topography. Therefore, it is hypothesized that:

H1: It is possible to achieve desirable residual stress and a significant positive effect
onmicro-hardness of top surface layer by selecting proper process parameters during
milling of nickel-based super alloy.

Sonawane et al. [8] investigated the surface integrity aspects using cutting param-
eters during ball end milling on nickel-based super alloy Inconel 718. The study
pointed out that the poorest surface finish of 3 µm was obtained and best surface
finish of 0.2 µm was reported in the stable cutting zone. Patel Jaymin et al. [9]
investigated the effect of process parameters, such as cutting speed, feed rate, and
constant depth of cut at 0.5 mm with cutting conditions (dry and MQL) on cutting
force, surface roughness, and tool wear. Cutting tool was carbide insert with TiAlN
coating. They reported that the most optimal condition for performing the milling
operation was having a cutting speed of 45 m/min, feed rate of 0.05 mm per tooth,
and cutting condition of 20 ml/hr.

Wang et al. [10] performed an end milling experiment on Inconel 718 to study the
influence of machining conditions on surface finish using a solid carbide end mill
cutter and the best possible blend of the cutting parameters for the preferred sur-
face finish. The optimization technique used was Taguchi Design of Experiments.
Feed rate, cutting speed, axial depth of cut, and radial depth of cut were the input
parameters. According to the reported S/N ratios, the best possible blend of cut-
ting parameters for the best surface roughness was A4 B1 C1 D1(cutting speed
50 m/min, feed per tooth 0.05 mm/tooth, axial depth of cut 0.8 mm, and radial depth
of cut 0.6 mm). Finally, the verification tests indicated that there is a good harmony
between the predictive results and the experimental measurements. In view of this,
it is hypothesized as:

H2: It is possible to achieve desirable surface finish by selection of proper process
parameters in the machining of Nickel-Based Super Alloy.

Kasim et al. [11] investigated as to how the HSM (high-speed milling) of nickel-
based super alloy Inconel 718 with ball nose end mill could enhance the yield and
superiority of the finish parts. The tool used was tungsten carbide with TiAlN PVD
coating and cutting speed, depth of cut, feed rate, and width of the cut were the
input parameters. They employed the response surface methodology (RSM) as an
optimization technique to gain maximum productivity and 60 min of tool life, along
with least amount of cutting force and superior surface finish. Pawade et al. [12] con-
ducted turning experiment on Inconel 718, using polycrystalline cubic boron nitride
(PCBN) cutting tools to optimize the cutting force and surface roughness, consider-
ing cutting parameters along with tool cutting edge geometry. They concluded that
the effect of depth of cut and feed rate in a variation of cutting force were affected
more as compared to the cutting speed.

Kushwala et al. [13] investigated on the effect ofmachining conditions and turning
process parameters, such as dry and wet machining during CNC turning operations
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on Inconel 625, using PVD-coated carbide tool (TiAlN/TiN). Independent variables
were cutting speed, feed rate, and depth of cut, and the performance of the operation
was measured in the case of both the surface roughness and material removal rate
(MRR). They found that the wet turning produced superior surface roughness as
compared to dry machining. Jawaid et al. [14] studied the wear behavior of PVD-
and CVD-coated carbide tools, during milling operation Inconel 718, using cutting
speed and feed rate as the variable input parameters, whereas the depth of cut was the
constant input parameter. They concluded that the CVD-coated tool outperformed
the PVD-coated tool.

Zhuan et al. [15] experimentally investigated on the wear mechanism of alumina-
based ceramic cutting tools during dry turning of Inconel 718 with cutting depth
as the varying parameter, whereas feed rate and cutting speed were the constant
parameters. Alauddinet et al. [16] studied the tool deterioration in the end milling
of Inconel 718 using uncoated tungsten carbide inserts under dry conditions using
cutting time, cutting speed, and feed as constant parameters and performing up-
milling and down-milling either with a full immersion or half immersion. They found
that full immersion endmilling increased the tool life, as compared to half immersion
end milling and better tool life in down-milling as compared to up-milling.

Schorník et al. [17] examined the influence of the work conditions and machining
environment on toolwear in themachining of nickel-based super alloys, using cutting
speed as the variable input parameter, whereas the constant input parameters were
coolant pressure of 40 bar and time of cut of 12.8 min. The result concluded that,
the lowest tool wear is achieved at 0.21 mm/min and 30 m/min feed rate and cutting
speed, respectively. But for higher productivity, best cutting conditions were feed
rate and cutting speed at 0.4 mm/min & 30 m/min, respectively.

Alauddinet et al. [18] developed a numericalmodel for cutting force under dry cut-
ting conditions during endmilling operations on Inconel 718, using uncoated carbide
inserts. Feed rate, cutting speed, and axial depth of cut were the input parameters,
and optimization technique used was RSM.

Suresh Kumar Reddy et al. [19] developed a genetic algorithm (GA) optimization
approach for optimization of the surface roughness prediction model in dry milling,
using speed, feed, radial rake angle, and nose radius (all with 3 levels: low, medium,
and high] as the variable input parameters. The optimization techniques used were
RSM for building the mathematical model and genetic algorithm optimization tech-
nique. They concluded that the dry machining is possible by proper selection of cut-
ting tools and tool geometry, hence making the machining environmentally friendly.
Hence, it is hypothesized as:

H3: Response Surface Methodology approach successfully models the process for
prediction residual stress and surface roughness.

Kondayya et al. [20] developedmodeling and optimization of theCNCendmilling
process using spindle speed, feed, and axial depth of cut as the variable input param-
eters. The optimization techniques used were genetic programming (GP) and GA.
They concluded that the MRR and tool wear are important machining performance
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measures, which directly influence the productivity and accuracy of the process.
Marimuthu et al. [21] developed amathematicalmodel to optimize the cutting param-
eters for achieving high quality and high production rate in the turning operation of
lnconel 625, using TiAlN-coated cutting tool under dry conditions. The optimization
technique used was Taguchi Design of Experiments. Feed rate, cutting speed, and
axial depth of cut were the input parameters. It was observed that the feed and the
cutting speed were important cutting parameters for affecting the surface roughness
and the feed and depth of cut were the significant cutting parameters for affecting
the material removal rate.

Guo et al. [22] reviewed surface integrity characterization and prediction in the
machining of hardened steels, titanium and nickel-based super alloys. They presented
multi-scale simulation models for predicting residual stresses in the machining of
the super alloy. Kanta et al. [23] developed a predictive and optimization model
of an artificial neural network (ANN) technique coupled with genetic algorithm in
predicting the optimal value of machining parameters, leading to minimum surface
roughness. They found and reported excellent harmony between the predicted values
and experimental values.

Zain et al. [24] developed an ANN predictive model for surface roughness during
dry end milling operation, using cutting parameters, such as cutting speed, feed rate
(mm/tooth), and radial rake angle as tool geometry parameters. They found that ANN
structure 3-1-1 predict the best performance for surface roughness. Pohokar et al.
[25] employed an ANNmodel for optimization of geometric and cutting parameters
in the tool life analysis. The experiments were conducted on AISI 1040 material
with cutting speed, depth of cut, feed rate, and rake angle as cutting parameters.
ANN shows an excellent performance for tool life analysis. Jenarthanan et al. [26]
conducted end milling operations on GFRP and developed RSM and ANN models
for the prediction of surface roughness. The experiments were conducted with four
independent variables, namely cutting speed, fiber orientation angle, depth of cut,
and feed rate. They found that the ANN model is much more robust and accurate
than RSM for predicting the surface roughness response value.

Ayket et al. [27] created an ANN model for the prediction of surface roughness
of Al 2024, Al7075, AISI 1040, and AISI 4140 workpiece materials during turning
operation. They selected five input parameters for the model, such as the cutting
depth, tool overhand length, the number of revolutions, workpiece diameter, and
side cutting angle and the conducted experiments were based on Taguchi orthog-
onal array. ANN results were used to predict the surface roughness in machining
operations effectively. Razfar et al. [28] carried out experimental investigations on
the face milling process of X20Cr13 stainless steel. Apart from the depth of cut,
feed per tooth, and cutting speed, they included the percentage of cutter meeting as
independent variables. They developed an ANN model to provide reliably, success-
fully, and accurately the surface roughness of stainless steel. It can be concluded
that the artificial neural network has been widely used in the predictive modeling of
manufacturing processes. Therefore, it is hypothesized as:
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H4: It is possible to model the milling process parameters for prediction of residual
stress, surface roughness and micro-hardness using an Artificial Neural Network
modeling approach.

3 Importance of the Study

1. Although considerable work on machining of nickel-based alloy Inconel 718
has been investigated, similar work on different other grades is relatively limited
and is not reported in the literature. It is known that the machining character-
istics of a particular workpiece material depend primarily on its composition,
microstructure, and thermo-mechanical properties. Therefore, it is also impor-
tant to evaluate the machinability characteristics of other grades with prominent
engineering applications. Machinability aspects of Inconel 625 with a sizable
distinction in chemical and mechanical properties from other grades are so far
unidentified.

2. Numerous studies had been carried out on nickel-based super alloy for exploring
various aspects of machinability, but so far, very few studies have been carried
out on Inconel 625.

3. No effort has so far been made to predict surface roughness, micro-hardness,
and residual stress during milling of nickel-based super alloy Inconel 625 by
researchers.

4. Predictive modeling is helpful in the selection of various process parameters to
achieve the desired values for surface roughness and residual stress.

5. The relationship between input variable such as cutting speed, radial depth of
cut, and axial feed and surface integrity parameters like residual stress, micro-
hardness, and microstructure is not well established and there is a lot of scope
for developing reliable models to establish their relationships.

4 Proposed Work and Scope of the Study

The proposed work consists of:

1. Investigationof the effect of cuttingparameters on surface integrity duringmilling
of Inconel 625.

2. Development of process models for surface integrity aspects, like residual stress
and surface roughness.

3. Multi-objective optimization for getting the optimum setting of the process
parameters, so as to attainminimum tensile residual stress and surface roughness.

4. The scope of the proposed work is limited to experimental investigation and
modeling for surface integrity aspects like residual stress, surface roughness,
and micro-hardness, while milling of nickel-based super alloy Inconel 625.
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5 Conclusion

Nickel-based super alloys among the high-temperature alloys are extensively used
in aircraft engine components and in industrial gas turbine components for power
generation. One of the major concerns related to the machining of nickel-based super
alloy is surface integrity, since it directly affects the performance of the machined
component during its intended application. Numerous studies have been carried out
on nickel-based super alloy Inconel 718 for various aspects of machinability, but
so far no effort has been made to predict the residual stress, surface roughness,
and micro-hardness during milling of nickel-based super alloy Inconel 625 by the
researchers. Hence, the proposed hypothesized work is aimed at the investigation
of the relationship between input cutting parameters and surface integrity aspects,
while milling of nickel-based super alloy Inconel 625.
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Minimization of Shrinkage Porosity
in HPDC Process with Local Squeeze Pin
Using Flow Simulation

Shivkumar Biradar and Prashant T. Borlepwar

Abstract In high-pressure die-casting process, molten metal is forced under high
pressure into a mold cavity; the most commonly used metals are alloys of aluminum,
zinc, magnesium, and copper–brass. Nowadays, squeeze pin application is one of
the popular ways of reducing the shrinkage porosity in high-pressure die-casting
components. Squeeze pins can be used to compensate for shrinkage defects in these
components. The main reason for the formation of shrinkage porosity at the critical
location of given component is large and poorly fed hot spot. In this paper shrink-
age porosity of casting reduced from level III to level I by determining optimum
values squeeze pin parameters by DOE and flow simulation, obtained results are
implemented in order to test and verify effectiveness of the method. An excellent
agreement is indicated for the simulation result and the experimental results.

Keywords Local squeeze pin · Flow simulation · HPDC process
Shrinkage porosity

1 Introduction

High-pressure die-casting (HPDC) process has been widely used to manufacture a
large variety of products with high dimensional accuracy and productivity; also, it
is an economical and efficient method for producing components with low surface
roughness. The control over solidification process is very essential to get reproducible
and isotropic properties of casting components in modern casting technology. Nev-
ertheless, the prediction of the characteristics of the structure is difficult, because
these are determined by intricate solidification processes. Aluminum alloy castings
usually form a mashy zone during solidification; therefore, it is probable that shrink-
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age porosity is developed in the casting which affects the fatigue strength [1] and
fatigue behavior [2] of casting.

Anglada et al. [3] developed a pseudo-2Dmodel to reproduce the thermal behavior
of the mold and of the cast part appropriately, by reducing the calculation time over
detailed 3D simulation model. Hu et al. [4] proposed a cellular automata (CA) tech-
nique utilizing back-propagation neural network (BPNN) to establish the relations
between porosity and solidification parameters. Singh et al. [5] detected mathemat-
ical model, which applies a joint structure such as neural synapses for information
processing. Ghosh et al. [6] observed that the BPNN model has nearly precise pre-
dictive potential to characterize porosity defect.

Ashiri et al. [7] observed thin grain morphology having 3 small dendrite arm
spacing for high injection pressure in HPDC process. Adamane et al. [8] reviewed
the effect of injection parameters in HPDC process, specially the injection pressure
and gate velocity on the porosity and tensile properties of Al–Si alloys. Bodhayana
et al. [9] investigated on the importance of integration of design and analysis which
yields to better results. Swamy et al. [10] observed that shrinkage and gas porosities
found in front axle are because of flawed gating system. Ling et al. [11] derived the
boundary criterion by using the principle of minimum potential energy. This model
is useful for casting solidification simulation and shrinkage defects prediction.

Yue et al. [12] developed a primary expert system which reduces time for die
design and manufacture and results in the production of high-quality die castings in
a shorter time. Kwon et al. [13] performed a CAE simulation on (AnyCasting) which
is CFD software to optimize the gate and runner design of an HPDC component. By
using solidification analysis, internal porosities caused by the solidification shrink-
age were also predicted. Apparao et al. [14] conceptualized Taguchi approach to
obtain optimal settings of the die-casting parameters. Hu et al. [15] used a numerical
simulation technique for optimization of the runner and gating systems for the hot
chamber die casting of a component which has thin-wall thickness. Two types of
runner and gating systems were numerically analyzed. Vispute et al. [16] designed
casting dies using process parameter inputs from the flow simulation. This analysis
highlights the critical areas in the component geometry and the locations where the
process defect is likely to occur.

However in many of these works, the geometry of the part is simple and there are
few researches on very complex part in industry also most of them propose model
to predict shrinkage porosity in casting process. The aim of this work is to propose
solution to shrinkage porosity in complex die-casting component by finding optimum
value of process parameters of squeeze pin by using flow simulation.

2 Problem Definition

The HPDC component oil pump casing as shown in Fig. 1 has complex shape;
it includes irregular outer profile with varied height. The inside area of casing is
filled with oil at high pressure. The quality requirement in the highlighted area of
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Fig. 1 Component area and quality requirement for shrinkage as per ASTM-E505

Fig. 2 Component section at
plane-P with maximum wall
thickness in thick mass zone

component is shown in Fig. 1, except some area component which requires level I
in shrinkage porosity.

The 3D model of component is created, and then, the 3D model of the fix and
moving insert is created with considering machining allowance, shrinkage and draft
by using the NX11 CAD software. Figure 2 shows maximum wall thickness 23.44
and 16.34 mm observed at plane-P; this generates hottest spot in the casting which
solidifies at last point and generates shrinkage porosity due to volumetric contraction.

3 Methodology

To minimize shrinkage porosity at thick mass zone, local squeeze pin is added on the
wall ofmachining face near thickmass zone,which remains at bottomposition during
start of cycle, and at this position, molten metal moves from die to sleeve and after
actuation of hydraulic cylinder which is connected to squeeze pin locally pressurizes
the molten metal into a cavity of a metal mold to compensate for shrinkage defects
in casting. Figure 3 shows working of local squeeze pin.
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Fig. 3 Working of local squeeze pin during cavity filling and during operation

Table 1 Material property and initial and boundary conditions

Initial boundary
condition

Value Material property Value

Ram velocity 2–4 m/s Solidus temperature 595 °C

Die temperature 200 °C Liquidus temperature 521 °C

Melt temperature 680 °C Specific heat 1.13044 kJ/kg/K

Heat transfer
coefficient

9000 w/m2 K density 2480 kg/m3

Number of mesh
elements

572,362 (obtained
during meshing)

conductivity 100.4832 kJ/kg/K

Latent heat 218.644 kJ/kg

3.1 Determination of Fixed Parameters

A 3-dimensional model of the component with runner and gate is an important input
for analysis functions in ProCAST and imported in Parasolid format. The material
properties and initial boundary conditions input parameters to ProCAST based on
PQ2 calculations are shown in Table 1.



Minimization of Shrinkage Porosity in HPDC Process with Local … 439

Table 2 Variable parameters

Variable parameters Range due to design constrains

Squeeze pin diameter 5–9 mm (product geometry)

Squeeze pin stroke 10–20 mm (die design constrain)

Pressure to be applied 25–30–35 bar (compact cylinder capacity)

Time of squeeze pin actuation Time between gate solidification and before
component solidification App (2.46–3.22 s)

Table 3 Experiment 1

S. No. Squeeze pin
diameter (mm)

Squeeze pin
stroke (mm)

Pressure to be
applied (bar)

Time of squeeze
pin actuation
(sec)

1 5 15 30 3

2 6 15 30 3

3 7 15 30 3

4 8 15 30 3

5 9 15 30 3

Table Table 4 Experiment 2

S. No. Squeeze pin
diameter (mm)

Squeeze pin
stroke (mm)

Pressure to be
applied (bar)

Time of squeeze
pin actuation
(sec)

1 7 10 30 3

2 7 12.5 30 3

3 7 15 30 3

4 7 17.5 30 3

5 7 20 30 3

3.2 Determination of Variable Parameters

Todetermining optimumvalues, squeeze pin parameters byDOEandflow simulation
range of variable parameter are fixed as per die design constrains. Table 2 shows
variable parameters.

3.3 Design of Experiments

Following experiments designed to determine optimum value of squeeze pin diam-
eter, squeeze pin stroke, pressure to be applied, and time of squeeze pin actuation;
for this, each parameter is varied in equal interval in each experiment. Tables 3, 4,
5, and 6 show experiment 1 to experiment 4.
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Table 5 Experiment 3

S. No. Squeeze pin
diameter (mm)

Squeeze pin
stroke (mm)

Pressure to be
applied (bar)

Time of squeeze
pin actuation
(sec)

1 7 15 25 3

2 7 15 30 3

3 7 15 35 3

Table Table 6 Experiment 4

S. No. Squeeze pin
diameter (mm)

Squeeze pin
stroke (mm)

Pressure to be
applied (bar)

Time of squeeze
pin actuation
(sec)

1 7 15 30 2.46

2 7 15 30 2.65

3 7 15 30 2.84

4 7 15 30 3.03

5 7 15 30 3.22

Fig. 4 Section of solid fraction result at plane-P red color shows shrinkage porosity

3.4 Flow Simulation

The simulations were conducted as per DOE on the software ProCAST. To deter-
mine shrinkage porosity, this software solves the conservation equations using the
finite element method. The component geometry is meshed by dividing into fine
tetrahedral volume elements. The conservation equations are solved at each volume
element level. Fraction solid results are analyzed to determine the volume of shrink-
age porosity. Fraction solid is the percentage of solid phases formed at any point in
time during the solidification. ProCAST simulation model uses fraction solid curve
to predict shrinkage porosity formation in examined aluminum alloy. Figure 4 shows
fraction solid result in which red color shows shrinkage porosity.
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Fig. 5 Results of experiment 1 to experiment 4

4 Simulation Results and Discussion

The volume obtained during flow simulation is plotted on Y -axis, and the variable
parameters are plotted on X-axis as shown in Fig. 5.

From the experiment 1 to experiment 4, results of optimum values obtained are
given below-optimum squeeze pin diameter 9 mm, optimum squeeze pin stroke
17.5 mm, optimum pressure to be applied 35 bar, and optimum time of squeeze pin
actuation 2.65 s.

Validation of optimized simulation result is done by conducting die trials on
HPDC machines in manufacturing shop with squeeze pin actuation using obtained
parameters and without squeeze pin actuation. Figure 6 shows radiography X-ray
inspection report which shows shrinkage porosity of casting reduced from level III
to level I

5 Conclusions

• The experimentally obtained locations of shrinkage porosity are same as predicted
by simulation.

• Local squeeze pin can be used as tool tominimize shrinkage porosity under accept-
able level.

• The method used to optimize squeeze pin parameters reduces trials in foundry,
hence very useful to reduce lead time for component development.
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Fig. 6 Radiography X-ray inspection report with and without squeeze pin actuation

• The product thus formed is defect proof from first trial; therefore, productivity of
foundry increases.
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Optimization of Injection Moulding
Process Parameters Using Response
Surface Methodology

Khavekar Rajendra, Hari Vasudevan and Gosar Vimal

Abstract Manufacturing process can be optimized to obtain better quality of the
products manufactured by particularly reducing the defects. In this study, application
of a design of experiments (DOE) tool i.e., response surfacemethodology (RSM)was
carried out on parameters of injection moulding of polybutylene terephthalate (PBT)
material. The influences of process parameters are injection pressure, suck back
pressure, injection time, cooling time, zone 1 temperature and zone 2 temperature
(barrel temperatures) on dark-spots and short-shots (defects) considered under the
investigation. Orthogonal array L16 of Taguchi methodwas used to screen six factors
at two levels eachwith the response being%defectives. It was found that the injection
pressure, injection time and zone 1 temperature had a major effect on the response.
Central composite design of RSM was then applied to investigate further tuning of
the parameters: injection pressure, injection time and zone 1 temperature. It was
found that the reduction in % defectives had been reduced to 3.00% from 9.22%.

Keywords Response surface methodology · Taguchi method · DOE
Injection moulding · Optimization

1 Introduction

Plastics have attracted much interest in electrical applications during the past few
years. Plastics, such as polybutylene terephthalate (PBT), are used in themanufactur-
ing of electrical components for its heat resistance, electrical resistance, dimensional
stability and toughness. Some of the typical electrical applications include electrical
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connectors, switches and electrical appliance components. Optimization of the pro-
cess parameters of manufacturing has invariably become the prime focus on these
applications to minimize the defects and thus improve the quality along with the
productivity. Design of experiments (DOE) is a set of tools that help in optimizing
the processes, using methods like Taguchi method and response surface methodol-
ogy. Manufacturing of electronics appliance components involves processes such as
plastic injection moulding, which is mainly used to manufacture moulded plastic
products.

In this study, optimization of a plastic injection moulding process is carried out
using response surface methodology (RSM). In a related study, previously done by
the authors, Taguchi method was applied to optimize the process of plastic injection
moulding for manufacturing bulb holders. Plastic injection moulding, which is a
manufacturing process for processing polymers, is a very popular process due to its
high production rate. In this process, the part is produced by injecting the molten
material into the mould. The raw material in granular form is fed into the machine
by means of a hopper which pre-heats the material. The material is then heated into
the barrel and maintained at required temperatures at different zones of the barrel.
The molten polymer is then injected into the mould at required pressure from the
nozzle, where it is held for a given time to cool down, and then with the help of
an ejector pin, the part is ejected when the mould opens. The mould is generally
made up of steel or aluminium depending upon the type of application. In injection
moulding process, defects are generated when the process is not stable and there is
non-conformance with the dimensions of the product. These defects are developed
due to the improper setting of the machine parameters. A number of defects like
dark-spots, short-shots, shrinkage and warpage could be observed, if the machine
parameters are not set properly. Even with the proper setting of machine parameters,
sometimes due to noise factors, the settings may change a little; due to which, again
the defects may occur. Therefore, optimization of the process is very important to be
followed up.

The next section i.e., Sect. 2 in the paper brings out a detailed literature review,
and Sect. 3 covers the experimental planning methods adopted in the study. Section 4
contains the experimental details and analyses. Results and discussion are covered
in Sect. 5, and the conclusion is presented in Sect. 6.

2 Literature Review

Guo et al. [5] predicted warpage in injection plastic moulding, based on RSM of
design of experiments. Central composite design (CCD) was used to find the math-
ematical model of the parameters such as coolant temperature, injection time, V/P
switch over and mould temperature. It was found that the deviations were in between
−0.5 and 0.8%, indicating the reliability of CCD on RSM. Akbarzadeh and Sadeghi
[1] applied analysis of variance (ANOVA) method and IWO algorithm for parameter
study in plastic injection moulding process, where the effect of injection moulding
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parameters: melting temperature, injection pressure, packing pressure and packing
time on shrinkage in polypropylene (PP) and polystyrene (PS) were considered. It
was found that the models and algorithms for optimizing the process were effective
in solving the problem of shrinkage with an improvement of 35.7% in PP and 25.7%
in PS.Mohammad [3] implemented a hybrid response surface methodology and sim-
ulated annealing algorithm to optimize the process parameters of plastic injection
moulding. Process parameters, such as mould temperature, melt temperature and
injection pressure, were considered for the optimization. Two mathematical models
were developed for shrinkage and warpage, and the predictions were fairly fitting
with the actual values of the response with the error ranging from −0.96 to 0.04.
Humbe and Kadam [2] optimized the process parameters, such as melt temperature,
injection pressure, holding pressure and cooling time of plastic injection moulding
for polypropylene, to enhance productivity and reduce time for development. The
RSM’s D-optimal method was used to analyse the effect of each parameters on
tensile strength and cycle time. Two mathematical models were obtained for ten-
sile strength and cycle time using RSM. Optimal settings were obtained for both
the responses. Hence, in order to get the optimized value of input parameters for
reduction of defects in injection moulding, RSM is the most appropriate method, as
applicable and pertinent to the injection moulding process, being studied.

3 Experimental Planning Methods

3.1 Response Surface Methodology

The steps followed in the response surface methodology are shown in Fig. 1.

4 Experimental Details

4.1 Defining the Objective

The experimental objective was to minimize the defectives and hence reduce the
rejection rate of the product manufactured, the defects being dark-spots, short-shots,
silver-spots and shrinkage. The principal defects were found out to be dark-spots and
short-shots from the manufacturing history. Approximately, 11%was observed to be
the rejection rate in the manufacturing of this product and is as shown in Fig. 2.
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Fig. 1 Response surface
methodology Source Myers
et al. [4]
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4.2 Identifying the Factors and Levels

There are three factors which play a major role in the injection moulding process:
temperature, pressure and time. Injection moulding process starts with sucking and
heating of the material at ‘suck back pressure’. The material then flows through the
barrel at different ‘zone 1 temperature’ and ‘zone 2 temperature’ in barrel zones and
enters into themould through the nozzle at a particular flow rate, which depends upon
the ‘injection time’ at a given ‘injection pressure’. The mould is then locked and held
at a particular pressure for themelt to cool and solidify for a particular ‘cooling time’.
In total, there were six factors identified at two different working levels as given in
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Table 1 Injection moulding
parameters

A. Temperature (°C) 1. Zone 1 temperature

2. Zone 2 temperature

B. Pressure (MPa) 3. Injection pressure

4. Suck back pressure

C. Time (sec) 5. Injection time

6. Cooling time

Fig. 3 Main effect plot

Table 1. These levels were selected as per the opinion of the machine and process
experts in the firm.

4.3 Screening of Factors

Screening of these six factors was done using orthogonal arrays of Taguchi method.
L16 design was used, and it was found from the main effect plot, which is shown in
Fig. 3 that out of the six factors only three had dominant effect on the process. With
the optimum settings, a trial run was carried out to set the baseline of the response,
which was found to be 9.22%.

The factors and their levels selected are shown in Table 2.
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Table 2 Factors and levels

1. Zone 1 temperature (°C) High 295

Low 285

2. Injection pressure (kPa) High 56

Low 52

3. Injection time (s) High 6

Low 4

Table 3 RSM design CCD

Run no. Injection pressure
(kPa)

Injection time (s) Zone 1 temperature
(°C)

1 50.637 5.000 290.00

2 54.00 5.000 290.00

3 56.00 4.000 285.00

4 54.00 5.000 290.00

5 54.00 5.000 290.00

6 54.00 5.000 298.41

7 52.00 6.000 295.00

8 56.00 4.000 295.00

9 54.00 3.318 290.00

10 56.00 6.000 295.00

11 52.00 4.000 285.00

12 54.00 5.000 290.00

13 54.00 5.000 290.00

14 56.00 6.000 285.00

15 52.00 4.000 295.00

16 54.00 6.682 290.00

17 57.364 5.000 290.00

18 52.00 6.000 285.00

19 54.00 5.000 281.59

20 54.00 5.000 290.00

4.4 Selecting RSM Designs

Minitab 17 statistical software package was used for designing the experi-
ments for six factors at two levels. The orthogonal array was selected from
Stat>DOE>RSM>Create RSM Design in the software. Rotatable Central comp-
site design for three factors at two levels with one centre point and two start points
was selected. There were in total 20 runs and is as shown in Table 3.



Optimization of Injection Moulding Process Parameters … 451

Table 4 Responses actual and predicted

Run no. Injection
pressure
(kPa)

Injection
time (s)

Zone 1
temp (°C)

Response

Actual Predicted Residual
error

1 50.637 5.000 290.00 14.07 14.59 0.52

2 54.00 5.000 290.00 8.89 7.71 −1.18

3 56.00 4.000 285.00 9.63 8.40 −1.23

4 54.00 5.000 290.00 8.89 7.71 −1.18

5 54.00 5.000 290.00 6.67 7.71 1.04

6 54.00 5.000 298.41 5.93 6.68 0.75

7 52.00 6.000 295.00 13.33 12.75 −0.58

8 56.00 4.000 295.00 5.19 5.34 0.15

9 54.00 3.318 290.00 6.67 6.32 −0.35

10 56.00 6.000 295.00 12.59 10.44 −2.15

11 52.00 4.000 285.00 11.85 12.19 0.34

12 54.00 5.000 290.00 6.67 7.71 1.04

13 54.00 5.000 290.00 7.41 7.71 0.3

14 56.00 6.000 285.00 11.11 9.44 −1.67

15 52.00 4.000 295.00 7.41 7.27 −0.14

16 54.00 6.688 290.00 8.89 11.80 2.91

17 57.364 5.000 290.00 7.41 9.46 2.05

18 52.00 6.000 285.00 15.56 13.60 −1.96

19 54.00 5.000 281.59 8.15 9.97 1.82

20 54.00 5.000 290.00 8.15 7.71 −0.44

The experimentation carried out was completely randomized and replicated.
Therefore for every settingRegression equation in uncoded units:. These two val-
ues were taken as one average value. The details are as shown in Table 4.

Regression equation in uncoded units:

%Defective�2960 − 55.2 Injection Pressure − 59.6 Injection Time − 8.8 Zone
1 Temperature + 0.381 Injection Pressure * Injection Pressure + 0.479 Injection
Time * Injection Time + 0.0087 Zone 1 Temperature * Zone 1 Temperature − 0.047
Injection Pressure*Injection Time + 0.0464 Injection Pressure * Zone 1 Tempera-
ture + 0.203 Injection Time * Zone 1 Temperature

4.5 Analysis of Results

From the obtained results, it can be observed that the predicted values obtained are
very close to the actual value as shown in Fig. 4, thusmaking thismathematicalmodel
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Fig. 4 Actual response
versus predicted response
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Fig. 5 Main effect plot for response

reliable. Response optimizer was then used to predict the behaviour of response at
different settings of the factors. As the problem contains Minimum-the-Better case,
response optimizer was set to give the optimum setting so as to obtain the minimum
% defectives.

From the main effect plot for response it is clear that to obtain minimum %
defectives, the factors have to be tuned as suggested in the plot as shown in Fig. 5.
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Table 5 Response optimizer setting and predicted response value

Variable Setting Predicted response value

Injection pressure 54 2.72%

Injection time 3.4

Zone 1 temperature 298

Fig. 6 Response optimizer

Table 6 Confirmation details

Set no. No. of pieces No. of
defectives
observed

Actual %
defectives

Predicted %
defectives

% difference

1 45×3�135 4 2.963 2.72 0.243

2 55×3�165 5 3.030 2.72 0.310

Total 300 9 2.993 2.72 0.2765

4.6 Predicting Response for Optimum Setting

Minitab 17 statistical software was used to obtain the prediction of response value
for optimum setting using response optimizer. With Smaller-the-Better case of this
study, response optimizer produced the setting as shown in Table 5 and Fig. 6.

4.7 Confirmation Run

With the following setting, two sets of observations were taken with 45 shots as well
as 55 shots, and the observations are given in Table 6.
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Reduction in % Defects � 9.22 − 2.99

9.22
� 67.46%

5 Results and Discussion

It is clear from the confirmation run that % defectives have been reduced by 67.46%
and that the actual response value is falling near the predicted response value; the
difference being marginal at 0.273%, and thus making RSM as a reliable tool for
predicting and optimizing the plastic injection moulding process. The difference
obtained in the predicted and actual response value may be due to the noise factors
and the limitations of the machine of deviating value in a given setting. Further, with
the machine limitation of resolution, the values of dominant factors play a major role
with even a small change in input parameters.

6 Conclusion

Response surface methodology (RSM) was successfully implemented in the study to
optimize the plastic injection moulding process. Confirmation runs tested the accu-
racy of the developed mathematical model; the deviation being 0.273%. Expected
savings from this case study is approximately Rs. 3 lakhs/annum for the company.
This method gives the global optimum value of the parameters. Semi-skilled work-
ers are not in a position to handle this methodology very easily, as it requires more
data and software tool to conduct the experiments. It also provides breakthrough
improvements in quality of the process under investigation.
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Optimization of Cutting Parameters
in Dry Turning of AISI 4140 Hardened
Alloy Steel with Coated Carbide Tool

Sandip Mane and Sanjay Kumar

Abstract This article focuses on optimization of cutting parameters during the turn-
ing of hardened AISI 4140 alloy steel using with TiAlN–TiN, PVD-coated, tungsten
carbide insert. The Analysis of Variance and Taguchi’s technique are used for anal-
ysis. The three levels of feed, speed, and depth of cut are selected. A L9 orthogonal
array is selected based on Taguchi’s design of experiments (DoE), and the experi-
mental investigation is carried out. The performance measures, cutting forces, and
tool-chip interface temperature are analyzed by signal-to-noise (S/N) ratio. Analysis
of variance is used to determine the most contributing factor, which shows that cut-
ting speed is the most prominent parameter contributing by 62.71%, cutting speed
by 7.04%, and depth of cut by 19.78%.

Keywords Analysis of variance · Taguchi · Signal-to-noise (S/N) ratio

1 Introduction

Metalmachining is a coupled thermo-mechanical process. Theheat generation occurs
as a result of plastic deformation and friction along the tool-chip and tool-workpiece
interface, which in turn raises the temperature in the cutting zone. This factor is of
a major importance to the performance of the cutting tool and quality of the work-
piece. The heat generation and temperature at the cutting zone due to the friction
at tool-chip interface and tool-workpiece interface are significant parameters which
influence chip formation mechanism, tool wear, tool life, surface integrity, and hence
machining quality. The investigation of the temperature at the cutting region is imper-
ative because of its impact on machining responses. It has been shown that lessening
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the temperature at the critical area during the machining process enhances the tool
life and surface integrity of the workpiece.

Mohammad et al. [1] have performed numerical simulations to investigate the
effects of cutting parameters on cutting force in turning of hardened alloy steel AISI
52100, 4340, and D2. The results revealed that turning AISI 52100 has the maximal
feed force, turning AISI 4340 attains the maximal cutting force, and turning AISI D2
has the least cutting and feed force. The cutting force turns out to be a smaller force
component and feed force as a major force component in turning hardened alloy
steel. Cutting force components raises with increasing feed, negative rake angle, and
nose radius. Ozel et al. [2] investigated the effect of cutting speed, feed cutting edge
geometry, and workpiece hardness on cutting force in the hard turning of AISI H13
steel. In this research, it has been observed that the cutting tool geometry, cutting
speed, and hardness of workpiece are found to be influencing force components.
Aspinwall et al. [3] have explored the effects of cutting speed andworkpiece hardness
on cutting forces.Aouici et al. [4] have studied the effects of cutting speed, feed, depth
of cut, and workpiece hardness on the cutting force in turning AISI H11 hardened
steel. Fnides et al. [5] interpreted the effects of the cutting parameters on cutting
force components in hard turning of AISI H11 tool steel. More et al. [6] have used
ANOVA technique and interpreted the effect of cutting speed and feed on forces.
Umbrello and Jawahir [7] have developed a finite element model which was applied
to envisage the white layer formation during turning of AISI 52100 hardened steel.
Chu and Wallbank [8] in 1998 stated a relationship between the cutting parameters
and cutting temperature for specific range of cutting speed and feed rate. Abdil and
Yashya [8] has concluded that during turning of hardened steel, the cutting speed is
observed as the most influencing parameter on the tool-chip interface temperature
whereas feed rate is less significant. A FEM-experimental methods for obtaining the
cutting tool’s temperature fields developed and compared with physical conditions
[9]. Shihab [10] presented the RSM model-based study using ANOVA for turning
of AISI hard alloy steel.

Thus, there is a need for a process optimization to determine optimal values of
cutting parameters, such as cutting speed, feed rate, and depth of cut to fully explore
the performance turning of hardened alloy steel. The present paper aims to examine
the role of cutting parameters in turning hardened AISI 4140 steel (55 HRC).

1.1 Taguchi Techniques

Taguchi design is powerful tool and efficient method for designing processes that
operate persistently and optimally over a variety of conditions. To determine, the
finest design needs the use of a strategically designed experiment which reveals
the process to discrete levels of design parameters. Taguchi’s approach to design of
experiments is easy to use and implement, and therefore it has attained immense
acceptance in the field of Science and Technology [11]. There has been a great deal
of ongoing applications of Taguchi method for process optimization [12]. Taguchi
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Table 1 Chemical configuration of AISI 4140 steel

C Si Ni Mn Cr Mo P S

0.4 0.25 0.20 0.9 1.0 0.2 0.035 0.040

design is suggested for analyzing machining process problems for finding the opti-
mum parameters.

The objective of this study is to investigate the influence of the cutting speed, feed,
and depth of cut on tool-chip interface temperature and cutting force in dry turning
of AISI 4140 hardened alloy steel by applying Taguchi’s technique and analysis of
variance (ANOVA).

2 Experimental Procedure

2.1 Equipment and Materials

The main objective of this work was to investigate the response of cutting param-
eters on tool-chip interface temperature and cutting force. The cutting parameters
were selected as process parameters, and AISI 4140 hardened alloy steel (55 HRC)
having 50 mm dia. and 300 mm length was selected as a workpiece material for this
study. The chemical configuration of the AISI 4140 hardened alloy steel is listed in
Table 1. AISI 4140 is commonly used for a variety of applications in the oil and
gas sector. The typical applications include components such as connection rods,
collets, conveyor pins, gears, stem assemblies, pump shafts, and tool holders, etc.
The turning tests were conducted in dry conditions on NH-18 lathe (HMT Make)
having a maximum spindle speed of 1800 rpm and a maximum power of 7.5 kW. The
cutting tool used was coated carbide cutting tool insert with 6° rake angle, 6° clear-
ance angle, and 0.02 mm nose radius. The Al2O3 and TiC were the two-tool coating
material having thickness of 5 micron and 3 microns, respectively. IEICOS lathe
tool dynamometer (model 652) with digital multicomponent force indicator with 3
independent digital panel meter is used to measure XYZ force. Also, IEICOS hand-
held digital infrared thermometer (Range: 50–1850 °C) and K-type thermocouple
are used for temperature measurement.

2.2 Design of Experiments

The Taguchi method is an effective technique of optimization and employs the dis-
tinctive design of orthogonal array (OA) to investigate the quality aspect through
a least possible number of experiments. Based on the orthogonal array, the results
obtained are then transformed into S/N ratio to appraise the performance. Design of
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Table 2 Factors and their levels

AISI 4140-55 HRC

Symbol Level 1 Level 2 Level 3

Cutting speed
(m/min)

A 86.39 109.96 133.52

Feed (mm/rev) B 0.08 0.10 0.12

Depth of cut
(mm)

C 0.10 0.20 0.30

Table 3 Orthogonal array L9 of Taguchi (coded form)

L9 combinations (coded)

Test no “L” Cutting speed (m/min) Feed (mm/rev) Depth of cut (mm)

L1 1 1 1

L2 1 2 2

L3 1 3 3

L4 2 1 2

L5 2 2 3

L6 2 3 1

L7 3 1 3

L8 3 2 1

L9 3 3 2

experiments method is applied to plan the orthogonal array for 3 parameters such
as cutting speed, feed, depth of cut, and for each parameter, 3 different values are
selectedwithin the intervals recommended by the cutting toolmanufacturer (Table 2).

The least number of experiments that need to be performed for the parametric
optimization is determined as,

No. of experiments � [(L − 1) × P] + 1 � [(3 − 1) × 3] + 1 � 7 ≈ L9

Based on the designed L9 orthogonal array, experiments are carried out and the
response parameters such as resultant cutting force and tool-chip interface tem-
perature are determined. The numerical measure of performance characteristic like
signal-to-noise ratio is used to analyze the effect of process parameters on the output
parameters. For investigation, there are three types of quality characteristics, (i.e.)
smaller-the-better, larger-the-better, and nominal-the-better (Tables 3, 4 and 5).

Smaller-the-better (minimize): S/N � −10 ∗ log
(∑(

Y 2
)
/n

)

Larger-the-better (maximize): S/N � −10 ∗ log
(∑(

1/Y 2
)
/n

)

Nominal-the-best: S/N � −10 ∗ log
(
s2

)
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Table 4 Orthogonal array L9 of Taguchi (uncoded form)

L9 combinations (uncoded)

Test no “L” Cutting speed (m/min) Feed (mm/rev) Depth of cut (mm)

L1 86.39 0.08 0.10

L2 86.39 0.10 0.20

L3 86.39 0.12 0.30

L4 109.96 0.08 0.20

L5 109.96 0.10 0.30

L6 109.96 0.12 0.10

L7 133.52 0.08 0.30

L8 133.52 0.10 0.10

L9 133.52 0.12 0.20

Table 5 Experimental results for force and interface temperature

Test no “L” Cutting
speed
(m/min)

Feed
(mm/rev)

Depth of
cut (mm)

Force in X
(N)

Force in Y
(N)

Temp. (°C)

L1 86.39 0.08 0.10 110.48 67.12 667.50

L2 86.39 0.10 0.20 44.60 24.08 787.75

L3 86.39 0.12 0.30 183.90 95.55 907.93

L4 109.96 0.08 0.20 92.93 50.76 684.25

L5 109.96 0.10 0.30 153.97 86.16 707.64

L6 109.96 0.12 0.10 63.24 30.98 716.84

L7 133.52 0.08 0.30 128.34 74.28 649.65

L8 133.52 0.10 0.10 153.38 84.16 674.54

L9 133.52 0.12 0.20 117.52 56.70 827.91

3 Results and Discussion

The analysis is carried out using Minitab-17 statistical software. By employing the
smaller-the-better technique of signal-to-noise ratio, the combined S/N ratio is com-
puted, which is shown in Table 6. Based on the determined combined S/N ratio, the
response table for cutting speed, feed rate, and depth of cut are determined by aver-
aging the combined S/N ratio for each level of input parameters, as shown in Table 7.
From the response table, themain effects plot of S/N ratio is plotted for cutting speed,
feed rate, and depth of cut which are shown in Fig. 1. From the response table and
main effects plot of combined S/N ratio, the finest level of parameters are identified as
cutting speed of 86.39 m/min, feed rate of 0.10 mm/rev, and depth of cut of 0.1 mm,
(A1B2C2). Analysis of variance (ANOVA) is a valuable method for analyzing the
effect of categorical factors on a response. It is performed to determine the factors
that contribute to the quality characteristics. Minitab-17 statistical software is used
to perform the analysis. Table 9 shows the ANOVA table for the combined S/N ratio.
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Table 6 Combined S/N ratio of the response parameters

Test no “L” Cutting
speed
(m/min)

Feed
(mm/rev)

Depth of
cut (mm)

Resultant
force (N)

Temp. (°C) S/N ratio

L1 86.39 0.08 0.10 129.27 667.50 −53.639

L2 86.39 0.08 0.10 50.69 787.75 −54.935

L3 86.39 0.08 0.10 207.24 907.93 −56.371

L4 86.39 0.10 0.20 105.89 684.25 −53.797

L5 86.39 0.10 0.20 176.44 707.64 −54.248

L6 86.39 0.10 0.20 70.42 716.84 −54.140

L7 86.39 0.12 0.30 148.28 649.65 −53.464

L8 86.39 0.12 0.30 174.95 674.54 −53.853

L9 86.39 0.12 0.30 130.48 827.91 −55.456

Table 7 Response table for
signal to noise ratios (smaller
is better)

Level CS Feed DOC

1 458.4 397.5 405.6

2 410.2 428.7 431.2

3 434.3 476.8 466.2

Delta 48.1 79.3 60.6

Rank 3 1 2

Table 8 Optimal conditions of cutting parameters

Optimum conditions

Cutting speed (m/min) Feed (mm/rev) Depth of cut (mm)

86.39 0.10 0.20

A1 B2 C2

Table 9 ANOVA table

Analysis of variance

Source DF Seq SS C (%) Adj SS Adj MS F-value P-value

Cutting
speed

2 8,156,647 62.71 8,156,647 4,078,324 5.99 0.143

Feed 2 915,616 7.04 915,616 457,808 0.67 0.598

Depth of
cut

2 2,573,348 19.78 2,573,348 1,286,674 1.89 0.346

Error 2 1,361,362 10.47 1,361,362 680,681

Total 8 13,006,973 100.00

From the ANOVA table, it is observed that the cutting speed is the most significant
factor contributing by 62.71%, followed by cutting speed by 7.04%, depth of cut by
19.78% (Tables 8, 9, 10 and 11).
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Table 10 Model summary

S R-sq R-sq (adj) Press R-sq (pred)

825.034 89.53% 58.13% 27,567,578 0.00%

Table 11 Output quality characteristics of optimal condition

Tool-chip temperature
(°C)

Cutting force (N)

FX FY Resultant

573.94 76.29 41.57 86.88

4 Conclusion

The results showed that the Taguchi technique is an impressive method of deciding
the optimal cutting parameters for attaining the minimal value of cutting temperature
and cutting force. Also, it has been proved that the appropriate selection of process
parameters and their levels enhances the quality characteristics in turning of hard to
cut material.
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A Perspective of Integrated Machine
Vision Based-Multivariate Statistical
Process Control

Ketaki N. Joshi and Bhushan T. Patil

Abstract Machine vision systems have proven their potential of effectively inspect-
ing objects under consideration for surface and dimensional defects using various
texture analysis techniques.However, current use ofmachine vision systems in indus-
try is broadly limited to acceptance or rejection of product based on its quality. Their
potential of providing complete solution to quality is not completely explored and
utilized. Hence their exist opportunities for utilizing machine vision systems not
only for inspection, but going one step ahead and using it for quality control. The
information extracted by machine vision systems, over the period, can be analysed
for monitoring production processes and detecting out-of-control signals. This paper
provides a review of the attempts made by various researchers in the direction of
integrating machine vision techniques with statistical quality control methods for
providing vision based solution for quality control.

Keywords Machine vision · Multivariate techniques · Statistical process control

1 Introduction

Automatic inspection systems using computer vision and image processing tech-
niques are capable of accurate inspection and effective process monitoring. There
has been a significant development in the field of machine vision systems (MVS) and
have proven their potential to replace the traditional measurement systems. There
exists an opportunity to extend their current usage for inspection to monitoring of
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production processes and utilizing this data in order to control the system before
non-conformities occur.

Woodall and Montgomery [1] have stated that use of images for process monitor-
ing is one of the latest trends in the area of quality control. The images of the products
are often used in the industry for inspection, i.e. to separate non-conforming items
from conforming items. However, they clearly stated the opportunity of developing
solutions for detection of quality changes before non-conforming items are actually
produced in the system by encouraging investigations and research in the area of
control charting using image data.

Vining et al. [2] have also stated that currently the image data is being primarily
used for quality inspection purpose; however, the future scope for research in the
field of machine vision lies in exploring the opportunity of using this information to
improve quality of the processes. Hence they enforce on development of statistical
monitoringmethodologies for image data to be the next logical step in the near future.

In the present paper, authors attempt to survey the current state of research progress
achieved in the field of machine vision-based multivariate statistical control. The
paper presents a review of developments in multivariate statistical quality control
techniques, integration of MVS with control charting techniques and its implemen-
tation in various product and process industries carried out by various researchers.

1.1 Integration of Machine Vision Systems and Statistical
Process Control

Applications ofmodern industrialmachine vision systems can be broadly categorized
in four types of inspections: dimensional quality, surface quality, structural quality
and operational quality [3].

Dimensional quality characteristics can be extracted by processing images of the
product under inspection using various image processing techniques and feature
extraction techniques. Inspection for surface quality using MVS is based on the
principle that, an image is a two dimensional image intensity function characterized
by the amount of light incident on the object under observation (illumination) which
is dependent on the light source and the amount of light reflected from the object
(reflectance) which is dependent on the characteristic of the surface of object [4].
Structural quality refers to correct assembling, which can be extracted from images
of the assemblies using statistical techniques based on greyscale levels, template
matching or various stochastic model-based algorithms. Operational quality deals
with accuracy with which a particular operation is carried out.

Effective management of quality involves three activities namely quality plan-
ning, quality assurance and quality control and improvement [5]. Quality control
and improvement is one of the philosophical pillars of quality and can be achieved
primarily by using statistical process control (SPC).
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Traditional process monitoring and quality control from univariate perspective is
based on the assumption that only one process output is of prime concern. However
in practice, a product’s utility value depends on a number of quality characteristics all
of which need to be controlled in the production process in order to avoid rejection of
components based on non-conformance to quality. Univariate approach also affects
the joint probability of samplemeans lyingwithin the control limits when the process
is actually in control, calculated as (1 − α)p, with α being the individual probability
of sample means lying in the control limits and p being number of variables. This
increases the probability of type I errors. Also, the above formula is applicable only
if all the characteristics are truly independent in nature, which is rarely the case in
actual practice.

In these scenarios, multivariate quality control provides a more effective way
to monitor process quality by simultaneously monitoring all the variables under
consideration. Multivariate techniques not only extract the information on individual
characteristics but also extract and monitor correlations among data [5]. The method
is suitable for processes with quality characteristics up to ten in number. However, it
can also be usedwithmore variables after reducing the dimensionality using principal
component analysis [6].

The multivariate process control techniques can be effectively used to monitor
a process involving multiple output characteristics. If this technique is integrated
with machine vision system, can provide a very effective automated system for
process monitoring and control. Researchers have made an attempt to use machine
vision system with multivariate statistical techniques for process control. Most of
the researchers have used this technique for surface quality control whereas very few
have used it for dimensional aspects of quality. It can be concluded that integration of
machine vision systems and statistical process control techniques can provide a very
effective, economic and reliable tool for facilitating quality control in the industries.

1.2 Methodology for Developing MVS Based-Process
Monitoring and Control

Methodology developed by Rogalewicz and Poznańska [7] can be adopted for devel-
oping machine vision-based multivariate quality control system.

It consists of three phases: planning phase, process capability study phase and
process monitoring phase. In planning phase, process to be controlled is studied
and the variable critical to its quality are selected with their tolerance limits and
targets. Then the data acquisition system is to be built, which for machine vision-
based approach, will include system for acquisition of images using camera and
transferring them to computer systems for further analyses. Then the measurement
system is to be developed, which for machine vision-based approach, will include
the use of image processing techniques for measurement of quality parameters. Then
in the process capability study phase, sample data with suitable sample size and
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sampling frequency is to be collected, analysed, then plotted using proper control
chart and further analysed for examining the process stability and capability. The last
phase is process monitoring phase, where control limits are to be calculated followed
by process monitoring and diagnosis of out of control scenarios.

2 Multivariate Control Charts

Most widely used multivariate quality control charts are Hotelling T 2 charts. These
charts use information from current sample and hence are insensitive to small and
moderate shifts in processmean.Multivariate exponentiallyweighedmoving average
(MEWMA) charts overcome this limitation [8].

2.1 Hotelling T2 Chart

Hotelling T 2 control chart developed byHotelling [9] is themost widely usedmethod
for multivariate quality control. This method is a direct analogue of univariate She-
wart chart. Hotelling T 2 charts for subgroup data can be represented using control
region or chi-square chart with an upper control limit. First method suffers from
loss of time sequence of data and complexity for more number of variables. Second
method overcomes these limitations by plotting the statistics value for all samples.
These charts can be extended for estimating population mean and standard deviation,
charts in which case are called Hotelling T 2 charts.

T 2 � n
(
x̄ − ¯̄x)′

S−1(x̄ − ¯̄x)

Two distinct phases in the use of control charts have different control limits based
on the usage as proposed by Alt. Phase-I has the objective to obtain in control
observations in order to establish control limits for phase-II. Whereas phase-II is for
monitoring the production. Accordingly, the control limits set for two phases are as
follows:

Control limits for phase-I:
UCL � p(m−1)(n−1)

mn−m− p+1 Fα,p,mn−m−p+1
LCL�0

Control limits for phase-II:
UCL � p(m+1)(n−1)

mn−m− p+1 Fα,p,mn−m−p+1
LCL�0

Interpretation of out of control signals is the most critical step in the use of
HotellingT 2 charts as it differs fromunivariate approach. Runger et al. [10] suggested
the use of decomposition method where T 2

(i) indicates the T
2 statistics for all process

variables except the ith one. Then di calculated as T 2 − T 2
(i) indicates the relative

contribution of each parameter to the overall statistics.
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Other methods include use of principal component analysis (PCA), partial least
squares (PLS) for dimensionality reduction or discriminant analysis for classification
of observations into groups [8, 11, 12]. PCA and projection of latent structure allow
systematic examination and interpretation of highly correlated high-dimensional data
[13]. Bersimis et al. [14] have discussed all the types of multivariate control charts,
autocorrelation, dimensionality reduction using PCA and PLS and interpretation of
out of control signals in detail.

2.2 Multivariate Exponentially Weighted Moving Average
(MEWMA) Chart

Multivariate exponentially weighted moving average (MEWMA) chart developed
by Lowry et al. [15] can sense the small or moderate shift in the mean vector over
period as compared to Hotelling T 2 chart. MEWMA statistics is given as follows:

Zi � λxi + (1 − λ)Zi−1

where λ lies between 0 and 1 and Z0 �0
Quality term plotted on the chart is given as follows:

T 2
i � Z ′

i

∑

zi−1

Zi

where covariance matrix

∑

zi

� λ

2 − λ

[
1 − (1 − λ)2i

] ∑

3 Literature Review

Horst and Negin [16] used two charge-coupled devices and computer server for
inspecting thickness of textile and plotting control charts for mean and standard
deviation in real time.

Nembhard et al. [17] implemented integratedmodel for statistical and visionmon-
itoring in order to monitor the colour transition of the extruded polymer at different
levels as it cools down in order to identify quality improvement opportunities. The
colour transition data was captured by processing images of the polymer taken at pre-
determined intervals and then plotted using EWMA control chart in order to detect
process shift.

Jiang et al. [18] proposed machine vision-based inspection of TFT-LCD panels
for mura defects using colour/greyscale values in different regions of the panel using
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EWMA chart. The positions of mura defects were easily located using EWMA chart
which were further analysed for classification. Lin and Chiu [19] proposed use of
Hotelling T 2 chart to determine the regions of small colour variation representing the
mura defects. According to the survey on use of automated visual inspection in the
field of semiconductors by Huang and Pan [20], semiconductor products including
wafers, TFT-LCDs and LEDs are inspected for defects using many multivariate
techniques one of which is the use of Hotelling statistics for texture analysis.

Tong et al. [21] usedmachine vision approach integratedwithHotellingT 2 chart to
monitor wafer (IC) production process. The quality characteristics selected for chart-
ing included number of defects and clustering indices to be monitored for inspection
purpose.

Liu et al. [22] developed an MVS system for capturing patterns such as stripes,
swirls and ripples with different dimensions. They used wavelet transformation and
principal component analysis for texture analysis and Hotelling T2 and SPE charts
for detection of off-specification countertops.

Lin [23, 24] used wavelet characteristics for describing texture properties and
HotellingT 2 control charts of different texture parameters to detect existence of ripple
defects in SBL chips of ceramic capacitor. Lin et al. [25] compared the capabilities
of a wavelet-Hotelling T 2 control chart approach with that of wavelet-PCA-based
approach in detecting surface defects in light-emitting diode (LED) chips and found
wavelet-PCA-based approach to be more effective.

Tunak and Linka [26] extractedGLCM features energy, correlation, homogeneity,
cluster shade and cluster prominence and plotted using multivariate T 2 charts for
detecting the occurrence and location of woven defects.

Tunak et al. [27] used 2D discrete Fourier transform (DFT) and its inverse pro-
cessed further for getting the images containing only warp and weft. The restored
images were then used for assessing weaving density with the help of X-bar control
chart in order to locate the sites of potential defects.

Lyu and Chen [28] integrated image processing technologies and multivariate
statistical control chart for a component type having two concentric circles. The
diameters of the two circles were obtained using image processing techniques and
results of 35 samples were plotted in T 2, X2 and MEWMA chart. Out of control
signals were interpreted using Fuchs and Benjamin’s MSSD (mean square succes-
sive difference) method [29] and Doganaksoy method [30]. They stated that the
future scope for this research to use various inspection techniques, different shaped
components and develop testing rules for analysing the process using control charts.

Megahed et al. [31] reviewed the work on image monitoring as a special case
of spatiotemporal surveillance and use of control charts for process monitoring.
Megahed et al. [32] applied spatiotemporal methods for analysis of the image data.

Grieco et al. [33] used integrated machine vision-based control charting approach
for monitoring leather cutting process wherein the shape of the monitored profile
was compared with baseline model using image data and deviation area was used as
the quality characteristic for monitoring. Univariate andmultivariate control charting
approaches were simulated by using deviation area of the entire profile in first case
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Table 1 Summary of research work in MVS-based process monitoring, control

Charting technique Researcher Product/process under
monitoring

Hotelling T2 Horst and Negin [16] Thickness of textile

Lin and Chiu [19] Mura defects in TFT-LCD
panels

Tong et al. [21] Wafer (IC) production process

Liu et al. [22] Patterns-stripes, swirls and
ripples

Lin [24] Ripple defects in SBL chips of
ceramic capacitor

Lin et al. [25] Surface defects in LED chips

Tunák and Linka [26] Woven defects

Tunák et al. [27] Weaving density

Lyu and Chen [28] Component with 2 concentric
circles

EWMA Nembhard et al. [17] Colour transition of extruded
polymer

Jing et al. [18] Mura defects in TFT-LCD
panels

MEWMA Lyu and Chen [28] Component with 2 concentric
circles

Shewhart Grieco et al. [33] Leather cutting process

and deviation area vector for different segments of profile in the multivariate case.
They concluded that multivariate approach provides better results.

The summary of previous research work in the field is tabulated in Table 1.

4 Conclusion and Future Scope

An integrated approach of machine vision-based control charting can effectively
facilitate process control. Multivariate approach will be beneficial over univariate in
industrial practices due number of variables determiningfinal quality and utility value
of the product. Machine vision systems have been successfully used for inspection
and can be implemented further for real time monitoring of production processes to
detect out of control signals and shifts in process means to predict the probability of
occurrence of non-conformities and control the processes before non-conformities
occur.

From the literature reviewed, it is clear that MVS-based process monitoring and
control is explored by very few researchers and their results indicate that the approach
is feasible. It needs to be explored further for providing a mature vision-based mul-
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tivariate statistical control solution to the industry [1, 2]. Most of the attempts have
been made to implement this technique for quality control in electronic products and
process industries. Their application in mechanical industries is still not explored to
the extent required for acceptance of this technique by the industry. The research gaps
identified from the literature review include application of MVS-based multivariate
control charting technique to various mechanical components and assemblies for
identifying dimensional errors and assembly errors, respectively. Further research in
this direction would provide a new dimension to industrial quality control systems.
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Development of Facility Layout
for Medium-Scale Industry Using
Systematic Layout Planning

Onkar V. Potadar and Ganesh S. Kadam

Abstract In the global competition, it is vital for any organization to minimize
the cost of manufacturing or services and at the same time maintain the quality
of process. Facility layout problem (FLP) is an important consideration to reduce
the material-handling cost and thus improve the productivity. Optimal design and
arrangement of facilities have a significant effect on the overall production cost and
manufacturing lead time. In this work, the existing process type layout is studied and
its transportation cost is determined. The tool SLP (systematic layout planning) is
used to propose anew improved layout.As apart of researchwork, the existing facility
layout of IWAI electronics, which is a speaker manufacturing industry, has been
studied. The important parameter considered to improve the layout is the relationship
between the departments. Computerized Relationship Layout Planning (CORELAP)
was used analytically to investigate the total closeness rating (TCR) for the existing
layout. The TCR helps to reposition the departments according to their relationship
and closeness ranking. A new layout is then proposed which reduced the material-
handling cost by 11.63%.

Keywords Process type layout · Facility layout problem (FLP)
Relationship chart (REL) · Systematic layout planning (SLP) · CORELAP

1 Introduction

Plant layout is a plan of optimum arrangement of facilities including personnel,
operating equipment, storage space, material-handling equipment, and all other sup-
porting services along with design of best structure to contain all these facilities.
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The aim of a production facility is to manufacture products with minimum cost and
maximize the profit. Plant layout of a production facility is a crucial factor in decid-
ing the profitability, cost of product, time required for production, and the total cost
incurred. A good layout avoids disruption in material flow, unwanted traveling of
material or manpower and thus reduces the cost of transportation. Different authors
have worked on various algorithms to come out with best possible layout. But the
question is, for small industries why it is important to optimize the layout? What
is the overall benefit in terms of cost reduction if one modifies the existing layout?
In this work, systematic preparation of a process type layout for small industry is
proposed by using SLP method. The study focuses on developing new layout for a
leading manufacturer of subwoofers, woofers, full-range speakers, etc., in concern
to increase the productivity.

The entire paper is divided into five sections. First section gives an introduction to
the current research carried out. Second section summarizes literature review. Third
section explains the methodology used in current research to optimize the layout.
Results and conclusion parts make the fourth and fifth sections, respectively, which
present the outcome of research.

2 Literature Review

Planning a layout in a well-organized manner before any construction is made is
highly crucial as it may help in reducing the cost to an appreciable extent. There
are many research papers on development of improvement of layouts using vari-
ous algorithms. Systematic layout planning (SLP) was suggested by Muther [1].
Extending the SLP technique, a study was proposed on concepts and algorithms
such as grouping, compounding, and hypothetical distance to modify procedures
and improve flexibility in SLP [2]. This study also helped to make the layouts in
different shapes. In another work, plant layout of canned fish in terms of material
flow, activity relationship, optimum process areas and locations has been designed
by SLP [3]. Factors studied in canned fish factory consisted of numbers of machines,
space requirements, and process area. The problem in terms of material flow of each
operation department was identified. With the SLP method, the new plant layout
significantly decreased the distance of material flow. For a jute industry production
layout was studied and a new layout was developed based on the systematic lay-
out planning method to reduce production cost and increase productivity [4]. The
number of equipments and the traveling area of materials in yarn production were
analyzed. The detailed study of the plant layout such as operation process chart,
activity relationship chart, and relationship between equipment and area was inves-
tigated. The new plant layout showed that the distance and overall cost of material
flow from stores to dispatch area were greatly decreased. For a chemical process
plant, the plant layout was optimized in reducing the costs of piping, supports, and
pumping, while keeping in mind the requirements of distance for safety, operation,
and maintenance [5]. The issue was formulated as a quadratic assignment problem,
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comprising all costs such as piping, pumping, installation, and supports. In another
work [6], Graph-based theory (GBT) was suggested with two phases: adjacency
phase and design phase. With these two separate phases, the GBT becomes more
powerful and facilitates to design the layout. Pairwise exchange method (PEM) was
also found appropriate for reformatting the existing layout [7]. PEM can be used
for both equal and unequal sections. Adjacency-based and distance-based problems
can be solved by this method. A review article suggested that the particle swarm
optimization technique, genetic algorithm, ant colony optimization, and simulated
annealing can be effectively used for optimization of multi-objective layout problem
[8]. It was also suggested that particle swarm optimization (PSO) can be a proficient
algorithm for solving FLP [9]. In another study, a mixed integer optimization was
used for efficient solution of large-scale single-floor chemical process plant layout
[10]. The final coordinates and dimensions for each of the equipment were obtained
from initial feasible solution followed by an iterative improvement procedure.

From the literature review, it is found that many algorithms have been developed
for construction and improvement of layouts. For medium-scale industry where the
number of facilities or equipment is less it is more feasible and easy to use SLP
method and concept of CORELAP algorithm to manually design the layout.

3 Methodology

The work presented here is to develop a new layout for speakers manufacturing
industry using SLP. It is a systematic procedure to plan and design the layout. It uses
many charts like travel chart, graphs, load–distance chart, REL chart. To modify and
propose a new layout using SLP, travel chart, REL chart, and space relationship dia-
gram (SRD) have been used. Travel chart gives the distance between the departments.
With the number of pallet loads between the departments and product sequence, one
can find out the total cost of transportation incurred using travel chart. REL chart
helps to know the closeness between the departments. The detailed work using these
techniques has been presented here for the selected industry.

3.1 Travel Chart for Current Layout (From-To-Chart)

This tool helps in obtaining the data of how much entities are being transported from
one department to the other. This data is crucial for the analysis of the transportation
cost in SLP. Flow matrix along with the distance matrix gives a cumulative result of
the cost matrix which is to be optimized (Table 1).

Product sequences listed in Table 2 are helpful in determining the number of parts
which move from one section to the other in a given period. The total transportation
cost is calculated on the basis of the product sequence. The flow of parts within
various departments is counted over a period of one month and assuming that the
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Table 1 Information regarding area allotted for various departments

Sr. no. Departments Area

1 Woodwork section 60’ × 30’

2 Administration section 65’ × 30’

3 Component winding 20’ × 20’

4 Power room 28’ × 30’

5 Assembly line 60’ × 60’

6 Quality assurance 15’ × 24’

7 Spray painting 30’ × 30’

8 Powder painting 30’ × 10’

9 Tool room 40’ × 20’

10 Packing 15’ × 15’

Table 2 Processing sequence for products

Sr. no. Departments Area

1 Tweeter speaker 3-5-7-9-6-10

2 Subwoofer speaker 3-5-8-6-10

3 Cabinet speaker 1-9-3-2-8-6-10

4 Full-range speaker 3-5-7-9-8-10

5 Dome tweeter speaker 1-5-3-8-6-10

6 Woofer speaker 3-5-7-6-9-10

transportation cost for any type of product over fixed distance is same. With this
assumption and by using travel chart, one can easily find out the total cost incurred
for material handling.

Center-to-center distance is taken as distance between the departments. Table 3
shows number of parts transported between each department in one month. This data
is found from the number of pallet loads and demand for each part. Cost matrix is
found bymultiplying the distance traveled and cost for transporting per unit distance.
Unit cost per distance can be assumed to find the total cost of transportation between
the departments and hence the total cost of transportation for all products in one
month (Tables 4 and 5).

It is observed that the exact resultant cost comes out to beRs. 177,372.7 permonth.
Thus, the facility has to devote nearly two lakhs to overcome the cost of transport.
This total cost is to be minimized.
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Fig. 1 REL chart for various sections

Fig. 2 Space relationship diagram

3.2 Relationship (REL) Chart

The stage of activity relationships performs qualitative analysis toward the close-
ness relationship decision between activities and resources. The outcomes will be
displayed into an activity relationship chart. From the available information, activity
relationship diagram was generated, where closeness and relationship between the
departments are visually evident. The relationship is defined by a closeness rating
system (Figs. 1 and 2; Table 6).



Development of Facility Layout for Medium-Scale Industry … 481

Table 6 Values for closeness or adjacency of departments

Sr. no. Departments Area

5 Absolutely necessary A

4 Especially necessary E

3 Important the activities be
close to each other

I

2 Ordinary closeness to be
maintained

O

1 Unimportant U

0 Not to be close to each other X

Table 7 TCR for each department

Departments→
↓

5’s 4’s 3’s 2’s 1’s 0’s TCR

1 – – – 2 7 – 11

2 – – – – 9 – 9

3 – – 3 2 2 2 15

4 – 1 1 1 6 – 15

5 1 3 4 1 – – 31

6 – 1 1 4 3 – 18

7 – – 1 1 7 – 12

8 – – 1 1 7 – 12

9 1 – 1 5 1 1 19

10 – – 1 2 4 2 11

3.3 Improving the Layout Based on Total Closeness Rating
(TCR)

Closeness rating is the sum of absolute values of relationship between the depart-
ments. Based on the TCR, the departments are ranked with highest TCR as the first
ranked department. The department with highest TCR or first rank is selected first
to start the layout placement (Table 7).

The placement sequence obtained based on the TCR score is as below.
Department sequence→5-9-6-4-3-10-7-8-1-2
With the sequence of placement obtained, the first department is placed at the

middle. The other departments are positioned based upon the weighted placement
value which is the sum of the numerical values for all pairs of adjacent depart-
ments. Based on the weighted placement rating (WPR), following the CORELAP
algorithm technique, the departments are positioned staring from western edge, in
counterclockwise direction as shown in Fig. 3. WPR of a department is the sum of
closeness ratings with respect to already entered departments in new layout.



482 O. V. Potadar and G. S. Kadam

Fig. 3 Alternate layout from CORELAP algorithm

WPR �
i∑

k�0

W (1)

where k �{departments already placed}.
According to the WPR obtained at various procedures during the CORELAP

algorithm, the below layout is formulated.

4 Results

As discussed earlier using the travel charts, the distance matrix and the total cost
matrix for new layout are prepared. From the cost matrix, it was found that the total
cost comes out to be Rs. 156,739.3 per month which is clearly less than the current
estimated cost of the layout.

The speaker manufacturing plant layout was studied for the scope of improvement
for reduction in the transportation cost. The on-paper research methodology which
included studying the relations between the departments and ‘systematic layout plan-
ning’ gave us a fair reduction in the prime transportation cost. The total saving in
transportation cost is Rs. 20,633.4, approximately 11.63%.

5 Conclusion

The objective of our project to reduce the transportation cost incurred within the
plant for material movement and develop an alternative layout having least cost for
a speaker manufacturing company in order to increase profit margin was achieved.
A lot of research have been carried out as it is discussed in the literature review
on improving the layouts. The method used in this work is the systematic approach
one has to work on before building the layout or installing any facility. The SLP
gives the best initial feasible solution for the layout and one can further use advanced
techniques to optimize and reduce cost of parts movements within the facility. The
important parameter in the work is the relationship between the departments. Many
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small and medium scale industries often neglect the importance of adjacency or
relationship between the departments and assume that it may not cost the industry
much. Since from the results, the decrease in cost by 11.63% is very significant in
present global competition. The industry which has been selected for the research
work is a medium-scale industry where the total facility area is not too large. Hence,
the number of machines or other facilities is less. Though from the literature review,
it is found that lot of computer-based techniques are available to improve the layouts,
for the current industry it is feasible to use manual method to modify the layout. This
also saves confusion over the different methods of optimization. Hence, the method
suggested in the work is a manual CORELAP technique which gave better results in
terms of cost reduction.
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Intelligent Unmanned Aerial Vehicles

Parth Thakkar, Anand Balaji and Vaibhav S. Narwane

Abstract Applications of unmanned aerial vehicles technology have shown a very
big rise in the recent times. One of the main reasons is less cost, tropical defor-
estation and advancement in remote sensing technology. Artificial intelligence will
become an integral part of unmanned aerial vehicles and can be used for various
applications. Incorporation of such intelligence in a practical system is the need of
hour. The aim of this paper is to embed artificial intelligence in drones using image
processing. Intelligent drones are now the requirement of many fields right from
courier delivery to defence, surveillance and rescue. Face-recognition system is pro-
posed which is based on dataset creation, training and recognizer. Implementation
of face-recognition system shows acceptable results. We have created an artificial
intelligence which is capable of doing face recognition and incorporated it with an
UAV.

Keywords Artificial intelligence (AI) · Image processing (IP) · Face recognition
Unmanned aerial vehicles (UAV) · Enhanced vision
Applications of artificial intelligence
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AI Artificial intelligence
IP Image processing
PC Personal computer
SQL Structured query language

1 Introduction

Unmanned aerial vehicles (UAVs) also popularly known as drones can be defined as
a flying object without any human pilot on board. The first drone came in this world
in the year 1849, and since then the technology for drones has developed to a great
extent. Initially, drones were used in military applications. But, seeing the cost at
which these drones function, attempts were then made to make them more humane
[1]. Since the early 1990s, UAV were being used for various applications. Also they
were now serving as a platform for robotic studies [2]. With applications in fields
such as aerial cinematography, journalism, surveillance and delivery systems, drone
technology is one of the highest worth technology [3].

Artificial intelligence (AI) and robotics are becoming one of the next industry
buzzwords and are now being used in almost every field. In 1956, John McCarthy
held the first academic conference onAI. AI is nothing but an intelligent behaviour of
machines rather than the normal behaviour. In subsequent years, it has experienced
several waves of optimism. In today’s world, AI is considered as a fast growing and
an advanced field of science. AI can be achieved in many ways. Various scientists
have framed various pathways for achieving AI. But as such, there is no general
procedure or method for AI research.

Devices or machines with AI prove to be more efficient and user-friendly than
traditional machines. Thus, enormous researchers are working on imparting AI in
industrial as well as domestic applications.

The main objective of our paper is to develop an AI which can perform face
recognition and incorporating such a system in various platforms such as drones,
surveillance cameras and mobile phones. The flow of the paper will be as follows:
Sect. 2 briefs about literature review carried out. Adopted methodology is discussed
in Sect. 3 followed by conclusion and future scope in Sect. 4.

2 Literature Review

In this section, we produce the literature survey regarding AI, image processing
(IP) and drone technology. Various researchers have worked in these fields. For
better understanding, this section is divided into two subsections: (i) UAV and its
applications and (ii) UAV with AI.
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2.1 UAV and Its Applications

When introduced for the first time, UAVs were used as a weapon for war. This
raised many questions about how they can be used fruitfully. Its capability to be
used as a tool of vision was neglected. This started the research work in using this
ability of drones [4]. Construction companies started using these drones to monitor
surrounding areas for safety and inspection [5]. It was this time that UAVs found its
place in journalism [6]. UAVs equippedwith camera have recordedmajor events such
as natural calamities [7] and terrorist activities [8], thus providing a inexpensive but
efficent way to collect data from parts where it is not feasible for people to reach [9].
Not only journalism, but also these UAVs found its application in cloud computing
as carriers of wireless base stations [10]. Attempts are also going on to use UAVs as
a tool for conserving environment. They are used to collect data about forest areas
or areas near rivers to analyse and conserve them [11–13].

2.2 UAV with AI

While few researchers were studying about UAV, advancements were made simul-
taneously in existing UAV by other researchers, which involved using various other
concepts like AI or IP along with UAV. AI in UAV can enhance its functioning many
folds. Even they can be made to fly autonomously using different techniques like
localization and mapping [14]. Various sensors can be used to localize and automate
an UAV [15]. After localization, it is important to make the UAV follow desired path.
Various controllers such as PID and IMC controllers can be used for this purpose
[16]. And in order to fly it continuously, it is necessary to develop a system to replace
batteries automatically [17].

Such intelligent UAVs can be used for various applications such as: using radar
drone for accident control [18], detecting different types of sinkholes (natural orman-
made) using thermal cameras [19], detecting source for gas leaks using particle-filter-
based algorithm [20], following a person by position estimation, person detection
and trajectory planning [21], path planning using image processing [22], improve
somatic sensation [23], botmaster to steal data usingWi-Fi network [24], automation
using built-in sensors [25], detecting empty parking slots using car detection via
image processing [26], trajectory planning using fuzzy logic controllers [27], object
tracking using neural networks and image processing [28].

From above literature review, it is clear that the research work in UAVs
and their enhancement is at a different level than it was few years back. But,
there can be more advancement in current working of drones. These drones can
be used as a tool for searching and surveillance using the camera attached to
it. This can be done by modifying the main microcontroller of the drone, or
by simply controlling the motion using the feed obtained by the UAV cam-
era. Such UAVs are known as UAV with FPV (first-person view). In this
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research paper, we have discussed the use of feed from the camera in order
to do face recognition in an external device and control the UAV accord-
ingly.

3 Methodology

The drone which we used is as shown in Fig. 1.
The main step of this paper is incorporation of AI in a camera drone. In this

research we have created an AI which can do face recognition. For facial recognition,
it is necessary to send the live video feed from the camera drone to a device where
actual IP is done. This can be achieved by using the signals from the drone camera
using a Wi-Fi module. The device in which actual IP is done is connected with the
drone using Wi-Fi. The camera feed from the drone is sent to the external device
like PC or laptop. This feed is used for IP and facial recognition to obtain the final
output.

Fig. 2 shows the procedure of proposed scheme.

3.1 Face Recognition

A facial recognition system identifies a person from a digital image or a video frame
from a video source. It can be done by comparing selected facial features from
the image and a face database. Security systems with this capability are preferred

Fig. 1 Pluto drone



Intelligent Unmanned Aerial Vehicles 489

Fig. 2 Flow chart of proposed scheme

over biometrics such as fingerprint or eye iris recognition systems. Recently, it has
also become popular as a commercial identification and marketing tool. A face-
recognition system can be made using Python, SQL and OpenCV library.

The major components of a face recognition system are elaborated in
Sects. 3.1.1–3.1.5.

3.1.1 Face Detection

Face detection can be done using Python andOpenCV library.We are using a cascade
classifier in this programme,which can be loadedwith a pre-trained xmlfile.OpenCV
already have these pre-trained classifiers ready for face detection. Algorithm of face
detection is as follows:
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Fig. 3 Result of face detection

Step (1) Define the device used to capture the images.
Step (2) Convert the images captured into greyscale images.
Step (3) Use the face detection classifier to detect the faces.
Step (4) Display the output on the laptop/computer screen.

Fig. 3 shows the output of face detection with camera. The face is surrounded by
a green box.

3.1.2 DataSet Creation

The dataset generator captures few sample faces of one person from a real-time live
video frame and assigns a unique ID to it, and it will save those samples images in a
folder for future references. All the images that are saved in the dataset are converted
into greyscale images. Algorithm of dataset creation is as follows:

Step (1) Using face detection, detect the faces from the input device.
Step (2) Creating a dataset folder.
Step (3) Take id and name from the user.
Step (4) Take 100 pictures and saving them inside the dataset folder.

Fig. 4 shows the contents of dataset folder.
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Fig. 4 Dataset folder

3.1.3 Trainer

To perform face recognition, a face recognizer must be trained first using a pre-
labelled dataset. In my previous step, we created a labelled-dataset for our face-
recognition system; now, it’s time to use that dataset to train a face recognizer using
OpenCV and Python. We are using a local binary pattern histogram (LBPH) to train
the face images. Algorithm of trainer is as follows:

Step (1) Access the images from the dataset folder.
Step (2) Extract the features of the images using local binary pattern histogram

(LBPH).

3.1.4 Recognizer

The recognizer is used to recognize faces in real time. If a particular face matches
with the database that is created, it would display all the information related to that
particular individual. Algorithm of recognizer is as follows:

Step (1) Define the device used to capture the images.
Step (2) Use face detection, to detect the face from the input feed.
Step (3) Access the trained dataset.
Step (4) Check if information related to the detected image in the database.
Step (5) If yes, then display the information related to that person on the screen.
Step (6) If no, then display no match found.
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Fig. 5 Result of face
recognition

Fig. 5 shows the result of face recognition, and it displays the information related
to a particular person from the SQL database.

3.1.5 SQL Database

A SQL database is created which is linked with our face-recognition software. When
the detector recognizes a particular face and its unique identity, it would display all
the information linked with that unique identity on the screen. The SQL database
that is created is shown in Fig. 6.

4 Conclusion and Future Scope

AI is considered to be the most advanced and important field in current
world. A lot of researchers are currently working on AI. This proves the
presence of AI in almost all the devices developed in this decade, such
as mobile phones and surveillance cameras. Also, AI-based UAV are nowa-
days seeing an uptrend in domestic applications such as photography. But a
further advancement in the technology would result in high-end applications
too.

Developing UAV with IP would result in a great impact in defence-related appli-
cations. Not only that, but also such UAV would prove helpful in rescue operations.
Implementing advanced AI in such systems could result in complete automation of
UAV.

Implementing systems like the one discussed above can prove effective in appli-
cations like surveillance. It can also be used to track down criminals using facial
recognition techniques. Law enforcements can use such systems to track underage
citizens going off-track. In a domestic basis, schools and colleges can use thismethod
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Fig. 6 shows the SQL database which is created and contains the details related a particular person

for the sake of attendance. UAVs are still a growing field of technology with many
applications still untouched. A number of applications particularly in big data ana-
lytics have not even been thought of as yet.

The AI developed by us right now can only perform face recognition, although
in future, it can be improved. We can also create an AI which can perform object
recognition, pattern recognition to further enhance its real-life applications. Also,
the AI developed can be incorporated with different types of devices such as mobile
phones, laptops, robots and surveillance cameras.
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Study on Power Consumption of Split
Air Conditioner Depending on Distance
Between Condenser and Evaporator
Units

Bysani Malakondaiah

Abstract Small- and medium-scale industries, residential buildings and offices are
usually using split air conditioners for comfort of people and sometimes for storing
of hygroscopic materials. Air-conditioning units are desired to have more energy
efficiency, low cost and reliable operation. The installer would be using a length of
pipe which is convenient to him between indoor and outdoor units. However, 50%
of installations are too far away from the manufacturers stipulated length. As per
industry sales trends, more and more people are going for split AC than window AC.
Even some reputed builders in metropolitan cities are providing concealed copper
pipes for fitting split AC, and no provision for window AC fitting. This theoretical
analysis is trying to assess the power consumption of split air conditioner depending
on the distance between condenser and evaporator units. The installation aspects of
the air-conditioning systemmust be considered to improve the efficiency. The length
of the pipe connecting indoor and outdoor units affects the power consumption
to a large extent. The results showed that there is almost 40% increase in power
consumption for a pipe length of 30.48 m (100 ft).

Keywords Equivalent length · Split AC · Power consumption · Pipe length

1 Introduction

Saving of energy means effective utilization of the available energy. Residential
houses, small-scale industries and offices mostly use split air-conditioning system
due to small working load. With rapid change in global environment, the quantity
of power consumed by household appliances like air conditioners, fridges and water
heaters is increasing tremendously. The current consumption by AC systems alone
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is around 20% of the entire consumption and is steadily increasing every year, so it
is worth in concentrating on reduction of this power consumption.

Split air conditioners are preferred by only industries and affluent homes is no
more a fact. The less price difference between window air conditioners and split air
conditioners is also supporting this transition. The better aesthetic appearance and
silent operation of the split air conditioners are also a desirable feature supporting the
migration from window air conditioners to split air conditioners [1]. One of the AC
manufacturers Samsung India announced that they are discontinuing the production
of window AC systems from 2012, because of decrease in the sales of window
AC. There are around 3.2 million air conditioners in India. The split air conditioners
account over 75%.According toSamsung IndiaVicePresidentMr.MaheshKrishnan,
use of window ACs in India will come down drastically to nil in the near future. In
2011, 85% of ACs sold were split ACs. However, as per L.G., there is market for
L.G. window ACs. At present, L.G. split AC share is 70%. Air conditioners usage in
India is very low around 3%. If more and more people start using AC, there is lot of
growth for air conditioners in India, as well as power requirement (Tables 1 and 2).

Nowadays all the reputed builders in metropolitan cities, in their new construction
installing, concealed copper pipes for installation of split AC only and no provision
for window AC fitting. All the outdoor units are rooted to duct area, leading to
more equivalent pipe length for some flats. One of the reputed manufacturers of split
AC company after service engineer inspects the system only allows the system to
start. If the equivalent length of pipe between indoor and outdoor units exceeds the
specified length, they don’t givewarranty for the compressor. Themaximumdistance
suggested by different manufacturers for 0.8, 1 and 1.5 ton is 35 ft and for 2.0, 3.0 ton
it is 50 ft. Survey of literature shows that there is no study has been carried out on
this aspect.

Table 1 Household population of air conditioners in India (millions) [2]

Year 2006 2011 2016 2021 2026 2031

Urban 1.7 4.0 8.9 17.5 28.5 40.0

Rural 0.3 0.6 1.3 2.6 4.8 8.0

Total 2.0 4.7 10.2 20.1 33.3 48.0

Table 2 Total power consumed by household air conditioners in India

Year 2006 2011 2016 2021 2026 2031

Air-
conditioning
operating
106×
kWh/Yr

2298 5084 10,783 20,966 34,675 49,913
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2 Theoretical Analysis

As the pipe length increases between indoor and outdoor units, there is a pressure
drop. The pressure drop is tabulated by Lennox Refrigerant Piping Design and Fab-
rication Guide as shown in Table 3.

Table 3 simplifies vapour/suction line selection by incorporating all of the cal-
culations involving vapour line sizing, pressure drop, velocity range and tonnage.
Assumptions: 3 elbows every 15.24 m (50 ft).

2.1 Effects of Pressure Drop [3]

The design of refrigerant piping involves complex circulation of the refrigerant and
oil. The nature of flow is the synergy of many factors, including viscosity, density,

Table 3 R–22 vapour line pressure drop [3]

Unit capacity tons Suction/vapour line size R–22 pressure drop Psi/100 ft

1 1/2′′ 13.0

5/8′′ 3.1

1.5 5/8′′ 6.5

3/4′′ 2.4

2 5/8′′ 12.0

3/4′′ 4.2

2.5 3/4′′ 6.0

7/8′′ 3.1

3 3/4′′ 8.5

7/8′′ 4.6

3.5 7/8′′ 5.9

1–1/8′′ 1.4

4 7/8′′ 7.8

1–1/8′′ 1.9

5 7/8′′ 12.0

1–1/8′′ 2.8

6 1–1/8′′ 4.0

1–3/8′′ 1.4

7.5 1–3/8′′ 2.0

1–5/8′′ 0.9

10 1–3/8′′ 2.4

1–5/8′′ 1.4
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pressure, velocity, friction and thework involved in forcing the flow. There is a certain
pressure drop during the flow of any fluid through the pipe due to friction losses.
The pressure drop is a major factor deciding the performance of air-conditioning
system. Pressure drop in suction line affects adversely on the cooling capacity and
power consumption. Approximately, one per cent reduction in capacity is noted for
pressure drop of one pound in the suction line. For R–22 system, a pressure drop
of up to 3 psi is generally acceptable in suction line. Pressure drop in suction line
increases the volume of refrigerant gas that must be handled by the compressor for
a given tonnage. Since the compressor is a constant volume machine, pressure drop
means reduced capacity. At a fixed condensing temperature, the compression ratio
increases, as the suction pressure drops. As the compression ratio increases, the
volumetric efficiency drops, which results in drop in compressor capacity.

The power required to drive the compressor also increases as the compression
ratio increases. If 100% liquid with adequate pressure to maintain the required flow
is delivered to the expansion valve, pressure drop in line does not cause any capacity
loss. There will be a pressure drop due to lift which needs to be considered in
calculation of whole pressure drop. At standard liquid temperatures, R–22 pressure
descends 0.5 lb per foot of upright liquid lift. The liquid pressure before expansion
devicemust be high enough tomaintain the flow through expansion device. For R-22,
to have full refrigerant flow at rated capacity, a pressure drop of 100 psi across the
expansion valve and distributor is necessary. So, the refrigerant has to be delivered
to expansion valve at a pressure more than 11.90 kg/cm2 (175 psi) for R–22.

Along with above considerations, in commercial split air conditioners and resi-
dential installations more than 50 ft pipe length, special design considerations has to
be followed to have satisfactory system performance. An improper design of system
may result in a considerable loss of cooling capacity or even the compressor damage.

3 P–H Diagram and Power Calculations

R-22 system works properly at a suction pressure of around 4.08 kg/cm2 (60 psi),
so the general range of working pressures of R-22 system is 4.08–4.42 kg/cm2

(60–65 psi) suction pressure and 13.60–17.00 kg/cm2 (200–250 psi) condensing
(discharge) pressure. It was assumed that a system working in between 4.08 kg/cm2

(60 psi) suction and 13.60 kg/cm2 (200 psi) condenses pressure, at 34 °C. Then by
considering the pressure drop for 100 ft pipe, the theoretical calculations were carried
out.

From Tables 3 and 4 ton AC with 5/8′′ suction pipeline the pressure drop
for every 100 feet increase in length is 12 psi. Plotted both cycles, i.e.,
the cycles working between 4.08 kg/cm2 (60 psi) suction and 13.60 kg/cm2

(200 psi) discharge or condensing pressure at 34 °C, and another cycle
working between 3.26 kg/cm2 (48 psi) suction (60−12 psi pressure drop�
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Table 4 Power consumption at different lengths

S. No. Power consumption at
5.8 m (19 ft) el (kW)

Power consumption at
different EL (kW)

% change in power
consumption wrt to
19 ft

1 1.188 At 9.14 m (30 ft)
EL�1.248

5.05

2 1.188 At 12.2 m (40 ft)
EL�1.308

10.1

3 1.188 At 15.24 m (50 ft)
EL�1.368

15.15

4 1.188 At 18.3 m (60 ft)
EL�1.428

20.20

5 1.188 At 21.34 m (70 ft)
EL�1.488

25.25

6 1.188 At 24.38 m (80 ft)
EL�1.548

30.30

7 1.188 At 27.43 m (90 ft)
EL�1.608

35.35

8 1.188 At 30.48 m (100 ft)
EL�1.667

40.40

48 psi) and 13.60 kg/cm2 (200 psi) discharge on P–h Chart for R-22.
For expansion from 200 to 60 psi the refrigerating effect � 393−233 � 160 kJ/kg

Isentropic compression work done � 420−393 � 27 kJ/kg

For expansion from 200 to 48 psi the refrigerating effect � 389−233 � 156 kJ/kg

Isentropic compression work done � 425−389 � 36 kJ/kg

Anas Farraj et al. have studied the replacement of R-22 with Drop—In Hydro
CarbonMixture. The R-22 flow rate for the 1 ton split AC is 0.022 kg/s. (refer Fig. 1)
[4].

Therefore, for 2 Ton split ac the mass flow rate � 0.044 kg/s.

For expansion from 200 to 60 psi the refrigerating effect

� 160 kJ/kg × 0.044 kg/s

� 7.04 kJ/s

Isentropic compression work done � 27 kJ/kg × 0.044 kg/s

� 1.188 kJ/s

For expansion from 200 to 48 psi the refrigerating effect
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Fig. 1 Mass flow rate using R–22 and LPGM

� 156 kJ/kg × 0.044 kg/s

� 6.864 kJ/s

Isentropic compression work done � 36 kJ/kg × 0.044 kg/s

� 1.584 kJ/s.

As the compression ratio increases, the volumetric efficiency drops, which results
in drop in compressor capacity. If the volumetric efficiency is assumed to be 5% less
in the case of 48 psi cycle, then the work done�1.584/0.95�1.667 kJ/s.

Therefore the % change in power consumption or work done

� (1.667−1.188)/1.188 × 100

� 40.35%

The pressure drop given by Darcy–Weisbach equation is linear for constant
velocity.

hf � fD · L

D
· V

2

2g

So the pressure drop for every 5.8 m (10 ft) length is 1.2 psi. Therefore, the power
consumption at different lengths recorded in Table 2. DBT and RH assumed to be
constant at all lengths and at all the time (Fig. 2).
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Fig. 2 Theoretical analysis of power consumption at different lengths

4 Conclusions

• The installation aspects of the air-conditioning system must be considered to
improve the efficiency.

• The length of the pipe connecting indoor and outdoor units affects the power
consumption to a large extent.

• The results showed that there is almost 40% increase in power consumption for a
pipe length of 30.48 m (100 ft).
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Monte Carlo Simulation of Arrival
of Materials on Assembly Line

Jimit Shelat

Abstract With the increase in market demand and to meet the requirements of
customer, it is very difficult for any factory to achieve its target with full efficiency
to make a product with a number of small assemblies we need material planning and
we need to ensure that the flow of material on production line is uninterrupted. In
this paper, I have simulated material arrival using Monte Carlo simulation, which
can predict future arrival of material. By using predicted data, we can manage future
irregularities in arrival of material.

Keywords Chi-square test · Random numbers · Cumulative probability

1 Introduction

Simulation is a representative model for real-time situations according to DONALD
G MALCOLN a simulated model may be defined as one which depicts working of
a large-scale system of men, machines, materials, and information operating over a
period in a simulated environment of the actual real-world condition Monte Carlo
simulation is a type of simulation that relies on repeated random sampling and sta-
tistical analysis to compute the results. Mathematical model is defined as shown in
Fig. 1. This method of simulation is the result of random experiments, experiments
for which the specific result is not known in advance [1]. This technique is used only
for application involving random numbers to solve deterministic problem. Determin-
istic models are those models in which input and output variables are not permitted
to be a random variable. This method can be applied where there is randomness in
the system, e.g., randomness in arrival of material.

The remaining part of the paper is as follows: In next section, we will discuss a
few terminologies about the simulation. Then wewill discuss methodology (steps) to
do Monte Carlo simulation, and then real-life problem of factory material arrival to
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Fig. 1 Mathematical model

illustrate the simulationmethod. And at the end chi-square test to see that distribution
is uniform or not.

2 Terminologies

Statistical distributions. probability distributions are defined as the outcome which
comes by changing the random variable, and the probability of occurrence of those
outcomes. When the random variable takes the value, which is discrete in nature, the
corresponding probability distributions are called discrete probability distributions.
Examples of this kind are the binomial distribution, Poisson distribution, hypergeo-
metric distribution, when the random variable takes values which are continuous in
nature, the corresponding probability distributions are called continuous probability
distributions. E.g., normal, exponential, and gamma distributions.

Random sampling. In statistics, selection of representative unit from population
is called a sample. In random sampling, the samples are drawn at random from the
population, which implies that each unit of population has an equal chance of being
included in the sample, e.g., from 1000 material for testing we choose 50 of them
then there is an equal probability for each material being chosen.

Random number generator. Monte Carlo simulation needs the generation of
a sequence of random number which constitutes an integral part of the simulation
model and also helps to determine probability distribution. Generally, roulette wheel,
dice rolling, mid-square method, by computer, computer codes, etc., are used for
random number generation.

2.1 Steps for Monte Carlo Simulation

The following steps are mainly performed for the Monte Carlo simulation.
Model Generation. EveryMonte Carlo simulation of a problem starts with defin-

ing the objective of problem and the factorswhich can affect the objective of problem.
Construction ofmodel.Whenwe are satisfiedwith the objective of themodel, we

specify the parameters for model. We also decide which distribution will be used, for
how many number of times we want to simulate, defining the relationship between
variables.
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Random Variable Generation. After we have identified the nature of distribu-
tions for the input variables, we generate a set of randomnumbers (also called random
samples) from these distributions. This random number can be generated by any one
above-mentioned method.

Final Analysis and Decision Making. After this, we perform simulation for ‘n’
number of times andwe get the results, thenwewill evaluate the results and formulate
the report for advice to management on the actions to be taken.

2.2 Nonlinear Optimization [2]

We can also use nonlinear optimization for estimating the unknown parameters of a
distribution.e.g., curve of distribution i.e. normal distribution, uniformity of distri-
bution etc.. Different methods can be used for this purpose, such as: goodness-of-fit
statistics, sum-squared difference from sample moments (mean, variance, skewness,
kurtosis), or sum-squared difference from the sample percentiles (or quartiles or
deciles). E.g., chi-square test

3 Material Arrival Data on Assembly Line for 10 Days

See Table 1.

3.1 Assigning Random Numbers

1. To generate an event in simulation in an unbiased manner, we assign random
numbers to events in the same proportion as their probability of occurrence.

2. Suppose we have 100 random numbers from 0 to 99 then 12% of them will
represent material A so numbers from 0 to 12 must be assigned to A, 13% of
them will represent material B so numbers from 13 to 26 must be assigned to B,
etc.

3. Assignment of random number follows cumulative probability distribution of
demand as shown in Table 2.
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Table 2 Assigning random number and time

Cumulative probability Random numbers assigned Time assigned by most in min
for 2 men

0.1276 00–12 26

0.2765 13–26 40

0.319 27–30 26

0.3402 31–32 4

0.3827 33–36 66

0.419 37–39 640

0.5253 40–49 2

0.5678 50–53 6

0.6103 54–57 6

0.6528 58–61 40

0.6891 62–64 10

0.7954 65–74 16

0.923 75–86 32

0.9442 87–88 4

0.9867 89–92 4

3.2 Assigning Time to Do Assembly Using Most Maynard
Operation Sequence Technique

1. After assigning random numbers, we assign time to do assembly of material
which is calculated using Maynard operation sequence technique.

2. 1TMU � 0.00001 h.
3. 1TMU � 0.0006 min.
4. 1TMU � 0.036 s.

3.3 Generation of Random Numbers Using Microsoft Excel
(for 519 Days)

1. Random numbers are generated using excel formula (=rand between (1,92)).
2. After the random numbers are generated, we will assign material using following

code (Table 3).
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Table 3 Generated random number shown for 25 days

Random numbers Material Time loss in minutes

15 B 40

23 B 40

23 B 40

69 L 16

6 A 26

36 E 66

64 K 10

38 F 640

7 A 26

37 F 640

3 A 26

60 J 40

45 G 2

5 A 26

13 B 40

12 A 26

49 G 2

65 L 16

64 K 10

22 B 40

16 B 40

19 B 40

18 B 40

10 A 26

70 L 16

CODE IN EXCEL

=IF(M2<=12,$A$2,IF(AND(M2>=13,M2<=26),$A$3,IF(AND(M2>=27,M2<
=30),$A$4,IF(AND(M2>=31,M2<=32),$A$5,IF(AND(M2>=33,M2<=36),$
A$6,IF(AND(M2>=37,M2<=39),$A$7,IF(AND(M2>=40,M2<=49),$A$8,IF
(AND(M2>=50,M2<=53),$A$9,IF(AND(M2>=54,M2<=57),$A$10,IF(AND(
M2>=58,M2<=61),$A$11,IF(AND(M2>=62,M2<=64),$A$12,IF(AND(M2>=
65,M2<=74),$A$13,IF(AND(M2>=75,M2<=86),$A$14,IF(AND(M2>=87,M
2<=88),$A$15,IF(AND(M2>=89,M2<=92),$A$16)))))))))))))))

3.4 Result

See Table 4.
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Table 4 Simulated results
for 519 days

Material Days P(x) % of Arrival

A 71 0.137 13.68

B 83 0.160 15.99

C 27 0.052 5.20

D 11 0.021 2.12

E 13 0.025 2.50

F 18 0.035 3.47

G 63 0.121 12.14

H 24 0.046 4.62

I 20 0.039 3.85

J 27 0.052 5.20

K 12 0.023 2.31

L 50 0.096 9.63

M 75 0.145 14.45

N 8 0.015 1.54

O 17 0.033 3.28

Time loss 44.6628131 min/day

Total time loss 56.11650485 min

3.5 Chi-Square Test

Total number of days � 519.
Assuming the arrival of material is uniformly distributed.
The number of days material arrived � 519/15 � 34.6 (Table 5).

χ2 � Σ � 277.79

Also, degree of freedom � N – 1 � 150 − 1�14.

χ2
0.05 � 23.69

χ2 > χ2
0.05

Therefor material arrival is not uniformly distributed.
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Table 5 Chi-square test

Observed frequency (O) Expected frequency (E) (O − E)2/E

71 34.6 38.29

83 34.6 67.70

27 34.6 1.67

11 34.6 16.10

13 34.6 13.48

18 34.6 7.96

63 34.6 23.31

24 34.6 3.25

20 34.6 6.16

27 34.6 1.67

12 34.6 14.76

50 34.6 6.85

75 34.6 47.17

8 34.6 20.45

17 34.6 8.95

4 Conclusion

From the above results, we can predict the arrival of material in coming months or
days and we can also determine uniformity in arrival of material by chi-square test.
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Recent Developments in the Field
of Rapid Prototyping: An Overview

Umesh Sable and Prashant T. Borlepwar

Abstract New technologies are developed every day in the field of manufactur-
ing for better product accuracy, better quality, improved tolerances, etc. Subtractive
manufacturing is gradually becoming obsolete due to new non-conventional meth-
ods being introduced. Rapid prototyping is one such method in which we can obtain
physical models rapidly. Various researches have been done in this field ever since
it was discovered back in the late 1900s. This paper tries to overview some of those
recent advances in the field of rapid prototyping.

Keywords Rapid prototyping · Additive manufacturing

1 Introduction

Rapid prototyping originates from two main techniques viz. topography and photo-
sculpture. It was developed in the nineteenth century. The first methods were devel-
oped in the late 1980s. Earlier the process used to be laborious. Hideo Kodama from
Japan and Charles Hull from the USA were the first to introduce this technology.
Rapid prototyping is the technology that produces physical models directly from a
CAD model. The various technologies of rapid prototyping are stereolithography
apparatus (SLA), selective laser sintering (SLS), laminated object manufacturing
(LMO), inkjet-based systems and 3-D printing.

Subtractive manufacturing methods are not capable of making complex shapes
because of the fact that the tool allowance needs to be considered for manufacturing.
But for more complex shapes and intricate parts, additive manufacturingmethods are
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mainly used nowadays. Though, large-scalemanufacturingmay not be quite possible
in AM. The prototypes of exact size, shape or volume can be produced which also
aid in testing without having to waste precious materials. Thus, AM is quite trendy
and has become a very important part of rapid prototyping in today’s world.

The recent developments in RP prove that researchers have favouritized this topic
which could reinventmanufacturing on awhole new level and also compel us to scrap
the age-old and conventional manufacturing techniques. Various RP technologies
have been integrated with computer-based systems so as to automize manufactur-
ing. Thus, also in some non-engineering fields, like biomedical, tissue production,
orthopaedics, dentistry, etc., RP has been a revolution. This study intends to review
the various developments in the field of RP.

2 Literature Review

Dharipalli et al. [1] have classified and compared rapid prototyping technologies.
Rather, the classification was done into three categories:

(1) Solid-based rapid prototyping
(2) Liquid-based prototyping
(3) Powder-based prototyping.

The comparisonwas studied byDharipalli et al. on the basis of process parameters
like raster width, path speed, slice height and tip dimension.

Alves et al. [2] have given the reasons for 3-D shape recovery and also stated that
the shape can be emulated by virtualmodellingwhich can be done by computer-aided
technologies like rapid prototyping. A BIOCAD system has been used employing
algorithms for three-dimensional shape recovery of digital images. The ciliary cali-
bration algorithm will emulate the human vision.

Monzon et al. [3] have strived for achievement of an innovative mould design
mainly with the help of electroforming technology. A mandrel (rapid prototyped)
has been achieved. Slow production rate of rotational moulding is a disadvantage
but can be converted into an advantage. Nickel chloride can be used to increase
the conductivity. The primary advantage is that the geometry of the mould can be
changed in a few minutes for another design (Figs. 1 and 2).

Sanna Peltola et al. [4] speak of 3-D scaffolds manufacturing using RP. stere-
olithography process can be used to produce these scaffolds. Mainly, RP helps in
satisfying individual needs, elevated accuracy and leverage to control the pore size.
However, some cons definitely raise eyebrows like weak bonds between powder
particles, roughened surface, post-processing and restrictions on material selection
(Figs. 3 and 4).

Yarlagadda et al. [5] designed, developed and evaluated the performance of mould
inserts using powder sintering process where materials like maraging steel powder,
sintering acid and other binder materials were used. The testing was done using
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Fig. 1 Representation of a Bio-CAD system [2]

intelligent manufacturing systems for minor changes. IMS specimens were devel-
oped. A prototype for the development of IMS stereolithography core model was
established. The tolerances of CADmodel and functional IMS parts were compared.
The other parameters like distortion and shrinkage volumes were also compared and
were found to be satisfactory and acceptable. The new IMS specimen showed density
more than 95% (Fig. 5).

Laeng et al. [6] speak of laser metal forming process which can produce mod-
els directly from a CAD file without the requirement of an intermediate step. The
software for rapid metal forming process includes modelling of a 3-D CAD model
in standard STL format, generation of layer representation of object and creation of
CNC codes for the tool path. Here, a hardware system along with a software system
and process parameters were determined (Fig. 6).

Costa et al. [7] studied the degradation of polymer resin through time. The speci-
mens were tested at intervals of 0, 30, 60, 90 and 120 days. Tests like tensile strength
test and experimental cantilever beam test were performed. Rapid and virtual pro-
totyping were simultaneously studied. The material used was Veroblue 840. The
tensile strain tests were performed on a universal testing machine EMIC DL2000.
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Fig. 2 Rotational moulding [3]

Fig. 3 Example of a scaffold fabricated using stereolithography (SLA). a Computer-aided design
(CAD) image of the structure. b Completed SLA-fabricated scaffold with very regular pore size
distribution. c Micro-computerized tomography (microCT) image of the scaffold [4]

The value of strength for RP material was observed very near to that proposed by
the manufacturer.
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Fig. 4 3-D bioplotter [4]

+ =

Fig. 5 Steps involved in IMS part making [5]
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Fig. 6 Laser metal forming process [6]

Chaudhary et al. [8] support the RP of high-performance sportswear which plays
a rather vital role in deciding various factors like the durability and strength of
sportswear. As sports mainly depends on timing, the proper and optimized design
of sports accessories play an important role in helping an athlete to win. The pro-
cess involves 2-D scanning of an athlete’s body. Aerodynamic, thermodynamic and
hydrodynamic properties are specially taken care of in designing of sportswear. The
anthropometric dimensions are used for RP. For the making of a ski jumper, a scan-
ner called NX-16 was used. GRAPHIS software was used for designing the building
blocks like zippers and buttons. Wehr et al. [9] have tried to build an experimental
set-up by integrating a rolling mill and piezoelectric actuator. A real-time system
DS1006 is used as central component. The dynamics of a spindle drive and piezo-
electric actuator has to be studied. Thus, a set-up of roll milling and rapid tooling
was clubbed and was found to work desirably (Fig. 7).

Kriesi et al. [10] have discussed about a desktop injection moulding machine on
which prototypes can be made and tested. The testing was done with the help of
a three-point bending test. Some plastic components were prototyped, and four Fs
were addressed. Due to some administrative errors, a desktop moulding machine
had to be developed. 3-D printers and bench CNCmill were used at TrollLABS. The
strength was monitored by a three-point bending test. Firstly, small-sized moulds
were produced for surety of strength and then large- and complex-sized moulds
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Fig. 7 Integration of rolling mill and piezoelectric actuator [9]

Fig. 8 Desktop injection moulding machine [10]

Fig. 9 The four Fs addressed [10]

were produced. It was observed that the general surface finish of the manufactured
part was excellent and a completely intact mould was obtained (Figs. 8 and 9).

Roussi et al. [11] have given the comparative advantages and disadvantages of
RP technologies (Table 1).

Sarange et al. [12] have put forth a new idea of biomaterial fabrication which
has made it possible to produce scaffolds with mechanical and structural properties
similar to bone and teeth.But the problemof balling of nanoparticleswas encountered
(Fig. 10).
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Table 1 Roussi et al. [11] comparison of the basic RP systems

Technology Advantages Disadvantages

SLA Excellent quality surface, complex
geometry, good accuracy

Support structures, parts deform easily,
vapours are harmful

SLS No need for further sintering, no need
of supports, high range of materials

The surfaces are rough and porous,
Long-time and considerable energy,
patterns for precision castings requires,
additional processing (infiltration),
significant distortions

LOM Details can be further processed
(polished, drilled), ability to
manufacture large parts quickly and
cheaply

Thin walls have low strength, readily
absorb moisture, separation of the parts
is difficult

FDM A wide range of polymeric materials
available, machines are easily adjusted
and used in an office environment

Support structures, low strength in the
vertical direction, process is slow, rough
‘textured’ outer surface, problematic for
tool manufacture

MJM Suitable for an office environment,
build time is short

The supports are removed and leave
traces, which limits their use for casting
models, strength is low

3D-P Short deadlines and cheap raw
materials, no supporting structures,
complex geometry

Delicate details not possible to produce,
infiltration is necessary, rough surface

Fig. 10 Experimental set-up given by Sarange et al. [12]



Recent Developments in the Field of Rapid Prototyping … 519

3 Conclusion

Bio-CAD system developed is better for more accuracy in producing the object. The
computer-aided process planning (CAPP) will definitely reduce human efforts in
RP. The scaffold produced by bioplotter using SLA is definitely a huge leverage in
satisfying individual needs. The development of KBRPS ensures faster generation of
prototypes at a lower cost. IMS parts prove to be winners with respect to parameters
like distortion, shrinkage volume and density. Lasermetal forming process can surely
eliminate the intermediate step. Also, high-performance sportswear can surely be
manufactured using rapid prototyping. We can now emphasize on more research
in RP technologies which may stand out. DLRP process can also be thought about
because of its flexibility.
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Performance Study of Stamping Process
Using Condition Monitoring: A Review

Tushar Y. Badgujar and Vijay P. Wani

Abstract This paper summarizes activities around the world in the field of
stamping machine condition monitoring (CM) and fault diagnosis, in the form of
research, development, and application of various tools and techniques. Restricting
itself to CM of stamping machine, this paper initially discusses the necessity of
condition monitoring, tonnage signature, acoustic signature, vibration signature, and
thermal signature as health indicators. Afterward, the acoustic signal is utilized to
monitor blanking operation as it is considered most cost-effective and convenient.
The acoustic signal power spectral density (PSD) is used to detect variation of sheet
thickness. Sheet thickness variation is one of the unavoidable faults associated with
the blanking. The paper provides a comprehensive survey of the work done on stamp-
ing process CM, expresses the importance of CM and use of CM, fault diagnosis for
performance study of the stamping process.

Keywords Stamping machine · Tonnage signature · Acoustic signature
Thermal energy signature · FFT · WT · PSD

1 Introduction

Stamping process is used for manufacturing millions of parts of variable size and
shape. The various researchers give importance to performancemonitoring of stamp-
ing system because of its criticalness. In last few decades, condition monitoring
experienced evolution regarding the development of sensors, signal processing tech-
niques, and feature extraction. Techniques used for processing is considered to be
significant and critical. The various researchers used techniques like fast Fourier
transform, wavelet transform, Haar transform, Hilbert Huang transform, power spec-
tral density, fuzzy logic, an artificial neural network for signal processing, feature
extraction, and fault diagnosis [1, 2].
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The success of stamping process depends on more than forty associated variables.
Faults like blank thickness variation, punch wear, misfeed, binder force variation,
misalignment ofworkpiece/die/punch, and insufficient lubrication encounteredwhile
manufacturing products using stamping process. Off-line analyses cannot accurately
predict all these faults. Therefore, online monitoring is preferred [3–6].

The present work initially discussed health indicators used for stamping machine
CM, data processing and feature extraction techniques. Lastly, the case study detects
sheet thickness variation for the blanking process. In stamping operation, clearance
between the punch and die is considered as the primary cause of burr formation.
The die clearance is set for the particular thickness of the sheet and the material. In
the case study, acoustic emission (AE) technique is used to detect variation in the
thickness of the blank using power spectral density (PSD).

2 Health Indicators for Stamping Machine

Stamping process is a complicated transient process, which produces non-stationary
signals. Several variables influence nature of signal:machine parameters, blankmate-
rial properties, die design and setup, and process parameters. Critical variables are
identified for monitoring, considering failure information, frequency, and associated
downtime. Some signatures appreciated by the research are as follows:

2.1 Tonnage Signature

Tonnage signals are rich in feature information and capable of identifying changes in
the process variables. The frequency response of the strain gauge is controlled by high
inertial of the press structure; it acts as low-pass filter for the signal. Figure 1 shows the
tonnage signature of the standard well-performing machine, and different segments
are noticeable from it. A fault domain is connected with a particular segment of the
signature and fault within a segment identified by an integrated set of signal attribute
[7, 8]. Faults like the end of row material, misfeed, slug, variation in sheet thickness,
speed variation, and shut height changes are diagnosed using tonnage signature.

2.2 Acoustic Signature

AE is transient stress waves generated by the rapid release of energy in material
deformation, crack initiation, propagation, and fracture. AE can be measured using
relatively simple instrumentations. The features from suitably processed signals are
utilized to characterize the stamping process (material properties of blank, process
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Fig. 1 Tonnage signature

variables, etc.). In the feature extraction and diagnosis using AE, transducer and
signal transmission path properties have great importance [9, 10].

2.3 Vibration Signature

When faults occur in stamping, it causes variation in dynamic pattern, especially, in
the high-frequency band, and the use of vibration is authoritative. The vibration of
the press may be caused by many factors. Stamping force is the dominant force that
causes the vibration. When the shearing of the blank is completed, operation ends
abruptly, and the press attempts to return to its original condition, which also causes
vibration. Figure 2 shows the acceleration signal for stamping operation. From the
figure, it is interpreted that vibration signal produced in stamping operation is of
dynamic nature. The points A, B, C, D, E represent the different phases of operation
[11].

Fig. 2 Vibration signature of press
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2.4 Thermal Signature

Understanding strain distribution is significant for die tryout in stamping. The strain-
ing of the product can be reconstructed by using the thermal energy distribution.
Experimental and analytical studies showing the effect of deformation heating have
reported. For strain reconstruction, infrared thermography (IRT) is a non-contact
sensing method. In stamping, plastic deformation generates heat energy, which in
turn increases the temperature of the surface, especially in deep drawing. The energy
conservation principle is used to correlate thermal distribution with a strain in the
object. Strain analysis helps in the diagnosis of understressed or overstressed areas
of blank to make adjustments in the die and the stamping operations. Thermography
is used to capture the thermal image of the object just after processing [12].

3 Signal Processing and Diagnosis

Signal acquired by the sensor is not directly providing information which can be used
for diagnosis, but it required processing of it, separation of noise and information,
and identification of feature. For the feature extraction and fault diagnosis, various
techniques are used by researchers.

3.1 Fast Fourier Transform

Signal data plotted as amplitude versus time are referred as a time domain signa-
ture, and used for several types of machinery, to predicting changes in operating
conditions. However, time domain data is hard to use. By using fast Fourier trans-
form (FFT), time domain data are converted to Frequency domain. FFT displays
signal component of a machine-train as discrete frequency peak. Time domain and
frequency domain representations of signal given as:

f (t) � e jωt � sin(ωt) + j cos(ωt) (1)

f ( jω) �
+∞∫

−∞
f (t)e− jωtdt (2)

Frequency domain signals have extensively used inmachine conditionmonitoring
[2, 13].
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3.2 Wavelet Transform (WT)

Wavelet analysis overcomes the drawbacks of FFT. WT is adaptive time–frequency
representation, useful for aperiodic, noisy, periodic signals. WT is sensitive and reli-
able and can characterize transient components of the signal. It works as a mathemat-
ical microscope and benefits in the analysis of localized details [11, 14]. Continuous
wavelet transform for signal f (t) is defined as:

Wψ f (s, u) � 1√
s

+∞∫

−∞
f (t)ψ

(
t − u

s

)
dt (3)

3.3 Hilbert Huang Transform (HHT)

To find the instantaneous frequency of the multi-component signal is reasonably
tricky. The multi-component signal is decomposed into the mono-component signal
using EmpiricalModeDecomposition. Themulti-component signalsmay havemany
similar modes of oscillation at a time. All oscillating modes are designated by an
intrinsic mode function (IMF). The IMF is defined in complete multi-component
data set, the number of extrema must equal to some of zero crossing, or at the most,
it should vary by one. The shifting process is used to obtain the same. First, all
local maxima are defined and then by using cubic spline line joined to get an upper
envelope. Then, the procedure repeated for local minima to get lower envelop. The
Empirical Mode Decomposition (EMD) process of a signal x(t) can be represented
as below.

x(t) �
I∑

i�1

ci + rI (4)

where rI is residue and ci (i � 1, 2, . . . , I ) a collection of IMF. The IMFs include
different frequency bands [7, 10].

3.4 Artificial Neural Network (ANN)

Aprimary impetus for the study of neural network (NN)was, howhumans understand
and learn, based on experiences. Such learning possesses features like sturdiness,
gradual degradation, continuous upgrading, distributed intelligence, the accomplish-
ment of significant stability, aswell as plasticity in exploring newwithout losing prior
knowledge. NN is comprised of neurons functioning in parallel and can be trained to
perform a particular function by adjusting the weights of connections. Commonly,
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Fig. 3 Layer arrangement in
ANN

neural networks trained for a particular output, with specific input based on a compar-
ison between output and the target until desired aim achieved. ANN can be learned
from experimental data to model the linear as well as the nonlinear relationships with
great success. It uses input layer to enter data into the network, ANN-yield output
through output layer, and intermittent hidden layers in between. Figure 3 shows the
general arrangement of layers in ANN. A newly developed NN is trained first with
available data and then tested with a set of data to arrive at an optimum topology
and weights. Once trained, the NN can be used for the prediction [15]. Two typical
connection architectures are common for NN: feedforward and recurrent networks.

3.5 Hidden Markov Model (HMM)

AHMMuses probability distributions over sequences of observations. It is stochastic
and can be used to model time-varying random phenomena. Markov model (MM)
can understand as the state-space model. In MM, there are random phenomena that
indicate discrete states and transition from one state to the next is random. If the
system has distinct states, and each step of the discrete time, it can move to another
state at randombased on present probability state. In case of autonomousMMprocess
evolves by itself, and in controlled MM actions can be applied to a modeled system
to affect the outcomes. In a HMM, the states are not directly observable [5].
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4 Case Study

Blanking is metal shearing processes in which the incoming sheet material sheared to
the desired shape. In blanking, the removed piece of material is the product. Substan-
tial big metal sheets are used as a raw material for blanking operation. Variation in
sheetmetal thickness is one of the significant blanking faults [11]. Process parameters
are first optimized for the targeted quality of output [16, 17]. Ideally, the thickness
of the sheet metal must remain unchanged; but practically it is unavoidable. If the
thickness of the sheet metal is less than the planned one, then the clearance between
the punch and die will increase compared to optimized clearance and fault-like burr
formation is experienced [15, 18]. On the other hand, if the thickness of the sheet
metal is more than the specified, then the clearance between the punch and die will
decrease which may result in damage to the stamping press. Both the conditions
ultimately affect part quality, and productivity as the burr needs to ground before
further processing of part.

In the present study, limiting variation in sheet metal thickness is±8.0% of the
specified thickness of 1.0 mm. Figure 4 showing the geometry of the part and the
material used is cold roll deep draw steel with tensile strength of 310 MPa.

The experiment is conducted on C-type mechanical power press with tonnage
capacity of 20 ton. A microphone was mounted near to the bed of the press to
capture AE. Rectangular metal strips are used as raw material of thickness 0.9, 1.0,
and 1.1 mm by considering 10% variation in thickness to generate a fault. The ten
products for each thickness produced in succession.

The captured signals were filtered to separate useful signal from noise using zero-
phase low-pass filter. From the FFT of the filtered signals, it observed that the graph
for each thickness is distinguishing. However, this is an indication of the existence of
a fault—the FFT not able to capture the dynamic characteristics. Hence, for further
analysis, PSD of the signal is calculated. Figure 5 shows power spectral density for
various thicknesses.

Fig. 4 Part geometry
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Fig. 5 Power spectral density for various sheet thicknesses

5 Discussion and Conclusion

Stamping process is a particular type of manufacturing process, where the operation
is accomplished in short time, and produces transient dynamic signals, and a small
improvement in the performance can have a significant influence on the profitability
of the organization. All the parameter and techniques discussed above for stamping
machine have their advantages and limitations, all are conditional, state-dependent,
operation dependent, fault diagnosis through them require historical data of a healthy
machine for comparison, signatures aremachine dependent. CM technology ismatur-
ing at the fast pace, but till industry is expecting the online, cost-effective sensing and
data processing technology with the well-established relationship between condition
monitoring and organizational goals. There is an excellent scope that acoustic signal
can be used to understand the status of themachine with cost-effectiveness. The com-
prehensive condition monitoring strategy can identify and predict the performance
level and time available before machine start producing non-conforming products,
reduce the quality checks, provide an opportunity to plan maintenance, and improve
productivity.

In blanking process, maintaining proper clearance is very important that it may
lead to burr formation. Tool wear and sheet thickness variation are the two major
influencing factors related to clearance. PSDof the acoustic signal is used in this paper
to predict the variation in the sheet thickness. The thickness characterization usingAE
is investigated, and AE with PSD is found useful. Further ANN or another advanced
tool may improve the accuracy of the material thickness variation prediction.
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Application of Discrete-Event Simulation
to Increase Throughput
of Manufacturing System—A Case Study

Prasad V. Thete and Ramesh R. Lekurwale

Abstract This paper underlines use of discrete-event simulation to increase through-
put of a manufacturing facility. The literature survey shows brief information about
the recent work done by the various researchers in application of discrete-event sim-
ulation in manufacturing industries. The methodology followed while doing study is
a stepwise procedure of a simulation study. A case study shows the way to solve the
problems in manufacturing by using discrete-event simulation. Alternate possible
scenarios are compared, and best scenario is selected as a solution of the problem.

Keywords Discrete-event simulation ·Manufacturing · Throughput · FlexSim

1 Introduction

Discrete-event simulation is a process of replicating the physical system in the virtual
environment by using computer software program. It is possible to performnumber of
experiments without disturbing the ongoing process using discrete-event simulation
[1].

A case study is performed in which FlexSim (discrete-event simulation software)
is used to model the manufacturing system to improve the performance measures
of the manufacturing system. Firstly, the current scenario needs to be studied. To
understand the current scenario, it is necessary to consider the ongoing process. The
company produces various parts of automotive transmission system. For a compo-
nent, they want to increase their throughput capacity.

The process of producing the component is as follows.
The process flow and layout of the manufacturing facility is shown in Fig. 1.
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Fig. 1 Layout of manufacturing shop

Process flow

• Proofing: Proofing is the process in which rough-turning of the collar of compo-
nent is done. It is necessary to ensure the proper clamping of spline plug on face
and center machine. For this operation, a conventional lathe is used. The lathe has
hydraulic circuit, customized chuck and mandrel to clamp a job.

• Facing and Center: Facing of the job (on either side or both sides) aswell as center
drilling is done using a special-purpose machine. It is an important operation;
because, all the references are taken from the center and face.

• Rough-turning: Rough-turning is also known as copy turning. In this process,
enough profile is turned using master. This operation is necessary to reduce the
cycle time on CNC machine.

• CNC turning: In the first cycle, rough-turning is done which is followed by finish
turning. Hence, the component is ready for Hobbing.

• Hobbing: In this process, splines are cut using a hob cutter. After completing
this Hobbing process, splined plug is ready for inspection and dispatch.

• Inspection and dispatch: As the machining is completed, the component is
inspected for the quality, and then it is dispatched.

Currently, the company produces 48 components per shift (144 components per
day). They want to increase their capacity to 300 components per day.
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2 Literature Review

Liufang Yao et al. [2] simulated steel production system using FlexSim to solve
scheduling problems which are too difficult to solve using analytical methods. Zang
Libin et al. [3] made FlexSim model for optimizing the production line completely
which enter would reduce the cost involved in maintenance too. Pawel Pawlewski
et al. [4] used simulation to solve a problem related to inventory and material han-
dling in automotive industry. Yogesh.Y. Gadinaik et al. [5] modeled the job shop
manufacturing system using arena. The experiments were performed to analyze per-
formance measures like inventory management and machine utilization of newly
developed system. Rishi H. Singhania et al. [6] used arena to model a manufacturing
facility in virtual environment. Alternate plans were analyzed to select the best plan
to improve performance measures of the manufacturing system. Sławomir Kukla [7]
used arena to model a sports equipment production system to solve issues related to
manufacturing. Tomasz Bartkowiak et al. [8] performed simulation investigation into
enhancement of floor-board manufacturing to increase material efficiency. Adrian
Jakobczyk et al. [9] modeled soap production system using FlexSim and develops
alternate system to increase flexibility and to solve other issues of the old system
manufacturing planning to improve production rate. SlawomirKlos et al. [10] studied
the effect of buffer stock in production line to improve the performance of production
process. V. K. Manupati et al. [11] studied sustainable manufacturing system using
FlexSim analyzed the effect of work load allocation of multiple components.

3 Methodology

The flow chart of methodology is shown in Fig. 2.
Study starts with problem statement. Then, the objective of study and the overall

plan of the study are decided. Then, collection and modeling of data are done. The
data consist of information about available resources, process times and location of
machines. After modeling the inputs, FlexSim model is built. After that, model is
tested for the validation. If model is validated, the process is continued further. If
model is not validated, then the data are collected again, and the process is repeated
until the model is validated. Once model is validated, alternate scenarios can be
model and tested for the desired output. The process is repeated until the system
matches the desired output.
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Fig. 2 Flow chart of methodology

4 Case Study

4.1 Problem Definition

The company produces 144 components per day (48 components per shift) on normal
days. Now, they have to meet the demand of 300 components per day. To meet this
increase in demand, the company wants to increase their capacity.

The problem statement given by the company is as follows:
Develop a strategy to increase the throughput of the manufacturing facility.

4.2 Setting of Objectives and Overall Project Plan

It is decided that the study will be performed to increase the throughput of the system
from 144 components per day to 300 components per day.

Following assumptions are made to perform the study:

1. All machines are working (Breakdowns are ignored).
2. All operators are present (Absenteeism is ignored).
3. Raw material is available any time (Shortage is ignored).
4. The operator or worker is considered to be medium-skilled worker.
5. The production line is dedicated for one product.
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Table 1 Modeled process time for all operations

Process time in seconds

Machines Lathe Facing center Copy turning CNC Hobbing

Mean 74.44 117 232.4 265.88 531.36

Standard
deviation

8.0212 6.3442 21.0178 15.2488 20.0122

Firstly, the current strategy is to be studied. For this, data (like available resources,
process time and location ofmachines) are collected. Current facilitywill bemodeled
in FlexSim. Once the model is validated, alternate strategies will be studied using
that model.

4.3 Collection and Modeling of Data

After setting the objective of study, the data required to make a complete model
are collected and modeling of input data is done. Firstly, the resources allocation
(type of machines and number of machines) needs to be considered. Scenario 1
refers to the current facility of the company. The process time considered to be
normally distributed. Table 1 shows modeled data of process time (in seconds) for
each machine, their mean and standard deviation.

4.4 Making a Model in FlexSim and Its Validation

The model-making process starts with setting the units for the model. The unit for
time and distance is set to be seconds and meter, respectively. Then, existing facility
is modeled.

4.5 Existing Set-up (Scenario 1)

To model the existing manufacturing facility, the object from the library is dragged
and dropped in the 3D space. The raw material is modeled as source. The machines
are modeled as processors. The fork lift is modeled as transporter. The operators
are also modeled wherever necessary. The output is modeled as sink. The various
waiting lines are modeled as queue. The properties such as location and process time
are modeled, respectively. The FlexSim model for Scenario 1 is shown in Fig. 3.

After running the model, following outputs are obtained:
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Fig. 3 FlexSim model of existing set-up (scenario 1)

The utilization of Lathe1 is 100%, Facing_Center1 and Copy_Turning1 is 92%,
CNC1 is 91% and Hobbing1 is 90%.

The throughput of Lathe1 is 373, Facing_Center1 is 228, Copy_Turning1 is 113,
CNC1 is 98 and Hobbing1 is 48 components.

The total number of components produced per shift is 48.

4.6 Validation

As stated in problem definition, the company produces 48 components per shift, and
the model is producing the same output that is 48 components per shift.

Therefore, themodel is said to be validated. And, themodel can be used for further
experimentation.

4.7 Modeling of Alternate Set-up Scenario 2

As a bottleneck is observed at Hobbing machine, a second-Hobbing machine, Hob-
bing2 is added to the model. The FlexSim model for Scenario 2 is shown in Fig. 4.

After running the model, following outputs are obtained:
The utilization of Lathe1 is 100%, Facing_Center1 and Copy_Turning1 is 92%,

CNC1 is 91%, Hobbing1 is 90% and Hobbing2 is 89%.
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Fig. 4 FlexSim model of alternate set-up scenario 2

The throughput of Lathe1 is 373, Facing_Center1 is 228, Copy_Turning1 is 113,
CNC1 is 98 and Hobbing1 and Hobbing2 is 48 components.

The total number of components produced per shift is 96.
By adding a Hobbing machine, the total throughput per shift is increased to 96

components per shift.

4.8 Modeling of Alternate Set-up Scenario 3

As it is seen that, throughput can be increased by adding Hobbing machines. There-
fore, more Hobbing machine should be added to increase throughput. As the total
output fromCNCmachine is 98 components and total output fromHobbing machine
is 96 components, there is a need to increase the number of CNC machines as well.
As per the resource allocation, Hobbing3 and CNC2 are added to the model is shown
in Fig. 5.

The utilization of Lathe1 is 100%, Facing_Center1 and Copy_Turning1 is 92%,
CNC1 is 54%, CNC2 is 50%, Hobbing1 is 71%, Hobbing2 is 70% and Hobbing2 is
64%.

The throughput of Lathe1 is 373, Facing_Center1 is 228, Copy_Turning1 is 113,
CNC1 is 58, CNC2 is 54, Hobbing1and Hobbing2 is 38 and Hobbing3 is 34 compo-
nents.

The total number of components produced per shift is 110.
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Fig. 5 FlexSim model of alternate set-up scenario 3

By adding a CNC andHobbingmachine, the total throughput per shift is increased
to 110 components per shift.

5 Results

The various scenarios and their respective throughputs are given in Table 2.

Table 2 Comparison of scenarios based on throughput

Scenario
number

Number of machines Throughput

Lathe
machine

Facing
and center

Copy
turning

CNC
machine

Hobbing
machine

Per shift Per day

Scenario 1 1 1 1 1 1 48 144

Scenario 2 1 1 1 1 2 96 288

Scenario 3 1 1 1 2 3 110 330
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6 Conclusion

In this paper, manufacturing system is studied. Performance measures of current
manufacturing facility are observed. Alternate scenarios are designed, simulated and
analyzed in order to improve throughput of the system to a desired value. TheFlexSim
software is used to model the current and alternative scenarios. By performing this
study, not only throughput is increased, but also bottlenecks are avoided. By using
discrete-event simulation, the risk associated with physical trials is avoided. It can be
seen that some machines are under-utilized. More research can be done to improve
resource utilization.
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Enhancement in Productivity
by Integration of 5S Methodology
and Time and Motion Study

Rushank Sangani and Vijaya Kumar N. Kottur

Abstract In the revolutionary age of technology and emergence of global markets,
where the customers demand for quality products at a cheaper price, manufacturing
sectors need to constantly accelerate their productivity processes by adopting various
industrial engineering techniques and lean manufacturing methods. 5S methodology
is the foundation step of lean manufacturing system. The domino effects of adopting
5Smethodology are organized work areas, standardization, easy sorting of materials,
and higher efficiency by reducing waste. The other aspect, time and motion study,
helps us to escalate from actual work rate to optimal work rate by keeping in mind
the worker’s psychology. Time and motion study helps us to understand the prob-
lem of low productivity and rectify it. It results in cost minimization, elimination of
unessential processes, safe working conditions, and conducive work environment.
One of the main challenges, in adopting these methods, is application of these meth-
ods by the operational team on a daily basis. A systematic combination of the above
methods gives the manufacturer a high productivity in the longer run and an edge
over his competitors.

Keywords 5S methodology · Lean manufacturing · Time and motion study
Industrial engineering techniques

1 Introduction

Manufacturing sectors are fast-flowing industries which require constant improve-
ments in the fabrication processes, innovation in assembly line,modified supply chain
systems, lean processes that reducewaste, and specialized logistics departmentwhich
functions effectively. In the current scenario, the manufacturing industries are not
utilizing the fullest of their abilities as they are grasping to catch up with the demands
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of the market. To provide a regularity in the processes for a longer term and to have
an increase in the output of the processes, we have integrated 5S methodology along
with time and motion study. 5S methodology first originated in Japan by Hiroyuki
Hirano. It is one of the methods of lean manufacturing, which focuses on organiz-
ing, keeping the area clean, standardizing. 5S methodology gets its name from the
five Japanese words: Seiri, Seiton, Seiso, Seiketsu, and Shitsuke. They mean sort,
set in order, shine, standardize, and sustain, respectively. The 5S technique is also
considered as “Kaizen” which means “change for the better.” Time and motion study
was developed and refined by Frederick W. Taylor and his followers which were to
determine the “correct time” it takes for a certain task.

The purpose of this paper is to do a small change in a big way by application
of 5S and time and motion simultaneously at a grassroots level and measure the
changes in the working environment after a certain period. With the integration of
the two processes on a daily basis increases, there is an increase in efficiency of the
manufacturing plant and workers’ safety is prioritized.

1.1 Problem Statement

After the research conducted by Lean Enterprise Research Centre (LERC), UK, it
was concluded that for any manufacturing company the ratio of activity is broken
down as value-added activity-5%, non-value added(waste)-60%, and necessary non-
value added 35% [1]. The results of this research help us to infer that about 60%of the
activity at a manufacturing plant can be eliminated [1]. Many businesses have been
trying to adopt value-added production system, i.e., adding maximum value while
minimizing waste in all production and support area processes. Global companies
like BMW have implemented value-added production and support area processes
in their companies to maintain flexibility throughout their production processes and
improving their productivity and efficiency [2]. The impact of value-added produc-
tion at BMW is that it has seen an increase of 25% improvement of the operating
cost structure, totaling more than 225 million [2]. Therefore to overcome industrial
barriers at a general manufacturing plant, we have adopted the 5S method and time
and motion study.

2 5S—The Method

2.1 5S—The Process

1. Sort (Seiri): Sorting is the first step of 5S technique, removing all the unneeded
items from the shop floor. A red tag is attached to junk items in the workplace.
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These items are stored temporarily in an area until further action is taken over
them.

2. Set in Order (Seiton): Advantages of this process include clear visibility and
identification of missteps. To implement the set in order exercise “2-bin storage
system” can be implemented. Figure 1 shows “2-bin storage system” which has
been depicted for setting the washers in the order of their sizes at a large-scale
automobile industry.

3. Shine (Seizo): This stage of 5S exercise is termed as shine or sweep stage to
eliminate the root cause of waste, dirt, and damage as well as clean up the
workstation.

4. Standardize (Seiketsu): This stage maintains continuous activities in all areas
shift by shift and crew by crew. Therefore, we make use of Kaoru Ishikawa’s
fishbone diagram of 5M’s which allows operational teams to develop their own
standards. The 5M’s of Ishikawa’s fishbone are manpower, methods, materials,
machines, and measurements.

5. Sustain (Shitsuke): The benefits of the above four phaseswill be achieved and can
bemeasured. However, without the cooperation, self-discipline of the operational
team at the plant, this cannot be achieved. Continuous efforts should be taken
and with continuous dedication, the work should be maintained.

Fig. 1 2-bin storage system
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2.2 Implementation of 5S

1. Guidelines for practicing sort—The basic steps that are involved in creating a
successful red-tagging process begins with introducing the red-tag strategy for
creating, holding areas, and planning the disposal of unwanted items. Second,
the specific types of items needed for sorting in work areas are identified and
followed by determining the items necessary for the processes. Next, the red
tag is attached, and methods needed to discard unwanted items are enforced.
Lastly, the results of the process are documented which summarizes cost savings
and improvements achieved. Unnecessary items identified after applying red-
tag strategy are disposed in an eco-friendly way. Items after the process are
sold at the best selling price in the market. Potential impacts of the processes are
identification and segregation of items, elimination of unwanted items, improved
work environment, and maximum utilization of workspace.

2. Guidelines for practicing set in order—It emphasizes effective storage and safety
that gradually improves the appearance of theworkplace. Set in order begins with
introducing names and number on all jigs and tools. The tools that are to be used
according to the work operations are stored next to the machine. Any important
step is tomark thematerialswith an oblique line to detect disorder fromadistance.
Next, slots based on sizes of tools or materials are created and stored. The 2-bin
storage system is then implemented, and tool boards are appropriately managed.
Potential impacts of this process: Items return to their own address after use, use
of first-in–first-out (FIFO) is increased; retrieval time is reduced.

3. Guidelines for practicing shine—Shine ensures a safer, comfortable, and appeal-
ing workplace. Steps involved in implementing shine include allocation of clean-
ing assignments to the employees, setting targets on daily basis, determiningwhat
needs to be cleaned in specific amount of time, and the methods to keep the area
clean. Faulty and defective machines (equipment) should be repaired. Poten-
tial impact of this process: quality products, safe workplace, clear visibility and
reduction in retrieval time, economy in cost, and positive impact on inspection
officers.

4. Guidelines for practicing standardize—The operation unit must finalize the pro-
cedures andmaintain a checklist of daily routine practices. The checklist includes
the name of the person responsible for the job, what are the prerequisite to get
the desired results, actions to be implemented to maintain appropriate standards.
These procedures must be followed daily at the workplace. Potential impacts of
this process are clear visibility of signposts, determining procedure, and improved
operations.

5. Guidelines for practicing sustain—This process maintains the flow and momen-
tum of all the previous 4S’ and ensures sustainability. This includes planning,
performance, quality check, and actions needed to maintain the consistency in
quality procedures. Potential impacts: ideal work practices, effective work envi-
ronment, better interpersonal relationship, spirit of unity, and feeling of belong-
ingness.
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3 Time and Motion

Motion and time study is considered to be the backbone of industrial engineering,
industrial technology, and industrial management programs because the information
that time studies generate affect many areas including the following:

(1) Cost estimating,
(2) Production and inventory control,
(3) Plant layout,
(4) Materials and processes,
(5) Quality,
(6) Safety.

In an organization which operates without time standards, 60% of performance is
typical. When time standards are set, performance improves to an average of 85%.

This is a 42% increase in performance.

85% − 60%

60%
� 42% performance increase.

Incentive systems can improve performance even further. It averages 120% that
is another 42% increase in performance [3].

120% − 85%

85%
� 42% performance increase

The above results infer that a manufacturing plant with no time and motion stan-
dards averages 60% performance, with time and motion standards averages 85%
performance, with incentive systems averages 120% performance [3].

3.1 Implementation of Time and Motion Study

To move forward with implementation of this study, it is important to consider the
factory parameters like number of orders in a day, amount of operations involved
for manufacturing the product, time for fabrication–assembling–logistics in a day’s
time. Keeping these parameters in mind, the time and motion form sheet is made.

Table below shows the time and motion form sheet that has been designed for a
mass production plant of a company which manufactures four-wheeler vehicle.

Assembly Line Analysis using Time and Motion Study

After the chassis has beenmanufactured by the fabrication department, it is passed
forward to the assembly line where the major components of the vehicle are fitted.
The time taken by various processes in the assembly department has been noted,
and later they are compared with the average time taken by an average worker and
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results are inferred. This gives us an idea about how much time has been wasted in
the process and areas which need to be improved. Time and motion study for various
activities in the assembly line has been performed and for demonstration purpose
few of them have been explained below.

(1) LEAF SPRING FITTING

Short coming: (1) No tool, (2) No replacement tools, (3) Unavailability of lifting tool, (4) Minor parts at a 
distance, (5) Unorganised desk, (6) Unusual breaks, (7) Raw material unavailable, (8) Less space,

(9) No supervision
FATIGUE FACTOR

TIME STUDY TOP SHEET

Factory: Date: 
Operators               
Bhoir-P

Work Station:               |Leaf Spring Fitting                                                                              Time: Sunil-C
Product Name: Heavy Vehicles                                  Product 
Model No:

Studied by: 
Rushank Narine-P

Unit of measure: minutes
Supervisor: 
Jayesh Patil

Time st: Time fin:
Time 
Elapsed:

ELEMENTS
Done 
by

Reading 
>>

1 2 3 4 5Short fall

(1) Initially pick up the leaf 
springs and place it on a hand
wheel and bring them near the 
chassis. 2 1 1

Before attaching leaf 
spring, shackle plate is 
inserted on the chassis & 
connected with leaf spring. 1 1 1
(2) Shackle bolts are picked 
up and grease nipple is applied
over them 1 3 3
(3) On the rear side 2 shackle 
bolts are inserted & leaf 
springs are aligned properly 
with the chassis. 1 1 1
(4) Over the rear side 2 
shackle bolts, insert and 
tighten 2nyloc nuts. 2 2 2

No tools 
available for 
Bolts-5min

(5) For the front side 
attachment of the leaf spring a 
single shackle bolt is inserted 
and Nyloc Nut is inserted and 
tightened. 2 2 3

(4) Same process is carried out 
to fit other 3 leaf springs

6 5 5

Work stopped 
due to absence of  
leaf springs for 1 
week

(5) After all the above 
activities, 12 Nyloc Nuts, 12 
Shackle Bolts are tightened 
properly with Nut Runner. 3 2 4

18 17 20   
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(2) GEARBOX ASSEMBLY

Use a tapper roller bearing. 
Remove only the  cone and 
press fit in both top and bottom 
housing 3 3 3 3 4
Take the output shaft helical 
gear key. Insert washer at plane 
end of output shaft keep key in 
the keyway and press. Insert 
washer (FW3168415). Press 
taper roller bearing on both the 
ends of the output shaft. 8 6 7 8 8

6. Unusual Break-
Time lost: 10min

Press the bearing at both ends 
of the helical shaft. 2 1 1 1 1

On bottom and rear housing 
Re-Tapping is performed by 
the worker.

3 6 6 5 6

The top and 
bottom housing 
are not properly 
finished

Take bottom gear box housing 
which is already cone pressed 
and hold it in a bench vice. Put 
pressed output shaft in the gear 
box bottom housing which is 
pressed in the cone closed side 
after applying grease. 3 2 1 4 2

Filling is 
performed on rear 
and top housing 
for proper 
finishing- 6min

Insert the pressed helical pinion 
shaft at open end of the gear 
box bottom housing 1 1 1 1 2

Fit the dowel pins on both 
the machined surface of the 
gearbox top and bottom 
housing 2 2 1 3 3
Apply shaloc on both the 
machined surface of top and
bottom gear box housing 1 1 2 2 2

Unusual 
Break17min

Keep top housing on bottom 
housing then hammer it and fit 
with allen cap 
screw(51108035-6nos) with 
spring washer 5 6 4 7 5

Short coming: (1) No tool, (2) No replacement tools, (3)Unavailability of lifting tool, (4) Minor parts at a 
distance, (5) Unorganised desk, (6) Unusual breaks, (7) Raw material unavailable, (8) Space less,

(9) No supervision
FATIGUE FACTOR

TIME STUDY TOP SHEET

Factory: Date:
Operators:                   
Shaam                                              

Work Station:                                     | Gear Box Assembly Time: Shaam 
Product Name:  Heavy Vehicles                                                                     
Product Model No:

Studied by: 
Rushank Shaam 

Unit of measure: minutes
Supervisor: 
Jayesh Patil Shaam 

Time st: Time fin: Time Elapsed: Shaam 

ELEMENTS
Done 
by

Reading 
>>

1 2 3 4 5 Short fall

Initially bring the gear box top 
and bottom housing, gearbox 
mounting bracket on the 
working table.

2 3 2 2 2
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Apply shaloc on input end 
cover and also on the surface 
where the input cover will be 
fitting on top housing. Fit it 
with hex bolts and spring 
washers.

4 5 8 6 5

Press the oil seal in output end 
cover. Apply shaloc on output 

7 7 8 7 5

end cover and on gear box top 
housing where the output cover 
will be fitting. Fit the hex bolts 
and spring washers.
Fit the output flange on the free 
end of output shaft with key 
and grub screw and pour a drop 
on lock tightener on grub 
screw. 4 6 6 3 8
Release the gearbox from the 
bench vice and hold it in 
reverse direction. Press oil seal 
on the machined surface and 
apply shaloc. 3 2 3 2 2
Keep the gearbox motor 
mounting bracket  
(FW3168403) on the gearbox 
bottom housing at the free end 
of helical pinion shaft. Fit the 
hex bolt (M10X25-3) and 
spring washer. 8 7 8 8 7
Fit the love joy coupling on the 
free end of helical pinion shaft 
with key and allen grub screw. 
Pour one drop of lock tighener 
on the grub screw. 2 4 3 5 3
Release the gearbox from the 
bench vice and keep it on the 
working table. Fit the level 
plug at side of middle on top 
housing. 2 2 2 2 2

60 64 66 69 67
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3.2 Results and Discussion About Time and Motion

OUTCOMEOFTIMEANDMOTIONSTUDYAT JOST’SENGINEERINGCOM-
PANY LIMITED

Sr.
No.

Activity name (min) Ideal time (min) Average time (min) Unnecessary time
(min)

1 Leaf spring fitting 10 18 8

2 Shock absorber fitting 10 12.33 2.33

3 Front axle assembly 40 43.33 3.33

4 Front axle fitting 16 16 0

5 Differential fitting 15 18 3

6 Front and rear wheel
fitting

16 21.33 5.33

7 GearBox assembly 45 63.33 18.33

8 Motor and GearBox
fitting

15 16.67 1.67

9 Propeller shaft fitment 19 25.33 6.33

10 Steering GearBox
assembly

15 17.66 2.66

11 Brake shaft fitment 25 31.33 6.33

12 Brake piping 55 60.67 6.7

13 Platform fitting 40 44.66 4.67

4 Conclusion

Various results of 5S demonstrate that a small change adopted in the right direction,
increases productivity along with better working conditions and workers safety is
kept in mind. The outcome of time and motion study at a large-scale factory includes
the unavailability of nuts and bolts of the required sizes and unavailability of leaf
spring material which causes a delay in the assembly line. Analyzing the outcome
of time and motion study, we infer that the company should hire a supervisor who
will be the link betweenmaterial handling department and assembly department; this
will ensure that product material does not run out of stock. Trolley system should be
adopted at various workstations, which will contain all the components and tools of
various sizes. This will increase the productivity and reduce the strain on workers.
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Decision Support System for Failure
and Down Time Reporting: A Tool
for Achieving Production Targets
from Remote Mining Equipment

V. M. Kalra, Thakur Tilak and B. S. Pabla

Abstract Decision-based maintenance support system is a predictive maintenance
management technique that considers the repair or replacement decision to be per-
formed based on the abnormal condition of the expensive heavy earth moving
machinery. It stipulates for executing the maintenance based on the condition or
performance of the equipment, whereas preventive maintenance is maintenance per-
formed on an item to prevent failure. Condition maintenance helps to detect the
hidden faults evenwhenmining equipment is in operation. Performance of the equip-
ment also gets better as overall equipment efficiency improves due to reduction in
the small stoppages and finally the improved utilization of the equipment results into
better total production. Intelligent system based on CBM techniques has been used
to reduce the workshop inventory, breakdown and maintenance time and therefore
performs a major role to improve the equipment performance and productivity.

Keywords Availability · Utilization · Global system for mobile
Radio frequency identification device · Condition-based maintenance

1 Introduction

The equipment breakdown and maintenance is the main factor responsible for poor
performance and productivity of the equipment. Sincemaintenance cost in themining

V. M. Kalra
Department of Electronics and Communication Engineering, S.J.P Polytechnic Damla,
Yamuna Nagar, Haryana 135001, India
e-mail: vmkalra@yahoo.com

T. Tilak (B)
Department of Electrical Engineering, PEC University of Technology, Chandigarh 160012, India
e-mail: tilak20042005@yahoo.co.in

B. S. Pabla
Department of Mechanical Engineering, NITTTR Sector 26, Chandigarh 160019, India
e-mail: pablabs@yahoo.com

© Springer Nature Singapore Pte Ltd. 2019
H. Vasudevan et al. (eds.), Proceedings of International Conference on Intelligent
Manufacturing and Automation, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-13-2490-1_51

551

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2490-1_51&domain=pdf


552 V. M. Kalra et al.

industry is known to be around 30–50% of the total operational cost, it is therefore
essential to have a system that could analyze status and decide as when to perform
the maintenance [1].

The present paper looks at the vast scope of the CBM in knowing the timely infor-
mation of the fault before it happens and thus helps in reducing the breakdown time
and maintenance cost [2]. Based on the long history of breakdown and maintenance
log sheets, parameters that are measurable can be controlled and can improve the
production targets set by the company to lower the production cost [3].

Since most of the faults are common, a ready to use solution should be used by
the management to reduce the maintenance and downtime cost [4]. Lack of effective
maintenance management is due to poor information system. Web-based mainte-
nance management system helps to solve the safety and repair issues effectively [5,
6].

Presently, the information for breakdown is only reported to maintenance force
through wireless sets. Expert system has been implemented that can check the faults
and send the coded messages to the maintenance crew to reduce the breakdown
time to minimum or even nil. The maintenance crew has been tracked by RFID
monitoring system for any delay in initiating the maintenance work and therefore
helps in reducing the maintenance time and improves the equipment productivity.

2 Role of Condition Monitoring Technology
in Maintenance Management

CBMsystem reduces the breakdown andmaintenance time effectively by keeping the
equipment working for longer duration of time to achieve the production targets [2,
4]. CBM is well understood as the maintenance carried out according to the need as
indicated by automated condition monitoring system [7–9]. CBM technology looked
more effective after the availability of intelligent smart sensors and data management
softwares [9]. Low-cost fault monitoring and diagnostic system should be developed
for old equipment still in use due to high replacement cost, and these underperform
due to poor feedback or no equipment monitoring. The time for detection of fault
and the faulty stage can be drastically reduced from days to few hours [10]. With
the advancement of automation technology, it is now possible to develop system that
could issue alerts for risk management and its possible impacts on the system. CBM
system is therefore intelligent in nature to identify the faults before any catastrophic
failure occurs [11, 12].
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3 System Model for Mining Shovel and System Blocks
for Signal Acquisition, Processing, and Communication
Modules

Based on the system model shown in Fig. 1 [6] and study of system blocks in Fig. 2,
the decision support system for maintenance management of hydraulic shovel has
been developed.

Intelligent systemmainly consists of data acquisition, data analysis, and decision-
making system before alerts are issued for any failure [9] as shown in Fig. 2.

Fig. 1 System model for hydraulic shovel
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Fig. 2 Block diagram of the signal acquisition, processing, and communication module

3.1 Expert System for Monitoring and Control of Parameters

The expert system makes use of controller ATMEGA 328 for interfacing with tem-
perature sensor LM35, vibration sensing using sensor SW18020, hydraulic pressure
using MPX 2010, battery level and alternator voltage level using resistor networks,
and oil level using ultrasonic sensor SR04 as shown in Fig. 3.

3.2 Pressure Sensor (MPX2010GP)

The MPX2010GP series silicon piezo-resistive pressure sensors connected at pin no
27 of controller are used to provide a very accurate and linear voltage output directly
proportional to the applied pressure.
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Fig. 3 Hardware for monitoring the machine parameters and maintenance crew

3.3 Real-Time Clock (RTC)

Real-time clock integrated circuit IC DS1307 has been used to supply serial data
SDA and serial clock SCL connected at pin 4 and 5 of microcontroller.

3.4 Ultrasonic Sensor for Engine Oil Level Sensor

Ultrasonic sensor SR04 has been used for measuring the engine oil level; the Trig
Echo signals from sensor are connected to microcontroller at pin number 12 and 13.

3.5 RFID Module for Maintenance Crew Reporting
and GSM Module

RFID, the EM18 card reader module, is connected at pin 2 of the controller. GSM
module Simcon900 connected at pin 9 of the controller has been used for transmission
of fault information to the maintenance workshop.
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3.6 Vibration Sensor for Cabin Jerks

Jerks in the cabin give the sense of insecurity to the machine operator. The cabin
jerks are monitored using vibration sensor SW18020.

3.7 Display Module

Any variation in signal acquired is also displayed on the operator console using LCD
LM016L at pin numbers 16, 17, 18, 19 of the microcontroller.

4 Software for the Data Acquisition, Signal Processing,
and Communication System

The software compares the data acquired from the different sensors with the preset
values using conditional statements, and any abnormality is sent to the maintenance
staff with the help of GSMmodule in the form of SMS. The flow chart of the remote
monitoring and fault diagnostic system is shown in Fig. 4.

The conditional statements for hydraulic excavators are used in the following
manner [14, 15].

(1) If oil pressure level is low, then mechanics are defective.
(2) If alternator is defective, then electricity is low.

Fig. 4 Software for
parameters monitoring and
maintenance workforce
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(3) If battery voltage is low, then electricity is low.
(4) If electricity is low, then electronics are unable to work.
(5) If oil level is low, then hydraulic pumps can be faulty.
(6) If hydraulic pumps are unable to work, then hydraulics is defective.
(7) If cylinder head temperature is high, then engine oil level should be low.
(8) If dump hoist pressure is low, then hydraulic oil level should be low due to

defective hose or leaking seal.
(9) If charging voltage is low, then alternator is defective.
(10) If battery charging voltage is high, then regulator in alternator is defective.
(11) If engine is difficult to start, then fuel tank can be empty or cylinder head gasket

leaking or faulty fuel pump.
(12) If engine noise is excessive, then engine mounts may be broken or restricted

air supply.
(13) If engine oil level is low (high consumption), thenpiston ringsmaybedamaged.
(14) If hoist cylinder temp is high, then hoist holding power is low.
(15) If cabin jerks are greater than set limit, then cabin mounts may be loose.

5 Decision Support System for Maintenance Monitoring
and Management

Real-timemaintenancemonitoring system formaintenancemanagement of hydraulic
excavators has been implemented. The XBee on the hardware system communicates
with XBee connected with COM port of the central computer for mine manager.
LabVIEW is installed on the central computer. LabVIEWprogram is called as virtual
instruments. The data communication established has the following features.

1. Eight data bits.
2. Two stop bits.
3. No parity check bit.
4. Baud rate of 9600 bps (bits per second).
5. Asynchronous communication.

The data transmitted by the hardware installed at the excavators for fault monitor-
ing is captured by the XBee connected at the computer serial port. Sequential data is
converted into array form. This array is accessible by indicators, production graphs,
performance indicators, parameter monitoring, and production graph windows.
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Fig. 5 Decision support system indicators

Fig. 6 Maintenance management system performance indicators

5.1 XCTU Software Configuration for XBee and System
Implementation Using LabVIEW Virtual Instruments

XCTU isGUI software to configureXBee for communication betweenXBeedevices.
XBee devise on the hardware is configured as router and the other as coordinator on
the PC. Initially, the VESA software is installed to access the serial port, LabVIEW
software can access data available at the serial port in a particular sequence decided
by themicrocontroller. The virtual instruments in Fig. 5 show the data captured in the
auto mode for battery voltage, alternator voltage output, engine temperature, engine
oil level, hydraulic oil pressure, and cabin vibrations.

5.2 Maintenance Management System Performance
Indicators

The performance indicator window in Fig. 6 shows the fault due to alternator break-
down. This system measures the maintenance crew reporting time and fault removal
time and thus reduces the breakdown time to minimum.
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5.3 Data Logging Using Real-Time Parameter Monitoring

The real-time data logs are received serially and displayed in the parameter moni-
toring window as shown in Fig. 7.

5.4 Manual Data Entry and Productivity Graph Window

Performance and productivity of the system are known in real time to the mine
manager by manually entering the data values for shift hours, swing factor, swell
factor, bucket fill factor, and shovel cycle time as shown in Fig. 8.

The manual data entered is used by mine manager in the productivity graph
window as shown in Fig. 9 to check the performance and productivity of the hydraulic
excavator RH90C in the real time for achieving the production targets.

6 Shovel Productivity Evaluations

The effective use of shovel mining is necessary for better equipment performance
and productivity and is dependent upon a number of factors as mentioned below [12].

1. Truck size selection.
2. Average swing angle.
3. Truck spotting time.
4. Blasting efficiency.
5. Operator attitude and efficiency.
6. Cycle time.
7. Loading and waiting time.
8. Truck positioning.

Fig. 7 Data logging using parameter monitoring



560 V. M. Kalra et al.

Fig. 8 Manual data entry

Fig. 9 Productivity graph window

Table 1 Swing factor value for varying swing angle

Swing
angle

45° 60° 75° 90° 120° 150° 180°

Swing
factor

0.84 0.90 0.93 1 1.1 1.2 1.3

6.1 Shovel Cycle Time and Shovel Swing Factor

Cycle time of the shovel is affected by the bucket swing angle and varies with truck
positioning. The cycle time of shovel as loader is expressed in terms of the total
time taken to complete one cycle of operation starting from digging to dumping and
swinging back to digging face [13]. Productivity of the shovel is directly affected
by swing factor (Sf) as this affects the cycle time [13]. Shovel takes different swing
angles to fill the truck as shown in Table 1 showing swing factor value for varying
swing angle.
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6.2 Availability (A)

Availability of the equipment takes into consideration the nonscheduled time, the
scheduled maintenance time, the equipment breakdown time, setup and adjustment
time [15, 16] for high equipment availability.

A � (TSH − BD − MH)
/
(TSH). (1)

6.3 Shovel Utilization (U)

Utilization can be calculated using Eq. (2) based on the idle time delays [8, 9, 14,
15].

Shovel Utilization U � (TSH−BD − MH − IT)
/
(TSH−BD − MH). (2)

TSH is total shift hours, BD is breakdown hours, MH is maintenance hours, and
IT is idle time hours.

6.4 Productivity (P) Evaluation for Hydraulic Shovel Demag
H55N 3.3 Cu.M

Productivity of the shovel can be calculated by Eq. (3) as per simple relation [17].

P � (Bc ∗ S ∗ Bf (3600 ∗ Sf) ∗U )
/
CT (3)

where

Bc bucket capacity (m3),
S swell factor (S) of material (1.3),
Bf bucket fill factor (0.8),
Sf swing factor (0.9),
CT shovel cycle time (25 s),
IT idle time (10 min)

The data known from theNCL records ismanually entered from the PC for finding
the real-time productivity of the hydraulic excavator as shown in Table 2.
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Table 2 Real time productivity estimation of hydraulic shovel demag H55N 3.3 Cu.M

Shovel ID Breakdown
hrs.

Maintenance
hrs.

Availability Utilization Productivity

DA 0.113 0.09 0.974931 0.9786 1319.04

6.5 Result and Analysis

It is observed from the above analysis that to achieve better availability and produc-
tivity from the system, it is significant to reduce the breakdown and maintenance
time by monitoring the faults before it happens using maintenance monitoring and
management system to improve the equipment productivity.

7 Conclusion

Real-timemonitoring of the key parameters of the equipment using CBM technology
allows the machine operator to find when the machine is going to fail, and the
maintenance staff immediately report with the required maintenance tools to rectify
the fault, set the equipment in the working order, and hence increase the productive
life cycle of the equipment. Implementation of RFID technology helps to keep check
on themaintenance personnel for delay in reporting and therefore reduces breakdown
time. CBM and communication technologies therefore help to monitor the fault
immediately and improve the availability and better productivity of the mine; the
proposed technology therefore helps to reduce the downtime cost and requires fewer
inventories.
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Reviewing the Problem of ELVs in India
and Checking Possibilities of Pyrolysis
as a Solution

Kaival Rajesh Nayak and Shashikant Auti

Abstract The number of automobiles is rising and so is the amount of end-of-life
vehicles in India. With an estimated count of 2,18,95,439 end-of-life vehicles by
2025, the amount of heterogeneous waste in the form of automotive shredder residue
is also grave. This paper discusses recycling, andmanagement of end-of-life vehicles.
It also discusses automotive shredder residue characteristics. The paper thus focuses
on the possibility of pyrolysis as a viable solution to the problem of automotive
shredder residue treatment.

Keywords End-of-life vehicles · Automotive shredder residue · Pyrolysis

1 Introduction

1.1 Overview on Automobiles

Since a long time in memorial, mankind has tried to move from one place to another
in a manner faster than previous. It was in the mid-1800s when the first automobile
of what we know today came into being. Since then, the problem of disposing of
the vehicles after their use has been a grave problem. The use of automobiles since
their inception has increased exponentially since then. Along with the production
and use of automobiles also comes the problem of an environmental deterioration
due to increased demands of automobiles, leading to various environmental hazards,
polluting the land, air, and soil in various phases of the life of a vehicle. In India,
year 2009–2010 witnessed more than 11 crore vehicles that included commercial
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Fig. 1 Market proportions
of automobiles in India (%)
2013/2014 (SIAM 2015) [1]
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vehicles, passenger vehicles, three-wheeled (3W) and two-wheeled (2W) vehicles; a
key observationwas that the vehicle ownership has galloped considerably. According
to (SIAM) Society of Indian Automobile Manufacturers, during 2014–2015 itself,
there were alone 2,33,66,246 automobiles among which 6,97,083 were commercial
vehicles, 32,20,172 were passenger vehicles, 9,49,021 were three wheelers, and
1,84,99,970 were two wheelers [1]. The peculiar difference in the automobile sector
of any other country like the EU or the USA and India is that the number of 2W is
quite high as compared to the 4W which can be seen in the pie diagram (Fig. 1).

1.2 Environmental Considerations

With the increasing pollution across the globe, it becomes imperative to think and
enact toward reducing the carbon footprint of automobiles, not only when they are
plying on the roads but also when they are not in use or de-registered. The utilization
of petroleum products emissions can be brought down by reducing the mass of the
car by incorporating more plastics polymers. Despite a small dip in the production
of cars in the financial year 2008–2009 due to the global economic recession, the
production of cars on a global level has increased manifold in a continuous fashion
for about 30–40 years [2]. In the year 2007, about 7.3 crore vehicles were fabricated
across the world. When compared to past, it was not more than 3.8 crore in 1980s
[3]. The automobile industry in today’s world is facing a lot of hurdles as cars and
other automobiles have a considerable amount of impact on environment at all the
stages of their product life cycle.

1.3 Defining End-of-Life Vehicle (ELVs)

Sometimes due to overuse of vehicles, the life of a vehicle is overstretched, it
may undergo many repairs and re-conditioning, and then, over a period of times,
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it becomes irreparable and has to be got rid of. Thus, for such vehicles, a new kind of
term is used and that is ‘end-of-life vehicles’ (ELVs). The EU Directive of 2000 has
stated that ‘end-of-life’ means a car or an automobile which is of no use anymore.
The final possessor defines a particular automobile as an end-of-life vehicle once it
is unsafe to ply on the road or does not comply with the government norms regarding
the permissible emission from a vehicle [4]. When one looks into the EU Waste
Shipment Regulations, vehicles which are redundant and have become an ELV are
not permitted to run on the road or to be sent outside of the EU. Automotive Industry
Standards define ‘end-of-life vehicle’ as a vehicle which by knowledge of its final
possessor can be scrapped already [5]. Here, a major attention needs to be drawn
toward the point that the number of vehicles de-registered is not the same as the
number of ELVs as many vehicles are de-registered and sent as an export or any
other purposes. The figure depicts the types of ELVs and their broad description
along with their definitions. The population of vehicles in India is ever increasing,
and it has been estimated that the count of ELVs has reachedmore than 87 Lakhs, and
among these, about 83% were two wheelers in 2015. Similarly, for the year 2025, it
is projected that the number of ELVs will reach to about 2 crores out of which 80%
will be 2W.

1.4 Recycling of ELV

Recycling of end-of-life vehicles is not a thing of present; waste cars have been recy-
cled by industries for many years that too before any legislation regarding the same
was passed by any nation in the world [6]. The premier industrial level automobile
shredder machine was installed and its operation began in the year 1958 (Fig. 2).

As per CPCB of India, it is estimated that the normal consumer vehicles have
roughly about 8% aluminum and its alloys, 70% ferrous compounds, and the remain-
ing others consist of glass and other polymers. Sakai et al. states that among theworld
recycling pattern observed by the institute of recycling, 2014 that recycling of 1 ton
of steel consists 635 kg of coal, 1134 kg of ferrous ore, and about 55 kg of limestone.
The ever-increasing demands of resources can be fulfilled only if there are changes

Fig 1.3 Total ELV count in 2015 & 2025
1.4 Recycling of ELV

Recycling of End of Life Vehicles is not a thing of present, waste cars have 
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Fig.3 Flow of a vehicle through the different end-of-life operations [21]

in the behavioral pattern of consumption and recycling gets its share of focus. As
far as India is concerned, almost all the scrap workshops are managed by the semi-
or informal sector which uses very old/ancient methods and tools to extract useful
metals from the scrap [1]. The readers are cautioned that the semi-formal recyclers
are referred to as informal recycling centers which do not have any compliance or
certification from the government or the official governing body. Along with the
technological advancements, there can be seen a paradigm shift in the materials that
are obtained as recyclables from the car or any automobile for that matter the use of
polymers has gone up by 50% over the past 20 years. Figure 3 shows the schematic
process of an ELV break down. The 3Rs of recycling play a pivotal role in deter-
mining various policies for ELV treatment and management. Reuse, recycling, and
recovery are defined as shown below:

• Recycling: Processing waste materials again either for their original purpose or
for any other purposes, but not energy recovery.

• Reuse: Again utilizing parts of an ELV for the same job for which they were
designed for.

• Recovery: Any of the applicable operations as mentioned in the Annex IIB of the
European Directive on ELVs.

2 Management of End-of-Life Vehicle and Automotive
Shredder Residue Production

The reusing and recycling of an ELV are economically viable as it is made of about
70% of metals which is much higher than any other consumer product due to the
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presence of hazardous substances like heavy metals, lubricating oils, engine and
other oils, and POPs better known as persistent organic pollutants. The environment
is under an adverse impact because of the fraction of ELV which is not recycled.
As a result, even the European Union introduced a stringent regulation regarding the
recycling, reusing, and recovery of end-of-life vehicles in 2000 [7]. This helped the
governments of various member states of EU to keep a control on the growing stream
of waste, and it also introduced a new concept of extended producer responsibility or
EPR [8] which makes all the stakeholders responsible in the recycling process of an
ELV which is right from collection to shredding. To fulfill the objective of reducing
the old and abandoned cars in the EU by 2007, car manufactures had to provide a
free service to the last owner that they will collect their cars and treat it accordingly.
The car manufactures had to take back about 11% of the total vehicles as in 2000
alone in the UK [9].

2.1 ELV Recycling Activities: De-Pollution and Dismantling

De-pollution: The recycling of as a scrap end-of-life vehicle begins at the dismantling
facility where it is initially de-polluted after which it is then dismantled (many a times
the two steps are collectively called as ‘dismantling’). The definition of de-pollution
includes eliminating components and substances that may pose as a possible hazard
to the environment like fuel, the battery, any mercury-containing component, other
fluids, and airbags [1].

Dismantling: After de-pollution, the next step is to dismantle the vehicle. Dis-
mantling as the name suggests is the process of disassembling the car into its various
components like tyres, engine, bumper, etc. [1]. For a developed country and a tech-
nologically advanced country, there will be more use of automation and less labor
will be required. On the other hand, in economically developing countries like India
where labor is easily available, this process is more labor intensive.

2.2 Shredding/ASR

ASR (automotive shredder residue) has a very high degree of heterogeneity in vari-
ous components like residual metals (5–25%), rubber (3–38%), polymers(20–49%),
fibrous material (5–45%), various types of wood (2–5%), and glass (2–18%), most of
which can be reprocessed to make fuel substitutes. However, separation from these
components to substitutes is very difficult. Thus, it is more commonly either used
for recovery of energy or to be directly sent to the landfills [1].

Generally, 7–35% of an end-of-life vehicle’s mass is extracted for the purpose of
reusing or recycling, which solely depends on the age of the vehicle (premature or
natural ELV), on the current market fluctuations, and also on the intensity of labor
involved to extract the components. A huge gap persists between the EU countries
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(5–10% of ELV mass extraction) and South Korea (up to 35% extraction of ELV)
[10–12]. The car bulk that stands after dismantling and de-pollution is then trans-
ferred to a shredder machine. As mentioned before, a hammer mill shredder cuts it
down to smaller pieces which can even fit in one’s hand [10, 12]. Metals are then
again extracted from this trash with the help of a chain of mechanical and magnetic
separation systems. Up to 65% of the original mass can be achieved by removing
ferrous metal portion of an ELV. Metals other than iron are usually removed using
the principles of dense media separation or of back emf (eddy currents); about 5%
is recovered by this of the original end-of-life vehicles weight. In some parts of the
world, some plastic portions (including, e.g., polystyrene, polypropylene, and ABS)
although in small numbers are extracted from the system by using mechanical or
physical separation methods, making use of the differences in melting point, density
or solubility or even boiling points in some cases. After all these process stages as
mentioned in Fig. 4, we can say that the residual waste hulk is about 15–25% of
the original ELV’s weight and this is together collectively termed as ‘automotive
shredder residue’ (ASR). The remaining portion about which we just discussed is
believed to increase in the years to come, this is because the quantity of synthetic
plastics and other polymers used in vehicles is bound to increase thus decreasing
the amount of the ferrous metal portion, and a proper plastic extraction system is
yet not a common practice across the globe. Dedicated and appropriate landfill sites
are now assigned to extremely heterogeneous materials and classified as hazardous
material, ASR [10, 13]. To increase and improvise the existing European policy of
reuse and recycling/recovery, two major paths are chalked out: use of ASR process-
ing techniques and systems and more complete dismantling or development of the
ELV. Increasing dismantling is at present less feasible on economics aspects as it is a
labor-intensive job along with comparatively lesser prices for non-metallic materials
[8]. As directed by the European Union, the automobile companies are introducing
‘design to disassembly’: e.g., welded joints and bonding agents are avoided in order
to cause an overall reduction in the time for disassembly; instead, bolded or riveted
joints can be used. However, regardless of these changes in design, advancements
in the technologies for ASR processing are still needed for processing ELVs, as
the average lifetime of an automobile is between 12 and 15 years, depending on
the various laws that are practiced in different geographical locations [10, 14, 15]
and also the company of the car and the model of the automobile. These advanced
technologies for mechanical separation and/or advanced physical separation which
keep in mind of recycling, or for thermo-chemical recovery and or energy will gain
importance in the near future.

2.3 Characteristics of ASR

Categorization of ASR is imperative to distinguish portions that are potentially com-
bustible so as to choose, optimize, and improvise recovery and recycling methods.
Automotive shredder residue is generally considered to be about 10–25% of ELV’s
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Fig. 4 Diagrammatic representation of the processing of an ELV [21]

mass that remains after all the above-discussed processes (Fig. 4). The author wishes
to warn the reader that some authors elucidate ASR as the portion post the process
of shredding, yet not considering the extraction of the metal portion that holds for
about 65–66% of the actual ELV’s mass [11, 16]. Current article accepts the first
definition of ASR, which is the residue that remains shredding and after extraction
of metals and other alloys along with the chrome. It should also be remembered that
the hammer mill shredders are not just used to process ELVs, but also used to process
other products which come from various industries, let alone automobile [6, 12, 17].
The properties of ASR depend mainly on a lot of shredder parameters beyond the
scope of discussion of this paper [6, 18]. Because of the type of treatment mentioned
in Fig. 4, automotive shredder residue can be categorized [6] into light fluff, heavy
fluff, and mud fraction.

3 ASR Pyrolysis

Pyrolysis is one of the promising tools used in waste management industry; it is the
process in which waste like biowaste or ASR is treated. Pyrolysis is generally oper-
ated at temperatures ranging (673–873 K), and in the lack of oxygen, or at very less
oxygen, this is done so as the combustion of feedstock does not happen significantly.
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The products of combustion are (1) gases, (2) condensable organic vapors named as
pyrolytic liquids, and (3) a solid residue [19, 20]. A proportionate outcome of the
three products is dependent on the mixture proportion of the feedstock and various
other factors like temperature, heat transfer rate to the automotive shredder residue
particles, and the time spent by the components in the control volume and also
the substances in the reactor. The production of solid char generally lies between
33 and 68 wt%, and thus is seen to exceed the normal char quantities which are
seen when paralyzing polymers or biofuel. Fundamental research of ASR pyrolysis
mostly uses thermo-gravimetric analysis method and two types of small-scale reac-
tors viz. laboratory-scale pyrolysis reactors and thermo-gravimetric reactors which
are always attached in a couple with the characterization and identification of the
reaction product.

4 Conclusion

After reviewing research of various authors and publications and also including
the current Indian scenario of ELVs and ASR, we can say that the ever-increasing
demands of automobiles in India will eventually lead to a generation of a huge
amount of automobile wastes and also ELVs. ASR generation and management are
also undergoing a paradigm shift as the amount and type of materials being used
in the cars are changing from metals to polymers. It is also the need of the hour to
consider the environmental factors and find out and optimize various other solutions
to generate alternate fuel solutions. By the current review, we can conclude that
pyrolysis is a promising solution for the problem of automotive shredder residue
treatment.
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Effect of Process Parameters While
Machining Using Abrasive Jet Machine
(AJM)

Shaishav M. Jadav and Ramesh R. Lekurwale

Abstract Abrasive jet machine (AJM) uses air jet velocity for to guide abrasive
particle and to erode material of workpiece. Amount of material removed depends
on various process parameters such as nozzle bore diameter, operating pressure,
standoff distance, etc. While drilling micro hole it is very kin to get required amount
of bore diameter onworkpiece. For such condition it is very important to observe kerf
taper. This paper gives us brief review about recent work done by various researchers
regarding effect of process parameters on output i.e. hole diameter and also mention
value to keep for process parameter to get better result. Experiments were conducted
using experimental setup and drilling was performed and results are discussed.

Keywords AJM · Kerf taper · Standoff distance · Pressure · Nozzle · Sea sand

1 Introduction

Abrasive jet machining using (AJM) compressed air force, which is further con-
verted into velocity (air jet), for material removal. This air jet is accompanied by
fine abrasive particles. This abrasive particles impact on surface of work material
and develop fracture. These fractured particles of work material get detached from
material due to continuous impact of abrasive jet and hence material is removed.
AJM is similar to that of sand blasting but particles used in AJM are finer. Air
which carries abrasive material acts coolant and hence heating of work material does
not occur. Comparing other non conventional machining approaches, the investment
on AJM setup is low. And also operational and maintenance cost is low. AJM has
wide application in manufacturing of electronic devices, tribo-elements and MEMS
(Micro-Electro-Mechanical Systems). Recent development of special purpose parts,
such as semiconductor and sensors formicro-machine has been expanded [1] (Fig. 1).
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Fig. 1 Components of abrasive air jet machine

Recent study by Nassef et al. [2] used axial feeding mechanism to reduce taper
effect of varying stand-off distance across thickness, in drilling of glass plate. With
this method stand of distance remains constant through the thickness of work mate-
rial. Li et al. [3] studied evolution of blind hole on glass using abrasive jet machining.
Particle flow rate has key role in hole bottom forming i.e. concave, flat or convex.
Srikanth and Sreenivasa Rao [4] conducted experiments to determine machinablity
under different control parameter to find out optimal level of performance and listed
them. Wang et al. [5] worked on effect of process parameters on grooving perfor-
mance on quartz crystal. Groove width, depth, surface roughness and kerf taper were
inspected.

2 Literature Review

Literature review has been carried out effect of process parameters (such as stand-off
distance, air pressure, abrasive grain size and nozzle diameter) on machining using
abrasive jet machine.

2.1 Li et al. [3]

Particle flow rate and air pressure were set which resulted in profile variation and
hence it indicated that the particles distribution density across the cross section of
cylindrical nozzle also varied with the setting parameters. A 3-d laser microscope
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Table 1 Process parameters
for drilling [2]

Parameters Levels

Pressure (MPa) 0.3,0.6,0.9

Nozzle diameter (mm) 4, 5, 6

Standoff distance (mm) 4, 6, 10

Abrasive grain size (µm) 150, 300, 600

Fig. 2 Kerf taper
comparison with and without
axial feed [2]

was used to measure depth and curvature of hole bottom surface. At low flow rate,
hole bottom was formed with convex shape and with increase in flow rate, hole
bottom become flat or even concave. Graph plotted for particle flow rate and cutting
time versus air pressure.

2.2 Nassef et al. [2]

3 mm soda lime glass was drilled using AJM. Air pressure, nozzle diameter, SoD
and abrasive grain size were considered as process parameters while performing
experiments. Experimental results were used to create an ANN predictive model of
kerf taper as a function of process parameters and GA was used to optimize process
parameters (Table 1).

Secondly an Axial feed setup was used to maintain Standoff distance as erosion
takes place and as result kerf taper was reduced (Fig. 2).
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Table 2 For better MRR [4]
Pressure 8 kg/cm2

Standoff distance 10 mm

Nozzle diameter 4 mm

Table 3 For better kerf i.e.
smaller width [4] Pressure 6 kg/cm2

Standoff distance 9 mm

Nozzle diameter 3 mm

2.3 Srikanth and Sreenivasa Rao [4]

Al2O3 and SiC grain were used as abrasive and nozzle made of tungsten carbide with
different bore diameter of 1, 2, 3 mm. Glass sheet was used as work piece due to
its homogenous nature. Glass was drilled carried out by setting process parameters
such as Pressure, SOD and Nozzle diameter. Different readings were taken based on
the level of Taguchi Analysis and by changing values different process parameters.
Results were then inspected by Taguchi method and comparedwith ANOVA. Results
were obtained as, (Tables 2 and 3).

2.4 Vanmore and Dabade [6]

Laval Type nozzlewas developed and used tomachine stainless steel ANSI 316 plate.
Experiments were conducted by drilling hole on S.S. plate of thickness 0.6 mm, by
varying guiding pressure from 1 to 2 bar with 0.5 bar increment. Results shows,
the flow of jet exit was convergent for some distance than start diverging. NTD
was performed and diameter of hole was measured along depth of hole to check
concentricity of hole machined.

2.5 Madhu and Balasubramanian [7]

An internal threaded nozzle was introduced for imparting swirling motion to abra-
sive particle, for drilling in 3 mm thick carbon fibre reinforced polymer (CFRP).
Comparative study for nozzle with internal thread and without internal thread was
made through experiments with different settings. Result shows, at same process
parameter, machining time was less for internal threaded nozzle when compared to
nozzle without internal thread. Material removal rate was better with improved cut-
ting precision for internal threaded nozzle. And also internal thread of nozzle reduces
the kerf angle for machining of CFRP.
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Fig. 3 Experimental setup used for experimentation

2.6 Gupta et al. [8]

AWJM was used for cutting of marble sheet. Experiments were conducted accord-
ing to taguchi design of experiments. ANOVA was used to evaluate data obtained.
Predicted value using ANOVA and actual value showed error less than 5% for kerf
taper and width. For top kerf width, nozzle transverse speed is most significant than
followed by water pressure. For minimum top kerf width, pressure�340 MPa and
transverse speed�100 mm/min. For min kerf taper angle pressure�200 MPa and
speed�50 mm/min.

3 Experimental Setup

Experiments were performed using experimental setup which designed and fabri-
cated. Figure 3 shows experimental setup used for drilling of hole. Nozzle made
of tungsten carbide was used and workpiece material is 1.5 mm thick glass. Input
parameters to considerwhileworkingwith abrasive air jetmachining are air pressure,
abrasive (material and size), nozzle (material and bore diameter), standoff distance,
impact angle.

Drilling was done using above specification and output such as upper and lower
diameter observed and results are discussed.
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Table 4 Specification of
Experimentation

Medium Air

Abrasive Sea sand

Workpiece material Glass

Pressure 6.5–7.5 kg/cm2

Nozzle diameter 1.5 mm

Standoff distance 6–8 mm

4 Results and Discussion

4.1 Effect of Pressure

Pressure was varied and other parameters such as standoff distance and nozzle diam-
eter were kept constant. Results of effect of pressure while standoff distance is kept
constant are mentioned in Table 4.

Hole diameter increaseswith increase in pressure. Also upper diameter has greater
value than lower diameter.

4.2 Effect of Standoff Distance

Standoff distance was varied and other parameters such as pressure and nozzle diam-
eter were kept constant. Results of effect of standoff distance while standoff distance
is kept constant are mentioned in Table 5.

Hole diameter increases with increase in standoff distance. Also large change in
hole diameter with increase standoff distance.

5 Conclusion

Recently lot of work have been done on selection of process parameter, by various
researchers. A review of recent research has been conducted in this paper. Changing

Table 5 Effect of pressure

Sr.
No.

Pressure (kg/cm2) Standoff distance
(mm)

Upper diameter
(mm)

Lower diameter
(mm)

1 6.5 6 2.63 2.54

2 7.0 6 2.74 2.66

3 7.5 6 2.82 2.74
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Table 6 Effect of standoff distance

Sr.
No.

Pressure (kg/cm2) Standoff distance
(mm)

Upper diameter
(mm)

Lower diameter
(mm)

1 6.5 6 2.16 1.90

2 6.5 7 2.34 2.12

3 6.5 8 2.52 2.34

impact angle and axial feed setup as used by Nassef et al. [2] can help for further
changes that can improve results. Experimental results shows that hole diameter
increases with increasing pressure and standoff distance (Tables 5 and 6).
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Identifying Key Success Factors
of Sustainability in Supply Chain
Management for Industry 4.0 Using
DEMATEL Method
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Abstract There is an increase in demand for industrial systems to be more
competitive to expand their product reach and streamline their supply chain pro-
cesses. The vision of sustainable supply chain is becoming reality as rapid advance-
ments are happening in digital technologies. With the emerging fourth industrial
revolution industry 4.0, the supply chain environment is compactly interconnected
with the devices, equipment, and human that allows accessing and analyzing the
real-time information. Based on the literature survey, a framework model with main
perspectives and performance factors are developed to assess the sustainability of an
automotive organization. Importance of performance factors and their relations are
analyzed throughDEMATEL technique. The result shows that Internet of Things and
environment-friendly practices are the two major influential performance factors in
order to become a more sustainable organization to meet industry 4.0 requirements.

Keywords Sustainable supply chain · Industry 4.0 · DEMATEL method
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MCDM Multi Criteria Decision-Making
NIDR Normalized Initial Direct Relation

1 Introduction

Organizations started bringing innovative solutions to stay ahead of the competition
and transform customer expectations into reality with the help of digital technol-
ogy industry 4.0 leverages digital technologies so that interaction happens among
components-machines-human to bring personalized items within mass manufactur-
ing process [1].

In this article, the investigation on perspectives and performance factors that
affects sustainability of an organization has been studied in the context of indus-
try 4.0. The objective of this research is to study the preparedness of an automotive
organization to become a more sustainable organization in industry 4.0 era. The flow
of the article is framed as follows. Section 2 presents the literature on industry 4.0 and
sustainable performance factors. Section 3 identifies the dominant performance fac-
tors using DEMATEL method. Section 4 discusses the importance of sustainability
in SCM from industry 4.0, followed by concluding remarks in Sect. 5.

2 Literature Review

The literature has been reviewed from different perspectives of SSCM. Based on the
literature, the focus on sustainability of SCM from industry 4.0 perspective has not
been reported by researchers. The study is conducted for analyzing the various per-
spectives of sustainable supply chain organization to meet industry 4.0 requirements.
A framework model is developed for assessing sustainability in an organization as
presented in Table 1. The framework has two levels. The first level contains five
sustainability perspectives represented as “Px”, which influences the sustainability;
the second level contains 13 sustainability performance factor represented as “PFx”.

3 Methodology

A model for SSC perspectives and performance factors is formulated based on the
literature. An organization to carry out the case study is identified. Later, the causal
relations among performance factors are analyzed using DEMATEL, and recom-
mendations based on the relations are suggested.
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Table 1 Framework for evaluating sustainability of supply chain

Perspective (Px) Performance factor (PFx)

Business perspective (P1) Operational management (PF1) [2]

Supplier management (PF2) [3]

Strategic sourcing (PF3) [3]

Services management (PF4) [4]

Technology perspective (P2) IoT (PF5) [5]

CPS (PF6) [6]

Sustainable development perspective (P3) Economic (PF7) [7]

Social (PF8) [8]

Environment (PF9) [9]

Collaboration perspective (P4) Logistics integration (PF10) [10]

Customer response adoption (PF11) [11]

Management strategy perspective (P5) Cost management (PF12) [12]

Time management (PF13) [12]

3.1 Case Study

The case study is performed in a leading automotive organization located in India
(henceforth referred asABC).ABCmanufactures disk pads, brake linings, and clutch
facings. ABC is the suitable organization to perform this study, as the management
is optimistic and look forward in becoming a sustainable firm.

3.2 Use DEMATEL Method on Performance Factors

The process of DEMATEL method is summarized with the following steps [13].

Stage 1. Collection of feedback from subject matter specialists, and computation of
average matrix

Each subject matter specialist (m) is requested to provide the feedback as per
the questionnaire prepared. The feedback received are in the scale of 0–4 where 0
implies no impact, 1 implies low impact, 2 implies moderate impact, 3 implies severe
impact, and 4 implies very severe impact, respectively, denoting the effect of a factor
on another factor.

For each subject matter specialist, a matrix is calculated by Xk �
[
xki j

]
, where k

represents number of participants.
Consolidating all scores from specialists (m), average matrix Z � [

zi j
]
is men-

tioned as follows.



586 M. T. Bhagawati et al.

zi j � 1

m

m∑
i�1

xki j (1)

Stage 2. Computation of NIDR matrix (D)

A NIDRmatrix, D � [
di j

]
, wherein every constituent in the matrix is in the range

of zero to one. Equation (2) is presented below.

D � λ × Z . (2)

where

λ � Min

[
1

max1 ≤ i ≤ n
∑n

j�1

∣∣zi j
∣∣ ,

1

max1 ≤ i ≤ n
∑n

i�1

∣∣zi j
∣∣
]

Stage 3. Computation of influence matrix (T )

Below is the influence matrix T .

T � D(I − D)−1 (3)

where I represents identity matrix.
Using pair-wise comparisons, scores of subject matter specialists are computed

to form average matrix Z with reference to Eq. (1). The NIDRmatrixD is calculated
by applying Eq. (2). The overall relation matrix T is calculated with reference to
Eq. (3) as illustrated in Table 2.

Stage 4. Summation of columns and rows

In this matrix, the summation of columns and rows is denoted through variables
c and r correspondingly.

r � [ri ]n×1 �
⎛
⎝

n∑
j�1

ti j

⎞
⎠

n×1

(4)

c � [
c j

]′
1×n �

⎛
⎝

n∑
j�1

ti j

⎞
⎠

′

1×n

(5)

where
[
c j

]′
is denoted as transposition matrix.

The summation of rows as well as the columns of matrix T is computed with
reference to Eqs. (4) and (5) as mentioned in Table 3.

Stage 5. Computation of threshold value



Identifying Key Success Factors of Sustainability in Supply … 587

Ta
bl
e
2

To
ta
li
nfl

ue
nc
e
of

pe
rf
or
m
an
ce

fa
ct
or
s

PF
1

PF
2

PF
3

PF
4

PF
5

PF
6

PF
7

PF
8

PF
9

PF
10

PF
11

PF
12

PF
13

PF
1

0.
27
1

0.
35
2

0.
35
2

0.
31
9

0.
29
8

0.
33
0

0.
32
4

0.
31
1

0.
20
3

0.
35
2

0.
28
9

0.
20
8

0.
31
4

PF
2

0.
33
7

0.
25
2

0.
31
0

0.
28
8

0.
26
9

0.
29
3

0.
29
3

0.
28
1

0.
27
4

0.
31
2

0.
26
7

0.
27
8

0.
28
3

PF
3

0.
19
7

0.
19
5

0.
15
2

0.
17
8

0.
15
9

0.
17
3

0.
18
9

0.
17
3

0.
16
9

0.
21
2

0.
16
0

0.
17
0

0.
18
3

PF
4

0.
21
8

0.
21
7

0.
10
9

0.
15
5

0.
17
8

0.
10
2

0.
10
2

0.
19
4

0.
18
9

0.
10
1

0.
18
0

0.
18
4

0.
19
5

PF
5

0.
36
6

0.
36
3

0.
36
4

0.
34
6

0.
24
8

0.
34
4

0.
35
9

0.
33
7

0.
32
8

0.
37
2

0.
33
1

0.
33
4

0.
34
8

PF
6

0.
29
1

0.
28
9

0.
28
2

0.
26
7

0.
24
2

0.
21
2

0.
27
1

0.
26
1

0.
24
6

0.
28
1

0.
25
6

0.
24
0

0.
25
5

PF
7

0.
29
4

0.
29
2

0.
29
2

0.
27
8

0.
26
7

0.
28
0

0.
22
2

0.
26
0

0.
26
4

0.
29
0

0.
26
6

0.
26
6

0.
26
5

PF
8

0.
28
2

0.
27
0

0.
27
2

0.
25
8

0.
24
2

0.
27
1

0.
26
0

0.
19
0

0.
25
3

0.
28
8

0.
25
5

0.
24
9

0.
26
2

PF
9

0.
37
3

0.
36
0

0.
36
2

0.
34
4

0.
32
2

0.
34
0

0.
34
9

0.
33
5

0.
25
1

0.
36
2

0.
32
1

0.
33
0

0.
33
8

PF
10

0.
29
7

0.
28
7

0.
29
6

0.
28
1

0.
25
5

0.
28
6

0.
27
7

0.
25
8

0.
25
2

0.
22
7

0.
26
1

0.
25
6

0.
26
8

PF
11

0.
28
9

0.
28
7

0.
29
6

0.
27
3

0.
24
8

0.
28
6

0.
28
6

0.
25
8

0.
25
0

0.
28
7

0.
10
2

0.
27
2

0.
25
0

PF
12

0.
28
5

0.
28
3

0.
28
3

0.
26
9

0.
24
4

0.
28
2

0.
27
4

0.
26
3

0.
25
6

0.
27
5

0.
25
8

0.
10
1

0.
26
5

PF
13

0.
27
7

0.
27
5

0.
26
7

0.
25
4

0.
24
5

0.
25
8

0.
26
6

0.
25
5

0.
24
1

0.
27
5

0.
25
1

0.
24
5

0.
19
8



588 M. T. Bhagawati et al.

Table 3 Results on performance factors significance

Performance
factors

ri ci ri + ci ri − ci

Operational
management
(PF1)

3.923 3.777 7.7 0.146

Supplier
management
(PF2)

3.737 3.722 7.459 0.015

Strategic
sourcing (PF3)

2.31 3.637 5.947 −1.327

Services
management
(PF4)

2.124 3.51 5.634 −1.386

IoT (PF5) 4.44 3.217 7.657 1.223

CPS (PF6) 3.393 3.457 6.85 −0.064

Economic (PF7) 3.536 3.472 7.008 0.064

Social (PF8) 3.352 3.376 6.728 −0.024

Environment
(PF9)

4.387 3.176 7.563 1.211

Logistics
integration
(PF10)

3.501 3.634 7.135 −0.133

Customer
response
adoption (PF11)

3.384 3.197 6.581 0.187

Cost
management
(PF12)

3.338 3.133 6.471 0.205

Time
management
(PF13)

3.307 3.424 6.731 −0.117

Threshold value referred as α is derived as follows.

α �
∑n

i�1

∑n
j�1

[
ti j

]

N
(6)

where N represents all number of constituent as per matrix T .
The threshold value α is calculated from Eq. (6).

α � 44.732

169
� 0.265

Stage 6. Construction of interrelationship graph



Identifying Key Success Factors of Sustainability in Supply … 589

Fig. 1 Cause and effect graph for performance factors

The graph is plotted with the calculated data (ri + ci , ri − ci ) to understand the
interrelationship. This graph helps to analyze the critical performance factors and
understand how it influences other performance factors. The values that are greater
than threshold value α (0.265) in Table 2 are considered for cause and effect analysis.
The dominant performance factors are IoT (PF5) and environment (PF9) from the
interrelationship graph as illustrated in Fig. 1.

4 Results and Discussion

As illustrated in Table 3, the importance of sustainability in SCM from industry 4.0
perspective are found as PF5 > PF9 > PF1 > PF2 > PF7 > PF10 > PF6 > PF11 > PF8
> PF12 > PF13 > PF3 > PF4 with reference to performance factors importance (ri + ci).
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From Table 3, the major influential factors are IoT (PF5), environment (PF9),
and operational management (PF1) having values 4.44, 4.387, 3.923 respectively.
Similarly, the less influential factors are services management (PF4) and strategic
sourcing (PF3) having the values 2.124 and 2.31 correspondingly. On discussing
the findings with management, they are more interested to implement the dominant
performance factors, which influence other performance factors. Management have
taken few initiatives to use IoT and working on environment protection measures to
move closer toward industry 4.0.

5 Conclusion

The future trend of supply chain will be investing in self-sustainable systemswith the
help of industry 4.0. The evaluated performance factors will help the organization to
move toward digitalization from a sustainability perspective. A frameworkmodel has
been developedwith five perspectives and 13 performance factors. UsingDEMATEL
method, the influencing performance factors are identified, and cause and effect
relationship among them are analyzed. The outcome of the analysis suggests that
the management need to adopt IoT and environment-friendly practices, as these are
the two most important performance factors to fulfill the industry 4.0 requirements.
Focus on IoT influences the transformation of preventive to predictive maintenance
and improves the overall operational efficiency. Further, emphasis on environment-
friendly practices develops awareness among supply chain partners and enriches
overall competitiveness and profitability.
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Supplier Selection in Plastic Products
Manufacturing MSMEs Using
a Combined Traditional and Green
Criteria Based on AHP and Fuzzy AHP

Ashish J. Deshmukh and Hari Vasudevan

Abstract The concept of green supply chain management looks renewed
concept and attracted a lot of interest in the context of currentmanufacturing practices
worldwide. The core attempt is to find an optimumpath between industrialization and
conservational protection. The initial phase in completing this task is to reconsider
the basic form of supplier assessment in supply chain and correspondingly include
the environmental worries related with reduction of waste and use of other natural
resources. The purpose of this study was to detect the traditional and green supplier
evaluation criteria taken together, which are considered vital across the plastic prod-
uctsmanufacturingMSMEs in India. The study employed a combined traditional and
green supplier selection model, using AHP and fuzzy AHP approaches. In this study,
eight main criteria and 40 sub-criteria were used for supplier selection. Results show
that the plastic manufacturing companies focus more on cost, quality, and environ-
mental manufacturing management as part of traditional and green supplier selection
criteria in selection of supplier.

Keywords Supplier selection · Traditional criteria · Green criteria · AHP
Fuzzy AHP ·MCDM · Supply chain management

1 Introduction

Traditional supply chain management always deals with only one purpose, i.e., to
lower the cost and enhance the efficiency of supply chain companies, so as to boost
the economic gain. Green supply chain management (GSCM), on the other hand,

A. J. Deshmukh
SVKM’s NMIMS Mukesh Patel School of Technology Management and Engineering,
Mumbai, India
e-mail: ashish.deshmukh@nmims.edu

H. Vasudevan (B)
D. J. Sanghvi College of Engineering, Mumbai, India
e-mail: principaldjs@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
H. Vasudevan et al. (eds.), Proceedings of International Conference on Intelligent
Manufacturing and Automation, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-13-2490-1_55

593

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2490-1_55&domain=pdf


594 A. J. Deshmukh and H. Vasudevan

takes into consideration, the crucial aspect of environmental science (reduce the uti-
lization of rawmaterials, energy, and curtail the secretion of pollutants) as along with
various aspects related to maximize economic benefits [1]. Traditional supply chain
management thinks more on regulating the end product; no matter how harmful its
effects are to the environment duringmanufacturing and delivery, whereas in GSCM,
eco-friendly requirements are considered as key criteria for both manufacturing and
the end product [2].

Supplier selection criterion often involves multicriteria decision-making prob-
lems, which is affected by several conflicting factors. Multicriteria decision-making
techniques support the decision-maker in evaluating a set of alternatives available to
the firm.Many researchers have identified different dimensions and factors for appli-
cation in traditional and green criteria in their studies. The current paper explains the
practices and issues related to the implementation of a combined approach involving
traditional and green supplier selection criteria in the case of plastic products man-
ufacturing MSMEs, based in India. A total of eight criteria, namely cost, quality,
service performance, environmental manufacturing management, risk, environmen-
tal performance assessment, delivery, and innovation and learning were considered
along with 40 other subfactors. To establish the link between traditional and green
supplier selection criteria in supply chain management, relevant review of literature
was done and is given in Sect. 2. Section 3 contains the reasons for the selection of
plastic products manufacturing MSMEs for supplier selection. Complete research
methodology is given in Sect. 4 and the results and comparative analyses of various
factors of the combined traditional and green supply chainmanagement are presented
in Sect. 5. Finally, the conclusion is presented in Sect. 6.

2 Literature Review

Business demands and other regulatory requirements in the twenty-first century have
confirmed that the Government of India promoted the necessities of green product
in supply chain, and it is also one of the biggest prevalent fields being discussed
in today’s businesses [3]. Deshmukh and Vasudevan [2] examined an efficient and
combined approach for selection of supplier and pointed that a more serious appre-
hension is required to be put in toward environmental protection. Deshmukh and
Chaudhari [4] ranked, reviewed, and compared various supplier selection criteria
from the year 1992–2007. The authors collected 49 articles on traditional criteria
and observed that cost, quality, and delivery are crucial criteria used for selection of
suppliers. Many of the researchers referred in these articles have used green purchas-
ing, green design, green production, environmental design, life cycle analysis, green
manufacturing, minimizing waste, decreased consumption of hazardous and toxic
material, minimizing waste green image, etc., as few green criteria in their supplier
selection [5, 6].

Analytic hierarchy process (AHP), as an analytical tool, also used in areas such as
supply chain management was evolved by Thomas L. Saaty in 1980 [7]. It includes



Supplier Selection in Plastic Products Manufacturing … 595

an eigenvalue way and is used to analyze the substitute (alternatives) with analogous
to various criteria. It is noted that the use of tools, such as AHP for supplier selec-
tion, increases the company’s strength and profitability. AHP was used for pair-wise
comparison to make the trade-off between tangible and intangible factors and also
to use it to calculate the scores of the suppliers [8]. An AHP-based model is used to
help investors to rate and select the suppliers [9]. AHP can also show a very essential
role in supplier selection process, because the rate of basic resources and auxiliary
parts constitute the main cost of products, and in such a situation decision-making
of actual supplier is vital for the manufacturing organizations [10]. AHP model is
also used in electronics manufacturing to attract the loyal customers by providing a
wide range of choices and to establish a long-term relationship [11].

Zadeh [12] proposed a fuzzy set theory in the year 1965 to tackle the vagueness
in human judgment, and since then, many authors have used the fuzzy set theory to
deal with ambiguity in supplier choice. Chang (1996) evolve a new way for handling
fuzzy AHP by presenting a triangular fuzzy numbers for pair-wise comparison and
used an extent analysis for the fake values of pair-wise comparison [13]. Triangular
fuzzy number is used to assess and advance decisions for supplier selection in uncer-
tain situations [14]. Integrated fuzzy AHP and quality function deployment are also
used for selection of nonconventional machining processes in engineering industries
[15]. Extended fuzzy AHP was also used to calculate the risk factors involved in the
supplier selection [16].

3 Reasons for Selection of Plastic Manufacturing Sector

Ever since the year 1957, plastic products manufacturingMSMEs in India havemade
significant progress and advancements. Fastest developing industries in India are
plastic products manufacturing companies; Indian plastic manufacturing companies
today comprises of over 3000 units involved in manufacturing a diversity of plastic
items [17]. The Indian plastic productsmanufacturing industries have taken big steps,
and in the last twodecades, these companies have grownup into a position of being the
important sector in the countrywith a substantial base. The fast replacement of typical
traditional material with plastic material is because of continuous advancements
and development in plastic technology, processing machineries, expertise, and cost-
effective manufacturing. Commodity plastics include polyethylene, polypropylene,
polyvinyl chloride, and polystyrene. Indian manufacturing plastic industries largely
use polyethylene as a plastic material for manufacturing of plastic products [17].

Plastic industry is a vital contributor to the economy of India as well as worldwide
business. However, at the same time, according to the extant literature, they are one
of the main contamination creators in India. In the context of this serious concern,
the suppliers for plastic industry could play a significant role, and the supplier selec-
tion is extremely serious and is significant affair for plastic products manufacturing
companies. Therefore, the territory of plastic industry was taken up as very pertinent
for consideration in this study in the crucial area of supplier selection.
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Table 1 Main criteria matrix for comparison

Main
criteria

Cost Quality SP EMM Risk Delivery EPA I&L L.W.

Cost 1 3 5 4 6 3 6 5 0.466

Quality 0.33 1 2 1 3 1 3 2 0.112

SP 0.20 0.50 1 0.50 1 0.50 1 1 0.079

EMM 0.25 1 2 1 2 0.50 0.50 1 0.066

Risk 0.16 0.33 1 0.50 1 0.33 1 0.50 0.066

Delivery 0.33 1 2 2 3 1 3 2 0.091

EPA 0.16 0.33 1 2 1 0.33 1 0.50 0.077

I&L 0.20 0.50 1 1 2 0.50 2 1 0.044

4 Research Methodology

This section covers the methods of data collection and how AHP and fuzzy AHP are
applied in the plastic products manufacturing industries as well as the illustration of
the applicability of both methods. Data required for both the AHP and fuzzy AHP
from the plastic products manufacturing sector have been collected from the judg-
ment of the professionals and administrator by accepting their opinion and contacting
them personally. A hierarchy was formed in the next step with its topmost goal (best
supplier selection) followed by the main criteria, sub-criteria, and alternatives. The
main criteria included the service performance, cost, quality, environmental manu-
facturing management, delivery, risk, environmental performance assessment, and
innovation and learning. Sub-criteria contributing to the decision were represented
at the intermediate levels.

Managers were asked to give their opinion for every hierarchical level, comprise
main criteria, sub-criteria, and suppliers. Table 1 exhibits the correlation matrix for
main criteria, and the rank specified by the managers using Satty’s scale for the AHP
matrix. After obtaining the opinion from the managers, the next step was to calculate
the local weights (LW) of each element ofmatrix. In terms ofmatrix calculations, this
comprises computing the eigenvector or local weights of the matrix by totaling the
adherent of every column to determine the total. In the later step, in order to normalize
every column to the sum to 1, element of the column values was divided by the total
of the column and then summed up. At last, the components in every subsequent row
were added, and this summation was divided by the number of component in the row
to find the average presented in Table 1 in the last column.

Similarly for fuzzy AHP, the matrix of pair-wise comparison was built for a
specific level of hierarchy, same as in AHP, but different values are given by the
managers. But, the values are given according to the triangular fuzzy numbers (TFN),
which contain three levels of evaluation values. Table 2 shows the scale of these
values.
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Table 2 Satty’s and Chang’s scale used for pair-wise comparison in AHP and fuzzy AHP

Input values for AHP Input values for FAHP Input reciprocal
values for AHP

Input reciprocal
values for AHP

1 (1,1,1) 1/1 (1/1,1/1,1/1)

2 (1,2,4) 1/2 (1/4,1/2,1/4)

3 (1,3,5) 1/3 (1/5,1/3,1/1)

4 (2,4,6) 1/4 (1/6,1/4,1/2)

5 (3,5,7) 1/5 (1/7, 1/5, 1/3)

6 (4,6,8) 1/6 (1/8, 1/6,1/4)

7 (5,7,9) 1/7 (1/9, 1/7, 1/5)

8 (6,8,10) 1/8 (1/10,1/8 1/6)

9 (7,9,11) 1/9 (1/11, 1/9,1/7)

5 Results and Comparative Analysis Using AHP and Fuzzy
AHP

During the initial phase, when both the criteria were combined together, it was
observed that in the Indian plastic manufacturing MSME sector, along with quality
and cost, eco-friendly criterion was also showing its rank in selection of the supplier.
It verified that the selection of supplier by using only traditional criterion or by green
criterion will not give complete fairness for the process of selection of supplier. In
many of the studies, where AHP is used for selection of supplier, the main criteria
and its sub-criteria, whose rankings are got to be greater, are used in fuzzy AHP,
and the leftover criteria and sub-criteria are ignored, whereas, in few studies, it is
said that it will never provide complete fairness to fuzzy AHP computation. In this
study, a comparison of both AHP and fuzzy AHP was made for plastic products
manufacturingMSMEs, and hence, it clarifies the usefulness of both the approaches.

Table 3 and Fig. 1 for main criteria illustrates that the cost has maximum prefer-
ence with its local weight 0.2823 and 0.2620 in plastic product producing MSMEs,
even though applying both AHP and fuzzy AHP. It shows that the cost is consid-
ered the main import criterion even today for selection of supplier in Indian plastic
products producing MSMEs, followed by quality and environmental manufacturing
management with its weights 0.191, 0.1992, 0.1228, and 0.1098 using both AHP
and fuzzy AHP. It shows that the green (eco-friendly) concept is slowly gaining
importance in plastic products manufacturing MSMEs.

Cost has been recognized as a significant evaluation for choice of supplier from
a long time. Based on the level of attention and implication, traditional and green
costs are reflected the main criterion for effective supplier selection and assessment
in supply chain management for plastic products manufacturing MSMEs. Decision
below in the matrix of cost include purchase cost (PC), cost for fright (FC), discount
for earlier payment (DEFP), tax & custom duties (T&C), cost for recycling (RC),
and cost of componenet disposal (COCD) as shown in Table 4 and Fig. 2. It can
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Table 3 Comparison of main
criteria using AHP and FAHP

Goal AHP results FAHP results

Cost 0.2823 0.2620

Quality 0.1915 0.1992

SP 0.0656 0.0592

EMM 0.1228 0.1098

Risk 0.0647 0.0658

Delivery 0.0859 0.0807

EPA 0.0868 0.1276

I&L 0.1073 0.0957

Fig. 1 Comparison of
plastic products
manufacturing MSMEs
using AHP and FAHP for
main criteria

Table 4 Comparison for
sub-criteria (cost) using AHP
and FAHP

Cost AHP results FAHP results

PC 0.3374 0.2997

FC 0.1301 0.1475

DEFP 0.1049 0.0929

T&C 0.0909 0.0805

RC 0.1623 0.1416

COCD 0.1744 0.2379

Fig. 2 Comparison of plastic products manufacturing MSMEs using AHP and FAHP for sub-
criteria cost

be observed that along with cost of purchase, cost of recycling and component dis-
posal cost are also showing their importance, when it is related in AHP and FAHP
approaches (when combined result is calculated for 50 companies in this sector).
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Fig. 3 Overall ranking of the supplier using AHP and FAHP

Similarly weights for all sub-criteria were evaluated and compared. Lastly, it was
witnessed that the identical results were found using AHP and FAHP for all the 50
plastic products manufacturing MSMEs. Results prove that in the supplier selec-
tion process, traditional criteria show their relevance and pertinence in Indian plastic
products manufacturingMSMEs. However, the inclinations also show that the indus-
tries are also thinking for acknowledgment of green criteria for supplier selection
in supplier selection process. It also shows that consideration of only traditional or
green criteria is not sufficient for selection of supplier’s in the Indian manufacturing
context, particularly in plastic products manufacturing MSMEs.

Supplier’s pair-wise assessment matrix was also molded for all main and sub-
criteria. Supplier 1 has shown the rating with weight 0.5973 using AHP and 0.5611
using fuzzy AHP, and hence, Supplier 1 is the perfect supplier amid the three. There-
after, Supplier 2 with weights 0.3033 and 0.1883 and supplier 3 with weights 0.2508
and 0.1881 applying AHP and FAHP. Final rating of all the three suppliers is shown
in Fig. 3.

6 Conclusion

In this study, a combined traditional and green supplier selection criteriawith analytic
hierarchy process (AHP) and fuzzy analytic hierarchy process (FAHP)was employed
with respect to the matrix method for weighing the criteria in plastic products man-
ufacturing MSMEs for their comparative judgment and valuation. The perceptions
from the cases have assisted to recognize and relate the importance of supplier’s per-
formance assessment factors in the Indian plastic products manufacturing MSMEs.

The results involved the analyses of supplier selection in plastic productsmanufac-
turingMSMEs. Conferring to the extent of works, traditional supply chain emphases
only on cost, quality, and delivery in supply chain and does not reflect the effect on
environment and people, natural resources, recycling, and waste disposal. In recent
times, many researchers have given considerable stress and importance on tradi-
tional criteria or green criteria. In this study, both the traditional and green supplier
selection criteria were combine together, and its importance was measured using
AHP and FAHP. Results show that cost is the main criteria for supplier selection,
followed by quality. But the same inclinations also confirm that the plastic manufac-
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turing industries in India are also accepting green criteria for their supplier selection,
such as environmental manufacturing management in supply chain management,
to encourage enterprises and natural atmosphere. Finally suppliers ranking using
AHP and FAHP found the same and outstanding supplier for each plastic product
manufacturing company is determined.
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Green Supply Chain Management
Practices and Its Impact on Business
Performance

Meeta Gandhi and Hari Vasudevan

Abstract This study is an attempt to contribute to the empirical investigations
related to the impact of green supply chain management practices (GSCM) on
business performance in SME manufacturing industries in Western part of India.
A comprehensive GSCM performance model was proposed, which considers gov-
ernment initiatives as the mediating variable to increase GSCM practices in small-
and medium-sized industries. A survey questionnaire was developed to capture the
GSCM practices and their implications on environmental, economic, and organiza-
tional performance. Descriptive statistics was used to analyze the survey instrument
deployed. Even as most researchers so far have reported that adoption of GSCM
practices leads to better business performance, this study concludes that though the
SMEs in India are aware of GSCM practices, it is still in its infancy stage and has,
thus, reported a mediocre response to business performance.

Keywords Green supply chain management · Economic performance
Environmental performance · Operational performance · Government initiatives

1 Introduction

Manufacturing industries these days are forced to improve the quality of their prod-
ucts, while at the same time, reduce cost and delivery time, as the competition has
become cutthroat at the marketplace. This compels them to narrow down their focus
on sustainability, resulting in less focus on environmental concerns. Implementa-
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tion of green supply chain management (GSCM) practices in these industries is also
restrained due to various economic factors. However, it is known that the environ-
mental pollution is a serious problem, and one of the major sources of emission is
toxic gases from the manufacturing industries. This has led to new customer require-
ments, which are beyond the quality and cost, but as to how products are made, how
long they last, and how they can be disposed of [1]. This compels the manufacturing
industries to incorporate the concept of “green” in their supply chain, which means
to develop products that can be reused, recycled, or reclaimed at the end of their
life cycle, making supply chain green and sustainable. Thus, GSCMmeans to incor-
porate environmental thinking, starting from product design, material selection and
sourcing, manufacturing processes, delivering products to customers as well as end
of life management of the product [2]. The goal of GSCM practices is to continu-
ously improve products and processes and to prevent air, water, and land pollution
[3]. Environmental impact, in fact, leads to greening of supply chain; hence, this
should be perceived as a potential source of competition rather than a burden.

India has announced the National Action Plan on Climate Change (NAPCC) in
June 2010 to take the extra mile on the path of green. India is also a signatory
to the association of Kyoto Protocol and consideration of carbon credit system by
various industries. Thus, the change is inevitable, and sooner the industries realize
the importance of adapting green business practices, better will they be equipped
to compete in global markets. Though various researchers have highlighted on the
penetration of GSCM practices in large-scale manufacturing industries, the present
study is aimed at exploring the penetration of these practices in Small and Medium
Scale Enterprises (SMEs) and also provide a concise framework of GSCM practices
on business performance in them. In India, SMEs account for about 45% of man-
ufacturing output and 40% of exports. It has been found from the extant literature
that the major barriers to GSCM implementation are the unwillingness to change
and the threat of incurring huge costs without getting proper returns. In this specific
context, the authors have made an attempt to measure the performance of GSCM
practices in SMEs in India. It shall additionally throw light on the level of maturity
of GSCM practices and setting up of environmental goals. Authors expect that the
feeling of burden of GSCM implementation can be eased by establishing clearly
and communicating the benefits, cost, and risk reduction to the top management or
decision-makers of SMEs in India.

2 Literature Review

Kudroli [4] described three major practices of GSCM to account for the development
of a country’s economy. They include:

1. Use of less power and paper termed as internal environmental management prac-
tice.
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Fig. 1 Conceptualized research design

2. Helping suppliers to practice green purchasing termed as external GSCM prac-
tice.

3. Waste minimization, investment recovery, and environmental requirements after
cooperating with the customers.

Thus, an energy saving measure is considered a green measure. According to
Sambarani [5], manufacturing industries have a key role in the use of waste-free and
emission-free energy sources throughwhich they can provide green products to green
consumers, who respond better to environmental challenges like global warming and
climate change.

Based on the reported studies and extant literature, parameters for exploring the
impact of GSCM practices on business performance, in terms of environmental
performance, economic performance, and operational performance, are selected in
this study and are shown in Table 1.

As a result of the extant literature review and analysis, a research design is con-
ceptualized and is given in Fig. 1.
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Table 1 Performance measures

Abbreviation Measure Source

ENV1 Air emission Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Shaw et al. [11]

ENV2 Liquid waste Zhu et al. [9], Kumar et al. [12], Kudroli [4], Rao
et al. [13]

ENV3 Solid waste Zhu et al. [9], Kumar et al. [12], Kudroli [4], Rao
et al. [13]

ENV4 Energy consumption Zhu et al. [9], Lokesh and Agarwal [10], Kudroli
[4], Shaw et al. [11]

ENV5 Hazardous and toxic
material consumption

Zhu et al. [9], Kumar et al. [12], Kudroli [4], Rao
et al. [13]

ENV6 Total flow quantity of
scrap

Zhu et al. [9], Kumar et al. [12], Kudroli [4], Rao
et al. [13]

ENV7 Frequency of
environmental accidents

Green et al. [14]

ENV8 Company’s
environmental image

Vijayvargy and Agarwal [10]

EP1 Cost per operating hour Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP2 Manufacturing cost Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP3 Operating expenses Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP4 Overhead expenses Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP5 Costs for purchasing
environmentally friendly
materials

Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP6 Cost of scrap/rework Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP7 Disposal costs Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP8 Fines and penalties Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP9 Recycling cost Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP10 Transport cost Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Green et al. [14], Rao et al. [13]

EP11 Revenues from “green”
products

Zhu et al. [9], Vijayvargy and Agarwal [10], Shaw
et al. [11], Green et al. [14]

EP12 Cost avoidance from
environmental action

Zhu et al. [9], Vijayvargy and Agarwal [10], Shaw
et al. [11], Green et al. [14]

(continued)
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Table 1 (continued)

Abbreviation Measure Source

EP13 Cash rewards/subsidy
for using renewable
energy sources

Freshly proposed and included in the study

OP1 On time delivery Zhu et al. [9], Vijayvargy and Agarwal [10], Kumar
et al. [12], Kudroli [4]

OP2 Rates of customer
complaints

Kumar et al. [12], Pochampally [15]

OP3 After-sales service
efficiency

Kumar et al. [12], Pochampally [15]

OP4 Responsiveness to
urgent deliveries

Zhu et al. [9], Vijayvargy and Agarwal [10], Kumar
et al. [12], Kudroli [4]

OP5 Inventory levels Green et al. [14]

OP6 Enhanced product
quality

Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Rao et al. [13]

OP7 Customer reject rate Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Rao et al. [13]

OP8 In plant defect fallow
rate

Zhu et al. [9], Vijayvargy and Agarwal [10],
Kudroli [4], Rao et al. [13]

OP9 Cycle times Zhu et al. [9], Vijayvargy and Agarwal [10], Kumar
et al. [12], Kudroli [4]

OP10 Delivery lead time Zhu et al. [9], Vijayvargy and Agarwal [10], Kumar
et al. [12], Kudroli [4]

OP11 Increased product line Green et al. [14]

OP12 Capacity utilization Green et al. [14]

GI1 Reward for buying
renewable energy

Freshly proposed and included in the study

GI2 Relief in Tax Freshly proposed and included in the study

GI3 Technical assistance Lee [16]

GI4 Low-interest loans for
waste disposal

Lee [16]

GI5 Awards for greening the
process

Freshly proposed and included in the study

GI6 Heavy fines/penalties for
wrong disposal of waste

Hervani et al. [17]

GI7 Heavy fines for excess
use of energy

Freshly proposed and included in the study

GI8 Popularize knowledge of
environmental
management

Lee [16]

GI9 Build infrastructure for
facilitating GSC
initiatives

Lee [16]
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3 Research Methodology

As part of the analysis, a pilot study was planned during January–March 2018. The
research instrument in the form of a questionnaire was administered directly to the
Director/Proprietor/Chief Operating Officer/Chief executive Officer/Chief Financial
Officer of SMEs in Western part of India. They were chosen, because they are in
“a critical position to influence the size of overall environmental footprint of the
industry.”

SME manufacturing industries were chosen in the study, because they represent
the invisible link in the supply chain, and therefore, their lack of environmental
management capability could have a negative impact on financial performance and
brand image of the customer firm [6–8].

Chemical, textile, and rubber/plastic industries from India were selected for this
study. The reason for selecting these industries was that these industries are chang-
ing rapidly due to globalization and current technological advances. Consequently,
environmental issues, and concerns develop fast, and many significant regulatory
acts will be enforced globally for these industries.

To investigate GSCM practices, the structured questionnaire was developed with
clear focus on environmental performance, economic performance, operational per-
formance, and government initiatives. The questionnaire was divided into three sec-
tions: Sect. 1 captures the general information of the industry, Sect. 2 includes the
importance of GSCM practices in the industry, and Sect. 3 measures the business
performance in light of GSCM practices and government initiatives. The proposed
model has considered government initiatives as the mediating variable. All the ques-
tions were rated on a five point Likert scale. Questions were rated as follows: 1�
No, 2� little, 3�Moderate, 4�Very Much, and 5�Greatly.

4 Results and Discussion

The survey in this study was conducted on a stratified sample of 25 SMEs (seven
chemical industries, eight textile industries, and ten rubber/plastic industries). There
is likely to be no significant difference in company characteristics in terms of number
of employees as 80% of them have employees less than 100. Therefore, the results
are expected to be representative of the large sample size.

It was found that at least 40% of the industries had one of the certifications:
ISO9000, ISO 14000, or environmental management system. Twenty-eight percent-
age of them had either ISO 14000 or an environmental management system. As
shown in Figs. 2 and 3, 72% of the firms have green supply chain as their strategic
priority and 48% have already intensified their efforts in greening the supply chain.
56% of industries (Figs. 4 and 5) were willing to undertake investments in environ-
mental protection, but only 12% have reported to have already invested, while 48%
of the industries say that the investment in environmental efforts has not been paid
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Fig. 2 GSCM a strategic
priority

Fig. 3 Efforts made by an
organisation in adopting
GSCM practices over the
past three years

off (Fig. 6). Also, 92% of industries say that the customer does not require carbon
emission data (Fig. 4). Figure 7 depicts the rating of an organization for business
performance. It can be clearly concluded that at least SMEs are aware of GSCM
practices and have rated their business performance to be better with greening the
supply chain (Fig. 8).

Table 2 shows the average of all aspects on environmental performance (average
is below the median value of 3) to be less than the median value. Values of skewness
and kurtosis indicate that the data is normally distributed. Industries have reported
reduction in solid waste and air emission to be most useful. Disposal costs, fines,
and penalties have a significant impact on economic performance than rest of the
parameters, whereas the operating expenses impacts the least (Fig. 9). In operational
performance parameters, enhanced product quality, increased product line, and better
capacity utilization were found significant (Fig. 10). Most industries believe that the
relief in tax and low-interest loans for waste disposal along with heavy penalties for
wrong disposal of waste will help greening their supply chain (Fig. 11).
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Fig. 4 Customer requesting for carbon emmision data

Fig. 5 Investments undertaken in environmental protection

5 Conclusion

The results of the study reveal that SMEs in India are not only aware but have made
greening the supply chain as their strategic priority. Many of them have intensified
their efforts and are willing to undertake investments in environmental protection,
but most of them have reported a very low return on investments. Their customers
also do not ask for carbon emission data.

Further, in terms of GSCM performance, SMEs have to focus on economic per-
formance. They need to work on reducing cost of environmentally friendlymaterials,
manufacturing cost, and overhead expenses. Most of the industries believe that gov-
ernment initiatives, in terms of providing technical know how on what to measure,
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Fig. 6 Duration of pay-off
for investments done in
GSCM practices adoption

Fig. 7 Rating given by an
organisation for its
performance

Fig. 8 Environmental
performance

how to measure, providing financial assistance like relief in tax and low-interest rate
loans, issuing heavy penalties for using more energy and improper disposal of waste
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Table 2 Environmental performance

ENV Min Max Mean Standard
deviation

Kurtosis Skewness

ENV1 1 5 2.64 1.55134 −1.471 0.22499

ENV2 1 5 2.6 1.55456 −1.4538 0.30379

ENV3 1 5 2.76 1.45144 −1.1848 0.09996

ENV4 1 5 2.36 1.46856 −1.3599 0.51383

ENV5 1 5 2.44 1.52971 −1.3997 0.46484

ENV6 1 5 2.32 1.37598 −1.4192 0.40955

ENV7 1 5 2.6 1.60728 −1.4433 0.32723

ENV8 1 5 2.56 1.52971 −1.5405 0.29431

Fig. 9 Economic
performance
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Fig. 10 Operational
performance
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Fig. 11 Suggestion given by
firms for the intiatives to be
taken by government to
strengthen the adoption of
GSCM practices
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can better the adoption of GSCM practices. This can inturn improve the business
performance.

From the results of the study it can be concluded that the average of all aspects
of business performance is less than the median value, which means that the SMEs
do not perceive GSCM practices to have a positive impact on business performance.
Thus, it can further be concluded that though some measures are taken to green
the supply chain, it is still in its nascent stage of implementation as industries do
not perceive it to be a profitable measure. Educating the SMEs and helping them to
realize profit by implementing green practices are the needs of the hour.
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Reliability Assessment of Seals Used
in Propulsion Module of an Autonomous
Unmanned Vehicle Using Markov Chains

Prathamesh Mohite, Elroy Rodrigues and Shivani Vartak

Abstract For the successful operation of an autonomous unmanned vehicle, also
known as AUV, it is imperative to have an apt design of its hull and other compo-
nents such as seals and housings to prevent all possible failures due to increasing
atmospheric pressure at greater depths below sea level. Thus, each phase, right from
the design to the termination phase, involves a series of crucial steps. These steps
are sequentially arranged by implementing a mathematical model known as Markov
chains. Based on heuristic and experimental data, we analyzed the reliability of the
seals used in the propulsion module of the vehicle, by assigning transition proba-
bilities to each step whether recurring, non-recurring, or terminating. The proposed
model consists of a total of seven states. These states are thenplotted in a squarematrix
also known as the “distributionmatrix”. Successive iterations are then obtained based
on an initial probability vector. This quantitative analysis of the iterations explores
the pattern in which the entire procedure unfolds with time and predicts the success
rate and the risk involved in the process when the system attains a steady-state vector.

Keywords Iterations · Risk · Transition · Discrete · Stochastic · Reliability
Corrosive · Terminal · Material

1 Introduction

Modern-day vehicles used for the purpose of marine surveillance deploy complex
control systems and mechanisms to prevent all possible failure modes. Prior to the
deployment of these systems involves a series of several tests to check for any poten-
tial failures. Thus, each phase in the process is accompanied with a measurable
amount of risk or uncertainty. Risk analysis tools such as the failure modes and
effects analysis fail to provide sufficient information on the behavioral pattern of the
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failure. Thus, we put forward a stochastic model that enables us to better analyze
the risks for different phases in the system, known as the “Markov chains”. It was
observed that the implementation of the Markov model facilitates the analysis of the
operation and how the process behaves under different conditions. Markov chains
being a highly versatile stochastic model can be implemented in any industrial or
non-industrial operations that involve risks or uncertainties such as aerospace, supply
chain [1], defense logistics, bioinformatics, kinetic theory of gases [2], astrophysics,
and in complex medical procedures like surgery [3]. In this paper the concept of
Markov chains was implemented to analyze the reliability of seals used in propul-
sionmodule of an underwatermarine vehiclewhen it is subjected to varying pressures
and environmental conditions at increasing depths below the sea level.

1.1 Research Background and Motivation

A similar research work was done by Brito, Mario Paulo, and Gwyn Griffiths in the
paper titled “AMarkov chain state transition approach to establishing critical phases
for AUV reliability.” published in the IEEE Journal of Oceanic Engineering 36.1
(2011): 139–149. Our research primarily focuses on the selection of seals that are
best suited to withstand the pressure and atmospheric conditions when the AUV is
submerged in the sea.

2 The Concept of Markov Chains

The Markov chain is a mathematical model named in the honor of Andrey Markov
(1856–1922), a Russian mathematician. According to the Markovian property, the
past and present states of a system are independent of each other, when the present
state is clearly defined; i.e., the future state of a system can be predicted based on the
present state. This largely reduces the number of parameters under consideration,
thereby simplifying the process of computation. Markov chains help in computing
the probability of an event which changes from one state to the other. There are two
types ofMarkov chains, namely “discrete” typeMarkov chains and “continuous” type
Markov chains. In discrete type, the changes in a system occur at regular intervals.
In continuous type, the changes in a system occur continuously. This research is of
a “discrete” type [4].

3 Experiments Conducted

The quality of seals can be tested by subjecting the seals under pressure. The pressure
tests that were conducted helped us to determine any leakage, either due to friction
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between motor shaft and housing [5] or due to changes in material properties [6] of
the seals due to external environmental conditions [7].

3.1 Test Procedure

Initially the test is conducted at a pressure of 12 bar (atmospheric pressure at 20 m
depth below sea level). The propulsion motors, along with the attached seals under
consideration, are mounted on a fixture designed as per the internal and external
dimensions of the seals. The entire apparatus is then externally pressurized using a
hydraulic pressure pump. Specific arrangements can be made to pressurize the seal
externally or internally. The test is conducted in two stages; static pressure test and
dynamic pressure test, each for a period of thirty minutes. Observations for any drop
in the pressure were recorded from the dial indicator mounted on the test pump.
Similar tests were conducted for increasing depths, i.e., 22 bar (200 m depth), 32 bar
(300 m depth), and 42 bar (400 m depth). The final pressure test 52 bar (500 m depth)
is conducted at the test site under actual conditions of temperature and pressure.

3.2 Initial Observation

Leakage due to failure of the seals was evident from the observed drop in pres-
sure. Necessary corrections in the design and material were then made to mitigate
these failures. Closer tolerances ensured that the manufactured seals met the required
dimensional specifications. The material of the seals was hardened to ensure mini-
mumwear out due to friction. Seawater being highly corrosive in nature, the material
properties of the seals were altered as per the chemical properties of it’s operating
surroundings.

4 Realization of the Markov Chain

The test procedure described earlier is represented as a flowchart of independent
states. Our model comprises a total of seven states from S1 to S7.

As per the flowchart in Fig. 1, the process starts with the design phase represented
by the symbol S1. Here the seals are designed as per the dimensions of the housings.
Changes in the design can be done if the seals fail during any of the tests [8]. These
changes may include changes in the dimensions [9], material property of the seals, or
the operational parameters [10]. The transition probabilities are assigned based on the
experience, skill, and overall efficiency of the design team. Thereafter, we conduct
the necessary pressure tests (stages S2 to S7) to test the reliability of the designed
seals as discussed in Sect. 3.1. Upon failure of any of the tests, the system reverts
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Fig. 1 Markov model to illustrate the sequence of activities

back to the design phase (S1). The final stage S7 is the terminal stage whichmarks the
completion of the critical activity. The conditions for each transition are presented
in Table 1. The values for recurring transition probabilities, i.e., P1−1, P2−2, P3−3,
P4−4, P5−5, P6−6 and P7−7 have been obtained based on experimental data and by
consulting research scholars and industrial experts who have been actively involved
in the design team for more than a decade [11]. The results of the Markov chain
iterations and graphical analysis were obtained using the computational software
MATLAB version 9.1 R 2016 b.

5 The Distribution Matrix

On the basis of the transitions as seen in Fig. 1, the distribution matrix is represented
below. States having no transitional relation between them are assigned a probability
of zero.

We have,

M �

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0.70 0.30 0.00 0.00 0.00 0.00 0.00
0.35 0.40 0.25 0.00 0.00 0.00 0.00
0.30 0.00 0.35 0.35 0.00 0.00 0.00
0.25 0.00 0.00 0.30 0.45 0.00 0.00
0.20 0.00 0.00 0.00 0.25 0.55 0.00
0.15 0.00 0.00 0.00 0.00 0.20 0.65
0.00 0.00 0.00 0.00 0.00 0.00 1.00

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Since the critical activity initiates with the design phase, we represent the initial
probability vector as

�0 � {
1.00 0.00 0.00 0.00 0.00 0.00 0.00

}

According to Markov rule, the probability that the system will reach state Sn after
“n” iterations is represented by the formula.
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Table 1 Summary of experiments

Stages Symbol Probability
of transition

Corrections in design

Predecessor Successor Dimensional
changes

Changes in
material
property

S1 S1 P1–1 0.7 NA NA

(Design/redesign) S2 P1–2 0.3 NA NA

S2 S1 P2–1 0.35 Tighter
tolerances

NA

(Pressure test 1) S2 P2–2 0.4 NA NA

S3 P2–3 0.25 NA NA

S3 S1 P3–1 0.3 NA Increase in
hardness

(Pressure test 2) S3 P3–3 0.35 NA NA

S4 P3–4 0.35 NA NA

S4 S1 P4–1 0.25 NA Improvement
in thermal
properties

(Pressure test 3) S4 P4–4 0.3 NA NA

S5 P4–5 0.45 NA NA

S5 S1 P5–1 0.2 Introduction
of
compression
seals

NA

(Pressure test 4) S5 P5–5 0.25 NA NA

S6 P5–6 0.55 NA NA

S6 S1 P6–1 0.15 NA Improvement
in abrasive
properties

(Pressure test 5) S6 P6–6 0.2 NA NA

S7 P6–7 0.65 NA NA

S7 (Project
termination)

S7 P7–7 1 NA NA
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In our case we take, n � the number of days required to complete the critical
activity.

�n � �0.M
n

6 The Steady-State Vector (
∏

N)

The initial probability vector (
∏

0) ismultiplied by then-th power of initial probability
matrix (P). The obtained vector from the previous iteration is then multiplied again
with the matrix ‘P’. Eventually the vector attains a stady state i.e all the subsequent
vectors have the same values. Here, ‘n’ is the number of days required for attaining
the steady state [12].

We have,

�0 �
{

0.700 0.300 0.000 0.000 0.000 0.000 0.000
}

�10 �
{

0.490 0.251 0.098 0.051 0.032 0.022 0.055
}

�100 �
{

0.126 0.065 0.026 0.013 0.008 0.006 0.756
}

�100 �
{

0.020 0.011 0.004 0.002 0.001 0.001 0.950
}

�100 �
{

0.020 0.011 0.004 0.002 0.001 0.001 0.950
}

At the 220th iteration, we obtain a steady-state vector. The vector
∏

220 indi-
cates that the entire activity can be completed with a success rate of 95% in a time
frame of 220 days. These results may vary depending on several conditions such
as the efficiency of workforce and logistics, availability of raw materials and spare
components, and timely completion of scheduled tasks. The above iterations can be
graphically shown in Fig. 2. It indicates that the process reaches its terminal phase
(probability of success) with an initial high rate of failure which decreases as we
make the necessary corrections in the design of the seal.

7 Conclusion

The Markov process discussed in this paper is a useful tool for the project manage-
ment team to analyze the uncertainties in the process of selecting the appropriate
seals in order to prevent the risk of leakage in the underwater marine vehicle. The
graphical results further reveal the how the system unfolds with time and help us to
identify any scope of improvement. Several parameters such as operating time, bat-
tery life, environmental conditions, safety measures in case of an emergency which
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Fig. 2 Graphical representation of success and failure rate

were not discussed earlier can be incorporated in the system to obtain a more detailed
analysis in the future.
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Elitist Non-dominated Sorting Genetic
Algorithm-Based Heuristic
for Optimizing Rail Freight
Transportation

Vinay V. Panicker, C. S. Aryadutt and K. P. Anoop

Abstract Transportation services are crucial for any supply chain as these services
deliver raw and intermediate materials to manufacturers and deliver finished goods
to retailers and end customers. The present work focuses on the freight transportation
adopted by an Indian food grain supply chain. The problem can be considered as
a single-source multiple-destination distribution-allocation problem. Three penalty
factors have been introduced to quantitatively represent the risk of incurrence of
demurrage cost, to match time of supply and release of food grains and to maintain
uniform capacity utilization throughout the network of depots. A multi-objective
model is formulated with an objective to minimize these penalty factors. The model
is solved using elitist non-dominated sorting genetic algorithm (NSGA II)-based
heuristic. The solutions obtained prove the fast-converging nature of NSGA II algo-
rithm.

Keywords Food grain supply chain · Multi-objective optimization
Non-dominated sorting genetic algorithm (NSGA II)

1 Introduction

Freight transport is crucial for the economic growth and development of a country.
Transportation services are very much needed for any supply chain as the point of
production and point of consumption rarely coincides. It is a fact that the cost of
logistics is very high in India. The improvement in transportation sector and better
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coordinated development of railways, roads and waterways are the strategies to be
adopted to reduce the cost.

As rail transportation is more energy efficient than road, movement of freight via
the rail could reduce logistics costs considerably. This work focuses on the freight
transportation of food grains by an Indian food grain supply chain. The organi-
zation considered in this study owns depots at different states. Since these depots
are horizontally collaborated, excess grains are stored at different locations. Since
the food grains are moved from one source depot (consignor) to different destina-
tion storage depots (consignee), the problem can be considered as a single-source
multiple-destination distribution-allocation problem.

Recently, few studies have been done in the food grain supply chain under consid-
eration to optimize the freight transportation. Amathematical model for the determi-
nation of the optimal freight rate and the corresponding intermodal terminal location
is proposed in [1]. Amathematical model for intra-state transportation of food grains
incorporating flexibility in choosing economic mode of transport is developed in [2].
A mixed integer non-linear programming model to minimize the total cost which
includes transportation, inventory and operational costs was developed and solved
in [3].

Most of the works have considered single grain transportation problem. To over-
come this drawback, a mixed integer linear programming model is developed in [4]
to minimize the inventory holding cost and transportation cost for multiple food
grains. Reference [5] proposed an integer non- linear programming and solved using
exact method to formulate a monthly distribution-allocation plan for food grains by
minimizing the total penalty value. In this work, a single-objective model priority
was given for various penalty factors considered.

Further, a multi-objective model was developed for freight optimization of food
grain supply chain and solved using multi-objective simulated annealing (MOSA)-
based meta-heuristic in [6]. MOSA is applied to obtain a set of non-dominated plans
for the distribution and allocation of food grains. The present work is an extension
of this work by using NSGA-based meta-heuristic to solve the problem.

2 Problem Description

Food grains transported from a distant-source depot which is to be distributed and
allocated to the set of destination storage depots under consideration. The distant
sources are treated as a single source. Hence, the problem type considered can be
called as a single-source multiple-destination distribution-allocation problem.

The food grain organization in this study has to distribute the allocated quantity
from the source to the warehouses by meeting their demand. As per the provisions
of Indian Railway, this organization can combine the demands of its two warehouses
and order a full-train load. But Indian railway has put restrictions on the possible
combinations of the warehouses based on the distance between them. So the food
grains arrive at destination in full rake or half rake depending on warehouse demand.
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It is the responsibility of this consignee organization to free the wagons within the
allotted free time. For the extra time taken to unload the food grains, penalty (demur-
rage cost) have to be paid to Indian Railway by the consignee.

In order to quantify the problem, penalty-based approach is adopted in this work.
The three penalty factors introduced are, namely rake penalty factor, weekly penalty
factor and capacity utilization penalty factor.

• Rake penalty factor

Quantifies the relative risk in allotting a full rake to a depot over a half rake in
terms of the incurrence of demurrage cost.

• Weekly penalty factor

Quantifies the priority of a particular week in a month over others. It is defined
as the ratio of the outflow in a month to the outflow during a particular week in that
month. So, the week with relatively more outflow will be served so as to minimize
the weekly penalty factor.

• Capacity utilization penalty factor

The distribution of food grains across the storage depots is made uniform by
incorporating capacity utilization penalty factor. It is the ratio of the storage capacity
of a depot to the existing stock level there. Byminimizing capacity utilization penalty
factor, the depots with minimum capacity utilization can be given preference.

These penalty factors quantify the three objectives of the project. The project
focuses on obtaining a monthly rake allocation plan for eight warehouses under
consideration by minimizing the three penalty factors. The consignee organization
has to allocate the food grains in such a way that it should meet demand at all
warehouses and should not exceed the storage capacity of thewarehouses. In amonth,
four weeks are considered, and in each week, only one allocation is possible. In some
situations, the food grains shipped from source may exceed the demand; hence, the
model should be flexible to accommodate that. By approaching the problem asmulti-
objective optimization problem, the expected result is Pareto-optimal solutions. So
the organization can choose from a set of solutions depending on the priority of the
objectives.

3 Solution Methodology

A method to solve multi-objective optimization problems and find multiple Pareto-
optimal solutions is proposed in [7] named as non-dominated sorting algorithm
(NSGA I). NSGA I algorithm is faster compared to other evolutionary algorithms
for obtaining multiple Pareto–optimal solutions. Later, modified NSGA I, called
as NSGA II, was proposed as in [8] which is computationally faster than NSGA I.
NSGA II is based on a non-dominated sorting approach which uses an explicit mech-
anism to preserve diversity among solutions. NSGA II-based heuristic is proposed
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to minimize the supply chain cost and to improve responsiveness of supply chain
in [9]. NSGA II algorithm is applied to multi-objective parallel machine scheduling
problem in [10]. A NSGA II-based heuristic is developed to solve the problem under
consideration.

3.1 Steps Involved in the Heuristic

The steps involved in NSGA II algorithm are given below:

Step 1: Initially, a random population P0 of size N is created
Step 2: The population is sorted into different domination levels (Fi) and calculate
the crowding distance for each solution in various fronts.
Step 3: Solutions are randomly grouped to N pairs in such a way no pair have same
solutions. Crowded tournament selection operation is carried out in each pair to get
the best solution.
Step 4: Crossover and mutation operations are carried out on resulting population to
generate offspring population Q0.

Step 5: Combine parent and offspring population to create Rt and perform non-
dominated sorting and crowding distance calculation on Rt .
Step 6: Set new population Pt+1 ��, and set a counter i �1. Until (abs (Pt+1)+abs
(Fi))<N , perform Pt+1 �Pt+1 ∪ Fi and i= i+1.
Step 7: When (abs (Pt+1)+abs (Fi))>N, fill the remaining slots based on crowding
distance to obtain population P1.

Step 8: Pair the population and perform crowded tournament selection, crossover
and mutation operations on the obtained population to get population Q1.
Step 9: Repeat steps 5, 6, 7 and 8 till the stopping criteria is met.

3.2 Solution Representation

The solution for the problem considered is represented by 8×4matrix, where 8 rows
denote the eight warehouses, and 4 columns denote the four allocations possible for
themonth. Hence, the solution is considered as amatrix as in [11] of dimension 8×4.
Table 1 represents a sample solution. It is assumed that in a week, only one allocation
is possible, and hence in a month, four allocations are possible. Allocations are done
in terms of half rakes.

In Table 1, each cell in matrix can be filled by 0, 1 or 2, where 0 represents no
allocation, 1 represents half-rake allocation and 2 represents full-rake allocation for
a particular warehouse in a particular week. The total quantity transported from the
source must be allocated meeting demand of a warehouse subject to storage capacity
limitations. Half-rake allocation occurs as a combination.
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Table 1 Solution
representation

Warehouse Week 1 Week 2 Week 3 Week 4

WH1 1 2 2 0

WH2 2 1 2 0

WH3 0 0 0 2

WH4 0 0 2 0

WH5 0 1 0 0

WH6 1 0 0 0

WH7 0 2 2 1

WH8 0 2 0 1

3.3 Operators Used

The NSGA II algorithm-based heuristic mainly uses the following six operators
such as non-dominated sorting, crowding distance calculation, crowded tournament
selection, crossover, mutation and divorce operators.

The above-stated operators are explained below:
Non-Dominated Sorting. This operator classifies the solutions in the population

to various non-domination levels. The solutions in the population that are not domi-
nated by any other solutions are put in front one, solutions that are dominated by one
solution is put in front two, and so on. No solution is better than any other solution
in that front. We calculate two entities to find non-dominated fronts:

(i) ni, the number of solutions which dominate the solution i, and
(ii) Si, a set of solutions which the solution i dominates.

Identify the solutions with ni value equal to 0 which forms the first non-dominated
front is put in list F1. For each solution in the current front, visit each member (j)
in its set Si and reduce its nj count by one. After this, again check for the solutions
with ni value zero and put this in list F2. Then, continue this process using the
newly identified front as our current front till all the solutions are classified into
non-dominated fronts.

Crowding Distance. The crowding distance for a particular solution gives an
estimate of the density of solutions surrounding it.

This quantity can be considered as the size of largest cuboid enclosing a point
i without including any other point in the population. It is identified as the largest
rectangle in case of two-objective optimization problem. Figure 1 shows the case
of a two-objective optimization problem, where f 1 and f 2 represent two objectives,
and j represents the point for which crowding distance is calculated. Arrange all the
solutions in a front F in ascending or descending order for each objective. For the
boundary solutions, the crowding distance value is assigned as infinity. For rest of
the solutions, crowding distance is calculated using the following formula:

dimj � dimj +
f j+1
m − f j−1

m

fmax
m − fmin

m

(1)
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Fig. 1 Crowding distance
representation for
two-objective optimization
problem

where dimj represents the crowding distance for solution i, and j denotes the position

of solution i in the sorted array for objective m; f j
m represents the objective value of

solution in position j in sorted array for objective m and fmax
m and fmin

m represents
the maximum and minimum values of objective function value for objective m,
respectively.

The distance for solution i is sum of the values calculated using the above formula
for each objective.

Crowded Tournament Selection. The crowded comparison operator ( � c) helps
in the selection process at various stages of the algorithm to obtain a uniformly
spread out Pareto-optimal front. For every individual solution i in the population,
the following two attributes are calculated—(1) Non-domination rank (irank) and
(2) Local crowding distance (idistance). A solution i wins a tournament with another
solution j: If (irank < jrank) or ((irank = jrank) and (idistance > jdistance)).

CrossOver. The crossover operation is carried out based on crossover probability.
Random numbers are generated for each solution. If the generated random number
is within the crossover probability, then that solution enters the mating pool. The
solutions are paired, and crossover operation is performed on each pair. Seven cases
of crossover are performed on each pair of parents.

Case (1): The first column of parents is interchanged.
Case (2): The first two columns of parents are interchanged.
Case (3): The first three columns of parents are interchanged.
Case (4): The second column of parents is interchanged.
Case (5): The third column of parents is interchanged.
Case (6): The second and third columns of parents are interchanged.
Case (7): The second and fourth columns of parents are interchanged.

Each pair of parents results in seven pair of children after crossover which may
be feasible or not. If feasible solutions are obtained in any case, then that case of
crossover is chosen, and in case of no feasible solutions in any of seven cases, the
case in which the solutions can be made feasible with less complexity is chosen.

Divorce Operator. When two parents are not able to give feasible solutions in
any of the cases of crossover, the divorce operator removes this pair of parents from
mating pool and selects two other parents randomly.
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Mutation. Themutationoperation is carriedout to incorporate the genetic changes
that may occur over generations. Somutation probability is taken as a very low value.
Random numbers are generated for each solution, and based onmutation probability,
the solutions to undergo mutation are selected. In the selected solution, one cell is
selected randomly and change is made into the selected cell in such a way that the
solution remains feasible even after the change is made.

4 Results and Conclusion

The proposed heuristic was coded using MATLAB R2015b in a computer with Intel
core i5 3.2 GHz processor and 8 GB RAM.

An initial population size of 8 and total allocated quantity of 24 is considered.
The monthly demand, initial stock level and storage capacity are shown in Table 2.
Table 3 shows the weekly penalty factor matrix. The number of iterations is set at
1000. The value of objective functions of the resulting population after iterations is
shown in Table 4.

The solutions in the resulting populations show that some of the solutions are
repeated. This is because of the fast-converging nature of the NSGA II algorithm.

Table 2 Problem instance

Warehouse Demand Initial stock level Storage capacity

WH1 3 6 13

WH2 3 17 25

WH3 2 3 6

WH4 2 3 6

WH5 1 12 16

WH6 1 3 5

WH7 3 32 40

WH8 3 2 6

Table 3 Weekly penalty factor

Week 1 Week 2 Week 3 Week 4

WH1 1 1 10 2

WH2 4 2 2 1

WH3 2 2 3 1

WH4 2 2 3 1

WH5 4 4 3 1

WH6 2 3 4 1

WH7 4 4 3 1

WH8 4 7 3 1
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Table 4 Objective function
values of solution

Solution No. Objective 1 Objective 2 Objective 3

1 530 90 37

2 500 86 42

3 510 85 47

4 530 90 37

5 510 85 47

6 540 90 42

7 510 85 47

8 500 86 42

The computational time taken to solve the heuristic is less than ten seconds. A set of
non-dominated solutions would provide the manager in the organization with more
choice and thus improve the flexibility in decision making. The work can be further
extended by considering multiple allocations in a week by incorporating necessary
changes for the weekly penalty factor for the further allocations.
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Vibration Control of 6 Dof
Three-Wheeler Using Pid Controller

Routh Rajesh and S. Srinivasa Rao

Abstract In this paper, a six-DOF three-wheeler is modeled and the dynamic
response of the three-wheeler is measured when the vehicle is moving on bump, ran-
dom, sinusoidal road profiles, by usingADAMS–MATLABSimulink co-simulation.
An active suspension system is developed by applying PID control strategy to this
model. The ride comfort of the three wheeler with active suspension system is com-
pared with that of passive suspension system. It has been found that the ride comfort
has been improved by applying PID control strategy.

Keywords Three-wheeler · ADAMS–MATLAB co-simulation · Acceleration
Ride comfort

1 Introduction

Three-wheelers are used extensively as a mode of transportation in countries like
India. In this paper, three-wheeler is modeled in ADAMS software and analysis
is done in MATLAB by using ADAMS–MATLAB co-simulation [1]. The three-
wheeler has six degrees of freedom. The sprung mass has three degrees of freedom
bounce roll and pitch, and the three unsprung masses each have one degree of free-
dom of bounce. The vertical, roll, and pitch accelerations have been measured. The
three-wheeler has been modeled by lumped parameter modeling by which the basic
dynamics can be analyzed [2]. A 15-DOF human seat vibratory model has been
developed. The dynamic behavior of the model is studied by giving harmonic input.

To improve the ride comfort,wehave to decrease the vertical acceleration.This can
be achieved by using active suspension system by controlling the suspension system
which is not an easy task due to complexity in the components [3]. Experimentally,
it is found that a two-DOF active suspension system with hydraulic actuator is better
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compared to passive suspension system [4]. PID controller is used as control strategy,
and the ride comfort is better than that of passive suspension system [5]. When PID
with Genetic Algorithm and FUZZY logic control strategies are better than that of
PID, LQR, SKYHOOK, H∞ are the latest control strategies which are better than
PID [6, 7]. LQR control strategy is applied to five-DOF bus system to control the roll
stability by giving vehicle speed and front wheel angle as input [8]. The SKYHOOK
control strategy is applied to two-DOF system which has better performance than
PID [9, 10]. H∞ active suspension is used for four-DOF active suspension system
which ensures better ride comfort.

Lumped parameter model technique is used to model the vibrating systems [1–3],
etc., by which the basic dynamics can be analyzed [11]. A hybrid quarter car model
has beendevelopedby treating the tire as a continuous ring. The contact force between
the tire and the road are defined, and the results have been compared with the con-
ventional model [12, 13]. Different hybrid vibrating systems have been developed
where the tire is treated like a flexible ring. Even though designing hybrid model
is more complex, the result is more accurate than the conventional model because
rotation of the tire is considered.

2 Road Profiles

The road profiles are given as input to the three-wheeler and vertical acceleration,
roll acceleration, and pitch acceleration are measured as output. The different road
profiles used in this work are bump, random, and harmonic.

2.1 Bump Road Profile

Hongyi et al. [10] the bump on a smooth road is created inMATLAB/Simulink where
A and L are the height and length of the bump. The forward velocity of the vehicle
V �20 kmph, A �0.05 m, and L �2 m. The bump profile is created by the Eq. (1).
The bump profile is shown in Fig. 1 which is created in MATLAB/Simulink.

Zrf(t) �
⎧
⎨

⎩

A
2

(
1 − cos

(
2πV
L t

))
, if 0 ≤ t ≤ L

V

0 if t > L
V

(1)
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Fig. 1 Bump road profile

Fig. 2 Harmonic road
profile

2.2 Harmonic Road Profile

Harmonic road profile is generated with sinusoidal wave in MATLAB/Simulink,
amplitude A �0.02 m, frequency (ω)�12.54 rad/s developed in SIMULINK as
depicted in the Fig. 2.

2.3 Random Road Profile [1]

Amulti-harmonic input which is closer to an actual road profile can be generated. A
possible choice which approximates fairly well a real road profile is a so-called pseu-
dorandom input which results from summing several non-commensurately related
sine waves (i.e., the ratio of all possible pairs of frequencies is not a rational number)
of decreasing amplitude, so as to provide a discrete approximation of a continuous
spectrum of a random input. The trend can be proved to be non-periodic (sometimes
referred to as almost periodic) in spite of being a sum of periodic waveforms.

Sg(�) � Csp�
−N
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Fig. 3 Random road profile

Table 1 Specifications two-DOF quarter car model

Sl. No. Parameter Variable Units Value

1 Mass of the
sprung system

Ms Kgs 250

2 Mass of the
unsprung system

Mus Kgs 50

3 Suspension
stiffness

KS N m 18,600

4 Tire stiffness Kw N m 19,600

5 Suspension
damping
coefficient

CS N s/m 1000

6 Tire damping
coefficient

Cw N s/m 0

where Sg(�) is the power spectral density function, Csp and N are constants, and �

is the spatial frequency.

3 Comparison of ADAMS Model and Mathematical Model

The two-DOF quarter car is modeled in ADAMS software and exported to MAT-
LAB/Simulink environment and compared with mathematical model. The mathe-
matical model is developed by motion equations of the two-DOF system on basis of
Newton’s second law of motion. The two models are compared in time domain for
bump, sinusoidal, and random road profiles (Figs. 3, 4 and 5; Tables 1 and 2).

The mathematical equations of two-DOF quartet car model are as follows:
Sprung mass (Zs) bounce
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Fig. 4 Adams quarter car model

Fig. 5 Comparison of Adams model and mathematical model

Ms Z̈s + KS(ZS − ZuS) + CS
(
ŻS − ŻuS

) � F

Unsprung mass (Zus) bounce

Mus Z̈S − KS(ZS − ZuS) − CS
(
ŻS − ŻuS

)
+ Kw(ZuS − r) + Cw

(
ŻuS − ṙ

) � F
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Table 2 Comparison of natural frequencies

Sl. No. Modes of
vibration

Mathematical
model (Hz)

Adams model % error

1 Bounce of sprung
mass

1.32 1.31 0.7

2 Bounce of
unsprung mass

10.34 10.44 0.9

Fig. 6 Sinusoidal input

3.1 The Comparison of Dynamic Response of Adams Model
and Mathematical Model

The dynamic response of both mathematical model and Adams model are compared
in MATLAB/Simulink environment for bump, sinusoidal, and random road profiles
in time domain. The modal analysis results of both mathematical and Adams are
almost similar with negligible error. The dynamic response from Figs. 6, 7 and 8 was
similar from this we can conclude Adams model is very accurate model. By using
ADAMS software, we can design complexmechanical systems easily and accurately
by avoiding lot of complex mathematical equations. This ADAMS software can be
used in the field of Robotics and vehicle dynamics.

4 Modeling of Three-Wheeler

The six-DOF three-wheeler is modeled in ADAMS software and imported to MAT-
LAB/Simulink for analysis. The three-wheeler vertical, roll, and pitch accelerations
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Fig. 7 Bump input

Fig. 8 Random input

are measured. The suspension and tires are designed as per the specifications [1] of
the three given in Table 3.
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Table 3 Specifications of three-wheeler

Sl. No. Parameter Variable Units Value

1 Total mass of sprung
system

Ms Kgs 492.03

2 Mass of front unsprung
system

Muf Kgs 8.5

3 Mass of rear unsprung
system

Mur Kgs 18.0

4 MOI of rear system in
x-direction

Ipx Kg m2 182.2

5 MOI of rear system in
y-direction

Ipy Kg m2 170

6 Front suspension damping C1 N s/m 3500

7 Rear right suspension
damping

C2 N s/m 2207.5

8 Rear left suspension
damping

C3 N s/m 2207.5

9 Front tire damping
coefficient

C4 N s/m 557

10 Rear right tire damping
coefficient

C5 N s/m 436

11 Rear left tire damping
coefficient

C6 N s/m 436

12 Suspension spring
stiffness-front

K1 N m 32,700

13 Suspension spring
stiffness-rear right

K2 N m 50,400

14 Suspension spring
stiffness-rear left

K3 N m 80,000

15 Tire rolling dynamic
stiffness-front

K4 N m 2,38,260

16 Tire rolling dynamic
stiffness-rear right

K5 N m 2.50.490

17 Tire rolling dynamic
stiffness-rear left

K6 N m 2.50.490

18 Half-track width l1, l2 m 0.575

19 Distance of sprung mass
CG from the front tire
contact point

l3 m 1.496

20 Distance of sprung mass
CG from the rear tire
contact point

l4 m 0.504
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Fig. 9 Sprung mass bounce

Fig. 10 Sprung mass pitch

4.1 Model Analysis of Three-Wheeler

Themode shapes and natural frequencies of the six-DOF are obtained throughmodal
analysis in ADAMS. Here, six degrees of freedom correspond to the sprung mass
bounce, pitch, roll, and bounce of unsprungmass of front and rearwheels. The natural
frequencies for each mode of vibration calculated by constraining the motions of the
sprung mass and unsprung mass and removing the constraint for the motion in the
sequential manner such that only one motion is unconstrained for each simulation
and observing the natural frequency of unconstrained part. In this way, the mode of
vibration is identified with its natural frequency for the six-DOF vehicle model. The
different mode shapes of the six-DOF three-wheeler are in Figs. 9, 10, 11, 12, 13
and 14; Tables 4, 5 and 6.
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Fig. 11 Sprung mass roll

Fig. 12 Front unsprung mass bounce

5 Design of PID Controller

A proportional integral derivative controller (PID) controller is a control loop feed-
back mechanism commonly used in industrial control systems. A PID controller
continuously calculates an error value e(t) as the difference between a desired set
point and measured a process variable. The controller attempts to minimize the error
over time by adjustment of a control variable u(t).

u(t) � Kpe(t) + Ki

t∫
0
e(t)dt + Kd

de(t)

dx
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Fig. 13 Left unsprung mass bounce

Fig. 14 Right unsprung mass bounce

where Kp, Ki and Kd , all non-negative denote the coefficients for the proportional,
integral, and derivative terms, respectively (Fig. 15).
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Table 4 Natural frequencies of the three-wheeler

Sl. No. Modes of vibration Natural frequency (Hz)

1 Bounce of sprung mass 2.5

2 Pitch of sprung mass 2.3

3 Roll of sprung mass 1.9

4 Bounce of front unsprung mass 12.5

5 Bounce of rear left unsprung mass 28

6 Bounce of rear right unsprung mass 29

Table 5 Comparison of active and passive system for bump input

Sl. No. Vertical
accelerate-
on
(m/s2)

Roll
acceleration
rad/s2

Pitch
acceleration
rad/s2

PSD
vertical
acceleration
(m/s2)2/Hz

PSD roll
acceleration
(rad/s2)2/Hz

PSD pitch
acceleration
(rad/s2)2/Hz

Passive 4.5 3.2 18 2.4 0.31 22

Active 4.2 2.8 16 0.4 0.27 17

%Decrease 6 12.5 11.1 83.3 12.9 22.7

Table 6 Comparison of active and passive system for sinusoidal input

Sl. No. Vertical
acceleration
m/s2

Roll
acceleration
rad/s2

Pitch
acceleration
rad/s2

PSD
vertical
acceleration
(m/s2)2/Hz

PSD roll
acceleration
(rad/s2)2/Hz

PSD pitch
acceleration
(rad/s2)2/Hz

Passive 11 2.2 29 2.9 0.7 18

Active 7 2 20 1 0.4 15

% decrease 36.3 9.09 31.03 65.5 42.8 16.6

6 Comparison of Active Suspension with Passive
Suspension System for Three-Wheeler

The performance of the PID controller over the passive suspension system is iden-
tified. The three-wheeler response for different road profiles bump, random, and
sinusoidal is measured. The response of the three-wheeler is taken both in time
domain and frequency domain.

6.1 Comparison for Bump Input

Transient analysis with bump excitation is fed as input for the three-wheeler. The
sprung body vertical, pitch, and roll acceleration with application of PID controller
and passive suspension system are plotted in Figs. 16, 17 and 18 in time domain,
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Fig. 15 Three-wheeler block diagram with PID controller

Fig. 16 Vertical
acceleration

and in Figs. 19, 20 and 21, PSD vertical, PSD roll, and PSD pitch accelerations are
plotted in frequency domain.
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Fig. 17 Pitch acceleration

Fig. 18 Roll acceleration

Fig. 19 PSD vertical
acceleration

6.2 Comparison for Random Input

Random analysis with random excitation is fed as input for the three-wheeler. The
sprung mass vertical, roll, and pitch accelerations with application of PID controller
and passive system are plotted in Figs. 22, 23 and 24, and in time domain and in
Figs. 25, 26 and 27, PSD vertical acceleration, PSD roll acceleration, PSD pitch



Vibration Control of 6 Dof Three-Wheeler … 645

Fig. 20 PSD pitch
acceleration

Fig. 21 PSD roll
acceleration

Fig. 22 Vertical
acceleration

acceleration with application PID controller, and passive system are plotted with
respect to frequency.
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Fig. 23 Pitch acceleration

Fig. 24 Roll acceleration of
random

Fig. 25 PSD vertical
acceleration

6.3 Comparison for Sinusoidal Input

Harmonic analysiswith sinusoidal excitation is fed as input for the three-wheeler. The
sprung mass vertical, roll, and pitch acceleration with application of PID controller
and passive system are plotted in Figs. 28, 29 and 30 in time domain and in Figs. 31,
32 and 33 PSD vertical acceleration, PSD roll acceleration, PSD pitch acceleration
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Fig. 26 PSD pitch
acceleration

Fig. 27 PSD roll
acceleration

Fig. 28 Vertical
acceleration

with application of PID controller, and passive system are plotted with respect to
frequency.
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Fig. 29 Pitch acceleration

Fig. 30 Roll acceleration

Fig. 31 PSD vertical
acceleration
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Fig. 32 PSD pitch
acceleration

Fig. 33 PSD roll
acceleration
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7 Conclusions

From the above analysis, it is concluded that by application of PID controller there
is significant improvement in ride comfort. The three-wheeler prototype directly
imported toMATLAB/Simulink fromADAMS through themethod of co-simulation,
and this avoided deriving complex equations and transfer functions. Co-simulation
is an effective and accurate method for dynamic modeling.
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Automation of Stone Feeding on T8
Honing Machine

S. J. Patil, A. S. Suryawanshi, O. R. Choukar and C. R. Deokate

Abstract The process of abrasive machining that produces a precision surface on
a work piece by scrubbing an abrasive stone on it is called as honing. The hone
is made up of abrasive grains bounded together with an adhesive. It is used for
surface finishing outer surface of the inner race and the inner surface of the outer
race of taper roller bearings. It is bound to wear and tear. The honing stone is then
manually adjusted so that the abrasive surface comes in contact with the material
to be machined. Hence, the machine has to be stopped and the operator needs to
adjust the stone accordingly. The stopping, adjusting, and restarting of the machine
increase the idle time of the machine. Automate process will decrease the idle time
and increase the productivity.

Keywords Honing · Bearings · Wear of stone · Automation

1 Introduction

For optimizing the dimension, form and surface of pre-machined specimens, a cutting
process is required. This is achieved by using multi-edge tools coated with particles
having continuous surface contact between the tool and work piece. The direction
between tool andwork piece changeswith a parallelmovement. The finished surfaces
are characterized by a cross-hatch pattern on the surface. The honing process includes
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both stroke and rotation movement of an expandable honing tool having inserted
honing stones or diamond sticks which gives the process a cross-hatch pattern. To
achieve rapid smoothing of the surface, the period of the honing is defined by quick
cutting of the peaks of the pre-machined bore surface.

2 Selection of Mechanism

After studying about various tool wear compensation techniques and building a basic
understanding of the problems related to them, some mechanisms are proposed to
automate the existing feeding system. From the past experience, a wear of 2 mmwas
considered acceptable before the surface finish of bearing race started degrading.
The two major steps to be done during this automation are as follows:

1. Detection of 2 mm tool wear.
2. Mechanism for compensation of this 2 mm tool wears.

For the mechanism of compensation of tool, hydraulic system is being finalized
its design aspects which are mentioned below.

2.1 Hydraulic System

For designing a hydraulic system, the very first step is to prepare a basic logical
circuit. To prepare this circuit, a sequence of operations to be performed is required.
Following is the practical sequence of operations to be followed to get the desired
motion of tool.

• To sense the tool wear of about 2 mm, this is done by inductive sensor.
• This sensor activates the piston cylinder arrangement, and the piston moves for-
ward such that it touches the tool. This is sensed by another inductive sensor.

• The sensor activates the clamping/declamping mechanism and finally de-clamps
the tool.

• After the tool is declamped, the feeding mechanism pushes the tool by 2 mm.
• After the tool is feed by 2 mm, the tool gets clamped.

Based on this sequence, a hydraulic circuit is proposed as shown below.

2.2 Components of Hydraulic Circuit Are as Follows

(a) 1, 2, 5, 6—Tank.
(b) 3, 4—Fixed displacement pumps.
(c) 7—4/2 Direction control valve.
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Fig. 1 Proposed hydraulic
circuit; a feeding circuit; b
clamping circuit

(d) 8—3/2 Direction control valve.
(e) 9—Double action cylinder.
(f) 10—Single acting cylinder (spring retraction)
(g) 11, 12—Displacement rule.
(h) A1, A2, A3, B1—Limit switches or sensors (Fig. 1).

When the honing stone tool wears about by 2 mm, the inductive sensor gets
activated. This activation of sensor is linked with direction control valve [1] which
allows the flow of fluid from tank to double acting cylinder [3]. Now the pistonmoves
forward until it touches the tool.When it touches the tool, sensorsA1 andA2 activate.
The spool position of direction control valve [1] is changed by sensor A1, and the
spool position of direction control valve [2] is changed by sensor A2. The cylinder
gets locked into its current position because of change in position of direction control
valve [1]. Due to the change in position of DCV [2], the single acting spring loaded
cylinder moves forward and de-clamps the tool. By the time it de-clamps, sensor B1
gets ON. This sensor B1 changes the position of DCV [1], due to which the cylinder
[3] moves forward from its present position. The piston of cylinder [3] now moves
the tool by 2 mm. This movement of tool by 2 mm is sensed by A3 sensor. Sensor
A3 then sends a signal due to which DCV [2] changes the position. Now the piston
of cylinder [4] retracts due to the opposite force of spring, which means the tool has
being clamped again and the honing cycle can be continued.
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Table 1 Designation and its capacity

S. No. Name of component Model Flow capacity

1 Suction strainer S1 38l pm

2 DCV D2 38l pm

3 Vane pump P5 At 35 bar, 37.5l pm

4 Cylinder A5 Bore�100 mm

Rod�50 mm

5 Oil reservoir T2 Capacity�100 L

Table 2 Designation of
selected ball screw actuator

DNCE Company’s product code

32 Size

200 Stroke length

BS Ball screw

“10” Spindle diameter

2.3 Design of Hydraulic System

The characteristics of all the components and their functioning should be considered
while designing the system. Other important aspects which should be considered
in design are as follows: safety of operation, performance of desired function, and
efficiency of operation.

The factors along with the task have to be considered with a view to arriving
at the best possible design. Following are the assumptions made while designing
the hydraulic circuit: The maximum force on cylinder piston is about 9.80 kN, the
maximum stroke of cylinder is about 300 mm, the maximum velocity of piston is to
be about 0.0667, and the maximum working pressure is about 50 bar.

Considering the above assumptions, selection of hydraulic actuator, maximum
flow rate, check for maximum pressure, selection of direct control valve, pump, and
reservoir were done (Table 1).

2.4 Selection of Ball Screw Actuator

Selection of electric cylinder is based on diameter of spindle and required stroke
length. Assuming the required stroke length to be approximately 200 mm. Standard
dimension of the honing tool is 13.4 × 12 × 62 mm (Tables 2 and 3).
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Table 3 Specifications of
selected ball screw

Basic configuration feature Value

Function DNCE electrical cylinder

Size 32 mm

Working stroke 200 mm

Variable stroke 200 mm

Drive type BS ball screw spindle

Secured against rotation Q non-rotating piston rod

Spindle diameter 10 mm

Piston rod thread M10*1.25

Motor type Stepper

Maximum speed 0.5 m/s

Maximum drive torque 0.8 Nm

Weight 1.5 kg

Table 4 Specifications of
selected stepper motor

Feature Values

Holding torque 0.5 Nm

Maximum rotational speed 1740 rpm

Stepper angle 1.8±5%

Nominal voltage 48 V DC

Nominal current 1.8 A

Weight 0.45 g

2.5 Selection of Stepper Motor

From the specifications of electric cylinder, maximum drive torque is found to be
0.8 Nm. This criterion is considered while selection of stepper motor for ball screws
actuator. Based on this maximum torque limit, stepper EMMS-ST-42-S-SE-G2 is
selected (Table 4).

3 Block Diagram of Honing Machine Stone Feeding
Mechanism

See Fig. 2.
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Fig. 2 Block diagram of honing machine stone feeding mechanism

Fig. 3 Equivalent stress

4 Design of Support Structure for Actuator

4.1 Analysis of the Supporting Structure Using ANSYS

Static structural analysis of the designed supporting structure for electric actuator
is done using ANSYS Workbench. Following is the results obtained after solving
(Fig. 3).

Material is taken as C45, and the yield strength of mild steel is taken as 380 MPa.
Considering a factor of safety of 2, we will get the allowable stress which will be
380/2�190 MPa. The equivalent stress obtained was less than the allowable stress.

5 Designing a Hydraulic Clamp

5.1 Parameters to Design Hydraulic Clamping Unit

1. The stone being feed to surface of bearing is pressure controlled.
2. The honing pressure control system requires stone to apply pressure of 2 bar on

surface of bearing being honed.
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Fig. 4 Front view of hydraulic clamp

3. To maintain pressure of 2 bar at tip of honing stone, clamping unit must put more
than 2 bar pressure on stone holder so that it can sustain in honing operation.

4. Hydraulic clamp must hold the stone even after the declamping the stone for
moving forward.

5. This states that hydraulic system requires two different pressures at two different
conditions, that is one while honing operation is being performed on race of
bearing and another when stone is to be moved forward from clamp to match the
honing requirement.

6. Two different pressures should be maintained by single clamp.

5.2 Proposed Design for Hydraulic Clamp

See Fig. 4.
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Table 5 Record table for stepper motor validation

No. Type Target Start
condition

Velocity
(mm/s)

Acceleration/deceleration
(m/s2)

1 PA 140 m Ignore 100.00 1.000

2 FSL 10% Delay 30.00 1.000

3 PRA 0.00 mm Ignore 5.80 0.200

4 PRN 2.00 mm Ignore 10.00 0.200

5 PA 0.00 mm Ignore 100.00 0.200

PA Positioning to absolute position
FSL Force control–stroke limit active
PRA Positioning relative to actual position
PRN Positioning relative to nominal position

6 Experimental Validation

6.1 Stepper Motor Program Validation

Stepper motor EMMS-ST-42-S-SE-G2 was programmed using software developed
byFESTO, FestoConfigurationTool. Following figure shows the record table created
using FCT (Table 5).

The above program was validated step by step:

• After initialization of the program, first record was run and the cycle was stopped.
The stroke length was measured using Vernier caliper.

• For the second record, the actuator moved forward until it sensed 10% back force
due to the presence of tool and it came to rest.

• In the third record, current position of actuator was set as home position by the
controller.

• Now the controller moves the actuator and hence the tool by 2 mm from the new
home position. This was validated by marking initial position and final position
on the tool and measuring it by Vernier caliper.

• The fifth record sends a signal to controller to retract the actuator to absolute home
position.

7 Improvements in Production

Before the implementation of new system, the production per shift was 5000 bearing
rings. Implementation of the new system has resulted in increase in production by
500 bearing rings per shift. 1 shift consists of 8 h (Table 6).
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Table 6 Production and downtime per shift

Parameter Before After

Production per shift 5000 5500

Machine downtime per shift 45 min 25 min

8 Conclusion

Earlier the mechanism used for compensating the tool wear was manual, but after
implementing the proposed mechanism, it was successfully automated. Various
parameters were measured to examine the new system. There was a significant
decrease in the surface roughness value. Before implementing the newly automated
honing machine stone feeding mechanism, the surface roughness of the inner race
of bearing ring was 0.16 µm and now it is found out to be 0.14 µm. The production
has been increased by 10%. It can be concluded that the machine downtime per shift
earlier was 45 min which has been decreased to 25 min. Thus, the total downtime of
honing machine per shift was reduced by 45%.
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Performance Optimization of Bias
Bar-Type Brake System Using Data
Acquisition System (DAQ)

Megh Doshi, Suhrid Subramaniam, Sachin Patel and Meet Shah

Abstract The key factor involved in the proper functioning of brake system of a
vehicle with dual master cylinder is brake biasing. In order to accomplish this, a bias
bar with spherical bearing is used to set correct biasing of the hydraulic systemwhich
is actuated with single brake pedal. We have done the practical simulation of bias bar
system in our BAJA SAE vehicle by using a self-designed DAQ system to measure
the pedal effort and the corresponding brake pressure. The optimal position of the
bias bar is experimentally validated based on the various positions of the spherical
bearing in the pedal housing to obtain locking of all wheels using minimal pedal
effort by using real-time data values.

Keywords Master cylinder · Bias bar · DAQ

1 Introduction

Inhibition of motion of vehicles to avoid collision can be done by using brakes.When
brakes are actuated, weight transfer takes place from rear to front of the vehicle.
Therefore, brake biasing becomes crucial. The bias bar-based brake system is used
in vehicles having dualmaster cylinders. The bias bar alongwith the spherical bearing
is fabricated for proportioning the brake pressure. The front and the rear brake lines
are equipped with brake pressure sensors which are used to measure the front to rear
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line pressure ratio and calibrate the biasing using the obtained values. A load cell
has been used to measure the pedal effort corresponding to the obtained pressure in
the brake lines. This data has been stored on an external SD card module for analysis
and comparison. Data iterations have been taken for varying positions of the bias
bar.

2 Construction of Bias Bar-Based Braking System

The various parts of the bias bar system are shown in the image above. A hardened
bar of grade 8.8 and standard thread size of M12 is used as the bias bar. A plain
spherical bearing is fitted on the bias bar. The selection of this bearing is done after
taking into consideration the nominal diameter of the bias bar and the housing/bush
of the brake pedal. This bearing can be press-fit on the bias bar or it can be restricted
by using external circlips on both sides. This assembly of bias bar and spherical
bearing rests inside the housing of the pedal. The pushrods of the master cylinders
are attached to the bias bar via clevises. When brake pedal is actuated, the applied
effort is distributed to front and rear master cylinders, ratio of which is governed
by the position of the spherical bearing in the housing. This spherical bearing acts
a fulcrum/pivot point. As the distance between the two clevises is kept constant,
rotating the bias bar leads to corresponding axial movement of the spherical bearing
in the housing. For instance, if the bar is rotated and the spherical bearing moves
closer to the left clevis, then the left clevis will be subjected to greater force as
compared to the right clevis. Hence, by correctly positioning the spherical bearing,
proper brake bias can be achieved (Fig. 1) [1, 2, 3].

2.1 Construction of DAQ System

A self-designed DAQ system has been implemented by using an Arduino UNO R3
to acquire and log the fluid pressure and pedal force data. For measurement of the
pedal effort, we have used a bar-type load cell having a maximum range of up to 300
kgs which is mounted onto the pad of the brake pedal. The output of the load cell is
in the order of a fewmillivolts, and hence, it is amplified by using an instrumentation
amplifier (HX711) (Figs. 2 and 3).

The brake line pressure is measured by using a MEAS 7023 fluid pressure sensor
which has a maximum range of up to 120 bar which is sufficient for our use. The
pressure sensor is connected to the brake lines by using a four-way T connector. A
self-designed I–V converter circuit is used for determining the brake pressure sensor
output signal. We have used a microSD card module in order to store the sensor
output data into an external SD card. We have also incorporated digital low-pass
filters into the circuit to reduce errors due to noise. We have used the microcontroller
Atmega 328 for the purpose of processing and storing the sensor data (Fig. 4) [4].
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Fig. 1 Bias bar-type brake system

Fig. 2 Designed and practical mounting of load cell

Fig. 3 Brake pressure
sensor mounted onto brake
circuit

3 Working

Before acquiring data, bleeding of the brake system is done to purge the brake lines
of any air bubbles. After bleeding, the brake pedal is pushed by applying force on the
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Fig. 4 Block diagram of entire system
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Fig. 5 Pedal effort readings

load cell. The output of the load cell is amplified by HX711, and the output of this
amplifier is given to an analog input pin of Arduinowhich logs the data obtained in an
SD card. Simultaneously, pressure in the front and rear brake lines is also measured
by taking readings from the fluid pressure sensor by using the I–V converter circuit.

These readings are also in analog form and are stored in the SD card. Measuring
the pressure of brake fluid in the brake circuit gives us a measure of the pressure
losses in the system. These losses occur due to bends in the brake circuit, air bubbles
in the system, or any possible leakages in the system. The position of the spherical
bearing on the bias bar is changed, and the newly obtained readings are logged into
the data logger. Many such iterations are taken to find out the exact position of the
bias bar.

4 Observed Values

We first measured the pedal effort being applied to use the same values in the biasing
iterations which are calculated as well as executed; the graphs showing the same are
shown in Fig. 5:

Graphs showing pressure in the brake lines for different biasing iterations are
shown in Figs. 6, 7 and 8:
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Fig. 6 Pressure readings for
50/50 biasing
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Fig. 7 Pressure readings for 55/45 biasing
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Fig. 8 Pressure readings for 60/40 biasing

For 50:50 biasing position of the bias bar (Fig. 6):
For 55:45 biasing position of the bias bar (Fig. 7):
For 60:40 biasing position of the bias bar (Fig. 8):

5 Comparison Between Theoretical and Practical Values

FRmc � force on right master cylinder
FLmc � force on left master cylinder
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Table 1 Comparison

Position of
spherical
bearing

Front pressure
(practical)

Rear pressure
(practical)

Front pressure
(theoretical)

Rear pressure
(theoretical)

Biasing

Center 60.9 60.9 62.92 62.92 50:50

6.5 mm to the
left

66.81 54.93 69.21 56.288 55:45

13 mm to the
left

73.45 48.87 75.755 50.044 60:40

Fig. 9 Important lengths for
biasing calculations

l �effective length of bias bar
x �distance of spherical bearing from left
F �pedal effort
r �pedal ratio

FLmc � F × r × x

l
(1)

FRmc � F × r × (l − x)

l
(2)

As shown from the free body diagram and force calculations, it can be seen
that altering the position of the bearing allows us to obtain various brake bias ratio
as required. Table 1 shows the value of pressure obtained and the corresponding
position of the spherical bearing with reference taken from the center of the housing
for accuracy and ease of measurement (Figs. 9 and 10).

On comparing the observed and calculated values we find that the error percent-
age for the theoretical and practical values is minimal and is as tabulated in Table 1.

6 Conclusion

We obtained the position of the bias bar corresponding to the required biasing as
tested out on our BAJA SAE vehicle; the same method can be used to find out the
biasing iterations for any vehicle. We also obtained the pressure losses in the brake
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Fig. 10 Top view of pedal
system showing lengths

x

l

lines and this bias bar positioning is obtained by taking the same into consideration.
The pedal effort used for calculations is the measured pedal effort value which we
obtainedwith the help of the load cell; thus, we have also optimized the system taking
into account the pedal effort which is being applied practically. Thus, we have found
the perfect position of the bias bar to obtain locking of wheels with minimum pedal
effort by adjusting the biasing which we got at 60:40 biasing for a front–rear split
for our vehicle. Similarly, this technique can be used to optimize as well as validate
the braking system of any vehicle with a bias bar-type braking system.
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Simulation for Variable Transmission
Using Mono Level Genetic Algorithm

Ritwik Dhar and Niti Doshi

Abstract The simulation is formulated using Genetic Algorithm (GA) for Contin-
uously Variable Transmission (CVT) tuning. The algorithm makes use of the force
balance equations to construct the fundamental model for CVT in MATLAB which
uses the GA to optimize the parameters for the required output from CVT. The
parameters involved for better optimization are the flyweight mass, primary and sec-
ondary spring stiffness and primary and secondary cam profiles. The output obtained
from the simulation software is then compared to the experimental testing results for
validation. The simulation results provide minimal error rate with respect to the
engagement and shifting speeds and the results also occur in the constant RPMmost
of the times.

Keywords Simulation · CVT · Force balance · Tuning · Genetic algorithm · Cam
Arduino · All-Terrain vehicle

1 Introduction

Optimization algorithms such as genetic algorithms are popular these days for com-
putational analysis by either maximizing or minimizing fitness functions. The funda-
mental methodology of genetic algorithm relies on natural biological events such as
reproduction, evolution, selection and mutation. This methodology helps in creating
an algorithm that is much more powerful and efficient than random permutation and
combinational searching algorithms. The genetic algorithm consists of basic com-
ponents such as a variety of chromosomes which will produce the next generation of
chromosomes using crossover, randommutation in a generation using chromosomes

R. Dhar (B) · N. Doshi
Department of Electronics and Telecommunication,
Dwarkadas J. Sanghvi College of Engineering, Vile Parle (West), Mumbai 400056, India
e-mail: ritwik1798@gmail.com

N. Doshi
e-mail: niti.doshi@live.com

© Springer Nature Singapore Pte Ltd. 2019
H. Vasudevan et al. (eds.), Proceedings of International Conference on Intelligent
Manufacturing and Automation, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-13-2490-1_62

669

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2490-1_62&domain=pdf


670 R. Dhar and N. Doshi

and most importantly, a fitness function which is to be optimized according to the
problem.

Continuously Variable Transmissions (CVT) are being used more extensively in
commercial automobiles due to their fuel efficiency and uncomplicated mechanism.

The vehicle used to test the simulation results is an All-Terrain Vehicle (ATV)
designed and built by the college ATV team which competes in the annually held
BAJASAEINDIAcompetitionwhich tests the overall performancewith equal impor-
tance given to every aspect of the vehicle in rough terrain conditions. The components
on which the performance of the CVT depends is the flyweight mass, the stiffness of
the primary and secondary springs and the cam profiles. Tuning of the variable trans-
mission system is basically changing the tunable components in such a combination
so that we get a constant RPM for a range of gear ratio.

2 CVT

2.1 Force Balance Methodology

There are basically two types of approaches towards obtaining the fitness function for
the genetic algorithm. Both force balance or energy balance equation methodology
can be followed (Fig. 1).

We have used the force balance equation to design the fitness function for tuning.
The clamping force required to use the V-belt slip free is given by the Euler-

Grashof theory of V belt. Taking this into consideration, the functional Z(th, Tv) is
applied alongside the contacts on the expression depicting the clamping force [1, 2].
The function Z(th, Tv) can be used to calculate both primary and secondary sheaves
(Za and Zb).

Fig. 1 Geometric parameters for primary and secondary sheaves
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The clamping force exerted by the cam on the secondary pulley is given. Here,
the torsional stiffness of the spring is denoted by kb and the twist angle is denoted
by delb of the secondary spring.

The torque in the primary and secondary sheaves is given byCa andCb, respectively.
T 1 and T 2 are the tensions on the tight and slack sides of the pulley V-belt, respec-
tively.
The stiffness of primary and secondary springs is given by k1 and k2, respectively.

After rearranging the equations to remove belt tension the following relation is
obtained for primary sheave speed. The equation obtained below gives us the RPMof
the engine in terms of the tuning parameters i.e. weight mass, primary & secondary
spring stiffness and cam profiles.

Za ≈ tha (1)

Zb(thb, T v) � thb +
k1 − k2

p − k2
× 1

2
[ sinh(�thb)

�
− thb

] (2)

k1 � k × tan(α + φ)

tan(α)
(3)

k2 � k × tan(α − φ)

tan(α)
(4)

k � 0.8 ×
(

Rb

Rb1:1

)2

Rb1:1 is Rb at T v � 1 (5)

p �
(
(1.5 − f tan α)2 + 2k

(
1 +

f

tan α

)
− (1.5 − f tan α)

)
(6)

� �
√
(k1 − p) × (p − k2) × cos(α + φ) × cos(α − φ)

p × cosφ
(7)

Ca � (T 1 − T 2) × Ra (8)

Cb � (T 1 − T 2) × Rb (9)

ω �

√√√√
{
[(kb×delb×tan(δ))×2×tanα × Za

Zb +Ca× Za
Ra ]

2×tan α
+ ka × xa

}

m × r × tan(θ )
(10)

3 Procedure

3.1 Shift Starting Range Calculations

The first stage’s condition for GA is to obtain shift starting range of 3400 RPM
(calculated). The above equation is used as the base for the fitness function and the
threshold is set to 3400 RPM.
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Table 1 Population range for shift starting range of genetic algorithm

Parameters Lower limit Upper limit

Flyweight mass (kg) 0.15 0.22

Primary spring stiffness (N/m) 24,000 28,000

Secondary spring stiffness
(N/m)

15,000 19,000

To reduce the error percentage and get more accurate results, the initial population
range is set to a certain range of parameters obtained by research on spare parts as
shown in Table 1. After successfully obtaining iterations, the number of generations
was set to 150 for faster processing and precision. There were no important changes
in the output after 150 generations. The population size was adjusted to 50 by the
same logic.

3.2 Constant RPM Calculations

The second stage condition for GA is to obtain constant RPM during a change in
the ratio from low to high. The parameters involved are the cam profiles and the
spring stiffness. The fitness function to be obtained is obtained by differentiating
the equation with respect to the speed ratio to obtain dω/dTv [3, 4]. The limit for
the fitness function is kept 0 as we need the differentiated equation equal to 0 for
constant RPM alignment.

We are differentiating with every speed ratio (as there will be only one population
range of rate of change to be used). By this method, the GA will run through the
values and better rates of change are obtained for the parameters in every ratio,
simultaneously setting the base for the next set of iterations. The population size is
set to 50 and generations used are 150.

4 Results

4.1 Primary Cam

The primary cam has the basic function of transferring the force into the dynamic
pulleys which are formed by the rotational effect of the weights. This force has to
first balance the tension of primary spring and once in the engagement range, it has
to balance out the axial thrust from the secondary pulley [5, 1].

From the simulation, it can be said that with the shifting of primary pulley there is
a decrease in the transfer of force while moving towards higher speed ratio. Due to



Simulation for Variable Transmission Using Mono Level … 673

Fig. 2 Primary spring
stiffness

this, same value of torque is given at a high ratio, which results in a lesser requirement
of axial thrust.

The profile of the cam for the engagement phase is produced at a constant angle as
it is enough to provide sufficient clamping force for an increase in the engine RPM.

4.2 Secondary Cam

From the simulation, it can be said that as the cam rotates, there is a decrease in the
angle of side force transfer due to which during longer twists, we get less side force.

4.3 Primary Spring

The stiffness of the primary spring is obtained with the displacement of pulleys as
shown in Fig. 2. The force from the flyweights is balanced by the gradual increase
in the spring constant. The higher spring constant also provides with better shifting
characteristics as it will increase the back force to the pulleys, which will increase
the back-shifting rate of the CVT[1, 6].

4.4 Secondary Spring

The spring constant using the genetic algorithm is obtained as 22,800 N-mm.
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5 Validation

The results obtained from the simulation using genetic algorithm are then verified
by practically using a setup for measurement of the error range and accuracy of the
simulation system.

A simple setup using an IR sensor and an Arduino UNO was mounted on the
CVT casing which would act as a tachometer for measuring the engagement and
shifting phases of the CVT. The practical results for the upshift and downshift have
been shown in the table given below (Figs. 3 and 4).

As it can be seen from Table 2, the values from the simulation were very useful
in the shift range as RPM would go up to 3423.4 in running conditions during the
upshift as the simulation computed a value of 3440RPM.During the downshift RPM,
the value obtained from the simulation is 3440 RPMwhile in running conditions the
RPM was calculated to be 3511.2 RPM.

The engagement phase gave values from the simulation as 1880 RPM during
upshift which on running conditions was found out to be 1988.48 RPM. During

Fig. 3 CAD Model of the IR sensor tachometer on CVT

Table 2 GA simulation results v/s practical experimental results

Ideal RPM
Value

Upshift RPM
value(Practical)

Upshift RPM
value
(Simulation)

Downshift
RPM value
(Practical)

Downshift
RPM value
(Simulation)

Engagement
range of CVT

2000 1988.48 1880 1976.76 1900

Shift out
range of CVT

3400 3423.4 3440 3511.2 3440



Simulation for Variable Transmission Using Mono Level … 675

Fig. 4 IR sensor mounting on the CVT casing of Polaris P90

downshift, the value from the simulation was calculated to be 1900 RPM, while in
running conditions it was found out to be 1976.76 RPM.

6 Conclusion

The simulation approach towards tuning CVT was implemented using the Genetic
Algorithm which was studied in this paper. The simulation values were verified with
the vehicle in actual running conditions using a tachometer setup. The simulation
showed positive results with the actual values; it can thus be preferred over the
traditional trial and error method which is a lot more time-consuming, with a higher
probability of not providing estimated results.

The simulation still showed considerable error during downshifting in the shifting
range which exhibits further changes in the approach to be made to get a better and
more accurate value.

There are also certain aspects which have not yet been included, such as, the
deformation of belt and pulleys; they would further add to the accuracy of the values
in the future studies.
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Appendix

MATLAB code for the simulation

% input_func.m
format long
stepin � 1e-5;
rpmint= 2300;
Stop_time � 1.0;
Cen_dist � 0.5;
prim � 18*pi/180;
mu_a_dr � 0.25;
Dr_torque � 0.01651;
Dn_torque � 0.03265;

% Friction between the element and pulley
% Function 1 paramters
a � 0.0003;
b � 0.05;

% Function 2 paramters
mu_b_dr � 0.25;
a � 7;
b � 150;

sk_friction= 1.85;

% function 3 parameters
mu_b_sat � 0.25;
a � 7;
b � 150;

sk_friction � 1.3;
a_dr � 15;
b_dr � 150;
ff_dr � 1.15;
mu_a_dr � 0.25;

mass � 1.5;
lin_den= 1.65;
rho=(lin_den+mass)/(lin_den*mass);
sheave_int � 0.005;
dn_sheave � 0.005;
const1=(1+(cos(half_sheave))ˆ2)/(sin(half_sheave)*cos(hal
f_sheave));

% Driver pulley loadingconditions
pulleyint � rpmint*rpm2rads;
thetaint � 0.88*pulleyint;
gamint � 0.88*pulleyint;
thetaint= 0.0005;
gamint � 0.00005;
ra � -0.002;
r1 � -0.002;
rint � 3*in2 m;
r1int= 3.05*in2 m;
Normal � 1000;
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Finput � 1000;
Torqueinput � 200;

% Driven pulley initial conditions
rint2 � 0.001;
r1int2= 0.001;
r2int2 � 4.5*in2 m;
r1_2_int � 4.55*in2 m;
pulley2 � pulley1*r1int/r2int;
theta_dot2int � 0.99*pulley2;
gam_dot2int= 0.88*pulley2;
theta2int � 0.0003;
gam2_int � 0.00025;
Normal2 � 2650;
Force2 � 2350;
TorqueLoad= 250; % in Nm

% function 3
% Driver initial inlet
Tint � 2819;
Qint � 1321;
% Driven initial condition
Q2int � 149;
T2int � 779;
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Fuzzy Analytic Hierarchy Process
(FAHP) for Green Supplier Selection
in Indian Industries

Samadhan Deshmukh and Vivek Sunnapwar

Abstract The supplier selection has a significant impact on the manufacturing
industries. Selecting the best green supplier among many alternatives is a multi-
criteria decision-making (MCDM) problem. This research aims to survey current
green activities in supplier selection in India and to evaluate best green supplier. Var-
ious environment factors affecting in themanufacturing sectors are considered in this
study. Fuzzy analytic hierarchy process (FAHP) based on Chang’s extent analysis,
is utilized in order to select best green supplier. The data from pairwise evaluation
of all criterions are given in triangular fuzzy numbers. The uncertainties of decision
problem can be dealt with, and a more effective decision can be reached. A case
study is conducted to illustrate the utilization of the model for the green supplier
selection problem.

Keywords Green supplier selection · Multi-criteria decision-making (MCDM)
Fuzzy analytic hierarchy process (FAHP)

1 Introduction

For sustainable supply chain partners, supplier selection using green manufacturing
approach is one of the important tasks. The supplier should improve the perfor-
mance of the supply chain keeping in mind environmental aspects along with social
and economic aspects [1]. Green supply chain management (GSCM) is fast changing
and growing concept in emerging countries. To address the influence and relation-
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ship between supply chain management and the natural environment, the ‘green’
dimension is added to supply chain management (SCM). The current awareness in
the environmental aspects has made supplier to think and give more emphasis on
the environment-friendly criteria [2]. Design for the environment, life-cycle anal-
ysis, and total quality environmental management are considered as popular envi-
ronmentally conscious practices [3]. The fuzzy analytic hierarchy process (FAHP)
approach is adopted in this study to develop a supplier selection model. Introduc-
tion to fuzzy sets and fuzzy numbers are given initially. In all, seven factors are
considered, namely green manufacturing, green design, environment performance
assessment, green logistic design, quality, customer co-operation, and green costs
with 47 sub-factors.

2 Literature Review on Green Supplier Selection Criteria
and Supplier Selection Models

In recent years, various researchers have identified approach toward green supply
chainmanagement (GSCM) practice.While theworks on the evaluation and/or selec-
tion of suppliers are quite a few, those that concern environmental issues are limited.
Baskaran et al. [4] assessed various vendors from Indian textile and clothing industry
using different green manufacturing measures. For the purpose of metering the per-
formance of the manufacturing sector, Bhateja et al. [5] studied different activities of
the supply chain processes of the various Indian manufacturing industries. Deif [6]
offered system model for the novel sustainability pattern with an architecture for the
designing, planning, and controlling of various green manufacturing undertakings.
Kumar et al. [7] explored different practices related to green supply chain manage-
ment to be adopted by various industries of electrical and electronics products. The
environmental performance and green supply chainmanagement practiceswere stud-
ied, and findings were examined using mean score method. Relationships between
green supply chain management (GSCM) practices and GSCM driver in Taiwan’s
textile and apparel manufacturers were investigated thoroughly [8]. The components
and elements of green supply chain management were discussed to determine how
those components served as a basis for the decision framework [9]. An integrated
and fresh look into the area of GSCM was given comprehensively with the state-
of-the-art literature review in the study. The literature on GSCM was covered from
its conceptualization, primarily taking a reverse logistics angle [10]. Deshmukh and
Sunnapwar [11] used factor analysis approach to discuss various environmental per-
formancemeasures used in differentmanufacturing organizations. For green supplier
selection, different performance measures were validated by mean method [12].

Based on the results of an investigation of 151 respondents, Punniyamoorthy
et al. [13] established a new model using structural equation modeling and fuzzy
analytic hierarchy process technique. Ataei et al. [14] utilized FAHP for determin-
ing the weights of the criteria. The ranking of the sawability of carbonate rocks
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was also carried out. Chang [15] presented a methodology for management of fuzzy
AHP. Ozdagoglu et al. [16] used analytic hierarchy process (AHP) and fuzzy AHP
method. Comparison was made with a case study including the decision-making
about employee selection for shop floor of manufacturing platform applied in food
industry. To help the industrial specialists in the performance evaluation in a fuzzy
environment, Sun [17] developed a model based on the fuzzy analytic hierarchy pro-
cess (FAHP) and the technique for order performance by similarity to ideal solution
(fuzzy TOPSIS). Fuzzy AHP was used by Kahraman et al. [18] for selecting best
supplier firm for a white good manufacturer established in Turkey. Deshmukh and
Sunnapwar [19] conducted study on use of AHP for green supplier selection in Indian
industries.

3 Fuzzy Analytic Hierarchy Process, Fuzzy Sets, Fuzzy
Numbers, Algorithm for Fuzzy AHP

To solve multiple-criteria decision-making problems, the analytic hierarchy process
(AHP) has beenwidely used. Because of uncertainty and fuzziness in the individual’s
judgment, a pairwise comparison with an AHPmay not be possible to accurately find
the decision-makers’ decision. The human preference model is uncertain in many
real-world circumstances, and decision-makers might be hesitant to give precise
numerical values to the comparison judgments. As human decisions are given with
crisp numbers in AHP, there is a necessity to introduce fuzzy logic with pairwise
comparison. The fuzzy AHP is based on the fuzzy interval arithmetic with triangular
fuzzy numbers and the confidence indexwith an interval mean approach to determine
the weights of evaluative elements. An approach based on fuzzy AHP can benefit to
reach an operative decision. By using this method, the uncertainty and fuzziness in
the decision process can be dealt with. Fuzzy set theory was introduced by Zadeh
in 1965 to solve problems involving the absence of sharply defined criteria [15].
Fuzzy set theory looks a lot like human thinking in its use of estimated information
and indecision to generate conclusions. It is designed to mathematically represent
uncertainty and fuzziness that is intrinsic tomanyproblems. Fuzzy set theory includes
fuzzy logic, fuzzy arithmetic, fuzzy mathematical programming, fuzzy topology,
fuzzy graph theory, and fuzzy data analysis; however, the term fuzzy logic is often
used to define all of these [18]. Triangular fuzzy numbers are defined by three real
numbers, given as (l,m, u). The parameters l,m, and u show the lowest possible value,
the middle promising value, and the upper possible value that indicates a fuzzy event.
A triangular fuzzy number (TFN), M, is shown in Fig. 1.

The extent FAHP is used in this study, which was introduced by Chang [15].
X={x1, x2, x3,…, xn} to be considered as an object set, andG�{g1, g2, g3,…, gn} to
be a goal set. Every object is considered, and extent analysis is done for each goal as
per the method of Chang’s extent analysis. M extent analysis values for each object
can be obtained, with the signs given as follows:
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Fig. 1 A triangular fuzzy
number, M
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gi , i� 1, 2 . . . n,

M j
gi ( j � 1, 2, . . . , m) all are triangular fuzzy numbers (TFNs).
Figure 2 illustrates intersection between M1 and M2 where D is the ordinate of

the maximum juncture point d between µM1 and µM2 to associate M1 and M2; we
need both the values of V (M1 ≥M2) and V (M2 ≥M1).

4 An Application in Organization (Case Study)

This study focuses on the procurement of various components from three local sup-
pliers Supplier 1, Supplier 2, and Supplier 3, which have been preselected in the
approved suppliers’ list of one of the leading manufacturing organizations from
India. The goal was to find the best supplier taking into account the green manufac-
turing approach. Figure 3 provides structure for selecting best green supplier. Seven
main criteria are selected for assessment are greenmanufacturing (GM), green design
(GD), customer co-operation (CC), green costs (GC), quality (QTY), environment
performance assessment (EPA), and green logistics design (GLD). A sample of the
questionnaire form is shown in Table 1.

A comparison is made in sub-attributes and main attributes by decision-maker
after creating hierarchy. After the information is taken, the pairwise evaluations are
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Fig. 3 Structure for the selection of the best green supplier

carried out. It is necessary to represent all pairwise comparison judgements into
fuzzy triangular numbers. Table 2 represents relation between fuzzy comparison
judgments and the main goal. Calculation is carried out according to fuzzy extent
analysis. After the normalization of the values, priority weights with respect to main
goal are calculated as—0.3010, 0.2488, 0.0903, 0.0984, 0.0313, 0.1350, 0.0951. It
was found that the significant element in the green supplier selection procedure is
quality as it is having maximum priority weight value (0.3010).

The same calculations were applied to the other pairwise comparison matrices
and the priority weights of each main attribute, sub-attribute, and alternative were
calculated. Mentioned priority weights have indicated for each criterion in Table 3.
The priority weights of the alternatives with respect to sub-attributes are calculated.
The combination of priority weights of main attributes and sub-attributes was done
to find priority weights of the different vendors.
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Table 1 A sample of the questionnaire form

With
respect to
GOAL

Importance (or preference) of one of the criteria over another

QTY EPA GM CC GC GD GLD

QTY 1 3 2 7 8 4 8

EPA 1/3 1 4 2 7 3 7

GM ½ 1/4 1 1 1 1/3 1

CC 1/7 1/2 1 1 3 1 3

GC 1/8 1/7 1 1/3 1 1/5 2

GD ¼ 1/3 3 1 5 1 2

GLD 1/8 1/7 1 1/3 1/2 1/2 1

Table 2 Fuzzy evaluation matrix with respect to goal

Goal QLTY EPA GM CC GC GD GLD

QLTY (1, 1, 1) (1, 3, 5) (1, 2, 4) (5, 7, 9) (6, 8, 10) (2, 4, 6) (6, 8, 10)

EPA (1/5, 1/3,
1/1)

(1, 1, 1) (2, 4, 6) (1, 2, 4) (5, 7, 9) (1, 3, 5) (5, 7, 9)

GM (1/4, 1/2,
1/1)

(1/6, 1/4,
1/2)

(1, 1, 1) (1, 1, 3) (1, 1, 3) (1/5, 1/3,
1/1)

(1, 1, 3)

CC (1/9, 1/7,
1/5)

(1/4, 1/2,
1/1)

(1/3, 1/1,
1/1)

(1, 1, 1) (1, 3, 5) (1, 1, 3) (1, 3, 5)

GC (1/10, 1/8,
1/6)

(1/9, 1/7,
1/5)

(1/3, 1/1,
1/1)

(1/5, 1/3,
1/1)

(1, 1, 1) (1/7, 1/5,
1/3)

(1, 2, 4)

GD (1/6, 1/4,
1/2)

(1/5, 1/3,
1/1)

(1, 3, 5) (1/3, 1/1,
1/1)

(3, 5, 7) (1, 1, 1) (1, 2, 4)

GLD (1/10, 1/8,
1/6)

(1/9, 1/7,
1/5)

(1/3, 1/1,
1/1)

(1/5, 1/3,
1/1)

(1/4, 1/2,
1/1)

(1/4, 1/2,
1/1)

(1, 1, 1)

Table 3 Priority weights for main criteria

Criteria Local weights Global weights

Quality 1.0000 0.3010

Environment performance
assessment

0.8266 0.2488

Green manufacturing 0.3000 0.0903

Customer co-operation 0.3269 0.0984

Green cost 0.1041 0.0313

Green design 0.4486 0.1350

Green logistic design 0.3158 0.0951
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Table 4 Performance of suppliers with respect to each main criterion

Criteria Supplier 1 Supplier 2 Supplier 3

Quality (QTY) 0.4626 0.3392 0.1983

Envt. performance
assessment (EPA)

0.5585 0.2469 0.1946

Green manufacturing
(GM)

0.5066 0.2879 0.2055

Customer
co-operation (CC)

0.4869 0.3427 0.1704

Green costs (GC) 0.6209 0.2544 0.1247

Green design (GD) 0.4491 0.2976 0.2533

Green logistics design
(GLD)

0.3886 0.3582 0.2532

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

Supplier 1

Supplier 2

Supplier 3

Fig. 4 Performance of suppliers w.r.t. main criterion

Main attributes and sub-attributes weights were used to select best alternative
based on the questionnaire forms used. In order to reduce the complex calculations
and to calculate the priority weights, macros in Excel were used. The performance of
suppliers with respect to each main criterion is shown in Table 4, and corresponding
values are shown diagrammatically in Fig. 4. Finally, the weights were calculated
keeping into account different alternatives and the main attributes.

The priority weights for the alternatives are found to be 0.4834, 0.3377, and
0.1789.

5 Conclusion

Green supplier selection process plays an important role in today’s complex envi-
ronment. This work provides a scientific approach to the green supplier selection
process. It first identifies those green supplier selection criteria which are consid-
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ered to be important in Indian manufacturing sector. The extent fuzzy AHP is used
in this study for selecting best green supplier. Fuzzy AHP approach appears more
effective in decreasing the uncertainty in calculation of relative weights assigned
to various criteria. For selecting the most appropriate supplier alternative, preferred
degree related to each of the criteria was assessed. The uncertainties involved in the
data acquired were efficiently represented and processed by using the extent fuzzy
approach to make appropriate decision. Supplier 1, having highest priority weight,
is determined as the best green supplier as a result of this study.
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Crash Simulation of an Automotive Body
to Explore Performance of Different
Metallic Materials Using ANSYS

C. M. Choudhari, Jaineel Desai, Shlok Bhavsar
and Dharmendra Choudhary

Abstract In case an automobile body moving with a high velocity crashes into a
fixed rigid wall, the frontal section of the automotive body will be deformed and it
will absorb a lot of energy due to the impact. Hence, there comes a need to select
the material for an automotive body, such that, it will protect the occupant in the
car during such an incident. In this paper, a car model representing an automotive
body is modelled in the three-dimensional modelling software SOLIDWORKS. Fur-
thermore, ANSYS workbench is used for mesh generation and FEM analysis of the
three-dimensional geometric model. Aluminium alloy and structural steel are the
materials considered for the automotive body. The automotive body is crashed into
the fixed rigid wall at a velocity of 35 mph, and the impact energy is calculated based
on stresses on the automotive body and Young’s Modulus for the materials used. The
results are plotted and analysed.

Keywords Crash simulation · FEM · Automobile body · Impact energy

1 Introduction

Safety is the primary consideration while designing the frame of an automotive
body. Crash test of an automobile is an important aspect in determining the safety of
a vehicle. However, it is a very expensive and time-consuming method to perform
crash simulations in reality. Hence, FEM modelling and simulation can be used to
virtually perform such crash tests which will be economical and time-saving as well
[1]. In addition, selection of materials for the same plays a vital role in deciding the
factor of safety during designing of such an automotive body. Different aspects can

C. M. Choudhari · J. Desai (B) · S. Bhavsar · D. Choudhary
Department of Mechanical Engineering, D. J. Sanghvi College of Engineering,
Mumbai 400756, India
e-mail: jaineeldesai509@gmail.com

C. M. Choudhari
e-mail: c.choudhari75@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
H. Vasudevan et al. (eds.), Proceedings of International Conference on Intelligent
Manufacturing and Automation, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-13-2490-1_64

689

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2490-1_64&domain=pdf


690 C. M. Choudhari et al.

be considered while selecting the materials for an automotive body. In this paper, we
have considered the economical, readily available and feasible aspects of material
selection. An extensive literature review has been carried out, and selected papers
have been mentioned hereunder:

Hickey et al. [2] conducted quasi-static renderings to imitate automobile crash
through finite elementmethod. The simulationwas performed on 2002 Ford Explorer
modelled in three-dimensional modelling software CREO, and FEM analysis was
then performed on importing model into ANSYS. Crash analysis was emulated
for dissimilar approaching speeds. It was inferred that when the automobile was
approaching at 100 mph, the automobile was damaged beyond repair. The values
obtained in numerical simulation agreed with the values obtained on actual exam-
ination. Yadav et al. [3] have revaluated finite element modelling approaches used
for crash analysis and the consequences of the various criteria on the automobile.
The purpose of this paper was to examine the impact of such crash end-points on
the dynamic reception of vehicular components via finite element method. An inves-
tigation of emergence carried on in the crash renderings of vehicular elements and
the related process parameters is presented in this paper. Park et al. [4] documented
a different formulation that has a possibility of use for capturing multifariousness
in crash count models using finite mixture regression models. The NB retrogression
designs are particularly utile where count information is extracted from heteroge-
neous groups. To solve these designs, Poisson andNBmixture designsweremeasured
through information gathered in Toronto, Ontario. These designs were compared to
standard NB retrogression designs measured through the same information. The
conclusion of this report highlighted that the data set appeared to be raised from
2 distinct subgroups, each having dissimilar retrogression coefficients and degrees
of over-dispersion. Sarwar et al. [5] discussed the development, modification and
analysis of a finite element model of car body using high-speed steel. Valayil et al.
[6] developed a finite element model of a car in ANSYS and solved it for full frontal
impact in ANSYS LS-DYNA explicit code. Computational simulations and numer-
ous conclusions were plotted and analysed. The analysis was limited to an impact of
the anterior portion with an inflexible barrier at a speed of 35 mph, corresponding
to an NHTSA full-frontal impact. The study showed that composite materials could
be used proficiently for their lightweight feature, as its capacity to absorb the energy
during an impact was comparable to themetallicmaterials used for the same purpose.

2 Methodology

2.1 Modelling of Automotive Body

The modelling of the automotive body was performed on three-dimensional mod-
elling software SOLIDWORKS, where the car model and the fixed rigid wall were
modelled (Fig. 1).
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Fig. 1 Rendered isometric
view of car model in
SOLIDWORKS

Fig. 2 Empirical relations
of different dimensions

Fig. 3 Set-up for simulation

The empirical rules used in selecting the dimensions are as shown in Fig. 2.
After the modelling of the car model, the fixed rigid wall was introduced into the

modelling environment. The dimensions of the wall were 10 m × 2.6 m × 0.25 m.
The car model was placed at a distance of 2.5 m from the wall (Fig. 3).
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Fig. 4 Mapped quadrilateral mesh

2.2 Meshing

The geometrical set-up was imported into the ANSYS from SOLIDWORKS for
mapped mesh generation and for analysing the geometric model using FEM. Before
generating the mapped quadrilateral mesh, the materials were specified to the car
model as aluminium alloy in the first case and structural steel in the second case. The
wall was assigned CONC-35MPA as its material. A mapped quadrilateral mesh was
generated on the car model and the rigid wall (Fig. 4). The count of quad-elements
and nodal points in the finite element model were 45,960 and 54,798, respectively.

The wall was fixed as per the boundary condition, and the car model was imparted
a velocity of 35 mph in the positive x-direction (Fig. 5).

Time taken for the collision to occur is given by the formula:

Time at which the collision will take place

� Distance between Vehicle and Wall

Speed of Vehicle

By using the above formula and substituting the values of distance and speed, the
time at which the collision will take place was 0.16 s.
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Fig. 5 Boundary condition

Table 1 Material properties

S. no. Material Elastic modulus (MPa)

1 Aluminium alloy 71,000

2 Structural steel 200,000

2.3 Calculating Impact Energy

The impact energy which will be the total energy stored during elastic deformation
is given by:

Impact Energy � 1

2
× (Stress)2

Elastic Modulus
× Volume

.
The stresses can be calculated at different intervals of time during collision.More-

over, for amaterial, its elasticmoduluswasknown (Table 1). Thevolumeas calculated
by ANSYS solver was 12.173 m3.

By using these values, the impact energy at different intervals was calculated.

3 Results and Conclusions

The ANSYS solver solved the FEMmodel for different materials, and the maximum
stresses were obtained for the frontal section of the car model as shown in Fig. 6.
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Fig. 6 Stresses developed in frontal area

Table 2 Stress on both materials at different instances

S. no. Time (s) Stress (MPa)

Aluminium alloy Structural steel

1. 0.16 191.15 376.04

2. 0.17 21.144 43.835

3. 0.18 22.531 25.304

4. 0.19 25.879 29.853

5. 0.2 20.693 23.319

Fig. 7 Graphs of impact energy versus time for steel and aluminium

Using the stresses obtained within the time interval of 0.16–0.2 s (Table 2), the
impact energy for both the cases was calculated at each instant and a graph of impact
energy vs time was plotted (Fig. 7).

From the graphs, it was evident that the energy absorbed by structural steel car
model was more than the energy absorbed by aluminium car model during a crash
[6]. Hence, the occupant will be more safer in case of a steel car body as it will absorb
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maximum amount of energy from the crash thereby saving the occupant inside the
car from the crash.

Since the primary purpose of the studywas to compare the impact energy absorbed
by an aluminium alloy and a structural steel car body, it was evident from the results
that the structural steel car body was more safer as compared to the aluminium alloy
car body. It was noticeable during the course of the study, that the lightweight feature
of the aluminium alloy could be used prominently, as its capacity to absorb the energy
during an impact is comparable to that of structural steel.
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Condition Monitoring of Rolling Element
Bearing by Acoustic Analysis Using
LabVIEW

Anish Nadar and Rajanarasimha Sangam

Abstract In this paper, it is discussed about the condition monitoring of rolling
element bearing as a preventive measure taken so as to do preventive maintenance of
bearing. By conducting condition monitoring, it provides us with the present condi-
tion of bearing. To do so “Acoustic analysis method” is used, where the acoustic data
of bearing is collected on a real-time basis using sensors MAX4466 and MAX9812
with the help of NI-DAQ 9008 and Arduino UNOmicrocontroller. The acoustic data
of the bearing is collected at various shaft speeds by the use of variable speed motor.
FFT analysis method is used for the real-time acoustic data analysis by means of
LabVIEW software. This paper also focuses on the application of sound pressure
and vibration signals to detect the presence of defect in rolling element bearing using
acoustic data analysis method and statistical method using kurtosis value analysis.

Keywords Vibration · Acoustic · FFT

1 Introduction

Bearing is an indispensable element of almost any rotating machinery. For various
engineering applications, themost basic component used inmachinery is ball bearing.
Engineering applications with rotarymotion of shaft apart from complex engineering
mechanisms use these bearings and are used in number of applications such as
industrial and automotive gearbox, electric motors, machine tool spindle, small size
centrifugal pumps, and automotive front and rear axle.

The fault in ball bearing may occur because of improper design, improper man-
ufacturing, improper mounting, misalignment of bearing races, unequal rolling ele-
ments, improper lubrication, overloading, fatigue, uneven wear, etc. Also, the bear-

A. Nadar (B) · R. Sangam
Department of Mechanical Engineering, K. J. Somaiya College of Engineering, Mumbai, India
e-mail: anish.nadar@somaiya.edu

R. Sangam
e-mail: rajanarasimha.sangam@somaiya.edu

© Springer Nature Singapore Pte Ltd. 2019
H. Vasudevan et al. (eds.), Proceedings of International Conference on Intelligent
Manufacturing and Automation, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-13-2490-1_65

697

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2490-1_65&domain=pdf


698 A. Nadar and R. Sangam

ing may become faulty because of high-speed, heavy dynamic load and also contact
forces. So the study of vibration generated by the defect of acoustic analysis plays
important role in condition monitoring of rolling contact bearing.

Rate of bearing failure is high in many machines as compared to its other compo-
nents, and hence, they are often responsible for the machine breakdown. If a bearing
failure takes place, malfunction of machine may lead to significant downtime, more
maintenance cost, and decrease of productivity. If faults are found at early stage it
can prevent such failures [1].

Health of rolling element bearings can be identified by the use of acoustic anal-
ysis. Vibration provides important information about fault present within them. For
diagnosis of rolling contact bearing, vibration analysis techniques used are motor
current analysis, wear debris analysis, noise monitoring, temperature monitoring,
and vibration monitoring.

1.1 Literature Survey

Literature survey is done on fault analysis of rolling element bearing which shows
that lot of work being carried out to find out the exact fault type, fault location, and
fault size. As rolling element bearing is mostly used in machine in industry, it has
gained a countless concentration in area of condition monitoring. Examination of
vibrations produced due to defects is the main role in quality examination as well
as for condition monitoring of the ball bearing machinery [2]. Vibration monitoring
technique is widely used to identify health of rolling element because vibration
signals discover important characteristics of the defect present inside the bearing.
A number of techniques are used to identify defect in a rolling element bearing
such as wear debris analysis, motor current analysis, noise monitoring, temperature
monitoring, and vibration monitoring [3].

Raghavendra et al. [4] studied statistically the variation of the vibration signals
acquired from ball bearings with respect to speed using a setup. He has calculated
RMS value and kurtosis value to validate the condition of bearing. The method is
simple, quick, and cost-effective method for condition monitoring of ball bearings.

Poddar et al. [5] describe time domain analysis of vibration in ball bearing. Such as
peak-to-peak amplitude, root mean square, crest factor, and kurtosis indicate defects
in ball bearings. But these factors do not specify the position or the nature of the
defects. Each defect produces vibration in ball bearing. Thus, analyzing the vibration
spectrummay deliver information on the type of defects. There is no relation between
the defect size and the amplitude of the vibration.

Talekar et al. [6] tell howFFT analyser helps to detect various componentswithout
disturbing setting of that component. He has purposely made the defect on different
elements of bearing and taken out the vibration response of that defective bearing.
Every defect excites the system at its characteristic frequency. The defects are located
by the FFT frequency domain spectrum. Peak frequency in frequency spectrum
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corresponds to the bearing characteristic frequency which can be used to locate the
position of bearing defect.

1.2 Theory

Thevibration signal obtained from the sensor is difficult to analyze as it containsmany
signals because of background noise. It is difficult to distinguish the fault information
out of it. To overcome this, various vibration techniques, signal analysis techniques,
and acoustic techniques are used commonly for the purpose of condition monitoring
of rolling contact bearings [7]. The vibration signal discovers significant information
of the defect present on the elements of the bearing. Time domain analysis of signals
like kurtosis, root mean square, peak-to-peak amplitude, and crest factor can be used
to find out faults in ball bearings. But these results are not sufficient to identify the
location or position of the defects. To overcome this, frequency domain analysis is
used. The defect in bearing will produce the vibration frequency corresponding to
the fault frequency which can be seen in frequency spectrum [8].

1.3 Experimental Setup

The setup is designed and fabricated to monitor and find the fault in a deep groove
ball bearing at three different running speeds. After turning ON the motor supply,
the motor shaft starts rotating. The bearing shaft is connected with the motor shaft
by jaw coupling also start rotating. The shaft is supported by the two bearings inside
the two bearing housing. The bearing inner race is fixed with the shaft outer surface
because of that inner race rotates and outer race remains stationary inside the bearing
housing. One bearing is a new bearing, and another support bearing is a used, having
inner-race defects.

When the shaft rotates, the vibrationdevelops at the defective bearing.Asdefective
bearing is used, so it will produce more vibration than the new bearing. Acoustic
sensor is set on the bearing housing to calculate the amplitude and frequency of the
vibration of each bearing. When the bearing vibrates the acoustic sensor acquires the
noise created by bearing vibration. The data collected byMAX4466 is then acquired
by NI-DAQ (Data Acquisition Card) and Arduino UNO, and it is displayed on the
computer screen by using LabVIEWsoftware. The block diagram shown in the figure
is used to collect the signal using NI-DAQ (Data Acquisition Card). The NI-DAQ is
configured to receive the signal from the accelerometer.

The sampling rate is set as 10,000 Hz and the number of sample kept as 10,000.
The spectral measurement palette used for the fast Fourier transform. The amplitude
is taken as RMS value, and averaging function is kept as linear averaging. The
Hanning window is used and phase plot is kept off. The block diagram shown in the
figure is used to collect the signal using Arduino UNO. The signals obtained from
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Fig. 1 Block diagram of experimental setup

the Arduino UNO are used to do time domain analysis in LabVIEW software and
MATLAB software. The signals obtained from NI-DAQ (Data Acquisition Card)
are used to do frequency domain analysis in LabVIEW software. The signals are
collected at three different speed 750, 1300, and 1450 RPM, respectively. After
collecting signal for inner-race fault bearing and new bearing, the two defective
bearings having outer-race and ball faults are mounted in the bearing housing. The
signals are collected for them and analyzed in LabVIEW and MATLAB software.
The signals obtained from the LabVIEW are compared with the theoretical result for
the validation (Fig. 1).

• The following figure shows the various faults in a bearing.

2 Methodology

See Fig. 2.
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Acquiring raw vibrational signal using of acousticsensor 
(max4466)

NI DAQ 6008 Data 
acquisition card

Lab-view

Time domain analysis Frequency domain analysis

Kurtosis

Arduino UNO

FFT(Fast fourier transform)

Setting up the bearing test rig.

Artificially inducing faults on the elements using EBM.

Setting up the faulty bearing for testing

Fig. 2 Methodology flowchart

2.1 Fundamental Characteristics Frequency

The faults in the rolling contact bearing can be categorized according to the damaged
elements such as outer-race defect, inner-race defect, ball defect, and combination of
all defects. Every bearing has a characteristic defect frequency. This frequency can be
calculated using mechanical dimensions of the bearing [9]. The defect frequency of
bearing running at given shaft speed is given by product of frequencymultipliers with
the shaft rotational speed. By finding type of the bearing characteristics frequency,
the reason for the defect can be determined. The frequency of bearing multipliers
equations gives an approximation of the frequency to be expected when the bearing
elements defect takes place. To estimate these frequency multipliers for the REB in
which the outer race is stationary and inner race rotates, the following equations are
used [10].

FTF—fundamental train frequency (equation of calculating factor for frequency
of the defected cage):

FTF � 1

2

[
1 −

(
De

Dp

)
cosβ

]
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BPFI—ball pass frequency of inner race (equation of calculating factor for fre-
quency generated when the rolling elements strike with inner-race defect):

BPFI � Z

2

[
1 +

(
De

Dp

)
cosβ

]

BPFO—ball pass frequency of outer race (Equation of calculating factor for fre-
quency generated when the rolling elements strike with outer-race defect):

BPFO � Z

2

[
1 −

(
De

Dp

)
cosβ

]

BSF—ball spin frequency (equation of calculating factor for rotating frequency
of each rolling element as it spins):

BSF � Dp

2De

[
1 −

(
De

Dp

)
cosβ

]2

where De �ball diameter; Dp �pitch diameter; β �contact angle; z=number of
balls; ω � shaft speed.

2.2 Fast Fourier Transform and Kurtosis

Fast Fourier transform is used in the present study to convert time domain signal into
frequency domain signal [11]. This is done using LabVIEW software. The signals
obtained from sensor are analyzed in LabVIEW software. The spectral measurement
palette which is in build in LabVIEW software is used for this purpose. FFT is a
mathematical tool, and its formula is given as follows:

h(t)

∞∫
−∞

H ( f )e−2π f td f

Kurtosis is a statistical tool which is used to measure the peakiness of signal with
respect to normal distribution. The theoretical value for healthy bearing corresponds
to 3. The kurtosis value can be calculated using following formula.

K �
N∑

n�1

[x(n) − μ]4

N · (s2)2

where x(n) represents time series, s represents standard deviation of the data, μ is
mean value of the data, and N is the total number of data points.
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2.3 LabVIEW

The LabVIEW means “laboratory virtual instrument engineering workbench is a
graphically based programming language.” It is used to do time and frequency
domain analysis in present study. The block diagram is made for time domain anal-
ysis. The Arduino UNO is used to collect signal from sensor to LabVIEW. The
Arduino UNO programs to send the signal from accelerometer to LabVIEW. The
signal from the Arduino UNO is used for time domain analysis in LabVIEW. The
signal from the DAQ card is used for frequency domain analysis. The block diagram
is made in LabVIEW software for frequency domain analysis.

2.4 LabVIEW Program for Time Domain Analysis

2.5 LabVIEW Program for Frequency Domain Analysis
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Fig. 3 Kurtosis value calculated for healthy bearing at 750 RPM

Table 1 Kurtosis value for
healthy bearing

S. No. Speed (RPM) Kurtosis value

1 750 2.11

2 1300 2.11

3 1450 2.14

Fig. 4 Kurtosis value calculated for bearing having inner-race fault at 750 RPM

3 Results and Discussions

3.1 Time Domain Analysis

The Arduino UNO is specially used to carry out time domain analysis. The data
captured using Arduino UNO is analyzed in LabVIEW for calculation of kurtosis.

3.1.1 Kurtosis Value Calculated for Healthy Bearing Using LabVIEW

See Fig. 3; Table 1.

3.1.2 Kurtosis Value Calculated for Inner-Race Fault Using LabVIEW

See Fig. 4; Table 2.

3.1.3 Kurtosis Value Calculated for Outer-Race Fault Using LabVIEW

See Fig. 5; Table 3.
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Table 2 Kurtosis value for
inner-race fault

S. No. Speed (RPM) Kurtosis value

1 750 5.14

2 1300 5.51

3 1450 6.06

Fig. 5 Kurtosis value calculated for bearing having outer-race fault at 1450 RPM

Table 3 Kurtosis value for
outer-race fault

S. No. Speed (RPM) Kurtosis value

1 750 4.29

2 1300 5.41

3 1450 5.78

Fig. 6 Kurtosis value calculated for ball fault at 750 RPM

3.1.4 Kurtosis Value Calculated for Ball Fault Using LabVIEW

See Fig. 6; Table 4.

3.1.5 Comparison Between Theoretical and Experimental Kurtosis
Value

See Table 5.

Table 4 Kurtosis value for
ball fault

S. No. Speed (RPM) Kurtosis value

1 750 3.78

2 1300 3.91

3 1450 4.43
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Table 5 Comparison between theoretical and experimental kurtosis value

Speed Hz Permissible Inner race Outer race Ball Healthy

750 12 3 5.14 4.29 3.78 2.11

1300 20.8 3 5.51 5.41 3.91 2.11

1450 23.2 3 6.38 5.78 4.43 2.14

5.14
5.51 6.38

4.29 5.41 5.78
3.78 3.91 4.43

0

10

750 1300 1450

Ku
rt

os
is

 v
al

ue

Speed(RPM) 

kurtosis value vs speed

Inner race Outer race ball

Fig. 7 Kurtosis value comparison

Graph of Kurtosis Value for Faulty Bearing

Form the graph, we can say that all the kurtosis value for faulty bearing at different
speed are greater than the permissible value which shows that bearing is faulty. The
kurtosis value does not change significantly with increase in speed. Thus, it is found
that the bearing is faulty by acoustic analysis (Fig. 7).

3.2 Frequency Domain Analysis

The LabVIEW software converts the time domain signal into the frequency domain
signal using FFT tool. The frequency spectrum shows the peak at frequency corre-
sponding to the fundamental fault frequency.

3.2.1 Frequency Calculated for Inner-Race Fault Using LabVIEW

See Figs. 8 and 9.

3.2.2 Frequency Calculated for Outer-Race Fault Using LabVIEW

See Fig. 10.
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Fig. 8 Frequency spectrum at 750 RPM

Fig. 9 Frequency spectrum at 1300 RPM

Fig. 10 Frequency spectrum at 750 RPM
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Fig. 11 Frequency spectrum at 750 RPM

Table 6 Comparison between experimental and theoretical frequency

RPM Hz Fault frequencies calculated
theoretically

Fault frequencies calculated
experimentally

BPFI BPFO BPF BPFI BPFO BPF

750 12.525 68.01075 44.589 37.8255 68 44 37

1300 21.71 117.8853 77.2876 5.5642 118 76 64

1450 24.07 130.7001 85.6892 72.6914 129 85 72

3.2.3 Frequency Calculated for Ball Race Fault Using LabVIEW

See Fig. 11.

3.2.4 Comparison Between Experimental and Theoretical Frequency

Table shows the different value of frequency for different type of fault at three dif-
ferent speeds. The experimental values are corresponding to the theoretical fault
frequencies. From the above table, we can say that bearing has inner-race, outer-
race, and ball faults (Table 6).

4 Conclusion

The FFT analysis can be done using LabVIEW software. The kurtosis value for bear-
ing is more than 3 which shows the bearing is faulty. The kurtosis value for different
speed does not vary much which indicates that it does not change with increase
in speed. Experimental test results clearly show the bearing is faulty as the peak
frequency in frequency spectrum is closer to the characteristics fault frequencies.
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Experimental result shows that frequency response analysis is useful for finding out
the location of defect. MAX4466 sensor is useful for condition monitoring and fault
identification of a deep groove ball bearing.
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Computational Modeling and Analysis
of Artificial Flood Using Automata

Nabamita Deb and Ashiya Noorie

Abstract The study is the effort to analyze the parameters that cause artificial flood
in urban areas. Artificial flood is considered a major problem that a place affected
by it faces, as it hampers day-to-day life and creates a lot health hazards among
aged people and children. The paper tries to contribute in the field of computation
by considering the factors which result in an artificial flood. A timed transition
automaton is used to depict the behavior of different states over time when there is
a heavy rainfall keeping in mind, the rate of cleansing velocity along with it.

Keywords Bharalu basin · Sediment · Timed transition automata

1 Introduction

Assam is occupying about 2.40% of India in landmass and covering an area of
78,438 km2. Guwahati is situated in between the foothills of the Meghalaya plateau
and the southern bank of the river Brahmaputra.

1.1 Climate of Guwahati

The city of Guwahati enjoys a subtropical humid climate; summer from march to
june, which is followed by monsoon season from july to august, which gives relief
from the humidity of summer. Autumn which succeeds monsoon is favorable for
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Fig. 1 Source ASDMA, By
CGSD, Earth Institute,
Columbia University, New
York

tourists having warm and moderate climate. Winters also see light rainfall, and the
mornings and afternoons remain moist and foggy.

Other than the various natural calamities that our country is facing like earth-
quakes, storms, floods and landslides, there is another most frequent problem which
the urban population is confronting; it is the artificial flood. ‘Artificial’—the name
itself depicts that it is not the natural flood that occurs due to the sea-level rise. Artifi-
cial flood hampers the lives of the urban areas tremendously causing severe damage
to health and property. Artificial flood may occur when there is a heavy rainfall for
a short period, or even when there is a continuous rainfall for a longer period. Due
to which the water rises in the drains, canals and sewages; if the outlets of the drains
and sewers are not open or clean, then the water gets blocked and overflows over the
area hence causing an artificial flood [1, 2]. Figure 1 shows the flood effect in the
area of Zoo road in the city of Guwahati.

In this research, amajor issueof urbanflood is discussed; first of all, it is thoroughly
studied and tried to compute the relation between the amount of rainfall and artificial
flood by a mathematical calculation; which helps to depict, how much amount of
rainfall and the associated duration of rainfall that may result in an artificial flood.

Modeling Techniques While talking about the natural hazards due to climate
change, there are numerous disastrous events the globe has been facing from time
to time. Various modeling techniques and models are designed to cope up with the
different types of natural disasters. One of them is the global earthquake model
(GEM)’s open-source software OpenQuake [7]. It is a Web-based risk assessment
platform which models, views, explores and manages earthquake risk; it has got five
main calculators, each one has got its own contribution in the area of seismic risk
assessment and mitigation. One of the calculators of the OpenQuake engine is the
probabilistic eventbased risk (PEB) which computes the probability of losses and
loss statistics for the assets depending upon the probabilistic hazard. The output is
thus used to assess the aggregate losses of the collective assets.

The OpenQuake project was initiated by GEM [7] is an open standard for calcu-
lating and communicating earthquake risk worldwide.

Flood-inundation modeling using MIKE FLOOD [5] has been used to simulate
the flood inundation for the year 2001, and the maximum simulated extent was then
compared with the image obtained from the IRS-1D WiFS of the inundated area.
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Using the MIKE 11 software, the river flow for the delta region of Mahanadi river
basin has been simulated and performed quite satisfactorily [5].

Flood in the urban areas are due to many factors; improper design of the sewer
system is one major factor. The drainage system of Guwahati city during monsoon
season cannot drain out floodwater. The outlet of the drain is connected to the Bharalu
river basin which is connected to the main river Brahmaputra. A study [3] was
conducted on artificial flood in Bharalu Basin, Assam focuses on—

(i) The size of the particles in the various parts of the drain ofBharalu is investigated
in detailed, and further, the self-cleansing velocity is analyzed.

(ii) An optimal management for proper controlling the flow of sediment and water
from hilly watershed is considered after calculation. The channel always carries
suspended particles which either floats or suspends due to the flow of the drain
water. The design of the channel should be in such a way that no solid particles
get deposited at the channel bed. The minimum velocity required to remove the
sedimentation and sewage water from the channel is called the self-cleansing
velocity. The study [3] highlights the self-cleansing velocity as,

Vs � 8K

f
(Ss − 1)gds

where V s �velocity of flow or self-cleansing velocity,
K=characteristics of solid usually which is taken as 0.04–0.06,
f �Dancy’s coefficient of friction which is usually taken as 0.03,
Ss � specific gravity of solid which is usually taken as 2.65 and
ds �effective grain size.
They [3] analyzed the cause of artificial flood which is examined by considering

a part of the drainage system and silt samples that were collected from the channel
bed, and the data was analyzed to determine the uniformity coefficient, coefficient
of curvature and effective particle size of each sample.

2 Methodology

The hourly rainfall data of Guwahati Airport area has been manually collected from
the Regional Meteorological Center, Guwahati [6] for the period of 01-01-2016 to
30-06-2017.

The data was then saved in a csv file with the given details:

(i) Start time of the rainfall.
(ii) End time of the rainfall.
(iii) Total duration of rainfall, i.e., End time–Start time.
(iv) Amount of rainfall in millimeter.
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Since the data collected here is not considered for a long period of time though, it
is kept in a csv file considering the fact that in the future, there might be a possibility
of a longer period when there will be a large amount of rainfall data to analyze and
study; it can be done at ease. Thus, the rainfall data has been clustered into three
different clusters with the help of Weka [9] as discussed below.

2.1 Clustering of the Data

It involves the following steps:

(i) Amount of rainfall in mm, start_time of the rainfall, end_time of the rainfall,
total duration of the rainfall is first of all saved in a comma-separated values
(csv) file as shown in Fig. 2.

(ii) Since the amount of data collected is not complex, here instead of grouping the
data setmanually into three different clusters it is decided to use simpleK-means
algorithm. It is clustered using Euclidean distance (or similarity) function. Here,
all the data is clustered considering the mean of their value.

Thus from the rainfall data set, three clusters were formed—cluster0 for low
rainfall, cluster1 for medium rainfall and cluster2 for heavy rainfall—using Waikato
Environment for Knowledge Analysis (Weka), a software tool for data mining [9].

Clusters are formed using the values of the attributes: Starting Time, Ending Time,
Duration andAmt. of rainfall; these clusterswhich are divided into three: low rainfall,
medium rainfall and high rainfall; help us to examine the data which will be relevant
for the study intended, since the region often faces rainfall, therefore sparse and low
rainfall is not considered.

Fig. 2 The CSV file where the amount of rainfall data set is kept
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Fig. 3 Three different clusters are shown in the colored dots

Cluster results which can be visualized in the plot as cluster0 shown in blue dots
for low rainfall, cluster1 shown in red dots for medium rainfall and cluster2 shown
in green dots for excessive rainfall. Figure 3 shows the plot.

Final data after clustering is saved in.attribute-relation file format (arff). From this
file, the relevant high rainfall, i.e., cluster2 can be retrieved for further calculation.

After the clustering is done, the next step is to design a model to find whether
artificial flood (AF here onwards) is present or not.

3 Computational Model

We use the rainfall data to check whether artificial flood occurs due to the heavy
amount of rainfall or any other factor. Here, we have considered AF to be dependent
on the following factors:

(i) Rise of water in the road (in meter) which is displaced due to the sediment in
the Bharalu basin.

(ii) Amount of rainfall data (in meter) per unit time (in second) and
(iii) Self-cleansing velocity V s (in m/s) in the basin.

AF thus can be calculated considering the following equation:

AF � Rise ofwater +

{ Amount of Rainfall (m)

Time duration (sec)

Vs

}

where Vs � 8K
f (Ss − 1)gds [3].
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It is assumed that if the value of the AF is more than 0.5 m, then there is a
possibility that the particular area is effected by artificial flood, or else not.

4 Results and Discussion

After implementing the above equation in Java, we can insert the different values
of the sediment which displaces the amount of water entering into the road and the
low-lying areas.

In our study, the cause of artificial flood is examined by considering a part of the
drainage system. The drain is considered to be partially full, sowhen the sediment of a
particular volume and height is deposited at the channel bed, then howmuch amount
of water gets displaced from the river basin is calculated. The self-cleansing velocity
for the calculation varies between 0.7 and 1.2 m/s. Considering a mathematical
formula to calculate AF we see the following:

Case I:

AF � Rise ofwater +

{ Amount of Rainfall (m)

Time duration (sec)

Vs (m/s)

}

Here, rise of water in the road � displacedwater from the basin due to the sediment

� Volume of the Sediment

Thus, volume of the sediment (suppose) can be evaluated as

Length � 5.1m Breadth � 8m Height � 0.65m

Then, volume of the sediment�26.52 m3

Water in the road inmeter � volume of the sediment

area of the road

Area of the Road � Length × Breadth � 5.1 × 10 � 51m2

Therefore, water in the road in meter�0.52 m, amount of rainfall in meter�
0.0052m, time duration in sec�13500 s, self-cleansing velocity�0.7m/s. So, AF�
0.52 m.

Therefore, the value of AF is larger than 0.5, so there is a chance of artificial flood
in that area.

We have calculated the value of AF using different ranges of rainfall starting from
low to high, but the result is not affected much as the artificial flood depends on the
sediment, therefore we tried another case.
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Case II:

AF � Rainfall inm +

{
Rate ofDeposition of sediment inm/s

Vs inm/s

}

where Vs � 8K
f (Ss − 1)gds [3]

Therefore, two examples are taken.
Example I: Considering rate of deposition of sediment�0.65 m/s
Amount Of Rainfall in m�0.0073 m
Self-Cleansing Velocity�0.7 m/s
AF�0.935 m (big possibility of artificial flood)
Example II: Now, when self-cleansing velocity is increasedmanually or mechani-

cally by some suitablemethod. Considering rate of deposition of sediment�0.65m/s
and amount of rainfall in m�0.0073 m

Self-Cleansing velocity�1.2 m/s
AF�0.548 m
It is obvious that, when the self-cleansing velocity is increased the level of sedi-

ment in the drain basin should go down, here if we now consider rate of deposition
of sediment�0.15 m/s, amount of rainfall in m�0.0073 m and

self-cleansing velocity�1.2 m/s, therefore, AF�0.132 m

4.1 Program Code

Program commands of the above mathematical calculation for AF is given as:
program artificial flood  (Output) 
Read rainfallDuration[] and rainfallAmount[] from the csv file 
Consider S_Cvelocity; 
Calculating volume of sediment, Vsediment; 

Considering the length l_sed, breadth b_sed and 
height of sediment h_sed; 
Vsediment:= l_sed*b_sed*h_sed; 
Calculating the dimension of the road,area_road; 

Considering length of the road l_road, breadth of 
the road b_road; 
Calculating the dimension of the road,area_road; 
Area_road:=l_road*b_road;
Water in the road, water_level:=Vsediment/area_road; 
for i=0 to length(rainfallDuration[]); 
Af:=water_level+(((rainfallAmount[i]/1000)/(rainfallDuration[i])
)/S_Cvelocity);
end of for loop 
Thus we see that the value of the artificial flood can be reduced when the self-

cleansing velocity in the basin is increased.
A timed automaton over tuple A=(

∑
Q, T , I , F, X), where

∑
is a finite alphabet

of actions, where Q is a finite set of states, and X a finite set of clocks, T ⊆ Q ×
[C(X) × _ × 2X ] × Q is a finite set of transitions, I ⊆ Q is the subset of initial
states and F ⊆ Q is the subset of final states [4].
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Fig. 4 Processes are shown using Uppaal

This process can be shown by using a timed transition automaton in Uppaal [8].
Uppaal is a tool to model and simulate timed transition models. Here the three dif-
ferent processes are considered each for sediment, artificial flood and self-cleansing
velocity which are related to one another, and the transition from one state to another
is time oriented. In simple words, when there is an increase in rainfall, the bed of
the drain basin is deposited with the sediment collectively with the rainfall water
and the debris from the high level areas. Resulting in the increase in the drain water
which spread over the area creating artificial flood. If the self-cleansing velocity is
increased with the help of manual labor, the blockage in the drain can be cleared,
and the natural flow of water in the basin can be generated.

The three process are ProcessSediment, ProcessArti_flood and ProcessCleansing
are shown in Fig. 4. Each of the process are dependent on one another. It is clear from
the previous mathematical calculation for AF as the deposition of sediment at the
bed of the basin plays the vital part in creating an artificial flood. So during excessive
rainfall when the sediment gets deposited along with the rain water, garbages, debris
etc., it is required to increase the cleansing velocity of the drainage basin.

5 Conclusion

Flood can be considered as the overflowing of water from a river at the adjacent land
near to it spreading water all over the low-lying areas, whereas artificial flood or flash
flood occurs suddenly due to two components for flood occurrences—one is rainfall
intensity and the other is drainage area parameters. It is not always the case that
heavy rainfall will cause artificial flood, through this study it has been highlighted
that artificial flooding and its causes also depend on certain features of the drainage
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basin like the breadth and width of the basin, amount of accumulated sediments or
debris flowing from the high level areas play a significant role in obstructing the
normal flow of the water through the drainage basin. In this research, we have tried
to evaluate the factors resulting to an artificial flood due to the overflow of water
from the drainage basin.

The paper depicts the different factors which play a vital role in creating artificial
flood in the urban low-lying areas:

i. When there is a continuous rainfall measuring above 0.5 mm for a long duration
of time.

ii. The drainage basin through which the sewage water or the outlet flows, at the
time of rainfall, should be free of sediment settled at the base.

iii. And lastly during heavy rainfall, the self-cleansing velocity of the drainage basin
should be increased to bring back the raised water level to a stable condition,
or in other words, removing the blockage caused by the deposited sediment at
the bed of the basin can be done by manually increasing the cleansing velocity
resulting in the natural flow of rainfall water in the drainage basin.

In the future, if it is possible to detect the amount of sediment in the basin during
the rainfall and create mechanical cleanser in the basin, it is possible to speculate the
condition and might be possible to find out a clear solution.

Study is further going on to predict the artificial flood due to the deposition of
sediments in the drainage basin by comparing the scenarios, considering with the
help of a hybrid automata.
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