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Preface

The book focuses on communication, networks, and computing to simplify the
real-time problems occurring in different domains of communication, networks, and
computing. Presently, research is entering a new era of convergence of these domains
wherein the established models and techniques are being challenged. New ideas are
being proposed and established ideas are being retested. Evaluating the performance of
emerging smart technologies, however, poses a huge challenge.

The book includes high-quality papers presented at the International Conference on
Communication, Networks, and Computing (CNC 2018), organized by ITM University
Gwalior, India. Offering significant insights into this domain for academics and
industry alike, the book inspires more researchers to work in the field of intelligent
networks for communication systems. The theme of the conference was “Intelligent
Networks for Communication Systems.” This theme covers the exciting new areas of
wired and wireless communication systems, high-dimensional data representation and
processing, networks and information security, computing techniques for efficient
networks design and electronic circuits for communication systems that promise to
make the world a better place to live in.

ITM University Gwalior, India, is a multidisciplinary university with an interna-
tional reputation for the quality of its research and teaching across the academic
spectrum. The university has received more than 20 awards and has been ranked in the
top category by a number of governmental and other agencies. The university is ranked
32nd in management and 58th in engineering in 2016 by the National Institutional
Ranking Framework, Ministry of HRD, Government of India. The university is
approved by the regulatory bodies required to run courses in engineering, management,
pharmacy, commerce, agriculture, architecture, computer applications, teacher educa-
tion, art and design, physical education, sciences, law, India and South Asia studies,
journalism, nursing etc. It is at the forefront of learning, teaching, and research and the
leader in different fields. It seeks to sustain and enhance its excellence as an institution
of higher learning through outstanding teaching and world-class societies it serves.

The ITM School of Engineering and Technology is one of the flagship and leading
schools of central and north India. The school is unique in that it tries to assimilate
cutting-edge ideas in engineering and technology through a variety of projects in
association with industry. In addition, prominent industries directly contribute to the
knowledge and skill sets of students through various augmentation programs cus-
tomized for students of ITM University. A mix of lectures, tutorials, laboratory studies,
seminars, and projects are used to groom the conceptual and analytical abilities of
students. For the first time in India, ITM University Gwalior has taken the initiative to
introduce activity-based continuous assessment (ABCA) in order to increase the
employability of students.

This conference was successful in facilitating academics, researchers, and industry
professionals to deliberate upon the latest issues, challenges, and advancements in



communication, networks, and computing. In total, 182 papers were submitted for five
tracks. After a thorough review process, 70 papers were selected for oral presentation
during the conference. Out of these, 57 papers were selected for presentation at the
conference and only those best papers are published in the book.

This conference proceedings volume will prove beneficial for academics,
researchers, and professionals from industry as it contains valuable information and
knowledge on the recent developments.

September 2018 Shekhar Verma
Ranjeet Singh Tomar

Brijesh Kumar Chaurasia
Vrijendra Singh
Jemal Abawajy
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Abstract. Interconnection networks arise as the basic bone of research related
to parallel computing, high-performance system design, distributed computing
or computer networks. There has been a strong interest in the design of modern
interconnection topologies to achieve the desired performance. This paper
presents the performance study of a new class of parallel architectures known as
linearly extensible multiprocessor architectures. It describes the properties and
parameters to evaluate the performance of newly designed interconnection
networks. The comparative study is carried out which shows that the proposed
class posses the desirable topological properties of hypercube as well as tree
type topologies. The performance of these architectures is also evaluated in
terms of load balancing by applying standard scheduling algorithm on them. The
simulation results show that the proposed architectures are performing on equal
footing and their performance are compatible with standard hypercube archi-
tecture. The comparative study implies the various aspects while designing and
efficient multiprocessor interconnection network.

Keywords: Linearly extensible network � Diameter � Load balancing accuracy
Scheduling algorithm � Interconnection network topology � Hypercube

1 Introduction

The study of interconnection networks is an emerging research area in the design of high
performance parallel system, computer networks and also in distributed computing
environment. To satisfy the requirements ofmodern ICT technologies and to take services
of massively parallel systems, computer architects have always strived to increase the
performance of their architectures bydesigninghighquality networks. It is anticipated that
large parallel applications shall be deployed on next generation High Performance
Computing systems [1, 2]. Therefore, it is apparent that low cost, efficient and scalable
architectures design has a deep concern while working with parallel applications.

There are several challenges while designing an interconnection networks. The
most important are scalability, simple and cost effective topology. Meshes and
hypercube based topologies have been utilized extensively in the design of parallel
computers in the recent years [3]. As the density of processor package increases,
scalability and extensibility is becoming a critical issue in the design of interconnection

© Springer Nature Singapore Pte Ltd. 2019
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networks. The primary objective of any interconnection network is to maintain the
appealing topological properties of both, hypercube and tree type architectures. Several
interconnection topologies have been investigated with many attractive properties such
as small diameter, constant node degree, lesser complexity and cost. Cube-based
architectures are one of major class of such architectures [4–6]. However, purely cube-
based architectures suffer from a common drawback of complexity when extended to
higher levels. Another major disadvantage of cube-based systems is difficulty of its
VLSI layout [7, 8].

Recently a new class of multiprocessor interconnection network has been reported
which preserves most of the desirable properties of hypercube as well considered to be
cost effective. The important characteristic of these networks is the accommodation of
more number of processing elements with lesser complexity and interconnection
hardware. They do not suffer from exponential expansion which has always been a
major drawback of hypercube networks [9–11]. This paper describes the various
topological properties of linearly extensible networks. A comparative study is carried
out to demonstrate their advantages and limitations.

The performance measure is essential to monitor the efficiency of a particular
multiprocessor network with appropriate routing algorithm. The efficiency of such
system depends upon the effective and efficient utilization of processing elements
(nodes). The process of assigning the load to various processors in the network and
making the optimal use of resources is called scheduling. In the present paper the
performance evaluation of the proposed class of networks is also discussed by applying
standard scheduling algorithm on them.

The rest of the paper is organized as follows: Sect. 2 gives a background of linearly
extensible multiprocessor interconnection networks. Section 3 identifies the various
topological properties and a comparative study is carried out. In Sect. 4 standard
scheduling algorithm with performance parameter is discussed and results have been
presented. Finally the conclusion is drawn in Sect. 5.

2 Background and Related Work

The interconnection network allows computer nodes to interchange messages in terms
of tasks with high throughput and low communication latency. High throughput is a
key element of massively parallel systems and communication latency has a definite
impact on the overall execution time of parallel applications. Delay, if found by the
messages traveling through the network will significantly affect the execution time.
This is the reason why we should not decide lightly while designing an interconnection
network that interconnects computing elements and work in coordination in a high
performance system. The evaluation of an interconnection network is a difficult task
that requires deep knowledge about how parallel applications make use of the network.
Prior to the evaluation of the considered topologies for performance parameter an
analytical comparison of their properties is carried out.

The binary tree is the basic architecture which is considered as scalable architecture
having constant node degree and bisection width. At n-level complexity the binary tree
is having N = 2n − 1 nodes with diameter 2(n − 1). Several variations of binary tree

4 S. Gautam and A. Samad



are reported in the literatures which possess desirable topological properties. Some
examples are FAT Tree, Linearly Extensible Tree (LET), Linearly Extensible Triangle
(LED), Chain Cubic Tree (CCN) etc. [12–14].

Fat-tree interconnection network is a general purpose scalable network having
simple topology. It has the structure of a tree network, however, its links have different
bandwidth at each level. The larger bandwidth could be obtained by placing the link
closer to root. Intermediate switches are used to communicate messages to nodes
located at the leaf. The important feature of Fat-tree network is that any network can be
embedded with this on the same chip [13]. The LET network is based on binary tree,
however, in a binary tree, the number of nodes at level n is 2^n whereas in LET
network the number of nodes is (n + 1). The LET network combines the properties of
linear extensibility with small number of nodes per extension [9]. Figures 1 and 2
demonstrate the FAT and LET architectures respectively.

The triangle-based multiprocessor network known as Linearly Extensible Triangle
(LED) is basically having the concept of simple geometry and is designed using the
concept of isosceles triangle shown in Fig. 3. The links between nodes could easily be

Fig. 1. 16-node two-level FAT tree.

Fig. 2. 6-node 1-level linearly extensible tree.

Properties and Performance of Linearly Extensible Multiprocessor Interconnection 5



obtained by forming two isosceles triangles and joining their corresponding vertices.
The main attraction of this architecture is having the properties of a linearly extensible
multiprocessor architecture and it can easily be extended to higher levels without
increasing the complexity of network [12].

The Chained-Cubic Tree (CCT) interconnection network topology is recently
proposed topology. The CCT combines the desirable properties of the hypercube and
tree topologies. The CCT could be formed by replacing each of the 2h+1 − 1 nodes of
the tree (Th) by a d-dimensional hypercube, where h is the height of the tree and d is the
hypercube’s dimension [14]. The CCT constructed in this way is represented as CCT
(h, d). Figure 4 demonstrates the CCT (1, 2) network in which the tree’s height is 1 and
it consists of 2-D hypercube networks.

Another class of network is the hybrid model architecture. This type of architec-
tures are like CCT which are based on hypercube, however, they overcome the un-
desirable properties of hypercube such as high complexity at higher levels. The CCT
may also be considered in this category as the number of nodes could be arranged in a
number of dimensions fewer than that of hypercube architecture. These networks shape

Fig. 3. 4-node 1-level linearly extensible triangle.

Fig. 4. 12-node 1-level chained-cubic tree.
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are like cube-based architecture, but they posses the properties of linearly extensible
architectures. The two famous topologies are linearly Extensible Cube (LEC) and
Linear Cross Cube (LCQ) [10, 11] shown in Figs. 5 and 6 respectively.

3 Comparative Study

The performance of various interconnection networks could be evaluated analytically
by considering various topological parameters and experimentally by applying
appropriate scheduling scheme on them. In this section the topological properties of
linearly extensible multiprocessor networks are described. The performance based on
simulation is discussed in the next section.

Fig. 5. 6-node linearly extensible cube.

P0

P2 P3

P4 P5

P6 P7

P1

Fig. 6. 8-node linear crossed cube.
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3.1 Number of Nodes

One of the most important parameter to judge the complexity of network is number of
nodes allowed at higher level of architecture. Number of nodes also plays significant
role in the performance of network. For instance the CCT and FAT networks consumes
lesser execution time with large number of nodes (i.e. more than 64) however, at the
cost of greater complexity. The LET, LEC, LCQ and LED has reasonable number of
processors at higher levels.

3.2 Node Degree

The degree of a network means the number of links at a particular node. Larger number
of links may also make the network complex such as hypercube. In order to make the
network simple and to reduce complex routing, small node degree is desirable. In CCT,
effort is made to reduce the number of links. LEC and LCQ have constant node degree
of 4. LED has smaller degree in general, however, at an individual node it is increasing
at each level which makes the network complex at higher levels.

3.3 Diameter

It is the maximum shortest path between any pair of distinct vertices. Interestingly LED
has a constant value of diameter at all level of architectures. The LET, LEC and LCQ
has lower diameter which ultimately reduces the communication cost. The CCT has an
average value of diameter.

3.4 Extensibility

In order to extend the existing network it is must that it should preserve all the desirable
topological properties and achieve better performance with the increase in the number
of nodes in it. Cube-based networks have a common drawback of exponential
expansion. Since FAT and CCT are more closer to cube, they result high complexity at
higher level. LEC has a constant expansion with 2 nodes at a level and LET and LED
has linear expansion. The summary of parameters is demonstrated in Table 1.

Table 1. Topological parameters of linearly extensible networks

Name of architectures Number of nodes Degree Diameter Cost

LET N
N =

P
k

k = 1

4 √N 4√N

LEC N = 2 * n 4 └N┘ 4└N┘
LCQ

P
k 4 (└√N┘) 4(└√N┘)

LED N
N =

P
k

k = 3

N − 1 2 2(N − 1)
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3.5 Cost

Cost can be measured in different ways. When simulating a network cost may represent
number of communication steps. However, the overall communication depends upon
the topological characteristics of a network. The most effective parameters for cost are
diameter and degree. Taken these parameters into consideration the cost of similar
architectures is evaluated and depicted in Fig. 7. The results in the given graph
demonstrate similar behavior of increments in cost when architectures are extended to
higher levels.

4 Performance Evaluation

Task scheduling has an important role to assess the performance of parallel systems.
An efficient task scheduling is the key of effective utilization of nodes to execute
parallel applications. The literature is full with enormous work related the problem of
scheduling. The scheduling problem has been tackled using different approaches on
different architectures/topologies [15–17, 19]. In general problem of task scheduling on
tree type architectures is NP-hard. As a solution to the scheduling problem on linearly
extensible networks the Two Round Scheduling (TRS) scheme is taken into consid-
eration [18, 20]. The TRS algorithm is based on minimum distance property; however,
it covers the entire network for exchanging the tasks with two hopes by considering one
intermediate node in communication. Although it requires traveling one extra hop by
the tasks still this mechanism helps in reducing the load imbalance. The performance of
various linearly extensible networks studies in this paper is evaluated in terms of load
balance accuracy when TRS algorithm is applied on them. To calculate load balance
accuracy the average load on the network is evaluated first. The average load is

Cost Vs. Level
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Fig. 7. Cost analysis of different interconnection networks.
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calculated as T/N, where T is the total number of tasks at a particular level and N is the
number of nodes available in the network. Keeping the network size same the simu-
lation is carried out in order to compare the accuracy of load balance.

Figure 8 shows a comparison of load balance accuracy of various networks against
different set of tasks represented by levels. In general the performance of parallel
scheduling when applied on tree is limited to certain range beyond which the cost
increases due to more distance between under loaded and over loaded nodes. On the
other hand cube-based networks consume lesser steps for load migration since the same
numbers of processors are arranged in fewer dimensions.

The attained results are depicted in Fig. 8, which make it evident that approxi-
mately the similar accuracy is achieved by both tree type networks as well as hybrid
networks. This refers to the fact that hybrid networks inherit the properties of tree type
architectures. In particular the LED network has fast rate of balancing and produces
better results at higher stages of task structure. This is due to increasing node degree in
LED at higher levels. The CCT and FAT networks are not taken into consideration as
they consist of larger number of nodes at first level of architecture.

5 Conclusion

A new class of interconnection topology knows as linearly extensible network has been
studied and discussed. These networks inherit the desirable properties of tree archi-
tectures as well as cube-based architectures. The major advantage of these networks is
their simple structure when extended to higher levels. The effectiveness of these net-
works is approved in this paper by carrying out analytical study.

Performance of Linear Networks
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Fig. 8. Performance of different interconnection networks.
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The performance, however, is evaluated experimentally by applying appropriate
scheduling algorithm on them. The TRS scheme which is originally designed for such
networks is considered and applied on different linearly extensible architectures and
load balance accuracy is evaluated to judge the performance of these networks. Sim-
ulation results show that same degree of accuracy is achieved on both tree type
architectures as well as on those which have more characteristics of cube-based
architectures. For better results a new algorithm could be investigated particularly for
linearly extensible networks.
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Abstract. Wireless sensor networks (WSNs) are uncommon networks wherein
nodes are furnished to study the tangible world by abundant minute, economical
and intelligent sensor nodes(junction) scattered across required field of interest.
All of sensor nodes are independently self-reliant in detecting, strategy and
wirelessly specific surroundings situations at the base station (BS). Clustering is
the form of grouping nodes into clusters and LEACH is mainly used in cluster
formation in which it regularly change the cluster head to send the data towards
destination. MTE algorithm is also useful in multihop environment for trans-
mitting data from one cluster head to another and distance is calculated to send
the data accurately. In the existing approach, they used hybrid technique like
multi-hop and clustered routing technique to diminish energy consumption this
is based totally on LEACH and minimum transmission energy (MTE) protocols
for distributing facts to the BS. In our proposed work, we improve the network
performance by forwarding the data to the nearby Cluster Head (CH). This get
better the consumption of energy at each node if the distance of the node is
larger to transmit it towards the BS.

Keywords: WSN � Base station � Node � Energy
Cluster based routing algorithm � Cluster head � LEACH and MTE

1 Introduction

WSNs are unrecognized correspondence shape that makes utilization of a massive
variety of self competent sensor nodes, to shape a network. Every node in a WSN is
prepared for detecting environment, processing locally the records and sending it to one
or more prominent assortment of goals through a wireless link (Fig. 1).

WSNs or sensors are hardware devices that are small in length, utilize low energy,
feature in excessive densities, are self reliant and trademark dismissed, and are robust to
the climate. The chronic analog sign got from the sensors is changed over through
method for an analog-to-digital converter into digitized sign and sent to controllers for
in like manner dealing with [1]. There are various other networks which have different
security requirements and challenges to overcome the problems [2].
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2 Classification of Custer Based Routing Algorithm in WSNs

Clustering algorithms play a pivotal role in reaching software specific goals. Cluster
based routing algorithms are characterized into 3 wide classes as appeared in Fig. 2.
The protocols mentioned underneath schemes are in brief discussed in this text [14].

(a) Block Cluster based Routing Algorithms
(b) Grid Cluster based Routing Algorithms.

3 Leach (Low Energy Adaptive Clustering Hierarchical
Routing Protocol)

LEACH is oneself- devise with reconstructable cluster grounded routing protocol. This
uses hierarchical procedure to pass on the data. Data is grouped and sended to the BS.
Each and every one of the points is confined to the groups of invariant size and the CH

Fig. 1. WSN architecture

Cluster
Cluster 

ClusterCluster

Base 
Station 

Fig. 2. Clustering
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is investigated each group [3]. All junctions gather the real data and sent to its specific
CH utilizing TDMA motivation [4].

CHs will other than propagate the data to the BS. Vitality will be depleted, if a
proximity junction will holdout the CH and that CH junction will fail miserable which
will decrease the life being of the network. T + o stay away from this kind of condition
a substitute center point is picked as a CH after each cycle of working and criticalness
will be stabilized. LEACH settlement has below fundamental operations:

• Framework building stage
• Data correspondence stage
• Building stage: In the building stage neighbour junctions form a group consistently

and a CH is chosen randomly from that group of junctions for each cluster. In this
stage a number in between 0 and 1 is picked arbitrarily, while building groups and
the very same is separated and a limit, t(s). The junction is called as a CH in the
ongoing cycle, if picked esteem < t(s); something other than what’s expected, the
node stays as a member node. The limit t(s) is enrolled by utilizing condition [5–7].

4 Literature Survey

Nayak et al. in this study, WSNs have been utilized as a part of numerous zones like
health care, agriculture, defense, military, disaster hit areas and so on [8].

Sharma et al. this paper proposes another methodology i.e. manufactured artificial
bee colony is an swarm based totally optimization technique for energy efficient routing
algorithm and the compressive sensing is likewise used to growth the energy rate or
overall performance [9].

Singh et al. this paper proposes a new procedures i.e. artificial bee colony is an
swarm fundamentally based optimization procedure for energy efficient routing algo-
rithm and the compressive sensing is likewise used to increase the energy rate or
overall performance [10].

Dayanand et al. in this study, another hybrid algorithm is proposed which fuses
each allotted and centralized algorithms for determination of the cluster head
(CH) [11].

Baroudi et al. on this work, they propose a realistic system, suggested as wirelessly
energy - charged WSN (WINCH), for battery upkeep; it includes energizing. This
structure coordinates a routing process in which the CHs are chosen ideally [12].

Sharma et al. in this study, they have considered traffic heterogeneity, and analyzed
its impact on well known hierarchical clustering based routing algorithm in the area.
Also, they’ve got proposed a stepped forward CH selection mechanism beneath the
traffic heterogeneous scenario [13].
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5 Proposed Work

The formation of clusters in WSNs is a proficient planning toward the arrangement of
nodes in the sensor n/w effectively. LEACH will permit efficient stability which is
ordinarily used clustering protocol in which CHs and their appended starting nodes are
irregularly changed. On the other hand, LEACH entails all starting nodes to passing
their information to the related CHs at once which influence energy of starting nodes
due to the tremendous fee for lengthy distance transmissions. Consequently, source
nodes which are at from the CH deplete their power rapidly than different nodes. To
determine the constraint of energy, they planned the method which utilized multiple
hop for inter-nodes conversation the usage of minimum transmission energy
(MTE) algorithm in which starting nodes ahead their data to the CHs through midway
nodes inner every cluster. Every starting node inside the cluster forwards. Its message
to the connecting node while in transit to the CH so as to decrease the energy of
transmission. In the present approach, the MTE algorithm used to produce a cluster
with straight direction among nodes right down to their CH till the data reached to
destination. This route is designed the use of Dijkstra’s straight route routing algorithm
and nodes deliver their observed information to the CH with propagation for multiple
hop. Each non-CH node needs to communicate their data to its near successor inside
the route to arrive at his CH. Correspondence is the aim of the critical exhaustion of
battery’s energy, because of reality that SN (Sensor Nodes) consumes a lot of its
vitality in transmission and gathering of data. The MTE algorithm used to generate a
cluster with smallest direction between nodes all the way down to their CH till the
packet arrived at to BS. This route is designed the use of Dijkstra’s shortest route dispel
(routing) algorithm and nodes deliver their suspected information to the CH with multi-
hop propagation. Every non-CH junction have to spread its packet to its proximity
inheritor in the course to attain his CH. disclosure is the principle motive of the sizeable
depletion of battery’s strength, due to the reality that junction node waste a large
quantity of its energy in information communication and receipt.

Unlike communique, data processing uses smaller quantity energy. For this pur-
pose, every node accepts data packet from its inheritor. Inside the manner to perform
the data blend and condenses the packet earlier than sending it to the next node in line
till it arrives at the CH. When a CH gets statistics from all other junction nodes, it plays
numerous crucial signal handling skills on the data to clump and reduce it. In this
phase, the junctions gather and transmit discovered data to the CH. The CH sent the
obtained data straightly in the direction of BS. We improved forward the above
drawback with our proposed method and enhance the energy utilization of nodes to
augment the time being of the network (Fig. 3).

Proposed Algorithm

Step:1 Start
Step:2 Initialize the network
Step:3 Place the sensor junctions randomly in the network
Step:4 Divide the whole network into 4 grids of similar size
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Step:5 Consider the grid area as cluster of nodes
Step:6 Select CH by using the two parameters such as:

a. Energy of the node
b. Distance from BS

Step:7 Now group members compile the data to the cluster head
Step:8 CH propagate the data to the another CH which is close to BS
Step:9 Then data reached to BS from the nearby CH
Step:10 Exit.

Fig. 3. Flowchart of proposed algorithm
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6 Result Analysis

We used MATLAB tool for the simulation for the node deployment. MATLAB makes
utilization of in wide assortment of capacities, together with signal and image handling,
correspondences, control configuration, test and size, financial modeling and analysis,
computational science and parallel preparing. The present PC systems have tremendous
registering force as customary CPU centers and also throughput-situated quickening
agents, for example, pix processing units (GPUs). MATLAB programs are declarative
and naturally express data-level parallelism as the language provides several high-level
operators that work directly on arrays. Traditionally, MATLAB is used as program-
ming language to write various types of simulations. It is used extensively to simulate
and design systems in areas like control engineering, image processing and commu-
nications. These programs are typically long running and developers expend significant
effort in trying to shorten their running times. In the proposed work, we estimate the
whole network by analyzing the influence on the energy. Table 1 demonstrates sim-
ulation variables used (Figs. 4 and 5).

Table 1. Simulation parameters

Variables Value

Transmission and receiving energy 50 nJ/bit
Energy amplification for free space 10 pJ/bit/m2
Energy amplification for multi path 0.0013 pJ/bit/m2
Nodes initial energy 0.5 J
Data aggregation energy 5 nJ/bit/message
Packet size 2000 bits
Percentage of CH 5%
Number of nodes 50
Network size 100 m � 100 m
Base station position 50 m � −100 m
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Packet Sent
Gross packets sent to the BS are evaluated to show that the proposed scheme is
comparatively better than the base scheme (Fig. 6).

Fig. 5. Data communication among node

Fig. 4. Initial network architecture

An Analysis on Improvement of Lifetime in Wireless Sensor Network 19



Dead Nodes
Dead nodes in the WSN suggest the passive in nature which demonstrates its status in
the network. dead nodes are shown inside the graph below which depicts that the
proposed scheme is comparatively better (Fig. 7).

  (a) Base (b) Propose

Fig. 6. Number of packet sent to BS for base and proposed technique

    (a) Base        (b) Propose

Fig. 7. Number of dead nodes for base and proposed technique
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Energy of Nodes
Energy of the nodes is taken on the x-axis and cycles on the y-axis within the graph
indicating that the strength of nodes is comparatively better in our work (Fig. 8 and
Table 2).

7 Conclusion and Future Scope

WS Node are normally fuelled through confined restrict batteries which substitution is
delicate in renounced condition in which masses of nodes are capriciously passed on.
Routing algorithm is of fundamental monstrosity in optimizing energy utilization in
WSN. In this paper, we proposed a multi-hop cluster based completely routing system
to decorate LEACH protocol through lessening the quality utilization and broadening
the sensor arrange lifetime. The executed method is develop absolutely in light of a
total of LEACH and MTE protocol. Wireless sensor nodes are ordinarily controlled

    (a) Base s(b) Propose

Fig. 8. Sum of energy of nodes for base and proposed technique

Table 2. Comparison between base and proposed approaches

Protocol Metric
First node dead Half node dead Last node dead Total packet sent

Base approach 786 2213 2540 10160
Proposed approach 900 2030 2751 11004
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through limited limit batteries whose substitution is frangible in diverse situation
wherein loads of junctions are indiscriminately deployed. Routing algorithm is of
essential result in optimizing power utilization in WSN. To decide this energy con-
straint, proposed technique which utilized multi-hop inter-nodes conversation using
MTE algorithm in which source nodes ahead its information to the CHs. all of the
manner through halfway nodes internal every group. Each supply junction inside the
groups sends its message to the neighboring junction on the methods to the CH. which
will decrease the transmission energy. By this, the energy utilization reduced to get
better the performance of the network. In the future work, we can apply some cryp-
tographic techniques to improve the security of the data and enhance the performance
of the network. Security is very essential component as the data is reached to each
Cluster Head until it reach the Base Station. Encryption and Decryption on data can be
performed for increasing the security of the data.
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Abstract. The rapid development in internet and related computing technolo-
gies have urged many businesses and governments to go for technology
upgradation of their applications running on the web. The E-governance is an
application of information and communication technology (ICT) that enable
governments across the world to provide the information access and other
service through web to their various stakeholders. Because of increasing internet
literacy the demand for using E-governance is also increasing and the traditional
computing solutions used are also becoming incapable to fulfill the current
requirement of user access. The other technical challenges faced by E-
government are difficulty in storing and processing of huge data, lack of scal-
ability, degraded performance due to limited infrastructure, absence of disaster
recovery etc. So the emerging technology like Cloud computing accept these
challenges and overcome them using a modern approach for computing. The
objective of this paper is to presents a theoretical and practical perspective on
cloud enabled E-governance and propose the model by integrating cloud
computing to an E-governance using open stack cloud platform.

Keywords: E-governance � Cloud computing � Openstack � Datacenter

1 Introduction

The evolution in web and internet technologies have attracted many businesses and
governments across the world to opt them because of their popularity amongst people.
At the initial stage of governance, the government used to provide their services
manually that involve lot of paper works with procedures and formalities [17]. Upon
popularity of internet, governments across the world have come together, understood
the importance of web and started delivering their services through the internet called
“E-Governance”. Today, the usage of E-governance is massive because of its popu-
larity among its various stakeholders. The increased access to services by citizens
brings more expectations from government to offer them in optimized manner by
applying effective IT innovations [7].

At the beginning of this paper the E-governance and cloud computing are discussed
in detail. The later part explains the Openstack cloud architecture along with the
proposed model for Cloud integrated E-governance based on Openstack.
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2 E-Governance

The E-Governance is developed to improve the transparency in public administration,
efficiency, accountability and effectiveness in the government services by using
information and communication technologies. It makes communication by exchanging
information, providing services and transactional exchange within government orga-
nizations, citizens and businesses through internet technologies [1, 5, 17]. The benefits
of E-governance are cost reduction in service delivery, increased transparency, less
corruption, greater convenience and revenue growth [3].

2.1 Models of E-Governance

The applications in E-Governance are categorized based on its interaction with various
stakeholders. The E-Governance is categorized in to following threemodels [1, 3, 16, 17].

(a) Government to Citizens (G2C)

The G2C model makes the interaction between Government and citizens by means
of providing different governments services designed for citizens. Some of the popular
G2C Services are identity services, revenue services, agricultural services and land
services etc.

(b) Government to Business (G2B)

The G2B model makes the communication between the government and business
organizations by means of various services like payment of taxes, auditing, security,
contract management, renewing and obtaining licenses, registration of companies etc.

(c) Government to Government (G2G)

In this model the communication happens between the government and other
governments. It provide intergovernmental services like revenue management, decision
making, fund transfer, resource sharing and law enforcement within the different
departments of government.

2.2 Traditional Architecture of E-Governance

The architecture of E-governance is a layered architecture where each layer performs a
specific function and provide services to its upper layer. The traditional architecture of
E-governance has four layers namely Infrastructure, E-business, E-government and
Access layers as shown in Fig. 1 [2].

The first layer is Infrastructure layer which is responsible for providing various
infrastructural components like hardware, software or network resources for running E-
governance portals and applications. The second layer is E-business layer that runs an
E-governance applications like CRM, ERP, EAI etc. over the core infrastructure layer
and does information storage and processing. It is also responsible for storing and
retrieving government data from data warehouse by means of various database man-
agement systems and integrates various IT applications together running inside and
outside the organization boundary. The third layer is E-governance layer which is
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responsible for providing various government portals or websites. This layer provide
access to various portals of E-governance by using Single-Sign on feature. The fourth
layer of E-governance architecture is an access layer which provide different channels
through which various stakeholders of E-governance can access the government ser-
vices seamlessly over the internet.

2.3 Technical Challenges of Traditional E-Governance

Although the architecture of E-governance is looks like simple but has many technical
challenges associated with it. Some of the Challenges associated with traditional E-
governance architecture are explained as follows [3, 6, 16].

(a) Scalability: The traditional architecture has lack of scalability because the
infrastructural components used in the architecture has fixed capacity and cannot
be scaled beyond certain limit.

(b) Disaster recovery: The traditional architecture of E-governance does not have a
feature like disaster recovery. Therefore any failure may result into loss of data
and services.

(c) Application Complexities: In traditional setup the E-business integrates various
components together which may generate inter application complexities.

Fig. 1. Traditional architecture of E-governance
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(d) Software Licensing: The implementation of traditional architecture involve
purchasing of very expensive Software and application licenses that put extra
financial burden on government.

(e) Expensive implementation: The implementation of E-governance involve pur-
chasing of servers, softwares, infrastructure, manpower and maintenance which
makes it very expensive.

Apart from that there are many more challenges like lack of performance, limited
infrastructure, difficulties in managing and monitoring the infrastructure, stoppage of
services due to insufficient bandwidth, no prediction of number of access requests, cost
overhead due to management and maintenance of resources etc.

3 Cloud Computing

The Cloud Computing is an emerging technology, which become popular because of
its eminent features over the existing computing architectures.

According to National Institute of Standards and Technology (NIST), one of the
most accepted definition of cloud computing is “It is a model for enabling ubiquitous,
convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or service provider
interaction” [15, 18].

3.1 Cloud Deployment Models

The cloud computing is classified based in to four deployment models based on its
functionality and accessibility [9, 16].

The Public cloud runs over the internet and exclusively managed by Cloud service
providers (CSP). The users of public cloud do not have to worry about infrastructure
and their maintenance as it is fully managed by CSP. This model follows utility
computing where services are available on either subscription or pay-per-use basis. The
disadvantage of public cloud is lack of security. Some of the popular public cloud
platforms are Amazon web services, Microsoft azure, Google cloud platform, Sales-
force etc.

The private cloud is also called in house cloud where services are hosted on internal
servers. Therefore the infrastructure of private cloud is completely managed and fully
maintained by the organization itself. The private cloud is highly secure than public
cloud as local administrators used to write their own security policies for protecting
users data and access. The disadvantage of private cloud is huge capital expenditure.
Some of the most popular private cloud platforms are Openstack, Eucalyptus, VMware
VCloud, Apache Cloud stack, Open Nebula etc.

The Hybrid cloud is made up of two or more private and public clouds which
provide benefits of both the clouds. Hybrid Cloud architecture has both on-premises
and off-premise servers. The best example of hybrid cloud platform is eucalyptus with
Amazon web services [16].
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The community cloud is a mixture of one or more public, private or hybrid clouds,
shared by multiple organizations together for a common purpose whose objective is
same. The popular Community cloud platform is Salesforce community cloud or
Google GSuite etc.

3.2 Cloud Service Models

The cloud computing comprises huge plethora of services. The cloud service models
define the functionality of services implemented at different level of cloud. The cloud
service models are classified in to three service models namely Infrastructure as a
Service, Platform as a Service and Software as a Service.

The Infrastructure-as-a-Service (IaaS) can be defined as the use of servers, com-
puting power, storage, network, and virtualization to form a utility like services for
users [16]. The IaaS also allow users to manage the lifecycle of virtual machines by
creating, deleting, copying, migrating or scaling the virtual machine instances and
storages running on servers. The popular IaaS cloud platforms are Amazon web ser-
vices, Microsoft Azure, Openstack, and Cloud stack etc.

The Platform as a Service provide a web platform for users that allow them to
create, deploy and run web applications easily over the readily available platform. The
PaaS comprises built-in development tools, middleware solutions, databases, pro-
gramming languages and APIs to develop the applications quickly and easily. The
popular PaaS cloud platforms are Googleapp engine, Cloud foundry, Open shift etc.

The Software-as-a-Service is specifically designed for on demand applications or
software delivery to the cloud users. It gives remote access to Softwares that resides on
cloud server not on the user’s device. Therefore user does not need to install required
Softwares in their local device. The popular SaaS cloud platforms are Salesforce,
Microsoft Office 365, and Google GSuite etc.

4 Openstack Cloud Platform

The Openstack is an open source cloud platform used to build IaaS based cloud. It
supports multiple deployment models [4]. For proposed architecture Openstack cloud
platform is selected because it is easily customizable with lots of features which are not
there in other platforms. The conceptual Architecture of Openstack has twelve com-
ponents shown in Fig. 2. Each component provide a unique service under a unique
project name The Openstack services with their respective project name are described
below [8, 10, 11].

(1) Nova (Compute)

Nova is a Compute component of Openstack used to manage the compute
resources from resource pool and to provision the VM instances. To virtualize the
resources it uses hypervisors like KVM, XEN, EXSI, HYPERV etc. It manages the
lifecycle of compute instances and perform scheduling of virtual machines on demand.
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(2) Swift (Object Storage)

Swift is used for object level storage that stores and retrieves data objects via
a RESTful, APIs. It is highly available, fault tolerant storage that has built in scalability
and data replication. It stores objects in to buckets that can be easily scaled to a required
extent.

(3) Cinder (Block Storage)

Cinder is used to provide persistent block storage for running the instances on
OpenStack Cloud platform. It was managed by nova-volumes earlier. It provides end
users with a self-service API to request and consume the storage regardless of knowing
where it’s been deployed and on which device.

(4) Glance (Image Management service)

Glance is used for image management in Openstack environment. It is responsible
for storing and retrieving virtual machine disk images as well as operating system
images. During the instance creation nova make use of Glance for VM instance
provisioning.

(5) Neutron (Networking)

Neutron provides advanced networking services to Openstack cloud. Earlier net-
work services were managed by nova itself later on neutron was designed to reduce to
the responsibility of nova. For simplicity it provide APIs to define the network and
topologies.

Fig. 2. Conceptual architecture of Openstack
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(6) Horizon (Dashboard)

Horizon is an entry point to the Openstack cloud. It has web-based self-service
portal to give access to all Openstack services. It allows users and administrators to
manage, automate and provision the instances and other OpenStack services through a
customized web portal.

(7) Keystone (Identity Service)

Keystone is an Identity service for Openstack cloud which provides authentication
and authorization for other OpenStack services. Each Openstack service has an end-
point whose catalog is managed by keystone. It supports multiple authentication
mechanisms based on tokens and credentials for accessing the services.

(8) Ceilometer (Telemetry or metering service)

Ceilometer is a metering or telemetry service. It collects the data from various
components of Openstack and monitors or meters them for billing, scaling and sta-
tistical purposes.

(9) Heat (Orchestration service)

Heat is used for orchestrating the multiple composite cloud applications by using
either native template format or the AWS CloudFormation template format. It supports
both REST APIs and a CloudFormation-compatible Query API.

(10) Trove (Database as a service)

Trove is a Database as a service in OpenStack cloud platform that has provision to
scale and manage the multiple database instances as required by the user. It allows
users to create and run relational or non-relational databases without taking the burden
of database management.

(11) Sahara (Hadoop service)

The Sahara service is used for big data analytics over Openstack cloud. It provides
different data processing frameworks like Apache Hadoop, Apache Spark and Apache
Storm to process the big data. It can easily and rapidly provision the Hadoop clusters
and supports Map-Reduce for processing a huge data sets which can read from or write
on to Hadoop distributed file system.

(12) Ironic (Bare metal provisioning service)

Ironic is a bare metal provisioning service which is integrated in OpenStack to
provision the bare metal machines instead of virtual machines.

5 Proposed Openstack Architecture for E-Governance

The Openstack is a highly customized cloud platform with wide variety of components.
It allows to modify the functionality of each component as per the requirement.
Therefore it is been selected for implementing the proposed architecture because of its
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uniqueness as compared to other cloud platforms. The proposed architecture for E-
governance is categorized in to five distinct layers. It uses Bottom Up approach where
each underlying layer provide services to its upper layer (Shown in Fig. 3). The
functionalities accumulated in each layer directly benefits the E-governance solution
with new features which make it more appealing than the other architectures. The
layers of proposed architecture are explained as follows.

Layer 1 - Core Infrastructure Layer
The Bottom layer of proposed architecture is Core Infrastructure Layer that deals with
managing and providing infrastructural components like CPU, Memory, Io, network
etc. to the cloud integration and management layer for Virtualization. The foundation
component of this layer and proposed architecture is a Datacenter [12]. The Datacenter
is a massive infrastructure where infrastructural components like compute (CPU &
Memory), Storage and networking equipments are installed at a centralized location for

Fig. 3. Proposed cloud based E-governance architecture using Openstack
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the purpose of acquisition, storage and processing a large amount of distributed data
along with computations over the network [13]. The network devices like Firewalls,
routers, L2/L3 switches, IDS, IPS, and DMZ etc. are massively used for providing high
speed fiber connectivity within and outside the data center.

Layer 2 - Cloud Integration and Management Layer
This layer is responsible for acquiring the resources from infrastructure layer to build
an open stack cloud on the top of that. Initially the acquired resources like CPU,
Memory, Network and IO needs to be virtualized to form a resource pool. It consol-
idate multiple operating systems in a single machine hardware & run them indepen-
dently. In Openstack, the virtualization is done via supported hypervisors like KVM,
Xen, Hyper v, Lxc etc.

Once Openstack cloud is formed, its services are managed and provided through a
dashboard called horizon. It provide web based automation of resources where
resources can be easily allotted and released with minimal efforts automatically. The
Openstack also supports hyper converged infrastructure provided by layer 1 that has
ability to run compute, storage and network together in a single box or it can use
separate servers for each function. This layer forms an Infrastructure as a service
solution using nova for computing, Swift and cinder for storage and Neutron for
networking.

Layer 3 - E-Governance Data Store Layer
This layer runs the data warehouses on the top of Openstack cloud infrastructure
constructed at layer 2. It is responsible for storing and retrieving the structured or
unstructured data generated by applications in to a database running inside the E-
governance data warehouse. For data manipulation it provides different database
management systems. The data processing operations are performed by different SQL
and NOSQL databases based on the type of data generated by an application.

Layer 4 - E-Governance Application Layer
The E-governance application layer is responsible for running various E-governance
websites, web services and applications like ERP, EDI, CRM etc. on the top of Virtual
machines provided by layer 2 and databases provided by layer 3. The various E-
governance websites can be developed and run by platform as a service solutions over
the VM at layer 2. The PaaS can be built by deploying cloud foundry or open shift
Virtual machines at layer 2. It allows E-governance application developers to code, test
and design the websites or web services over a readymade web platform which has
built in development tools, databases, execution engine and middleware solutions
without any hassle to install and manage them locally.

The applications of E-governance are managed by centralized Software as a service
solutions that provides on demand application delivery over the network. It allow run
E-governance applications like ERP, EDI, CRM etc. remotely without installing them
in a local machine. The abstraction provided by SaaS make it more secure and fast such
that although it runs remotely but appears to be a local. This layer gives the access to
application and services to layer 5 through a cloud based APIs.
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Layer 5 - Access Layer
This layer deals with providing access to E-governance websites, applications and
services to the various stakeholders like citizens, businesses, other governmental
departments or government employees through a secure cloud interface. It provide
access on various cloud supported devices like mobile, laptop, pc, thin client etc.

The functionality of proposed architecture is controlled and managed by Horizon
that allows E-governance cloud administrators to manage the virtual machines, OS
images, cloud resources, storage volumes, network services etc. The Keystone is used
for securing the access to the applications and websites using multiple authentication
mechanisms as well as provide end to end encryption with private/public key man-
agement. The accountability for Openstack is provided by Ceilometer which measures
the cloud usage and monitor the services.

The proposed architecture is advantageous over the traditional architecture by means
of various features. The comparison between traditional and proposed E-governance
architecture is given in Table 1.

5.1 Opportunities Provided by Proposed Architecture

The proposed architecture overcomes the technical challenges of traditional E-
governance architecture by integrating the cloud layer. The propose architecture
address the scalability issue by providing a resource pool which fulfills the requirement
of applications, the built-in disaster recovery in cloud computing allows to recover data
and services in case of failure due to natural disaster, the software license cost is
reduced due to the virtualization of software resources and application complexities are
reduced with independent implementations. Apart from that, there are many oppor-
tunistic services offered by proposed architecture which were not there in its existing
implementations. Those services are collectively called as XaaS [14]. The Featured
services provided by proposed system are given as follows.

(1) Infrastructure as a Service (IaaS): For E-governance this service can provide
compute, storage and network resources for running the virtual machine
instances with no limit.

Table 1. Comparison between traditional and proposed E-governance architecture

Sr. no. Features Traditional architecture Proposed architecture

1 Scalability Limited Very high
2 Security Less secure Most secure
3 Performance Low to medium Very high
4 Reliability Medium High
5 Upfront cost Very high Low to medium
6 Mobility Absent Present
7 Disaster recovery Absent Present
8 Availability Medium High
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(2) Platform as a service (PaaS): This service allows E-governance developers to
host or run their websites, web services, databases and middleware solutions on
readymade cloud platform without installing them in local machine.

(3) Software as a service (SaaS): This service allows E-governance providers to
use on demand application delivery. It allows to host their Softwares like ERP,
EDI, CRM solutions on cloud server and deliver them remotely.

(4) Database as a Service (DBaaS) using Trove: It allows E-governance devel-
opers to use readymade structured and unstructured databases for their various
applications.

(5) Big data as a service (BDaaS) using Sahara: This service provides a ready-
made Hadoop clusters to store, process and analyze a Big data using HDFS and
map reduce.

(6) Load balancing as a Service (LBaaS) using neutron: Load balancing as a
Service can be used in E-governance to improve the performance and speed of
access by equally distributing the tasks or load across multiple servers or virtual
machines running inside the data center.

(7) Benchmarking-as-a-Service (BaaS): In E-governance this service can be used
to test the performance of various components in open stack environment. It uses
Rally tool for benchmarking the various resources.

(8) Security as a service (SECaaS): This service allows to protect the E-
governance applications and services by means of built-in security mechanisms
like Identity and access management, authentication, authorization, encryption,
cloud based anti-virus, anti-malware/spyware, built in intrusion detection tools,
Cloud firewalls, Penetration testing tools and security event management
Softwares.

(9) Networking as a Service (NaaS): It allows E-governance to use basic net-
working services like IPTables, NAT, Firewall, Routing plus advance features
like Network functions Virtualization (NFV), Software defined network
(SDN) and Open flow over the Openstack cloud platform.

(10) Disaster Recovery as a service (DRaaS): Disaster Recovery as a Service
(DRaaS) for OpenStack Provides protection for applications and services (VMs,
images, volumes, etc.) in case of failure due to the natural disasters like flood,
earthquake etc.

(11) Monitoring as a Service (MaaS): This feature allows E-governance to monitor
the cloud services using monitoring tools like Ganglia, Zabbix, Nagios and
Ceilometer

(12) Devops: Devops provides integrated tools for software development and oper-
ations under one roof. Openstack supports wide variety of open source Devops
tools like Docker, Ansible, puppet, chef, vagrant, Jenkins, Nagios etc. Devops
integrated Openstack will be a biggest gain for E-governance that allows their
application developers and operation teams to work together for faster building,
deploying and monitoring of applications over the cloud.

(13) Autos scaling: The auto scaling feature of Openstack allows E-governance
applications to be scaled automatically when load increases to avoid the stop-
page of services. The autos calling is provided by heat which scales up when
number of user hit increases and scales down when there is no load on servers.
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(14) Supports Software defined data center (SDDC): The Openstack cloud sup-
ports concept of Software defined data center that allows E-governance imple-
menters to virtualize the whole infrastructure and delivers as a service. It
virtualize the resources and automate all data center operations through a soft-
ware interface that involves abstraction, pooling, and automation of resources.

(15) Supports Hyper converged Infrastructure: The Openstack can run on com-
modity hardware as well as it can run on hyper converged Infrastructure. The
hyper converged infrastructure allows E-governance implementers to tightly
integrate compute, storage and network resources of Openstack together in a
single servers to minimize the hardware compatibility issues, reduce cost and
simplify the management.

5.2 Challenges of Proposed Architecture

With some opportunities, there are some challenges exists in proposed architecture
which are given as follows.

(1) Complex Architecture: The Openstack poses a complex architecture as it has too
many components in its architecture. The functionality of each component is
dependent on other components that makes it more complex.

(2) Required proficient administrator for Management: The Openstack requires a
proficient administrator to manage and administrate the cloud services.

(3) Required expert for customization: In Openstack, the customization of services
is not an easy task. It can only be done by experts who understands the core
functionality of each component.

(4) Difficult to understand for novice: The Openstack is very difficult to understand
to the novice users who don’t know have knowledge of Linux operating system
and its services.

(5) Rely on Community support: Sometime the developers have to rely on com-
munity and forums for support if they stuck somewhere.

6 Conclusion

This research paper has covered the basics of E-governance along with the challenges
in traditional E-governance architecture. The cloud computing is an emerging tech-
nology which can be used to address those challenges by its integration in existing
system. There are many cloud platforms are available but openstack is chosen in
proposed model because of its key advantages over other platforms. The proposed
openstack based cloud enabled E-governance model has five layer that address the
challenges in E-governance like scalability, application complexity, disaster recovery,
software licensing, cost overhead etc. This paper has also described the opportunistic
services in proposed model like LBaaS, DBaaS, DRaaS, SECaaS, NaaS, and MaaS etc.
along with the challenges in proposed architecture.
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Abstract. Communicating the information between different people distributed
over various geographical locations is a very difficult task, especially in sparse
and highly crowded areas. Sparse areas lack regular network and follow highly
intermittent connectivity, whereas overcrowded areas contain overlapped
bandwidth. Opportunistic network (Oppnet) has the solution to all the above
problem. In oppnet to overcome the problem node does not have to depends on
the regular network. Source node who want to send the message to the desti-
nation forward the message to the node who have similar mobility patterns like
that of source and destination. We design small routing protocol based mobility
pattern that helps in control the message generation, message deletion, aborting
of the message and save the network with the overcrowded message. It also
helps in quick transfer of the message. This is implemented over the One
simulator.

Keywords: Meeting pattern � Geographical location visiting pattern
Mobility pattern � Sparse area

1 Introduction

Oppnet stands for opportunistic network. It is very effective over the irregular network
When the network is weak or there is no network, Oppnet helps in perform the
communication. The different geographical areas such as north/south pole, desert,
village etc. have a very low probability of communication because there is no dedicated
path exist between source and destination. It fails to deliver the message using tradi-
tional routing such as DSDR, AODV, DSDV etc. In mobile ad hoc network, all the
nodes are not stable, they are roaming, so implementing routing over that is a very
tough challenge. In this paper, a new routing protocol is presented by using the
mobility pattern by following meeting frequency and physical location visiting
frequency.

Using propose routing protocol establish the communication between two sparse
places such village1 and village2. Conventional routing protocol named as epidemic
routing uses flooding in the absence of network for communication that unnecessarily
overloads the network. Propose routing protocol includes the only limited number of
message for communication. Every node uses a timer to find out the position of the
node. If the timer value is large then the destination is at a very large distance from the
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source and if the value of the timer is small, then the destination is very near to the
source. Move vector is used to calculate the future location that uses the velocity and
adjacent node to calculate the nearest node beside the destination. After knowing the
distance and physical location of the destination, it’s time to find out the availability of
the path between source and destination. By analyzing the meeting frequency and
physical location visiting frequency of different nodes, it is easy to determine whether a
path is available or not. If the path is available, then forward the message by assigning
priority to it. The higher priority assigned to the newly created message and lower
priority to the older message. At the destination side message that contains high priority
accepted by the destination, lower priority message deleted from the destination side to
make the space free for the newly arrived message.

This routing protocol seems to be complex but it works very fine for the inter-
mittent network. It helps in reduce burden over the network and save the network
bandwidth, control the relay of the message, control the aborting of the message. The
whole procedure is the part of partially context-aware routing. It is implemented over
the one sim.

2 Related Work

Earlier it was very difficult to perform practical life activity task such as perform bank
transaction, business transaction, read books etc. while roaming. It is now possible with
the help of wireless technology [1]. When the network is either wireless or connected is
intermittent, it is very difficult to exchange the data between them. In MANETs, nodes
can directly communicate with each other if they enter each other’s communication
range [2]. For performing the communication and sending the message between dif-
ferent node we must consider the context information which plays very important role
in the discovery of the route to forward it [3]. Epidemic routing protocol helps in
forwarding the information using flooding. but it also used to minimize message
latency and the total number of resources [4]. In the spray and focus routing authors
worked on the single copies based utilities scheme. This helps to overcome the
overpopulated network because it distributes only a small number of copies of the
message to the destination [5]. Also to overcome the flooding problem, we use the
Randomized protocol that helps in reduction of the number of messages in the network
[6]. After deciding the number of messages sent from source to destination using the
prophet routing helps to decide the interval for message forwarding [7]. Source node
forwards the message to the intermediate node which has similar mobility pattern as
that of it also, it enables informed message passing [8]. Max prop is used to syn-
chronize the message transmission by assigning priority to the message transmission
and message deletion [9]. After synchronization implementing the security while
transmission through mobility casting. Here, casting means perform the communica-
tion between similar type of nodes. Working of the proposed algorithm and their
analysis is given below through the different graphs.
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3 Key Factors

We have combined the property of predefined routing protocols to make a complete
algorithm that helps in establish the communication between two different geographical
locations that follows intermittent routing network. Below is the description of some
predefined protocols that affects working of the algorithm (Fig. 1).

3.1 Seek and Focus Routing

As we know the epidemic routing protocol used the flooding to spread the message on
the network to perform the communication. This flooding increases the overhead to the
transmission in the network. To reduce the network overhead. It uses the concept of the
spray and Focus where it sprays only fixed number of copies in the network. Further, it
uses the equation to reduce the number of copies in the network. It helps in overcoming
the slow-sow, start problem. It is the impure algorithm. It combines the features of
Randomized routing and Utility based routing [10].

3.1.1 Randomized Routing
As we know flooding creates the burden over the network. The network is over
populated due to redundant copies of the message. A very effective algorithm that
proposes the concept to route one copy of the message rather than the huge number of
redundant copies. It is derived from the direct routing protocol. Here a node P performs
the message forwarding to the node Q only if Q has the higher probability of trans-
ferring the message than P. Here last contact information is used for finding out the
probability and this is calculated using a specific timer [10].

Here is the result of the simulation of the Randomized routing:
Suppose,

Propose Routing Protocol

1)Seek and Focus Routing
a) Randomized forwarding
b) Utility Based Routing
c)Location Based routing

2) MV forwarding routing
a) Prophet routing 
b) Maxprop routing

Fig. 1. Showing the hierarchy of the protocols

P=. 06
Q=. 07
R. .08

P                                   Q                    
P > Q
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Simulation Result in the form of Table
Here Sim time is showing the total time taken in the simulation. Created -> total
number of nodes created, Started -> It is showing the simulation starting time. Aborted
-> time when it is aborted, dropped -> showing total number message dropped,
removed -> number of nodes removed from the buffer, hopecount_med -> total number
of intermediate nodes, response_prob -> response probability of different nodes,
overhead_ratio -> represent the overhead in the network, latency_avg -> average delay
in the network, latency_med -> latency of the median nodes, hopcount_avg: -> average
number of nodes in the communication establishment (Table 1).

3.1.2 Utility Based Routing
To find out the position of the node we take last encountered time of every other node
and as we know this timer is represented by maintaining the timer at every other node.
But we do not consider its absolute value. Visiting at the physical time also depends on
the speed of the node and mobility pattern of the node. Here we show that if the value
of the timer is small then it is very near and if the value of the time is large then it has
very large distance from the source. A function is used by each node called Utility for
nodes in the network [10]. For example,

Ux(Y) = probability of transferring messages from node X to Here P node transfer
the packet to the node Q.

UP Rð Þ[UQðRÞ:

• Problem:
With the utility Based routing: As we know there may be large distance from source
to destination, node between these two may or may not have detail about destination
node. In that case intermediate nodes take lots of time in finding out the node with
larger utility value.
It is affected by the slow start and initial phase problems.

Solution:
lies in the combining of Randomized with Utility Based routing (Table 2):
Here is the analysis is represented as

Table 1. Showing result of randomized routing

Network parameter Values Network parameter Values

created 34 response_prob 0.0000
started 428 overhead_ratio 86.5000
aborted 251 latency_avg 443.9500
dropped 0 latency_med 741.9000
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3.1.3 Location Based Forwarding
In the location based routing source will forward the message to the node which have
location very close to the Destination. Here moves vector is used to calculate the future
location that uses the velocity and adjacent node to calculate the nearest node beside
the destination.

In the location-based forwarding approaches, nodes Interrogation based relay
routing here nodes required to hold their data for the same period until it gets required
opportunity to transfer the data. Here figure showing the exact representation of the
simulation [2] (Fig. 2).

Here showing the Physical location between 1, 5.

3.2 MV Forwarding

It is the improvement over the epidemic routing protocol. It does not blindly flood the
network. Instead of flooding it uses the analyzed or observed data for calculating the
probability of meeting and a visit to the physical location of different nodes in the
network. Small Table example is showing the detail about location visited by the
particular node in a day. After analyzing the data, we can take the right decision
whether or not our message will be forwarded in the right direction and in quick time
[10].

Table 2. Representing the modified solution of the utility based routing

Simulation Result Simulation Result

created 851 delivery_prob 0.2174
started 3416 response_prob 0.0000
relayed 1424 overhead_ratio 97.6324
aborted 1592 latency_avg 4241.3162
dropped 1781 latency_med 2981.4000

Loc=(x,y),time=8
node location time
5 (x,y) 8 

5 

node location time
1 (x,y) 8 

Fig. 2. Showing the how to remember the location of different places
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3.2.1 PROPHET (Probabilistic Routing Protocol Using History
of Encounters and Transitivity)
Epidemic routing is the worst for the network. Researchers used the extended form of
the epidemic routing (delivery probability + epidemic routing). To deliver the message
to the destination, it very much depends on the predicting delivery probability.

If (x visited 10 times in a day z campus rather than other places)
Then,
(It is most likely that x will visit the campus again in a day)

After analyzing the node and its meeting behavior it is used as context information
to overcome the narrow performance of the routing. So all the node in the network
maintains the metric for every destination called delivery probability metric
PP a; bð Þ e 0; 1f g. Three equations help in the computing delivery probability that is
given below [10].

Probðx;yÞ ¼ Prob x;yð Þold þ 1� Prob x;yð Þold
� �

X Probint ð1Þ

Where Probint e 0; 1f g.
Now Question arises about the Good forwarder and Bad forwarder. Good forwarder

are the nodes that meet with each other regularly in predetermined time. Bad forwarder
fails to maintain regular meeting. Aging Factor (Y): Ageing factor helps in finding out
what is the exact age of the node after last meeting. Here b is considered as the aging
factor and its limit lies [0, 1].

Probðx;yÞ ¼ Prob x;yð Þoldxb
k ð2Þ

• Transitivity:

One of the most important properties of the prophet is the transitivity property. If
node X meeting frequently with node Y and Node Y frequently meeting with the node
Z. Transitivity property say X frequently meet with the node Z.

Given equation for transitivity:

Probðx,zÞ ¼ Probðx,zÞþ 1� Prob x,Zð Þoldð ÞX Prob x,yð ÞX Prob y,zð ÞXa ð3Þ
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A table showing the Simulation result (Table 3):

3.2.2 Prioritized Epidemic Routing
The maxprop protocol work on the scheduling of the message. It assigns priority to the
message at the time of transmission and deletion of the message. Newly created
message assigned high priority, older message stored in buffer at the destination
assigned lower priority. These priorities are based on the likelihood of paths to peers,
based on historical data and also on several complementary mechanisms, including
acknowledgments, a head start for new packets, and lists of previous intermediaries.

When considering load, delivery ratio, network connectivity, then PREP routing,
perform well and give very good results. PREP is divided into two categories, one for
estimating cost and second assign the priority to the transmission. All the category is
shown below.

• Packet drop and transmit priority:
It helps in overcoming the network congestion and rescheduling of the packet. It
works on following two ways to assign priority to the packet that helps to maintain
the network. Both parameters are given below.

• Pt-transmit priority:
Will assign the priority of the packet when the packet is transmitted to the node
buffer.

• Pd-drop priority:
Will assign the drop priority of the packet, the lower priority packet will drop first
when the new high priority packet comes to the node buffer.

Max always known for the complete utilization of the resources. And work very
fine on the highly intermittent network where it is very rare chances to utilize the
network resources in limited time constraint (Table 4).

Table 3. Showing the result of the simulation of prophet

Simulation Result Simulation Result

created 1455 delivered 740
started 1614 delivery_prob 0.5086
relayed 1556 response_prob 0.0000
aborted 5821 overhead_ratio 2102.5392
dropped 15497 latency_avg 835.2546

Table 4. Showing the result of the simulation of the prioritized epidemic routing

Simulation Result Simulation Result

sim_time 8024.9000 delivered 51
created 270 delivery_prob 0.1889
started 9703 response_prob 0.0000
relayed 4951 overhead_ratio 96.0784
aborted 4749 latency_avg 2274.4882
dropped 4099 latency_med 1901.8000
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4 Experiment and Analysis

Performing communication in the oppnet is the very difficult task. With the help of
propose routing protocol, we can establish the communication between two different
geographical area named as A and B.

Area A contains two localities named as locality1 and locality2, Area B also
contains two locality B3 and B4. For establishing communication, we require calcu-
lating two forwarders named as the local forwarder and global forwarder by using
meeting behavior and physical location visiting behavior.

• Local forwarder is created based on finding the probability of the node based on the
meeting pattern.

• Global forwarder is created based on finding the probability of the node using the
visiting pattern of the different places.

5 Working Procedure

Step by step working procedure of the algorithm is given below (Fig. 3):

First, we need to find the local forwarder based on the meeting probability of a node
to the other nodes. Source node who want to forward the message find the local
forwarder and hand over the message to it. The table below showing how to find the
local forwarder of the messages. Here as given in the figure, Node A1 meet with four
different node name as “w1, x1, y1, z1” with the different probability. W1 meet number
of time with node A1. Hence, w1 is declared as a good local forwarder of the message
(Table 5).

Area1                                                                                                Area2

locality 1 

Locality 2

locality 3 

Locality 4

A1

x1
y1

z1

x2

y2

z2

B3

x3

y3

z3

Fig. 3. Showing the communication between two sparse area
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• Table showing the way of finding the local forwarder of the node based the fre-
quency of meeting with different node in locality1:

• After finding the local forwarder, now it’s time to find the global forwarder of the of
Area1. We can find out global forwarder with the help of visiting frequency of node
to the different geographical location. Table below shows four best global for-
warders. Here node named as “w1” contain high frequency to visit the locality 3.
So, it is best global forwarder of information in the form of the message (Table 6).

Here,
If w2prob > A1prob then {message forwarded successfully}

• After finding out local and global forwarder its time to forward the message. To
forward the message it requires the path between two different geographical loca-
tions. With the help of a modified Dijkstra algorithm we can find the shortest path
[6].

• After finding the path Node “w1” now reached in the locality B3. Here if it finds
Destination node B3 then it forwards the message directly otherwise it finds next
suitable node which is very close to the Destination, after analyzing the table given
below. Here table shows that there are different nodes available in the locality3. But
“w1” meet “” more number of times with w3. Also, “w3” meet more number of
times with Node B3. Hence w3 is the good forwarder (Table 7).

Table 5. Showing the frequency of meeting with the different nodes

Name Node A1 Freq

w1 10 1/10
x1 5 1/5
y1 8 1/8
z1 8 1/6
P ¼ (1/10 + 1/5 + 1/8 + 1/6) 0.5916

Table 6. Showing the frequency of visiting the different locations

Name Place2 (locality 2) Freq Place3 (locality3) Freq

w2 5 1/5 9 1/9
x2 4 1/4 0 0
y2 3 1/3 0 0
z2 8 1/8 7 1/7
P ¼ (1/5 + 1/4 + 1/3 + 1/8) 0.905 (1/7 + 1/9) 0.2538
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Finally, “w1” forward the message to the w3. w3 transfers the message to Node B3
successfully. And acknowledgment is sent from destination B3 to source A1 using the
same procedure.

5.1 Some Important Key Points

Node transfer message up to one node maximum otherwise it directly transfers the
message to the destination. Exchange of the message contain following Steps. Every
node maintains the buffer for storing the message, and maintain the following property
as:

(1) Unlimited buffered space for their own messages.
(2) But limited buffered space for other nodes.

When the message comes, it stores the message in the buffer after checking the
priority. If the priority of the message is greater than the priority of the stored message,
then the message is accepted by the buffer by discarding the previous low priority
message. Otherwise the message is discarded by the buffer. Each node maintains two
levels, one is called high water mark and second is called low water mark. Above
prioritized message is accepted between these markers.

Final simulation of the result is shown in the table (Table 8).

5.2 Experiment and Result

Below is the detail description of the result which is shown through different graphs
and figures.

Table 7. Showing the frequency of meeting between different locations

Name w1 Freq Node B3 Freq

w3 8 1/8 7 1/7
x3 5 1/5 3 1/3
y3 6 1/6 3 1/3
z3 2 1/2 5 1/5
P ¼ (1/8 + 1/5 + 1/6 + 1/2) (1/7 + 1/3 + 13 + 1/5)

Table 8. Proposes routing protocols result

Simulation Result Smulation Result

started 9046 response_prob 0.0000
relayed 4148 overhead_ratio 53.5789
dropped 3347 latency_med 2604.7000
removed 0 hopcount_avg 2.9079
delivered 76 buffertime_med 886.9000
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5.2.1 Message Relay v/s Drop v/s Abort
Here, the result shows that relaying of the frame is very much controlled which means
the message is generated in a very controlled manner. Also, message dropped is
reduced, unnecessary message, abort is controlled. Below graph shows the expected
output of the proposed, protocol. Here, Y axis shows the transmission of the message
per second. X axis shows the proposed protocol and different network protocols. Blue
bar shows the relay of the messages, green bar shows the message dropped per second,
and Yellow bar shows the Message aborted per second (Fig. 4).

5.2.2 Message Relay v/s Buffered
Before, delivering the message we need to buffer the message, here graph showing the
result of buffered v/s total number of message delivered to the destination. Black line
shows initially there is lots of message buffered and red line shows message delivery
started from scratch (Fig. 5).

Fig. 4. Showing the relaying, dropping and aborting of the message (Color figure online)

Fig. 5. Showing the buffered v/s delivered (Color figure online)
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6 Conclusion

Establishing communication in the oppnet is a difficult task because of its intermittent
connectivity. Proposed solution helps in not only establishing the communication, but
also to overcome the problem of lack of resource, improper channel use and lazy
transmission. The propose algorithm helps in reduce number of message relay. As an
effect of this less number of packets dropped and aborted and delivery probability is
also improved. This also helps in obtain synchronization between message relay and
message delivery. Thus, overall solution gives the improved result in the partial context
aware routing.
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Abstract. Recently the concept of storing data at the cloud server
is becoming more and more popular, where the users can store their
large amount of data at the cloud server very conveniently. Also con-
cept of searchable encryption is gaining a lot of attention for the data
transmission, which allows cloud to perform searching operations on
encrypted data, whereas on the other hand the workload in the cloud
server increases significantly. To overcome this issue, we propose a new
scheme which provides searchable encryption, while reducing the burden
in cloud remarkably. The third party manager is introduced here, which
takes most of the workload on his side, while we make sure to keep him
away from any sensitive data. Which results in better workload man-
agement while maintaining desired privacy. Proper security proofs and
analysis is given for the proposed scheme. The results indicates the prac-
ticality of the proposed scheme, with reduced load in cloud server.

Keywords: Cloud storage service · Searchable encryption
Bilinear pairing · Data security

1 Introduction

In present days, Cloud Service Provider (CSP) is becoming increasingly pop-
ular for putting away information in the IT Enterprise. They give a negligible
cost plan for storing, accessing and sharing information. For example, a few
renowned cloud service providers CSP offer some free distributed storage space
to clients including iCloud, Google Drive, Drop-box, MEGA, Microsoft Sky-
drive and Amazon S3. Be that as it may, clients can’t acknowledge whether
their information put away in these CSP’s are sufficiently protected. For CSP
to be secure we ought to look after Confidentiality, Integrity and Availability
(CIA), which are the most essential security issues for cloud service. To accom-
plish secrecy data owners must encode the records before outsourcing them to
the cloud, which leads to accomplish a viable hunt on the encrypted data.
c© Springer Nature Singapore Pte Ltd. 2019
S. Verma et al. (Eds.): CNC 2018, CCIS 839, pp. 49–63, 2019.
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We proposed a new approach, in which another entity named as manager
(Mng) is introduced, who will be incharge of putting away each trapdoor with
a random number which is sent by the data owners. Nonetheless, the manager
can’t understand the content of the trapdoor. To avoid the Keyword Guessing
Attack by the manager we have used the algorithm inspired from [1].

1.1 Related Work

Searchable Encryption is a technique which enables the legitimate users to search
over the encoded information and locate the fitting reports containing the desired
keywords. The first constructive scheme of keyword searching on encrypted
database, in which the user execute searches on encrypted text files without
revealing any facts about the plaintext. The non trustworthy server cannot get
the hang of anything about the file contents [2]. A scheme [3] permits searches
over encrypted data by building a secure index based on bloom filter technique.
Goh’s scheme decreases storage cost in searchable encrypted data scheme. All
the previously mentioned schemes rely upon secret keys however, it enables a
solitary client to access or share keys among a grup of approved clients. The
notions of PKES was first presented [4] in which a public private key pair was
introduced. It enables clients to utilize Public Key Encryption (PKE) scheme to
encrypt its data. Only validated clients containing the private key are permitted
to look and decode the data. However, secure channel is required in this scheme.

The current scheme has certain resistance towards the updation of exiting
dataset. In our proposed scheme Data Owners can do update operations, ie. mod-
ification, insertion, deletion. Further, algorithms for encryption and decryption
in proposed work discovered motivation from [5] scheme.

1.2 Our Contribution

Our contribution is as follows:

1. We managed to reduce the workload on the cloud.
2. In our scheme, we reduce the communication overhead between the Users and

the cloud server by addition of a Manager Mng.
3. Unlike the existing schemes, where either the data owner is involved in every

file retrieval query, else otherwise they lack security, in our scheme, Data
owner is not involved for every file retrieval query, i.e. users will directly
contact to the manager, and further manager will request cloud to send the
document for the specific query to the respective user.

4. We have removed the weakness in Rhee’s dPEKS scheme and used a improved
dPEKS scheme for the secure transmission of data.

5. We maintain the same existing level of security while achieving the burden
reduction goal.
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2 Preliminaries

2.1 Definition of Traditional Public Key Encrytion

In Traditional Public Key Encryption (TE), there are two participants, a receiver
and a sender. The defination is well stated in following phases:

1. TE.Setup(k): This algorithm takes a security parameter k as input, and out-
puts the system parameter SP .

2. TE.KeyGen(SP ): This algorithm takes the system parameter SP as input,
and outputs the public/private key pair Rpub, Rpriv.

3. TE.Encrypt(SP,Rpub,M): This algorithm takes the system parameter SP ,
the public key Rpub and a message M as inputs, and forms the ciphertext C.

4. TE.Decrypt(SP,Rpriv, C): This algorithm takes the system parameter SP ,
the private key Rpriv and a ciphertext C as inputs, and retrieves the message
M .

Ciphertext Indistinguishability Against Adaptive Chosen CiphertextAttack
(IND−CCA2). Let C be a challenger and A be a probabilistic polynomial time
adversary. The security game for IND-CCA2 works between A and C as follows.

1. Setup: TE.Setup and TE.KeyGen are run by C, and then the system param-
eters SP and a public key Rpub are returned to A. Note that Rpriv is kept
secretly.

2. Phase 1: A queries Decrypt oracle to C. A message M which is retrieved form
a ciphertext C for A’s queries will be returned.

3. Challenge: A selects two messages M0
∗,M1

∗ for challenge. C picks
b ∈ {0, 1} randomly and outputs a challenge ciphertext C∗ =
TE.Encrypt(SP,Mb

∗, Rpub to A.
4. Phase 2: A can query Decrypt oracle as long as C �= C∗.
5. Guess: A outputs b

′ ∈ {0, 1}. If b = b
′
then A wins the game.

The advantage of A to break a TE scheme is denoted by
AdvA, TEIND−CCA2(k) = |Pr[b = b

′
] − 1

2 |.
Definition 1 If AdvA, TEIND−CCA2(k) is negligible for any probabilistic poly-
nomial time adversary A, we say that the TE scheme meets IND − CCA2.

2.2 Definition of Identity Based Encryption (IBE)

In IBE, there is a Trust Agency (TA) which takes its master private key and
a user’s identity ID to generate the user’s private key. The formal definition of
IBE scheme is as follows.

1. IBE.setup(k): This algorithm is run by the TA. It takes a security parameter
k as input, the master public/private key pair Ppub, Ppriv and an identity
space ID are included in system parameter SP .
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2. IBE.Extract(SP, ID, Ppriv): This algorithm takes the system parameter SP ,
an identity ID and the master private key Ppriv as inputs, generates the
user’s private key Upriv.

3. IBE.Encrypt(SP,M, ID): This algorithm takes the system parameter SP , a
message M and the receiver’s ID as input, ouputs C as the ciphertext.

4. IBE.Decrypt(SP,Upriv, C): This algorithm takes the user’s private key and a
ciphertext C as inputs, retrieves the message M .

3 Improvement of Rhee’s dPEKS Scheme

Here we first discuss the dPEKS scheme and then the security problem in this
scheme.

3.1 Definition

In this section, we will revise the Rhee’s dPEKS scheme [5] and discuss the
security problem in it.

1. GlobalSetup(k): The input to this algorithm is a security parameter k, and
the output is System Parameter SP .

2. dKeyGen(SP ): The input to this algorithm is SP. It runs TE.KeyGen to
generate Rpub, Rpriv and the ouptputs Spub = Rpub and Spriv = Rpriv.

3. rKeyGen(SP ): The input to this algorithm is SP, the algorithm runs
IBE.Setup to generate Apub, Apriv and the ouptputs P y = Ppub and y = Ppriv.

4. dPEKS(SP , Wi, Apub, Spub): Bob with the help of Alice’s public key and
keyword W ∈ W generates a searchable ciphertext C. Now Bob sends n such
searchable ciphertexts along with a encyrpted message M̄ , where M̄ is the
traditional encryption of real message M ∈ M with the help of Alice’s public
key.

5. Trapdoor(SP,W
′
, Apriv, Spub): Alice with the help of her private key and a

keyword W
′ ∈ W generates a trapdoor T and sends it to the server.

6. Test(SP , C, T , Spriv): The input to the algorithm is server’s private key Spriv

and the output is 1 if W
′
= W else 0.

3.2 Security Problem

Here, we discuss the security problem in dPEKS scheme.
Given a trapdoor a malicious server can find the keyword used for generating

the trapdoor, ie the trapdoor is distinguishable when the server is malicious.
The trapdoor T outputted from Trapdoor algorithm is T = TE.Encrypt

(SP, T
′
, Spub), where T

′
= yH1(W

′
).

After receiving T from the receiver, the malicious server first decrypts T with
its private key Spriv to recover T

′
, and then performs the following steps to guess

the keyword W
′
:

1. Choses a keyword W , then computes H1(W ).
2. Check whether or not e(P, T

′
) = e(Apub,H1(W )). If W = W

′
, then the output

is 1, else 0.
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3.3 Improvement in dPEKS Scheme

We managed to find a solution for the above mentioned scheme, as we can
see that the malicious server performs keyword guessing attack to recover the
receiver’s keyword, as it is assumed that the entropy of keywords is low. So in
our improved scheme we introduced a nonce based approach in which a random
number is padded with the keyword before it is encrypted, thereby increasing
its entropy, now the server cannot perform the keyword guessing attack, hence
the scheme is not secure from the malicious server.

4 Proposed Scheme

In this proposed scheme, there are four entities involved:
Data Owners (DO), Cloud Service Provider (CSP ), Users (Uid) and Manager

(Mng).
The main idea for the scheme is as follows:
Here we supposed that in an organisation there are data owners who store

their data in cloud. Users/clients of the organisation who act as Users and wants
to get access to data of DO.

Fig. 1. Mapping between the files, keywords and random numbers

Data Owner (DO): The primary job of the DO is to generate a nonce. He then
extract keywords from a file Fi, then encrypt the file using symmetric encryption
technique with the nonce which he has generated and linked the encrypted file
with a random number �. Now DO sends the nonce to a set of users via a
secure channel so that they can decrypt the encrypted file after receiving it.
For authentication purpose the encrypted keywords corresponding to each file
are attached to a list of authenticated users i.e. these users have permission to
access the file corresponding to these encrypted keywords.

Another job of DO is to encrypted keywords corresponding to every file. He
encrypt the keywords using the same nonce which he earlier used for encrypt-
ing the files, DO further generates different random numbers, where each ran-
dom number is associated with a specific file. Now it maintains mapping list
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in which the encrypted file’s F identifier, random number for the specific file
and encrypted keywords for that particular file are linked with each other as
mentioned in Fig. 1. After that DO sends the encrypted file Fi and a linked
random number � as mentioned in Fig. 2 to (CSP ). All encrypted keyword
(w1, w2......wn) linked with random number as mentioned in Fig. 3 are then sent
to the Mng.

Fig. 2. Mapping between the files and random numbers

Fig. 3. Mapping between the random numbers and keywords

Users: Whenever a User Uid want a file from a specific DO, the User will take
the public key of DO, public key of Mng, along with the nonce provided by
DO to compute a ciphertext C. This C and the User’s ID Uid will be send to
Mng for further computation. Also, after receiving encryptrd file Fi, user can
now decrypt the file by using its Symmetric key, which was given by the DO.

Manager(Mng): After getting (TW ′) along with the user id (Uid) from the
user, Mng can test whether the request matches some ciphertext. If required
ciphertext is found, then Mng checks whether the concerned user id is present
in the list of approved clients corresponding to the matched keyword. In the
event that the user is legitimate then Mng sends the user’s id and the random
number relating to the matched keyword to the CSP .

Cloud Service Provider (CSP ): After getting the random number and the
user id from Mng, CSP will look through the encrypted record related with the
random number, if found, then the CSP will again encrypt the encrypted record
utilizing Traditional Encryption sent to the User id Uid.
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4.1 Definition

1. Setup(k): This algorithm takes a security parameter k as an input and the
outputs a public parameter SP . We take two cyclic groups G1 and G2 of
prime order q, and the bilinear pairing function e: G1 ∗ G1 → G2. The hash
functions used are defined as H:{0,1}∗ → G1 which maps to group G1. The
random generator P ∈ G1 is chosen.

2. KeyGen1(SP): This algorithm will be run by manager Mng and the input
to this algorithm is SP and the output is a public/private key pair (skm,
pkm).

3. KeyGen2(SP): This algorithm will be run by Data owners DO(1 ≤ i ≤ M)
to generate its own public/private key pair (skdo, pkdo).

4. KeyGen3(SP): This algorithm will be run by the Users (1 ≤ i ≤ N) to
generate the public-private key pair (skUid

, pkUid
).

5. fGen: (ξ) → nonce This algorithm takes ξ and outputs a random nonce.
6. Trapdoor: (skdo, pkm, Wi, nonce) → TWi

Data Owner (DO) run this algorithm and sets the trapdoor for every key-
word by computing TWi

. The input to this algorithm is a random number
nonce private key of the data owner skdo, public key of the manager pkm
and the list of keywords Wi, where (0 < i <= k), and its assumed that
there are fixed k number of keywords in every file . And the output to this
algorithm is Trapdoor = TWi

. For each and every keyword there will be a
trapdoor, which will be sent to the Mng for Users search later. Where W is
a keyword.

7. dPEKS: (pkm, pkdo, W ′, nonce ) → {U, V }
This algorithm is run by User, who wish to access the document of certain
DO. The Uid adopts nonce, Mng public key pkm and DO public key pkdo,
in order to compute the dPEKS cipher-text. The input to this algorithm is
nonce, Mng public key pkm, DO public key pkDO and a keyword W ′. And
the output is C = (U, V ) Then the ciphertext C and the Users ID Uid is sent
to Mng for further computation.

8. Test: (C, skm, TW ′) → Random Number(�)
This algorithm is run by Mng for searching a ciphertext C sent by the User.
Once Mng receives the ciphertext C from the User, then Mng is able to test
whether the keyword W ′ exists in some Trapdoor TW ′ or not. If found then
the Mng will send the random number to the Cloud service provider CSP
for further authentication.

9. Search: (Uid, Random Number(�)) → Encrypted File(F )
This algorithm is run by Cloud service provider, the input to this algorithm
is random number(�) and a User ID Uid which was sent by the Mng, and
the output to this algorithm is a encrypted file F .

10. Encrypt: (SP, F, pkdo) → F̄
The input to this algorithm is public parameter SP, file F , public key of data
owner pkdo and the output is an encyypted file F̄ .

11. Decrypt: (SP, F̄ , skdo) → F
The input to this algorithm is public parameter SP, encypted file F̄ , private
key of data owner pkdo and the output is a decrypted file F .
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5 Security Models

Before presenting the security models, we show following four oracles, Trapdoor,
Test, Decrypt and dPEKS. We assume A to be an adversary.

1. Trapdoor: A sends a keyword W
′

to given oracle.A trapdoor T is generated
and sent back in return.

2. Test: A searchable ciphertext C and a trapdoor T is provided to the oracle
by A. If W = W

′
, it outputs 1 else 0.

3. Decrypt: A ciphertext C̄ is given to oracle by A. Encrypted message M̄ is
sent back in return.

4. dPEKS: A sends a keyword W
′ ∈ W to given oracle. It returns a searchable

ciphertext C for this keyword W
′
.

5.1 Security Models for SC-IND (Searchable Ciphertext
Indistinguishability)

In this security model, the adversary A acts as a malicious manager or a data
owner. SC-IND guarantees that the searchable ciphertexts formed by the two
keywords W0

∗ and W1
∗ are indistinguishable for an adversary. The security

model for SC-IND is the following game between A1 and a challenger C.
Game 1: (SC-IND1) Let A1 be malicious manager. The game is performed

as follows.

1. Setup: A1 generates its public and private keys as (pkm, skm) respectively and
sends pkm to C. C also generates its public and private keys as (pkUid

, skUid
)

respectively and sends pkUid
to A1.

2. Phase 1: A1 can send a keyword W ∈ W to trapdoor oracle and the dPEKS
oracle. In response trapdoor oracle returns a trapdoor T and dPEKS oracle
returns a searchable ciphertext C.

3. Challenge: A1 sends two keywords W0
∗,W1

∗ for challenge to C. But condition
here is that W0

∗,W1
∗ should not have been queried to trapdoor oracle. In

return, C forms a searchable ciphertext C∗ with for the keyword Wb
∗ where

b ∈ {0, 1} is randomly chosen.
4. Phase 2: A1 is again allowed to query to trapdoor and dPEKS oracles with

a condition that the keywords W0
∗,W1

∗ should not be queried.
5. Guess: Finally, A1 outputs its result as b

′ ∈ {0, 1}. A1 succeeds if b = b
′
.

The advantage of A1 to break our scheme is AdvA1
SC−IND(k) =

∣
∣
∣Pr[b = b

′
] − 1

2

∣
∣
∣ .

Definition 1. With respect to adaptive chosen keyword attack, our scheme is
secure if AdvA1

SC−IND(k) is negligible for any PPT adversary A1.
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5.2 Security Model for TD-IND (Trapdoor Indistinguishablity)

In these security models, the adversary A acts as outsider or a malicious man-
ager. TD-IND guarantees that the trapdoors formed by the two keywords W0

∗

and W1
∗ are indistinguishable for an adversary. The security model for TD-IND

is the following games between A2 (or A3) and a challenger C.

Game1 (TD-IND1): Let A2 be an outsider. The game is performed as follows.

1. Setup: C runs GlobalSetup(k), KeyGen1(SP ) and KeyGen2(SP ), and then
gets (pkm, skm) and (pkdo, skdo). It will keep (skm, skdo) secret and gives
(pkm, pkdo) to A2.

2. Phase 1: A2 is allowed to access the trapdoor oracle, dPEKS oracle as well
as test oracle for a keyword W ∈ W.

3. Challenge: A2 sends two keywords W0
∗,W1

∗ for challenge to C. But condition
here is that W0

∗,W1
∗ should not have been queried to trapdoor oracle. In

return, C forms a trapdoor T ∗ with for the keyword Wb
∗ where b ∈ {0, 1} is

randomly chosen.
4. Phase 2: A2 is again allowed to query trapdoor oracle, dPEKS oracle and

Test oracle with the condition that W0
∗,W1

∗ are not allowed to access these
oracles.

5. Finally, A2 outputs its result as b
′ ∈ {0, 1}. A2 succeeds if b = b

′
.

Game2 (TD-IND2): Let A3 be the malicious manager. This game is performed
as follows.

1. Setup: A3 generates its public and private keys as (pkm, skm) respectively and
sends pkm to C. C also generates its public and private keys as (pkdo, skdo)
respectively and sends pkdo to A3.

2. Phase 1: A3 can send a keyword W ∈ W to trapdoor oracle and the dPEKS
oracle. In response trapdoor oracle returns a trapdoor T and dPEKS oracle
returns a searchable ciphertext C.

3. Challenge: A3 sends two keywords W0
∗,W1

∗ for challenge to C. But condition
here is that W0

∗,W1
∗ should not have been queried to trapdoor oracle. In

return, C forms a trapdoor T ∗ with for the keyword Wb
∗ where b ∈ {0, 1} is

randomly chosen.
4. Phase 2: A3 is again allowed to query to trapdoor and dPEKS oracles with

a condition that the keywords W0
∗,W1

∗ should not be queried.
5. Guess: Finally, A3 outputs its result as b

′ ∈ {0, 1}. A3 succeeds if b = b
′
.

The advantage of A2 or A3 to break our scheme is AdvA2orA3
TD−IND(k) =

∣
∣
∣Pr[b = b

′
] − 1

2

∣
∣
∣ .

Definition 2. With respect to adaptive chosen keyword attack, our scheme is
secure if AdvA2orA3

TD−IND(k) is negligible for any PPT adversary Ai(i = 2, 3).
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6 The Concrete Scheme

1. Setup(k): This algorithm takes a security parameter k as an input and the
outputs a public parameter SP . We take two cyclic groups G1 and G2 of
prime order q, and the bilinear paring function e : G1 ∗ G1 → G2. The hash
functions used are defined as H:{0,1}∗ → G1 which maps to group G1. The
random generator P ∈ G1 is chosen.

2. KeyGen1(SP): This algorithm will be run by Manager Mng and the
input to this algorithm is SP and the output is a public/private key pair
(skm, pkm), where pkm = g(1/skm).

3. KeyGen2(SP): This algorithm will be run by Data owners DO(1 ≤ i ≤
D) to generate its own public/private key pair (skdo, pkdo), where pkdo=
g(1/skdo).

4. KeyGen3(SP): This algorithm will be run by the Users (1 ≤ i ≤ N) to
generate the public-private key pair (skUid

, pkUid
), where pkUid

= g(1/skUid
).

5. fGen: (ξ) → nonce
A random nonce is chosen from Nonce space ξ.

6. Trapdoor: (skdo, pkm , Wi, nonce) → TWi

Firstly, the input is a keyword Wi, along with nonce, and the output is com-
puted as W̄i = Wi||nonce
Now from the extracted keyword the DO will set the trapdoor by computing
TW̄i

for each and every keyword.

T̂ = (T1, T2) = {P r,H(W̄i)
1

skdo · H(pkm)r}. And returns T =
TE.Encrypt(T̂ )

7. dPEKS: (pkm, pkdo, W , nonce ) → {U, V }
The input to first phase is a keyword W,nonce, and the output is computed
as W ′ = W ||nonce When the authorized User propose to process the search
task for keyword (W ′), he has to generate a dPEKS ciphertext C. The User
(Uid) adopts Mng public key (pkm) and DO public key (pkdo), in order to
compute the dPEKS ciphertext C.
Ĉ = (U, V )′ = (pkr1

m ,H(e(pkdo,H(W 1r
1

))) . And returns C = U, V =
TE.Encrypt((U, V )′). Where r1 ∈ Zp is randomly chosen. User will send
this ciphertext C and User’s ID UID to the Mng for further computation.

8. Test: (C, skm , TW ) → Random Number(�)
After receiving the C from the User Uid, the Mng tests whether the keyword
W ′ exist in some of the Trapdoors TW ′s or not.
First, Mng computes Ĉ = TE.Decrypt(C), T̂ = TE.Decrypt(T ) and T3 =

T2

H(T skm
1 )

.

Second, the Mng checks if H(e(U, T skm
3 )) is equal to V. If yes, then Mng

checks whether the concerned user id is present in the list of authorized users
corresponding to the matched keyword. If the user is authorized then Mng
sends the user id and the random number corresponding to the matched
keyword to the CSP .

9. Search: (Uid, Random Number(�)) → Encrypted File(F )
This algorithm is run by Cloud service provider, the input to this algorithm
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is random number(�) and a User ID Uid which was sent by the Mng, and
the output to this algorithm is an encrypted file F .

10. Encrypt: (SP, F, pkdo) → F̄
This algorithm is run by Cloud service provider, the input to this algo-
rithm is SP, a file F which is assumed to be encrypted by symmetric encyp-
tion, and data owner’s public key pkdo and the output is computed as F̄ =
TE.Encrypt(SP, pkdo, F ).

11. Decrypt: (SP, F̄ , skdo) → F
This algorithm is run by data owner, the input to this algorithm is SP,
an encrypted file F̄ , and data owner’s private key skdo and the output is
computed as F = TE.Decrypt(SP, skdo, F̄ ).

6.1 Security Analysis

We provide the security models for our proposal.

Theorem 1. Our scheme gives security for SC-IND as well as TD-IND.

We provide Lemmas 6.1–6.3 to support the above theorem. In the proof men-
tioned below, we represent adversary of our scheme as Ai for Game i(i = 1, ...,
3) B for IBE, F for TE C as the challenger.

Lemma 6.1. We assume that A1 breaks SC-IND with advantage
AdvA1

SC−IND(k), then their exists another adversary B which breaks the
ANON-sID-CPA [6] of IBE.

Proof. Here the adversary B will simulate the adversary A1 for breaking the
ANON-sID-CPA of IBE.

1. Setup: A1 generates its public and private keys as pkm, skm respectively and
sends pkm to C. C also generates its public and private keys as (pkdo, skdo)
respectively and sends pkdo to A1.

2. Phase1: A1 is allowed to send a trapdoor query. Whenever A1 sends a trap-
door query for keyword W ∈ W to B, B after receiving W sends ID = W
to IBE. Extract and recovers Upriv of ID. Now B generates trapdoor T =
TE.Encrypt(SP, pkm, Upriv) and sends it to A1.

3. Challenge: A1 sends two keywords W0
∗,W1

∗ for challenge to B. But con-
dition here is that W0

∗,W1
∗ should not have been sent as Trapdoor query.

Now B sends ID0
∗ = W0

∗
, ID1

∗ = W1
∗ for challenge to C.In return, C forms

a searchable ciphertext C∗ with for the keyword Wb
∗ where b ∈ {0, 1} is

randomly chosen and sends C∗ to B. Again, B sends this C∗ to A1.
4. Phase 2: A1 is again allowed to send trapdoor query with a condition that

the keywords W0
∗,W1

∗ should not be queried.
5. Guess: Finally, A1 outputs its result as b

′ ∈ {0, 1}. A1 succeeds if b = b
′
. and

hence B also succeeds Game ANON − SID − CPA.
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We assume that A1 succeeds the game in polynomial time. But B simulates
A1 and therefore B breaks the ANON-sID-CPA in polynomial time. Hence,
AdvA1

SC−IND(k) ≤ AdvB.IBE
ANON−sID−CPA(k) and that AdvA1

SC−IND(k)
is equivalent to AdvB.IBE

ANON−sID−CPA(k).
We conclude that the proof of the lemma is completed.

Lemma 6.2. We assume that A2 breaks TD-IND with advantage
AdvA2

TD−IND(k), then their exists another adversary F which breaks the IND-
CCA [7] of TE.

Proof. The adversary F will simulate the adversary A2 for breaking the IND-
CCA of TE.

1. Setup: C runs GlobalSetup(k), KeyGen1(SP), and KeyGen2(SP), and then
gets(pkm, skm) and (pkdo, skdo) It will keep skdo and skm secret. It will send
pkm, pkm to A2.

2. Phase 1: A2 is allowed to send a trapdoor query to F . In return F gen-
erates a trapdoor T = TE.Encrypt(SP, pkm, IBE.Extract(SP, Ppriv,W ))
and returns it to A2. Also, A2 is allowed to send as Test query for (C, T )
as input to F . Now F sends C and T to TE.Decrypt(SP,C, skm) and
TE.Decrypt(SP, T, skm) respectively and recovers Ĉ and T̂ , further perform-
ing IBE.Decrypt(SP, Ĉ, T̂ ) and outputs 1 if equation holds else 0.

3. Challenge: A2 sends two keywords W0
∗,W1

∗ for challenge to F , but the con-
dition here is that C and T ∗ for W0

∗,W1
∗ must not have been queried in

phase 1. Now F sends W0
∗,W1

∗ for challenge to C. In return, C forms a trap-
door T ∗ for the keyword Wb

∗ where b ∈ {0, 1} is randomly chosen and sends
to F . Again, F sends this T ∗ to A2.

4. Phase 2: A2 is allowed to send trapdoor queries as in phase 1 but with a
condition that keyword chosen should not be W0

∗,W1
∗.

5. Guess: Finally, A2 outputs its result as b
′ ∈ {0, 1}. A2 succeeds if b = b

′
.

Hence F also succeeds Game IND-CCA.

We assume that A2 succeeds the game in polynomial time. But F simu-
lates A2 and therefore F breaks the IND-CCA in polynomial time. Hence
AdvA2

TD−IND(k) ≤ AdvF.TE
IND−CCA(k) and that AdvA2

TD−IND(k) is equiv-
alent to AdvF.TE

IND−CCA(k).
We conclude that the proof of the lemma is completed.

Lemma 6.3. We assume that A3 breaks TD-IND with advantage
AdvA3

TD−IND(k), then their exists another adversary B which breaks the
ANON-sID-CPA of IBE.

Proof. The adversary B will simulate the adversary A3 for breaking the ANON-
sID-CPA of IBE.

1. Setup: A3 generates its public and private keys as pkm, skm respectively and
sends pkm to C. C also generates its public and private keys as pkdo, skdo
respectively and sends pkdo to A3.
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2. Phase1: A3 is allowed to send a trapdoor query. Whenever A3 sends a trap-
door query for keyword W ∈ W to B, B after receiving W sends ID = W
to IBE.Extract and recovers Upriv of ID. Now B generates trapdoor T =
TE.Encrypt(SP, pkm, Upriv) and sends it to A3.

3. Challenge: A3 sends two keywords W0
∗,W1

∗ for challenge to B. But condition
here is that W0

∗,W1
∗ should not have been sent as Trapdoor query. Now B

sends ID0
∗ = W0

∗
, ID1

∗ = W1
∗ for challenge to C. In return, C forms a

trapdoor T ∗ for the keyword Wb
∗ where b ∈ {0, 1} is randomly chosen and

sends to B. Again, B sends this T ∗ to A3.
4. Phase 2:A3 is again allowed to send trapdoor query with a condition that the

keywords W0
∗,W1

∗ should not be queried.
5. Guess: Finally, A3 outputs its result as b

′ ∈ {0, 1}. A3 succeeds if b = b
′
. and

hence B also succeeds Game ANON − sID − CPA.

We assume that A3 succeeds the game in polynomial time. But B simulates
A3 and therefore B breaks the ANON-sID-CPA in polynomial time. Hence
AdvA3

SC−IND(k) ≤ AdvB.IBE
ANON−sID−CPA(k) and that AdvA3

SC−IND(k)
is equivalent to AdvB.IBE

ANON−sID−CPA(k).
We conclude that the proof of the lemma is completed.

7 Experiments

In order to assess the representation of our scheme, we have achieve our con-
struction using SageMathTool [8] for implementation of a type-1 curve. We have
performed all experiments on an Intel(R) Core(TM) i3-3220 CPU @ 3.30 GHz
with 2 GB RAM running Ubuntu 14.04 LTS with 3.13.X kernel version. The
disk of the our machine has the capacity of 200 GB. We run all the experiments
single-threaded on the machine.

Fig. 4. Execution time for setting a trapdoor

In our experiments, we take a real world data. The data set was taken from
the Enron emails [9], we derive a subset of emails as file collections. Figure 4
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Fig. 5. Execution time for matching a keyword

shows the results of the Trapdoor algorithm, which takes the most of the time
of our scheme. Note that before sending DO files to the cloud service provider
the Trapdoor algorithm is executed first. Figure 5 gives the time required for the
manager Mng to perform a match, given a ciphertext C by any User.

7.1 Complexity

Let us assume their are N employees where EMP is set of all the employees
in an organization, EMP = (e1, e2, .....eN ). And their are total M files stored
at the cloud server which are owned by some DO, where F is set of total files.
F = (F1, F2, .....FM ) and each file contains p keywords, where W is a set of
all keywords in the file, W = (w1, w2, .....wp). Also we assume that their are k
authorised users having access for a specific file.

1. The space complexity for forming trapdoor at DO side is O(pM). As their
are M files and each file contains p keywords. Each keyword requires 1 pairing
operation so the complexity for 1 file i.e. p keywords is O(p). As in our scenario
there are M files so the total complexity for Trapdoor Formation is O(Mp).

2. Keyword matching complexity at Mng side is O(kpM) for M files. As their are
p keywords and k authorized user for each file. As the keywords are linearly
stored so if we consider query from single user so in worst case Mng will have
to match p keywords from M files so the complexity is O(pM) for single user,
now having k users will modify the overall complexity to O(kpM).

3. Complexity for employee revocation at Mng end is O(k) for one file. As the
list of authorized users are stored linearly so for 1 file the complexity for
revocating the employee is O(k). Intuitively considering M files, the overall
complexity is O(Mk).

8 Conclusion

The proposed scheme introduced a concept of manager, which manages the job
of handling the file retrieval queries, thereby reducing the additional workload of
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the cloud server. Their is no information leakage neither in the cloud server nor
in the manager side. To prevent the keyword guessing attack by the manager,
we used a new nonce based dPEKS approach. The results and security models
concludes that the scheme is fully secure as well as practical. We limit the feasi-
bility of our scheme to an organization where the number of users are assumed
to be limited.
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Abstract. This article evaluates the multi-functional characteristics of
dumbbell-shaped Defected Ground Structure (DGS) embedded with microstrip
patch antenna for various wireless applications. To validate the effects of DGS
like antenna size reduction and higher order harmonics suppression, the ground
plane defects distinctly at different positions beneath the substrate, and later the
structure is optimized. Finally, different design parameters of DGS are varied
separately over a wide range to find control over the performance of DGS. All
the antennas are designed to operate at 2.4 GHz frequency on a Rogers
RT/duroid 5880 (tm) substrate material with a dielectric constant of 2.2 and a
height of 1.5 mm. All the structures are designed using ANSYS HFSS, and their
performance parameters are evaluated and analyzed in terms of return loss,
VSWR, gain and radiation patterns. The proposed DGS antennas and its array
can find extensive application in ISM band wireless communications.

Keywords: Defected Ground Structure (DGS) � Patch antenna
Size reduction � Harmonic suppression � ISM band

1 Introduction

In this modern communication era, the use of personal phones, tablets, laptops, GPS
radio navigators and other wireless handheld devices are increasing moderately day by
day. They are also connected among themselves to exchange high-quality data or
information without any interruption through wireless channels. In this type of com-
munications, antenna plays a key role at both transmission and reception ends. Due to
the huge usage of these communication devices, the demand of small size antennas like
Microstrip Patch Antenna (MPA) has become the most suitable candidate for these
purposes [1]. However, conventional patch antennas suffer from a number of draw-
backs such as a single band of operation, narrow bandwidth, low power handling
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capacity, higher mode harmonics, large dimension at a low frequency of operation, etc.
[2]. Several methods have been suggested by different researchers to overcome these
demerits of the simple patch antenna. Most effortless and accepted technique con-
cerning the size reductions and harmonics suppression of the patch antenna include in
defecting the ground plane with different shaped structures [3]. Group of geometrical
shapes is composed of a single elementary shape, and the shape is etched from the
ground plane to form DGS antennas. Among different geometries, dumbbell-shaped,
spiral headed, arrow-headed, H-shaped DGSs are most popular and anticipate the
fruitful design of highly efficient patch antennas [4, 5].

Many articles are found on the application of DGS to patch antennas. In [6], three
kinds of Periodic Defected Ground Structures are analyzed using finite element method
along with periodic boundary conditions to assess their effects on surface and leaky
waves. A wideband microstrip filter is designed in [7], which is composed of split-ring
resonator DGS having a passband from 1 GHz to 2.4 GHz. A circular polarized MPA
has designed in [8] to resonate at three different bands with DGS for various wireless
applications. Three different DGS are tested in three different antennas and compact-
ness above 20% is achieved in all three cases. Ujjal Chakraborty et al. [9], has
developed a miniaturized frequency tunable rectangular MPA embedded with T-shaped
DGS. Antenna size reduction of about 80% is achieved with parametric analysis of the
DGS, and the antenna can be tuned from 1.80 GHz to 3.188 GHz frequency with more
than 4% bandwidth. After designing antennas along with DGS, all the structures need
to be optimized to achieve desirable and improved performances characteristics at the
resonant frequency. A linear antenna array is optimized in [10], to achieve high gain in
a particular direction with minimal element separations. A comparison is made between
two optimization techniques, Taguchi method and Cuckoo Search method regarding
the time required to optimize the array structure to achieve desired performance
characteristics. From the experiment, it can be observed that Taguchi method seems to
be taking less time than Cuckoo search method in the process of array optimization.
B. B. Mangaraj et al. has optimized a Yagi-Uda array in [11], using bacteria foraging
algorithm. The effects of DGS on patch antennas are briefly discussed with opti-
mization by all the literature cited here. However, they are concentrating on any single
DGS effect at a time and also as far as the knowledge of the author, the effect of
individual design parameter of DGS is not analyzed over the performance of DGS
integrated MPA.

The presented work is focused on the performance evaluation of DGS on MPA for
ISM band wireless applications. At first, a dumbbell-shaped DGS is positioned at
different places underneath the substrate to improve the performance of the patch
antenna. Then the design parameters of DGS are varied over a wide range to examine
the effect of the DGS, embedded to patch antenna. The remainder part of the article is
organized as follows. The optimal design of the proposed antenna is shown in Sect. 2.
Section 3 presents applications of DGS to MPA at different places of the ground plane
below the substrate. All optimized simulation results of the patch antenna with and
without DGS are discussed in Sect. 4. Also, this section discussed the effect of
parameter variations on MPA. Eventually, the paper is concluded in Sect. 5.
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2 Patch Antenna Design

Nowadays, wireless communications set a challenge for antenna engineers to develop
compact sized antennas having high-performance parameters with low cost and simple
fabrication processes. Antenna performance mainly depends on the feeding mechanism
and the optimum feeding location. Among different feeding techniques, inset feed, strip
line feed, edge feed and coaxial feed are very popular for single layered patch antennas
[1]. In this antenna design, due to simplicity and ease of analysis, microstrip edge feed
is adopted. To achieve impedance matching condition in feeding network, a quarter
wavelength matching line is used between the feed and edge of the patch. By keeping
in view of the moderate use of ISM band wireless communication, all antenna and
array structures are designed at the center frequency (f0) of 2.4 GHz. All the patches are
placed on the Rogers RT/duroid 5880 (tm) substrate with a relative permittivity (er) of
2.2 and the substrate height (h) of 1.5 mm. Considering these three parameters f0, er,
and h as basic elements, the dimension of the MPA is calculated using transmission line
equations [2].

After designing the proposed antenna shown in Fig. 1, a mismatch is found
between the theoretical predictions and simulation results. So to avoid this mismatch
and to improve the performances of MPA, optimization of the antenna structure is
highly essential. Optimization of all the design parameters are conducted in HFSS and
are listed in Table 1. However, after the optimal design of the MPA, size of the
structure can be further reduced using DGS concept. Along with this, DGS can be used
in the suppression of higher order harmonics as discussed in the next section.

3 Application of DGS to Microstrip Patch Antenna

Recently, there has been an increasing demand for highly efficient small sized patch
antenna to be used in modern wireless applications. However, a simple patch antenna
can’t fulfill all the need of communications, for which some modifications must be

Fig. 1. Layout of simple patch antenna at 2.4 GHz (Both top and side view).
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made to the antenna to make it compact and highly efficient for all purposes. Different
periodic structures like Photonic Band Gap structure (PBGs), Defected Ground
Structure (DGS), etc. are integrated with the patch antenna to achieve desired perfor-
mance parameters. Among the above periodic structures, DGS is adopted by many
researchers due to its simple design and ease of control by the equivalent circuit
parameters. Some periodic structures like dumbbell-shaped, circular-head shaped,
rectangular-head shaped DGS are commonly used with patch antennas. Figure 2 shows
the equivalent R-L-C resonance circuit of a dumbbell-shaped DGS integrated with a
microstrip line over the substrate. However, the same circuit can be used here to
approximate the effect of DGS over the patch antenna. The reactance (L) and the
capacitance (C) can be found out from these two (1–2) equations as described in [12].

C ¼ xc

2Z0 x2
0 � x2

c

� � ð1Þ

L ¼ 1
4p2x2

0C
ð2Þ

Table 1. Optimized design parameters for single patch antenna at 2.4 GHz.

Parameters Value (In mm) Parameters Value (In mm)

L 40.28 Lf1 22.35
W 49 Lf2 23.12
Wf1 4.622 H 1.5
Wf2 1.179 ɛr 2.2

Fig. 2. (a) Layout of Dumbbell-shaped DGS and its (b) RLC circuit equivalence.
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Where xc is 3 dB cutoff angular frequency, x0 is angular resonance frequency, and
Z0 is characteristic impedance of the strip line. All these parameters can be easily found
out from the band response diagram of the DGS. This dumbbell-shaped DGS is placed
in different positions for all two cases to achieve a compact size of the antenna and
harmonics suppression at higher frequencies.

3.1 Antenna Size Reduction

Several techniques have been used to reduce the size of the antenna, such as shorting
pins, shorting walls, high dielectric constant, etc. Defecting of the ground plane is a
new technique to reduce the antenna size. By embedding the DGS section at the
ground, it is observed that the resonant frequency of the MPA is significantly dropped,
which can lead to a huge amount of size reduction for a fixed frequency operation. For
this case, the DGS is placed exactly center of the patch beneath the substrate sym-
metrical to both x-axis and y-axis as shown in Fig. 3. The defect on the ground plane of
MPA provides additional effective inductive (L) component, which introduces a slow-
wave characteristic in the antenna structure. The resultant electrical length of the
microstrip antenna with DGS is longer than that of the conventional MPA for the same
physical length. This extra electrical length helps in reduction of the size of the
structure at the same resonant frequency. All the optimal design parameters of both
antenna and DGS are listed in Table 2. To evaluate slow wave property of the DGS, an
MPA is designed at the 3 GHz resonating frequency. Later, a defect is introduced to the
ground plane, and the structure is optimized to operate at 2.4 GHz resonance fre-
quency. Finally, conventional 2.4 GHz MPA and 3 GHz MPA with DGS are compared
regarding size, and a size reduction of 31.53% is noticed.

3.2 Higher Order Harmonics Suppression

A simple antenna resonating at a lower frequency is quite useful for many wireless
applications. However, when we increase the frequency range of the same for

Fig. 3. Patch and DGS position for antenna size reduction (Both top and bottom view).

68 G. P. Mishra et al.



analyzation, some higher order harmonics are introduced. The effect of these harmonics
can’t be neglected, and they must be suppressed to increase the efficiency of the
antenna. Hence, in this work, a dumbbell-shaped DGS is proposed to suppress the
harmonics, and it is placed exactly under the feed, symmetry to the x-axis as shown in
Fig. 4. An etched defect in the ground plane disturbs the current distribution in the
ground plane. This disturbance can change characteristics of the patch antenna in terms
of capacitance and inductance. The proposed dumbbell-shaped DGS consists of narrow
and wide etched areas in backside metallic ground plane as shown in the figure, which
gives rise to increasing the effective capacitance and inductance of the MPA, respec-
tively. Thus, an LC equivalent circuit same as a low pass filter (LPF) can represent the
proposed periodic DGS circuit. Hence, DGS can act as an LPF and rejects the higher
order harmonics introduced by the structure.

Here, the same MPA as discussed in Sect. 2, resonating at 2.4 GHz is considered,
and the structure is simulated in HFSS over a range of 1 GHz to 10 GHz. Then, by
introducing DGS to MPA, the 2nd, 3rd, 4th, and 5th harmonics at 4 GHz, 6.34 GHz,
8.26 GHz, and 9.28 GHz, are suppressed. All the optimal design parameters of DGS
integrated MPA are listed in Table 3. A detail investigation on the effect of variation of
parameters related to DGS is carried out and discussed in detail in the next section.

Table 2. Structural dimension of antenna along with DGS used for size reduction.

Parameters Value (In mm) Parameters Value (In mm)

L 32 Lf1 17.75
W 38.4 L1 4
Wf2 1.212 W1 8.29
Lf2 18.36 S 1.867
H 1.5 D 4.668
Wf1 4.622 ɛr 2.2

Fig. 4. Patch and DGS position for harmonic suppression (Both top view and bottom view).
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4 Results and Discussion

All the DGS integrated MPAs are designed and analyzed using Finite Element Method
(FEM) computation based ANSYS HFSS (High-Frequency Structural Simulator)
software. After the successful simulation of the structures, all the performance data are
exported to MATLAB to visualize them in a single graph for better comparison. A 64-
bit based Personal Computer with 16 GB RAM and Intel(R) Core(TM) i7-7400 U CPU
@ 2.70 GHz processor is used for conducting the whole process.

In this work, at first a simple 2.4 GHz MPA is designed, and then DGS is placed at
proper locations to verify different effects of DGS over patch antenna and its array.
Figure 5 shows S11 characteristics of MPA with and without DGS over a frequency
range for size reduction case. From the figure, it can be observed that an antenna
designed at 3 GHz can be used as a replacement of 2.4 GHz conventional antenna by
only using a DGS under the patch. After the application of DGS, the size of the antenna
structure is reduced by 31.53% for the same 2.4 GHz frequency of operation. Figure 6
shows the radiation patterns for both E-Plane and H-Plane with co and cross polar-
ization for simple 2.4 GHz antenna, antenna design at 3 GHz, and the reduced size
antenna embedded with DGS structure. After the successful reduction of the antenna
size at 2.4 GHz, a study on variations of DGS design parameters (L1, W1, S, and D) is
also carried out. Figure 7 describes the resonant frequencies of respective MPAs with
DGS w.r.t. variations of all the above four parameters. As a slight change in the
dimension of the DGS affect in equivalent inductance and capacitance of the whole
structure, the resonant frequency changes with a change in all these design parameters.
All four parameters seem to affect antenna frequency of operation. However, ‘W1’ has
a strong effect on all, as its resonant frequency curve has a steep downward path over
the change in its dimension. This effect can be well predicted from the fact that as the
width of dumbbell-shaped head increases, it helps in increasing the overall inductance
of the structure. This increased inductance give rise to generate a lower resonant
frequency for MPA.

Similar to the above case, DGS can also be used as an LPF, if placed below the
feed, to suppress higher order harmonics to increase the efficiency of the antenna.
Figure 8 shows the S11 characteristics of MPA with and without DGS for harmonics
suppression case. To verify, this property of DGS, at first a simple antenna is designed
at 2.4 GHz frequency, and later the frequency range is increased to 10 GHz to analyze
higher order harmonics. From the S11 curves, it can be observed that the MPA without

Table 3. Structural dimension of antenna along with DGS used for harmonics suppression.

Parameters Value (In mm) Parameters Value (In mm)

L 40.28 W1 4
W 48.4 L1 4
Wf1 4.622 D 1.6
Wf2 1.179 S 0.8
Lf1 22.35 H 1.5
Lf2 23.12 ɛr 2.2
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DGS has four harmonics at 4 GHz, 6.34 GHz, 8.26 GHz, and 9.28 GHz respectively.
A defect is made exactly below the feedline to suppress these harmonics. However, by
carefully adjusting the distance between the DGS and the edge of the patch (a), all four
harmonics are suppressed to an acceptable level. For un-optimized and optimized DGS
antenna structure, ‘a’ is taken as 11 mm and 17 mm respectively. Co and cross
polarization radiation patterns of MPA with and without DGS, are displayed in Fig. 9
for harmonics suppression case.

Same as the previous case, here also the effect of DGS parameter variation is tested.
Among all parameters, only the distance between DGS and edge of the patch (a), the
distance between DGS heads (D) have a better effect on the performance of MPA.
Total number of harmonics over the change in these two parameters (‘a’ and ‘D’) are

Fig. 5. S (1, 1) vs. frequency characteristic of antenna with and without DGS for size reduction
case.

Fig. 6. Simulated Co-Pol and Cross-Pol radiation patterns for size reduction case, [a] Simple
2.4 GHz antenna, [b] antenna at 3 GHz, and [c] antenna with DGS.
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shown in Figs. 10 and 11, respectively. From these two figures, one can predict that the
variation of these parameters has an effect on the stop band characteristics of the DGS
over a wide range. Different values of ‘a’ and ‘D’ can be adjusted carefully to control
the harmonics of the DGS integrated MPA for application at different wireless
applications.

All the optimal performance parameter of MPA, with and without DGS are char-
acterized in Table 4 for all two cases. The table also includes the real and imaginary
part of impedance at the resonant frequency to consider all MPAs with DGS for
different practical applications. From the table, it can be observed that all antennas are
designed with all acceptable performance parameters to operate at 2.4 GHz ISM band
wireless communications. This work is purely focused on the theoretical predictions of
defected ground plane and variation of its parameters on the performance of patch

Fig. 7. Performance measurement of patch antenna w.r.t. DGS design parameter variations for
size reduction case.

Fig. 8. S (1, 1) vs. frequency characteristic of antenna with and without DGS for harmonics
suppression case.
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antenna. However, the antennas with DGS can be fabricated physically and the mea-
sured results can be compared with the simulates ones to validate these theoretical
predictions. As the modification done here to the ground plane is not very complex, a
perfect matching is expected in the performance parameters of simulated and fabricated
ones.

Fig. 9. Simulated Co-Pol and Cross-Pol radiation patterns for harmonic suppression case, [a]
Simple 2.4 GHz antenna, [b] 2.4 GHz antenna with harmonics, and [c] antenna with DGS
without harmonics.

Fig. 10. Performance measurement of patch antenna w.r.t. DGS distance variations from edge
of patch (a) for harmonics suppression case.
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5 Conclusion

This article presents the design and simulation of different patch antennas with
dumbbell-shaped Defected Ground Structure (DGS). DGS is placed at different posi-
tions like exactly under the patch, under the feed line to achieve two main character-
istics like; antenna size reduction and harmonics suppression, respectively. It is also
clear that the application of DGS in MPA shows an improved performance of the
system. A 31.52% of antenna size reduction is obtained in case of DGS integrated
MPA. The suppression of unwanted frequencies makes the antenna to concentrate on a
particular application without any interferences. With the help of DGS and some
optimization, four higher order harmonics are suppressed. Finally, the effects of all

Fig. 11. Performance measurement of patch antenna w.r.t. DGS design parameter variation
(D) for harmonics suppression case.

Table 4. Performance parameters of rectangular MPA along with DGS for size reduction,
harmonic suppression.

Different cases Resonant
frequency
(In GHz)

S (1, 1)
(In dB)

Bandwidth
(In MHz)
(%)

Co-Pol Gain
(In dB)

Z(1, 1)
(In Ω)

E-Plane H-Plane Real Imag

Size
reduction

Without DGS
(Area: 67 � 94)
mm2

2.40 −24.3 (2.38–2.42)
1.67%

7.83 7.02 56.38 −1.1

With DGS (Area:
56 � 77) mm2

2.40 −17.5 (2.38–2.42)
1.67%

6.19 5.67 54.65 13.9

Harmonic
suppression

Without DGS
(No. of Harmonics:
4)

2.38 −20.5 (2.35–2.41)
2.52%

8.16 6.96 58.65 5.40

With DGS
(Harmonics
Suppressed: 4)

2.38 −19.5 (2.35–2.41)
2.52%

7.91 7.22 46.49 -9.6
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design parameters of DGS are verified over the performance of the antenna and array.
After going through the various sections of this article, the readers can get a good
insight into the properties of DGS when applied to an antenna structure. The proposed
DGS antennas and its array can find extensive application in ISM band wireless
communications like fixed mobile communications, satellite broadcasting (from Space
to earth), radio navigation for different government and private organizations.
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Abstract. At display circumstance there is creating enthusiasm for the item
system to see characters in a PC structure when information is investigated paper
records. This paper presents point by point review in the field of Optical
Character Recognition. Diverse methods are settled that have been proposed to
comprehend the point of convergence of character affirmation in an optical
character affirmation structure. Decision and feature extraction in light of Optical
Character Recognition (OCR). By using the OCR, we can change the infor-
mation of picture into the information of substance which is definitely not hard
to control. In our proposed method, Select the any particular number and crop
the selected image and then extract the feature. The text from the OCR process
will be compared with the selected number from the loaded image. The overall
accuracy of the proposed method is 92%.

Keywords: Image processing � Optical Character Recognition
Feature extraction

1 Introduction

A piece of software through which printed text and images can be converted into
digitized form such that it can be manipulated by machine is known as character
recognition system. The human brain which has the capability to very easily recognize
the text/characters from an image, but machines have not enough capability to perceive
image information. Therefore, a large number of research efforts have been put forward
that attempts to transform a document image to format understandable for machine.

OCR is a mind boggling issue in light of the assortment of dialects, scholarly styles
and styles in which substance can be made, and the versatile tenets of tongues and so
on. Thusly, frameworks from various solicitations of programming outlining (i.e.
picture dealing with, design depiction and trademark vernacular arranging and so forth
are utilized to address grouped difficulties. This paper acclimates the peruser with the
issue. It enlightens the reader with the historical perspectives, applications, challenges
and techniques of OCR. [1]

Optical Character acknowledgment has been a subject of research. Example
acknowledgment has three fundamental advances: perception, design division, and
example arrangement. Optical Character Recognition (OCR) frameworks is changing
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substantial measure of records, either printed letters in order or transcribed into machine
encoded content with no change, tumult, affirmation blends and different segments.

At the point when all is said in done, handwriting affirmation is portrayed into two
sorts as offline and On-line character recognition. Offline recognition includes pro-
grammed change of content into a picture into letter codes which are usable inside PC
and content preparing applications. Offline recognition is more troublesome, as dif-
ferent people have assorted handwritten styles. Be that as it may, in the on-line
framework, On-line character acknowledgment manages an information stream which
originates from a transducer while the client is composing.

The normal equipment to gather information is a digitizing tablet which is elec-
tromagnetic or weight delicate. At the point when the client composes on the tablet, the
progressive developments of the pen are changed to a progression of electronic flag
which is remembered and investigated by the PC. Optical Character Recognition
(OCR) is a field of research in design acknowledgment, manmade brainpower and
machine vision, signal processing. It is additionally aforementioned that Optical
character recognition (OCR) is reffered to as associate Off-line character recognition
system during which system scans and static image of the characters ought to be
recognized. It alludes to the mechanical or electronic interpretation of pictures of
manually written character or printed content into machine code with no variation [2]
(Fig. 1).

OCR comprises of many stages, for example, Pre-handling, Segmentation, Feature
Extraction, Classifications and Recognition. The contribution of one stage is the yield
of subsequent stage. The undertaking of preprocessing identifies with the evacuation of
clamor and variety in written by hand. A few region where OCR utilized including mail
arranging, bank preparing, record perusing and postal address acknowledgment require
Off-line character recognition systems, design acknowledgement (Fig. 2).

Fig. 1. Character recognition system
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1.1 Using Techniques

The process of OCR is a composite activity comprises different phases. These stages
are as per the following: Image securing: To catch the picture from an outer source like
scanner or a camera and so forth.

Preprocessing: Once the photo has been gotten, unmistakable preprocessing steps
can be performed to improve the idea of picture. Among the diverse preprocessing
strategies are clamor evacuation, thresholding and extraction picture benchmark and so
on. Along these lines, Pre-Processing helps in expelling the above challenges. The
outcome after Pre-Processing is the paired picture containing content as it were. Along
these lines, to accomplish this, few stages are required, to start with, some picture
upgrade strategies to expel clamor or right the differentiation in the picture, second,
thresholding (described beneath) to evacuate the foundation containing any scenes,
watermarks as well as commotion, third, page division to isolate illustrations from
content, fourth, character division to isolate characters from each other and, at long last,
morphological preparing to improve the characters in situations where thresholding or
potentially other pre-handling methods disintegrated parts of the characters or added
pixels to them. This technique is utilized generally in different character acknowl-
edgment usage.

Thresholding: Thresholding is a methodology of changing over a grayscale input
picture to a bi-level picture by using a perfect farthest point. The motivation behind
thresholding is to extricate those pixels from some picture which speak to a protest
(either message or other line picture information, for example, diagrams, maps). In
spite of the fact that the data is paired the pixels speak to a scope of forces. In this way
the goal of binarization is to check pixels that have a place with genuine frontal area
districts with a solitary force and foundation areas with various powers (Fig. 3).

Fig. 2. Periods of general character recognition system
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For a thresholding calculation to be extremely successful, it should protect legiti-
mate and semantic substance. Different types of thresholding algorithms are as follows.

1. Global thresholding calculations
2. Neighborhood or flexible thresholding counts

In overall thresholding, a lone farthest point for all the photo pixels is used. At the
point when the pixel estimations of the segments and that of foundation are genuinely
predictable in their individual esteems over the whole picture, global thresholding
could be used. [3]

Character segmentation: In this progression, the characters in the picture are iso-
lated to such an extent that they can be passed to acknowledgment motor. Among the
least difficult systems are associated segment examination and projection profiles can
be utilized. However in complex circumstances, where the characters are
covering/broken or some clamor is available in the picture. In these circumstances,
propel character division strategies are utilized. In this progression, the picture is
sectioned into characters before being passed to characterization stage.

The division can be performed expressly or verifiably as a side-effect of grouping
stage [2]. Also, alternate periods of OCR can help in giving logical data valuable to
division of picture.

Feature extraction: The fragmented characters are then procedures to separate
diverse highlights. In light of these highlights, the characters are perceived. Different
types of features that can be used extracted from images are moments etc. The removed
features should be capably measurable, restrain intra-class assortments and lifts
between class assortments.

Character classification: This step maps the features of segmented image to dif-
ferent categories or classes. There are distinctive kinds of character order systems.
Basic characterization procedures depend on highlights removed from the structure of
picture and uses diverse choice guidelines to group characters. Statistical pattern
classification methods are based on probabilistic models and other statistical methods
to classify the characters.

Post processing: After classification, the results are not 100% correct, especially for
complex languages. Post planning methodologies can be performed to upgrade the
precision of OCR systems. These systems uses normal dialect handling, geometric and
semantic setting to redress blunders in OCR comes about. For instance, post processor
can utilize a spell checker and lexicon, probabilistic models like Markov chains and n-
grams to enhance the exactness. The time and space multifaceted nature of a post pro-
cessor ought not be high and the use of a post-processor ought not cause new blunders [4].

Fig. 3. Thresholding process
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2 Literature Review

Jain et al. [5] As of late the distinguishing proof and stopping of vehicle has turned into
a troublesome errand in light of the expansion in the quantity of cars. In the existing
surveillance system the maintenance of incoming and outgoing vehicles is difficult. To
determine this issue various strategies can be utilized out of which Optical Character
Recognition (OCR) is most the appropriate innovation. OCR has been the subject of
research for more than decades. OCR is characterized as the change of examined
pictures into machine encoded content. The proposed system is implementing the OCR
technology to park the vehicles in smart way and keep the track of the vehicles which
are entering and leaving. The framework will catch the picture of number plate of the
vehicle utilizing the OCR procedure and will in a flash refresh the database.

Badwaik et al. [6] as more and more learners are opting for online learning, e-
learning industry is working on improving learning experience of online user by
providing relevant substance and part of extra references. Since online students gen-
erally incline toward video instructional exercises, recognizing real subjects and sub-
topics canvassed in video instructional exercise is a major test. As of late, for
productive information sharing and interoperability over web parcel of consideration is
given to semantic web. In this paper, we propose a semantic electronic structure for
programmed subject ID from video instructional exercises so as to recognize the ideas
and their related semantically significant resources. Our system distinguishes pertinent
theme utilizing disambiguation in e-learning asset which helps students in more
engaged examination.

Chiron et al. [7] In this paper, we plan to assess the effect of OCR mistakes on the
utilization of a noteworthy online stage: i.e. Gallica digital library from the National
Library of France. It accounts for more than 100M OCRed documents and receives
80M search queries every year. In this uncommon situation, we show two basic
obligations. Initial, an exceptional corpus of OCRed records made out of 12M char-
acters near to the differentiating most bewildering quality level is shown and given,
with an equivalent offer of English- and French-written documents. Next, statistics on
OCR errors have been computed thanks to a novel alignment method introduced in this
paper. Making utilization of all the client inquiries submitted to the Gallica entrance
more than 4 months, we exploit our blunder model to propose a marker for anticipating
the relative hazard that questioned terms confound focused on assets because of OCR
mistakes, underlining the basic degree to which OCR quality effects on computerized
library get to.

Xiaoxiao et al. [8] Another strategy for computerized number acknowledgment for
mechanical advanced meters in substation is clarified in this paper, which acknowledge
straight SVM unending supply of Oriented Gradients (HOG) highlights. The grids of
Histograms of Oriented Gradient descriptors considerably exceed for feature detection
of the gray image which has more information than binary image. A unique approach
with division of locale of character picture is proposed in this paper, which is critical to
the further HOG include location. SVM classifier is utilized as a part of the recognition
parade and result demonstrates that HOG has better execution on digit arrangement in
the substation examination robot instrument recognition.
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Lusa et al. [9] Programmed activity sign acknowledgment by PCs is winding up
broadly attractive actually. Techniques for programmed movement sign discovery are
utilized as a part of the car business, in models of car autos, as well as in mass-created
models and cell phones. In this paper, a two-stage calculation in view of key focuses
include locators to identify and perceive street signs will be exhibited. The principal
phase of the calculation finds objects show in the scene and decides their shape in light
of geometric properties. In order to reduce the number of found objects first phase
includes two additional steps to remove too large and too small objects, and to merge
objects of the same shape found in a similar area of the scene into one object. The
second stage includes appropriate examination of recognized question with street signs
from the information database in light of distinguished keypoints.

Cho [10] This paper gives a novel scene content location calculation, Canny Text
Detector, which takes advantage of the contrast between picture edge and content for
viable content limitation with enhanced review rate. As closely associated edge pixels
construct the structural information of an object, we observe that consistent characters
compose a meaningful word/sentence which can shared a parallel properties such as
spatial location, size, color, and stroke width in spite of language. In any case, regular
scene content discovery approaches have not completely used such likeness, but rather
generally depend on the characters characterized with high certainty, can lead to a low
review rate. With a specific end goal to rapidly and heartily confine an assortment of
writings we can misuse a correlation. By the utilization of unique Canny edge indi-
cator, our calculation makes utilization of twofold limit and hysteresis following to
recognize writings of low certainty. As indicated by exploratory outcomes on open
datasets we can show that our calculation beats the state-of the-art scene content
identification techniques in wording of detection rate.

Hengel et al. [11] This paper communicated the detail study and examination of
different character acknowledgment techniques and methodologies: in subtle elements
like as stream and kind of moved toward procedure was utilized, sort of calculation has
worked with help of innovation has actualized foundation of the proposed system and
development best outcomes stream for the every system. This paper and furthermore
communicated the primary destinations and philosophy of different OCR calculations,
as neural systems calculation, auxiliary calculation, bolster vector calculation, factual
calculation, format coordinating calculation alongside how they classified, recognized,
govern shaped, surmised for acknowledgment of characters and pictures.

Chopra et al. [12] This paper shows a straightforward, proficient, and ease way to
deal with develop OCR for perusing any record that has settle text dimension and
penmanship style. Optical Character Recognition in this paper utilizes database to
perceive English characters which makes this OCR extremely easy to oversee which
accomplishes proficiency and less computational cost. The component extraction
advance of optical character acknowledgment is the most imperative. It can be utilized
with other existing OCR techniques with the end goal of English content acknowl-
edgment. This system offers an upper edge by having an advantage i.e. its scalability,
i.e. in spite of the fact that it is arranged to peruse a predefined set of report designs, as
proposed in this paper for English records, it can be arranged to perceive new
composes.
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3 Propose Work

In this paper propose work define that how to extract feature from the image using
various steps and technique, we will define propose work using flow chart that will
define in below (Fig. 4).

Load the original image 

Calculate the accuracy

Recognize the output

Extract the feature 

Preprocess the cropped image

Crop the selected number from the 
image

Select the number from loaded 
image

Start

stop

Fig. 4. Flow chart of propose work
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4 Result Analysis

See Figs. 5, 6, 7, 8, 9, 10, 11, 12 and Table 1.

Fig. 5. First run the our code than we obtain this type of figure.

Propose Algorithm- 
Step 1- first we takes an original image.
Step 2-After choosing an image now select the number from the image.
Step 3-after selecting the number crop the selected number.
If (RGB)
Cropping=rgb2gray
Else  
Gray=gray
Step 4-after crooping the number prepocess the cropped gray image.
Step 5- Extract the feature from the preprocessed image.
Step 6- after feature extraction we can recognize the output.
Step 7-the last step calculate the accuracy.
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Fig. 6. Now browses the original image.

Fig. 7. Now select the number.
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Fig. 8. Now crop the selected number.

Fig. 9. now preprocesses the cropped image.
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Fig. 10. Now extract feature from the preprocessed image.

Fig. 11. Finally analysis the image.
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5 Conclusion

In this paper, we have described the methodology of the Selection and feature
extraction based on OCR. The experimental setting is done by capturing 1 image from
several website. The outcomes demonstrated that our proposed technique can alto-
gether transpose the choice and highlight extraction. The general precision of the
proposed strategy is 92%. Beside, this method can use directly in the other captured
image types such as scanned image and photography images etc.

Future work includes comparisons by using other distance measures with the best
meta-heuristic -the considered computationally cheaper-, found in this work, in order to
determine if the convergence of the algorithm is improved according the cost function
used.
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Abstract. The Earlier design of VLSI Systems focused on optimizing Area,
rather than Power Consumption in order to perform real time functions. Mobile
Communication Market utilizing the wireless technology has developed many
portable devices whose primary requirement is power consumption. The pri-
mary parameter to be considered is to reduce the total power consumed in the
system with secondary parameter to be considered is reduction of size,
improvement in battery life. In the design of System on Chip, low power design
is the predominant parameter for portable devices. Dual supply voltage is used
to reduce the power consumed without degrading the performance in an VLSI
circuit (IC). The Designed Logic Level Converter power consumption is com-
pared with the Existing Level Converter. Transreceiver is designed with Dual
Vdd and multi Vth using various Level Converters. The Transreceiver is anal-
ysed for power consumption with different Level Converters. The impact of
process variations is also examined; the effect of temperature on process
parameters is analyzed using Cadence Tools. This work provides different
methods of designing Level Converters and the power consumption of Low
Power Tran receivers circuit using Level Converters.

Keywords: Dynamic power � Dual supply voltages � Multi Vth
Level converters � Transreceiver

1 Introduction

For designing a Complex VLSI Chip, the Various Entities to be considered in
designing are Speed, Area, Power Consumption, Cost and Performance. These are
optimized as Low Area, High Performance (decided by the speed which is a design
constraint), Low Cost and High Reliability. The Major Parameter Customer prefers is
battery life i.e. Power Consumed by the product. This issue is solved by providing
improved battery capacity (which leads to dissipation of heat and consumes more area)
or using alternate logics of design which consume low power. Logic Network and
Clock distribution network both consume proportionate amount of power depending on
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the design. The high clock frequency used and scaled transistor size and supply voltage
lead to high density of transistors but in turn causes environment parameters to affect
on the characteristics of the design. The power consumed by the clock is proportionate
to that of the total power. The clock requires driving large load capacitance and it needs
to switch as many times which increases dynamic power consumption. Any commu-
nication system consists of a transmitter section and a receiver section. If the infor-
mation is transmitted as EM waves via wireless medium, digital communication
technique is noise free and fidelity compare to an analog communication. Among
Digital Communication Techniques, BPSK modulation techniques is the best method
and consume less signal power [1].The Total Power Dissipation is the power used to
charge and discharge the output capacitance in the circuits.

P ¼ freq CLoad V2
dd:

Where freq is the Operating Clock Frequency, CLoad is the Effective Capacitance,
Vdd - the operating voltage.

In today’s innovative world, any kind of VLSI design has to consider less area,
delay and power consumption. The main objective of designing Level shifter is to
minimize the power, area and delay requirements to design a multi thresholding and
supply voltage conversion circuits. An SOC Voltage conversion has two stages that are
voltage reference stage and buffer stage. With this technique VddL to VddH conversion
VLSI circuit has been implemented [2]. Another kind of Level shifter for conversion of
supply voltage from VddL to VddH has been implemented with 0.18-lm CMOS
process. The typical values of VddL range from 0.9 to 1.5 V and VddH range from
1.8 V to 2.5 V. The supply voltage VDD can be reduced even below 1.0 V [3]. Low
power application can be implemented by using one supply level converter by using
supply level converter. With this complexity can be reduced but not suitable for high
power applications [4]. In CMOS technology power reduction is mainly depends on
channel area and threshold values of the system [5]. This can be achieved by using
Simultaneous voltage scaling and gate sizing, with this power consumption has been
minimized [6].

In Data salvaging technique, domain selection and directory-based error detection
has minimized the power consumption of the design [7]. Today’s technology focuses in
reducing the power consumption of design which can increase the performance of the
system and can extend battery life. In a large design, some circuits in the system
requires very high voltage as compared other blocks [8]. To provide required voltage
level, a new power efficient voltage level shifting architecture has been implemented.
This circuit design has reduced the transition time of the output signals [9]. This
conversion makes extremely challenging task in the design of any kind of VLSI circuit.
To conquer this, clock synchronization and low swing inverter has been introduced to
design static and dynamic converters for low threshold logics [10]. There are various
kinds of the level shifters were implemented with CMOS technology and has been
analyzed for power consumption of the circuits [11]. Here considered three kinds of the
level shifters such as modified single supply, modified conventional, and modified
contention mitigated. The power consumption of all the three kinds of proposed circuits
has been reduced.
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A Multiple voltage supply system has got very much importance in any kind of
CMOS circuit design with less power consumption. The integrated chip has been
divided into various regions according to their operating voltages. Here a novel high
performance level converter has been implemented on Cadence Virtuoso tool with
UMC 180 nm CMOS technology [12]. Several kinds of level shifter have been
designed and comparison has been done by considering the parameters such as output
voltage, delay and power consumption of the shifter [13]. The all above methods have
consuming more power, delay and area, still these have to be minimized [14].

The main aim of the research work is to design a Multi threshold level converter
based transceiver for low power high efficiency communication applications. To
achieve the main objective, the following are sub-objectives:

1. To develop a Optimized Transmitter and Receiver using multi threshold voltage
based Level Converter. To design a Tran receiver with Low Power utilization with
Level Converter and compare it with a Transreceiver without Level Converter.

2. To design different Level Converters using Dual Vdd and Multi Vth and compare
the Power consumption of Transreceivers among them.

3. To evaluate the performance of the proposed schemes through simulations in
Cadence Tools and compare with the existing schemes.

The proposed method has introducing a novel power as well as area efficient
voltage level shifter in the transceiver system to reach the optimized consumption of
the resources and also various thresholding levels are achieved using level shifter.

2 Proposed Methodology

In proposed method we have introduced a multi threshold level shifter in transceiver
system for optimized power consumption. The transmitter of the system consists of
analog to Digital converter (DAC), NRZ Encoder, BPSK Modulator, Ring Oscillator
(VCO), level shifter and receiving section has phase detector and integrator, Digital to
Analog converter (ADC) as shown in the Fig. 1. A level shifter is a digital logic, which
converts digital signals from one logic level to another logic level. It is also called a
translator.

The analog message signal (low frequency) x(t) is given to ADC converter which is
digitized (1’s & 0’s) and is fed serially to NRZ Converter by using a Serial to Parallel
Converter(Multiplexer). The NRZ Converter stands for Non Return to Zero (1 is
encoded as +1 and 0 is encoded as −1. This is given as input to BPSK Modulator
(CMOS Multiplier) which has two inputs low frequency message signal and high
frequency carrier signal. The modulated output is a BPSK (Binary Phase Shift Keying).
It means for +1 data the carrier is same but for −1. The carrier is given a phase shift of
180’phase shift. This is further boosted in the next stage and transmitted through an
antenna. The Ring Oscillator will generate high frequency carrier signal with specified
phase, this signal is applied to the level shifter to get the required level of the signal for
modulation. The multiplier will give the modulated output by performing multiplica-
tion on the NRZ output and level shifter output as we can see in the Fig. 1. ADC stands
for Analog to Digital Converter where the input analog signal. Compared with a
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reference voltage using a comparator and produces a digital output. In this design
FLASH ADC is used. It consists of a voltage ladder with different reference voltage
created by resistors. A flash converter requires 2n − 1 comparators for an n-bit con-
version (Fig. 2).

The high frequency carrier signal is modulated with respect to the message signal
from information source. For +V of bit stream the output of BPSK Modulator is a high
frequency signal with same phase. wheareas −V of bit stream the output of BPSK
Modulator is a 180’ phase shift of original signal

In the receiver section, the modulated BPSK signal and output of the level shifter is
applied to the Demodulator to get the original signal. Depending on the phase differ-
ence the data is reconstructed and given to loop filter, which removes unwanted high
frequency component. The output of the filter is given to the integrator to obtain the
estimated data at the end of the receiving section and is converted back to analog form

Fig. 1. Block diagram of the transceiver

Fig. 2. BPSK modulation
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with DA converter. The high frequency carrier signal is demodulated to retrieve the
message signal from modulated signal. For signal of same phase the output of BPSK
demodulator is a +V Level. wheareas a signal of 180’ phase is demodulated as −V bit
stream (Fig. 3).

A Ring oscillator is designed as odd number of inverters where output of the last
inverter drives the first inverter. Inverter is basically a NOT gate (Fig. 4).

The design is simulated with an existing Level Converter and a proposed Level
Converter.

The Level Converter is used to shift the level of the input from VddL to VddH and
Viceversa. The standard Level Converter consists of two nmos devices M1 and M2
whose pullup consists two pmos devices which are cross coupled i.e. output of one
nmos device (M2) is driving the opposite pmos (M3). Similarly, the output of nmos
device (M1) is driving the opposite pmos (M4). This Level Converter has a drawback
of static dc current which occurs when a low voltage swing signal is driving a gate with
high supply voltage.

Similarly a standard Level Converter (HL) can be designed by applying voltage as
VddL to VddH and viceversa. It converts the signal from a Higher voltage range of gnd
to VddH to a Lower voltage range of gnd to VddL.

In the proposed Level Converter the Level Shift is done from VddL to VddH V and
Vice Versa. The static dc current is solved by designed P6 transistor with high

Fig. 3. BPSK demodulation

Fig. 4. Ring oscillator
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threshold voltage. Thereby the design consists of mosfets with multi threshold voltage
to reduce power consumed (Figs. 5 and 6).

VddH

VddL

VddL

VddH

0

M1 M2

M3 M4

n1

0

n2

VddH

Fig. 5. Standard level converter

Fig. 6. Proposed level converter
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3 Results

The design is implemented using Cadence tools which consists of Cadence Virtuoso
Schematic Editor to generate a schematic and simulation is done using Analog Design
Environment spectre simulator.

Fig. 7. Block diagram of BPSK transreceiver with level converter

Fig. 8. Simulation results of BPSK transreceiver with level converter
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In the simulation, Individual schematic for each sub system is designed and sim-
ulated according to the requirements and the parameters chosen for active and passive
components and symbol is created in Virtuoso and saved. The simulation is done by
ADEL and results are viewed in spectre simulator. The various analyses done in ADEL
are DC Analysis, AC Analysis and Transient Analysis.

The Top module is designed by instantiating the sub modules in Virtuoso Sche-
matic and Editor and is Simulated using Transient Analysis. The Results are verified
with theoretical data. Transreceiver is designed with and without Level Converter and
corresponding Power dissipation/consumption is verified & compared. In this paper
Multi threshold BPSK Transreceiver is designed using Cadence Tools. The Figures are
the design of sub systems of BPSK Transreceiver with Level Converter & Simulation
Design of BPSK Transreceiver with level converter.

4 Conclusion

In this research work, a “Multi-Threshold Level Converter based transceiver for low
power high efficiency Communication Applications” is developed by using various
level converters. Comparison with Transreciever without Level Converters is done.
The various Level Converters are analyzed with respect to Power reduction.

These techniques are used for yielding better throughput with reduced delay.
Besides, these techniques improve the overall efficiency. The Concept of Level

Fig. 9. Power consumption of BPSK transreceiver with different level converters under different
temperatures.
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Conversion can be used in system designed with multi Vdd and multi Vth and thus
reduce power consumed instead of using single power supply (Figs. 7 and 8).

The “Multi-Threshold Level Converter based transceiver for low power high effi-
ciency Communication Applications is evaluated by varying sources, such as Analog
Data and Digital Data, transmission rates and arrival rates by measuring throughput and
delay. The Multi-Threshold Level Converter based transceiver achieves improved
Power consumption with compromise in area and speed as the density of transistors
increases compared with “Transreceiver without Level Converters and Single threshold
devices.”

In most cases, Optimized Level Converter can be used for reducing the power
consumed in the Transreceiver. Therefore, the Transreceiver without and with Level
Converters can be designed as multi vdd systems. Instead of a bpsk transreceiver, the
concept of multi vdd and multi Vth can be extended to QPSK and M-PSK modulator
and demodulator. The system on chip designed can further be handled for power
consumption using the concept of multi vdd and multi vth. The Proposed method have
power consumption less than the existing techniques and temperature effect is shown in
Fig. 9.
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Abstract. Nowadays, efficient and fast communication network is a necessity
for various real life scenarios, as network connectivity problem is frequent in
wireless ad hoc network. Various network parameters provide measures to
ensure ideal network performance leading towards better QoS. This research
paper focuses on the development of easier approach towards level of node
connectivity using fuzzy logic for betterment of the ad hoc network perfor-
mance, and, also evaluates an ideal transmission range which would ensure
perfect node connectivity for a given number of nodes. Hence, ideal transmis-
sion range can be easily evaluated for given number of nodes, in such a way,
that sure connectivity is achieved, using the easier method of fuzzy logic, as
compared to that of the conventional method. Network simulations are per-
formed using QualNet 6.1.

Keywords: Mobile ad hoc network � Network connectivity
AODV routing protocol � MATLAB � Fuzzy logic � QualNet 6.1

1 Introduction

A mobile ad-hoc network (MANET) is defined as a wireless network which consists of
number of mobile nodes in an infrastructure-less environment. A wireless ad hoc
network has dynamic topology, and node connectivity depends upon the device
behavior, mobility pattern, distance between them, etc. Infrastructure-less networks
lack any central controller for the nodes, therefore the nodes of such networks possess
highly dynamic nature and interconnections of nodes vary continuously. Thus, such
wireless ad-hoc networks communicate with the help of routing protocols, which
provide routing paths between nodes [1]. In routing process, each node transmits data
to other nodes such that the routes are discovered dynamically on a continuous basis,
with the help of routing protocols. The main function of any routing protocol is to
establish routing path between nodes, which provide efficient transmission of data with
minimum delay, expense and bandwidth consumption [2].

QoS (Quality of Service) is defined as the set of parameters, which needs to be
fulfilled by mobile ad-hoc networks (MANET) in order to ensure efficient and faster
communication between the source and destination nodes. These parameters vary
according to the different networking layer. Most commonly used QoS parameters for
performance analysis of ad-hoc networks are bandwidth, delay and jitter. Improving
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QoS parameters for mobile ad-hoc networks is very crucial due to the dynamic nature
of MANET topology and decentralization [3].

In this research paper, AODV routing protocol is employed by mobile ad-hoc
networks for performance analysis in different environments. Ad-hoc On Demand
Distance Vector (AODV) routing protocol is a reactive routing protocol which
establishes routes on-demand. Thus, the transmission of topology information by nodes
occurs only on demand. AODV uses routing tables with one entry per destination.
Every node maintains two route entries i.e. (a) broadcast_id which increases each time
the source broadcasts a route request packet (b) sequence number to prevent routing
loops and to eliminate old, broken routes. Routes are maintained in AODV with the
help of RREQ (route request), RREP (route reply) and RERR (route error) control
messages [4].

2 Network Connectivity

In mobile ad hoc networks, connectivity differs due to the continuous node movement
because of their dynamic property, causing network partition. Connectivity Manage-
ment is difficult due to dynamic network topology, frequent link occurrence and nodes
failure via interference, radio channel effects, and mobility and battery limitation.
Hence, Connectivity is a major issue in mobile ad hoc network. The reasons behind
failure in the network that divides the network into two or more parts and can obliterate
end-to-end connectivity are classified into the following as given below:

2.1 Network Connectivity Issues

Node Failure. This happens when an intermediate node working as router is
unavailable because of hardware and software failure, and, secondly, when the node is
not in communication range of the network. It is also known as Device Failure.

Critical Point. In a topology such points are nodes and links which fail and cause
network division into two or more parts. It is also known as Weak Point.

Link Failure. Link failure happens because of many factors such as link obstacle
among communicating nodes, node mobility, fading and high interference. It is also
known as Edge Failure.

Power Failure. Power failure happens when the node battery is very low, and hence
the node cannot work as router. It is also known as Battery Failure [5].

2.2 Literature Review

Node connectivity was first defined by Cheng and Robertazziin in 1989. They studied
the effect of node density and node’s broadcast transmission range in a multi hop radio
network followed by spatial Poisson method. They prescribed that for transmission
range optimization, its value must be low bounded to achieve ideal network connec-
tivity. But, this method is difficult to implement practically [6]. Based on previous
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work, this research paper studies the Poisson distributed nodes disconnection. It gives
comparison between node’s critical coverage range and critical transmission range in a
square area based on Poisson fixed density [7]. This issue is studied for one dimen-
sional segment which provides critical range of transmission for Poisson distributed
nodes in given area of square. But, these researches were difficult to implement in real
situation, since, in Poisson process deployed nodes are originally random variable and
only its average value can be determined [8].

2.3 Definition

Connectivity is the route directness between nodes in a network topology. For a given
network with |N| nodes, where N = {n1, n2, n3….n|N|}, and the degree of node (nj) is
deg (ni), then connectivity is defined as:

Connectivity NWð Þ ¼
X Nj j

i¼1

degðniÞ
jNj
2

� � : ð1Þ

Where, jNj
2

� �
¼ jNj2 � Nj j

A Network has full connectivity when the Connectivity of the Network Connec-
tivity (NW) is 1. The necessary condition for full connectivity is described as:

X Nj j
i¼1

degðniÞ ¼ j Nj j2� Nj j ð2Þ

Full connectivity implies that the transmission range of a network is more than or
equal to the longest distance between any given node pair in the network and the node
degree is |N| − 1. The nodes in this network are capable of transferring data. But, the
required transmission range is higher. This network topology results into high channel
interference, which lowers the network QoS due to very high transmission range.

Each node has a definite maximum transmission power range PMAX . Pa is the
transmission power of node a. a is the path loss exponent and s is the minimum average
SNR required for decoding received data. dab is the distance between node a and node
b. For a source node i to communicate with node j in a given straight line as shown in
Fig. 1, it should follow [9]

PaðdabÞ � a� s ð3Þ

Where, Pa �PMAX :

3 Fuzzy Logic

MATLAB which refers to Matrix Laboratory is ideal software for high level language
programming in diverse environments, basically science and technology, which may
include fuzzy logic, DSP system, instrument control, econometrics and lots more.
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MATLAB provides easy approach towards intricate problems through simple pro-
gramming, separate toolboxes and also GUI.

In this research paper, MATLAB software is utilized to embed the concept of fuzzy
logic, in order to provide an easier and feasible approach towards perfect network
connectivity for a given transmission range and number of nodes in a wireless ad hoc
network, thereby, ensuring efficient network performance by improving QoS. In
MATLAB’s Fuzzy Logic Toolbox, FIS editor is provided for fuzzy inference system
development. Mamdani’s fuzzy inference system is taken in this research paper. The
block description of mamdani’s fuzzy inference system is given in Fig. 2 [10].

The crisp inputs are transformed generating input fuzzy set through fuzzification.
After that, the inference engine computes the output fuzzy set with the help of
knowledge base which comprises of fuzzy if-then rules in rule base and knowledge
about linguistic functions to map called membership functions of the I/O fuzzy set in
data base. Finally, the output fuzzy set is transformed generating crisp outputs. Fuzzy
Logic is analogous to the human brain functioning, thus enabling feasible computa-
tional learning [11].

Fig. 1. Effect of transmission range on network connectivity

Fig. 2. Block description of fuzzy inference system
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3.1 Proposed Work

The implemented fuzzy inference system is given in Fig. 3. It consists of two inputs,
i.e., number of nodes having membership functions {Low, Medium, High} and
transmission range having membership functions {Low, Medium, High} and one
output, i.e., network connectivity having membership functions {Poorly-Connected,
Surely-Connected}. The Input-Output variables associated with FIS are given in
Figs. 4, 5 and 6, retrieved from MATLAB fuzzy logic toolbox.

Fig. 3. Fuzzy inference system

Fig. 4. Number of nodes
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The fuzzy rules are described, which are created in the rule editor, for the imple-
mented fuzzy inference system in Table 1, given below [12]:-

Fig. 5. Transmission range

Fig. 6. Network connectivity

Table 1. Fuzzy rule base

Number of nodes Low Medium High
Transmission range

Low Poor connection Poor connection Poor connection
Medium Strong connection Strong connection Strong connection
High Strong connection Strong connection Strong connection
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The output consequent to given set of inputs can be obtained using rule viewer,
which is graphically depicted using surface viewer. Figure 7 represents the snapshot of
FIS rule viewer and Fig. 8 represents the FIS surface viewer, given below:-

In Fuzzy Simulation, estimation of network connectivity is being done on the basis
of number of nodes and transmission range, which are given in Table 2, as shown
below:

Fig. 7. Snapshot of FIS rule viewer

Fig. 8. FIS surface viewer

Table 2. Fuzzy based simulation parameters

Transmission range, dBm 100 150 250
Number of nodes

25 49.2 73.8 73.8
50 47.5 77.4 74.8
75 50.6 73 73
100 47.5 77.4 74.8
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4 Simulation Environment and Parameters

In earlier research papers, network connectivity analysis has been done using NS 2
network simulator in its older software versions. In this research paper, QualNet 6.1
network simulator is implemented, along with MATLAB fuzzy logic toolbox for
network connectivity analysis and its performance improvement. QualNet network
simulator is an effective tool to study the performance of existing communication
networks through simulation process and design such networks which provide opti-
mum performance by varying various simulation parameters. Thus, it can easily ana-
lyze the behavior of any real communication network by virtual simulation on the
software. It can also be used to build up real time communication networks with
desired configuration and satisfactory performance [14]. The simulation parameters are
described below as shown in Table 3:

Some of the snapshots of the simulation process, for different transmission range,
employed for different number of nodes for analysis of improved node connectivity of the
network, are shown below, retrieved from QualNet network simulator (Figs. 9 and 10):

Table 3. Simulation parameters

Parameters Value

Simulation area 1000 � 1000 m2

Simulation time 300 s
Number of nodes 25, 50, 75, 100
Routing protocol AODV
CBR 5, 10, 15, 20
Packet size 512 bytes
MAC layer IEEE 802.11
Traffic type Constant bit rate (CBR)
Transmission range 100, 150, 250 dBm
Antenna model Omni directional

Fig. 9. Snapshot of 75 nodes during simulation employing 150 dBm transmit range
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5 Results and Analysis

The performance parameters regarding measure of network connectivity are computed
for various numbers of nodes ranging from 25 to 100 nodes using varying transmission
range, namely 100, 150, 250 dBm. These performance parameters include generated
packet, received packet, forwarded packet, packet delivery ratio, total packets dropped
and average end-to-end delay. The respective performance parameters tables for var-
ious nodes are shown below (Tables 4, 5, 6 and 7):

Fig. 10. Snapshot of 100 nodes during simulation employing 100 dBm transmit range

Table 4. Performance parameters for 25 nodes

Transmission range 100 150 250
Network parameters

Generated packet 126 152 154
Received packet 48 116 111
Forwarded packet 0 53 92
Packet delivery ratio 0.5 0.95 0.97
Total packets dropped 5 16 67
Average end to end delay (ms) 11.104 109.8 57.714
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From above performance parameters tables, it can be concluded that in case of
150 dBm, there are fewer packets generated and average end to end delay increases
while packet delivery ratio drops, as compared to that of 250 dBm, in all the cases of
nodes, namely from 25 to 100 nodes. For transmission range 100 dBm, although
packets are generated in all cases, they are not being forwarded to the desired desti-
nation. Hence, 250 dBm transmission range is best suited for sure connectivity in given
networks containing defined number of nodes.

Table 6. Performance parameters for 75 nodes

Transmission range 100 150 250
Network parameters

Generated packet 246 334 395
Received packet 173 182 250
Forwarded packet 97 119 161
Packet delivery ratio 0.2 0.8 0.95
Total packets dropped 18 43 105
Average end to end delay (ms) 20.943 659.142 170.606

Table 7. Performance parameters for 100 nodes

Transmission range 100 150 250
Network parameters

Generated packet 263 371 425
Received packet 172 193 278
Forwarded packet 127 134 159
Packet delivery ratio 0.2 0.9 0.96
Total packets dropped 46 58 10.6
Average end to end delay (ms) 45.977 906.055 304.553

Table 5. Performance parameters for 50 nodes

Transmission range 100 150 250
Network parameters

Generated packet 158 254 289
Received packet 116 176 270
Forwarded packet 60 121 151
Packet delivery ratio 0.5 0.98 0.97
Total packets dropped 10 38 76
Average end to end delay (ms) 20.083 729.832 188.52
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6 Conclusion

With the help of this research paper, performance of mobile ad-hoc networks can be
enhanced using network connectivity improvement, through transmission range and
number of nodes in a fuzzy based approach, thereby, improving QoS. With the help of
the fuzzy approach, it can be concluded that better QoS through sure connectivity is
achieved in given networks of defined number of nodes through 250 dBm transmission
range.
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Abstract. VANET is one of such network which has received parcel of
enthusiasm for most recent few years. VANET intends at providing recent
inventive services identifying with different methods of transport and traffic
organization to enable an assortment of clients to be most prominent educated
and to make utilization of transport arranges all the more safely and additionally
capably. Intelligent transport framework join propelled data technology, media
transmission technology, sensor innovation, control innovation and PC inno-
vation to an indispensable transportation management framework, which is
based on a larger scale. Clustering is one of the efficient technique for exploiting
the life span and scalability of VANET. Various cluster-primarily based routing
procedures were projected inside the literature. However, in specifically pro-
posed protocols, the conversation amongst an automobile and its cluster head
(CH) is thought in more than a few communications. In this paper, a framework
proposed for the decision of CH chosen using Particle Swarm Optimization
(CH-PSO) algorithm.

Keywords: VANETs � Clustering � CH � Cluster node � Routing protocol
PSO � ITS

1 Introduction

VANET is one of such framework which has gotten parcel of energy for most recent
couple of years. VANET unexpectedly transformed into a dynamic area of progress in
context of its enormous potential to help entire new extent of structures which will
sustain purpose to relieve drivers and voyagers [1] (Fig. 1).

Vehicles (moving nodes) and road side fixed equipments both of them can be either
personal (owing to public service vehicles) or community transport means (like public
service vehicles) supplier of facilities. In this system each taking part vehicle fills in as
single node or remote switch, permitting autos which are 100 to 300 m from each other
to associate and make a framework with a huge range. As vehicles leave the scope
extend and get disengaged from the system, different vehicles can unite, linking
vehicles to each another making a mobile internet [2].
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1.1 Clustering

During the time spent Clustering nodes like mobile devices, sensors, vehicles and so
forth are grouped together in their geographical region as indicated by a few principles
[3]. Usually each CN has a chance to become a CH but depending on the preposition
used in the algorithms one become CH. For instance network availability, the sorts of
nodes; (cluster relay) is utilized for CH choice. The size of the cluster varies from one
cluster to another relying upon the transmission scope of the remote specialized gadget
that a node uses.

An ideal cluster is spoken to as a hover with CH in the inside and CN around.
Any CN can discuss straightforwardly with its CH and can speak with other CN either
specifically or through their CH (either in 1- hop or n- hop) [3] (Fig. 2).

Fig. 1. VANET architecture

Fig. 2. Cluster with CH and cluster node
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There are sure imperative contemplations in the outline procedure of cluster that
ought to be followed in the clustering calculations. The best possible clusters are
generated by the CH selection and cluster formation procedures. The message overhead
should be reduced. Application vigor must be given high need. The VANET clustering
plan needs to protect secure correspondence. Synchronization components and the
adequacy of these networks must be considered. Information collection process makes
energy optimization conceivable it remains a key plan challenge in VANET these days.
These clustering protocols are extremely scalable for intermediate to big size networks.
However in active networks like VANETs cluster organization as far as deferral and
overhead included is extremely difficult task [4].

1.2 Routing Protocols in VANETS

Traditional routing protocols in wireless ad-hoc networks can employ into several types
based on different criteria. These protocols, however, are not suitable for VANETs. The
suitability of the existing MANET routing protocols for VANETs has been evaluated
in [5]. The work shows that existing routing protocols are not able to satisfy the
requirements and specific VANET routing protocols are needed. However, the routing
protocols for wireless ad hoc networks can be broadly categorized into four types based
on criteria as routing information update mechanism, use of temporal information for
routing, routing topology and utilization of specific resources. In context of routing
data or routing update mechanism are generally arranged as proactive or table-driven
routing protocols, reactive or on-demand routing protocols and hybrid routing
protocols.

1.2.1 Proactive Routing Protocol
This protocol is known as table-driven protocols which empower each structure node to
keep up a routing table for securing the course data to every single distinctive node [5].
Each next hop node is kept up in the table passage that comes in the way towards the
goal from the starting place. The routing table of each node gets refreshed at whatever
point an adjustment in network topology happens because of which all the more
overhead cost is incurred. These protocols offer genuine data to the network ease of
use. There are various algorithms for finding shortest path which is shortest path
algorithms. These algorithms are used by these protocols to discover which path has to
be preferred. In Destination Sequenced Distance Vector (DSDV) Routing Protocol,
routing protocol understands a solitary route from source to objective which has been
kept up in the routing table. A routing table is kept up for each node containing data of
each available node in the network and total number of bounces anticipated that would
succeed those center points. The destination node starts a movement number to each
section in the table. Each node keeps up the course steadfastness by conveying their
routing table to the neighboring nodes. DSDV protocol does not permit cyclic routes,
decreases control message overhead and avoids additional movement caused by fre-
quent update. The aggregate size of routing table is decreased as DSDV keeps
exclusively the most ideal way to every node rather than multi ways. DSDV can’t
control the networks congestion that reductions the routing efficiency [6].
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1.2.2 Reactive Routing Protocol
This protocol is designed to overcome wastage of resources in maintaining the
unwanted routes. These protocols used for the most part moved toward demand
routing. They are called so in light of the way that on essential of a course that does not
survive from source node to destination node, the course invention begins. These
reductions the passage of the network and extras bandwidth flooding of the network
assists in course revelation component by sending a route request for message. Any
node existing on the course towards the destination on reception of the request message
sends back a course reaction message to the starting place node using unicast corre-
spondence. These routing protocols have high course discovering dormancy and are
reasonable for vast estimated mobile ad-hoc networks which are very mobile and have
much of the time evolving topology [4]. Other protocols of this types are Dynamic
Source Routing (DSR), Temporarily Ordered Routing Algorithm (TORA), Ad-hoc On-
demand Distance Vector (AODV), Associatively Based Routing (ABR) and Light-
weight Mobile Routing (LMR) etc.

1.2.3 Hybrid Routing Protocol
It is the combination of the best features of the above two categories. For routing within
certain distance or specific geographical zone, a table-driven approach is used. How-
ever, for nodes that are located beyond this zone, an on-demand approach is used.

1.3 Intelligent Transportation Systems

ITS join impelled data development, media transmission innovation, sensor innovation,
control development and PC innovation to a crucial transportation administration
structure, which depends on a greater scale. Intelligent VANET goes for giving present
day creative services identifying with various procedures for transport and traffic
organization, to draw in assorted clients to be greatest knowledgeable and to build
employ of transport organizes more carefully and more productively [7]. The probable
of Intelligent VANET is to assist acknowledge more extensive transport policy
objectives lies in their wide assortment of utilizations in the diverse methods of
transport for the two travelers and freight.

With the emotional increment in the populace and the development of urban areas’
scales, the biggest urban communities are confronting genuine movement issues. These
issues, for example, clog, contamination and mischance are getting to be a standout
amongst the most huge bottlenecks that limit the advancement of these urban areas.
The high caliber of life, making places availability and uniting individuals and products
are the indications of a phenomenal clever framework.

Conventional activity arrangements, for example, assembling the city freeway
framework, upgrading the thickness of the street, metro developments, which have
produced some periodical results, demonstrate their confinements when managing the
quandary urban communities defy today. Undertakings like GPPQ which targets
European mainland is buckling down in creating applications and solutions for lessen
the fuel utilization and blockage control as the oil assets will turn out to be rare in
future. Other outstanding task, for example, ITIF which has completed significant
works moved and raised the requirement for applications in Intelligent Transportation
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Systems. Wise VANET is all the more generally connected to address the movement
issues and give a more secure, more proficient and more monetary transportation
framework, adding to make a superior city.

1.4 Particle Swarm Optimization

PSO is a heuristic optimization algorithm accredited by Kennedy and Eberhart in [8]. It
was expected to deal with non- linear persistent optimization issues. It is a stochastic
optimization technique based on the swarm movement and intelligence. PSO motivated
from the sociological conduct of bird flocking can acquire optimal results. In this
algorithm every particle moves to scan for the optimum solutions and subsequently has
a speed. It regards every molecule as a point in N-dimensional space which appro-
priately modifies its “flying” in view of its encounters and every molecule has a
memory to store its past best arrangements. ACO and PSO both are the promising
varieties of swarm intelligence.
The PSO algorithm can be outlined in the going with propels

The rest of the paper is organized as follows. Section 2 presents the related work;
Proposed work is presented in Sect. 3. Results and analysis are discussed in Sect. 4;
Sect. 5 concludes the work.

2 Related Work

In the [9] scheme, an effective new approach coordinating transmitter- oriented repe-
titions, ESD bitmap, message sequence number, and modulo based waiting mini-slot is
given to conquer conceivable simultaneous clock due among close nodes and con-
ceivable message impacts in the traditional separation based clock for determination of

1. Randomly instate a swarm with levelheaded 
earth discrete position vectors. 

2. Randomly consign a sensible speed vector to 
each particle. 

3. Record the fitness of the entire people. 
4. Determine the best molecule execution among 

the social affair. 
5. Update velocity and position vectors as 

appeared by (6) and (7) for every particle. 
6. Discrete the position vector. 
7. If any iota flies outside the possible 

arrangement space, restore the molecule to 
its best ahead of time accomplished feasible
solution.

8. Repeat stages 1 − 7 until the moment that the 
minute that most unmistakable number of 
cycles is come to [8]. 
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multi-bounce forwarders. The new logical models represent the effect of the Nakagami
fading channel with distance dependent way loss and vehicle mobility on the reliability
and execution. Extensive simulations are led to check the accuracy of our proposed
plan and models under realistic network parameter settings [9]. Another proposed
protocol plays out the message dispersal among MVs in two level organizations i.e. TI
and T2 which diminishes the network overhead by allocating it amongst the two levels
is presented in [10]. The break down the endeavored transmission likelihood of every
road segment and the most extreme energy of dynamic transmitters, including their
hypothetical regards [11]. In [12], assesses the execution of the HWMP in the VANET
in context of Manhattan and Freeway mobility model. In [13], to expand stability, they
utilized Zone Based Routing (ZBR). To locate the short route in brief period, they
utilized Bacterial Foraging Optimization (BFO). To deal with questionable states of
VANET, they utilized fuzzy logic. Simulation carried on FBFOZBR protocol and
course execution comes about contrasted and condition of-c art routing protocol
PFQAODV. In the first case, they fixed the node velocity and route performance
studied at the different transmission rate. In the second case, they fixed the transmission
rate and route performance studied at different node velocity. In this work, they bring
forward a composite network of VANET and cellular network. The benefits of this
composite network consist of firstly the high speed of transmission of V ANET and
secondly the large scale cellular system. Also, this network overcomes the drawbacks
of the cellular and ad-hoc network. For maintaining several features of ITS (Intelligent
Transportation System) applications routing in the heterogeneous network has become
a significant area of research in VANET. Without any extra network price, they are
advancing a routing method for hybrid networks. The results demonstrate that the said
routing algorithm has minimized the transmission time and request block rate is in [14].
In [15], proposes parallel impedance cancelation (PIC) for link activation in VANETs.
Link activation (LA) remains for initiating an arrangement of correspondence links
which can transmit at the same time without transmission impacts. They demonstrate
the obstruction cancelation as a mixed integer programming (MIP) optimization issue
where wireless link conditions are analyzed. The proposed parallel obstruction
cancelation strategy can be utilized for planning of transmissions and resource sharing
inside the constructed clusters. Simulations were performed for different scenarios to
show the performance of the improved LA.

3 Proposed Work

In the existing technique, every node broadcasts its neighbor table details at regular
intervals thru hello packets. Consequently, by investigative the neighbor table of its
adjacent node, a node is capable to obtain detail approximately the nodes placed at
most two-hops far from itself and save such information in two-hop topology database.
Mobility of nodes and time duration utilized for choosing the CH.
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In this paper, a novel strategy proposed for the choice of CH which is Cluster Head
chosen using Particle Swarm Optimization (CH-PSO) algorithm. The whole process of
the proposed work is explained below in the form of proposed algorithm (Fig. 3):

Fig. 3. Working of proposed method

116 B. S. Rajawat et al.



4 Result and Analysis

In the result analysis, NS2 used for the simulation and it performed the communication
among the vehicles. Different speed of vehicles is considered for the demonstration of
the proposed technique in the given scenario. Network Animator is an activity tool
which depends on for execution of real world packet traces and network simulation
follows. It demonstrates the progression of the packets through the system. It bolsters
topology network, packet level simulation, and different data examination tools
(Figs. 4, 5, 6, 7 and Table 1).

Proposed Algorithm:

Step:1 Start
Step:2 Consider some dimension of the network
Step:3 Split the road into two lanes
Step:4 Place vehicles and RSU in the network
Step:5 Form the clusters of the vehicles in 

the lane
Step:6 Apply Particle Swarm Optimization for 

selecting Cluster head
a. Initialize vehicle
b. for each vehicle 
c. Compute fitness of each vehicle
d. if present fitness value superior 

than (pbest) then 
i. pbest = present fitness 

ii. gbest to the greatest between all 
pbest

e. for each vehicle
f. update velocity
g. update position

Step:7 Vehicle of maximum gbest selected as 
Cluster Head

Step:8 Cluster Head forward the data towards 
the RSU

Step:9 Stop

Table. 1. Simulation table

Parameters Values

Simulation used NS2
Network size 1218 m � 632 m
Number of nodes 30
Simulation time 20 s
Antenna used Omni directional antenna
MAC protocol IEEE 802.11
Vehicle speed 10, 20, 30, 40 m/s
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Fig. 4. Initialization of network

Fig. 5. Data communication performed
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5 Conclusion

Vehicles and road side settled equipment’s them two can be either private (having a
place with open service vehicles) or open methods for transport (like public service
vehicles) service providers. The VANET clustering plan needs to protect secure cor-
respondence. PSO motivated from the sociological conduct of bird flocking can acquire
optimal results. In this algorithm every particle moves to scan for the optimum solu-
tions and subsequently has a speed. In the existing technique, every node broadcasts its
neighbor table details at regular intervals thru hello packets. Mobility of nodes and time
duration utilized for choosing the CH. The proposed method is used to overcome the
existing problems and enhancing the performance of the network.

Fig. 6. Throughput graph

Fig. 7. PDR graph
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Abstract. The Boxplot is one of exploratory tools of data mining. It was
originated by Tukey in 1970 [1]. The Boxplot uses five-points to display
information which includes the median, the quartiles and the first and the last
points. To improve on the information conveyed by existing Boxplots it is
proposed to add the clustering methods during the computation of Boxplots. The
clustering methods used are K-Means and DBSCAN. The results are plotted
using all the above three techniques of constructing the Boxplots. The results
obtained from the proposed methods of construction of Boxplots show that they
are different from the original Boxplots. The results are compared with the
traditional technique of generating boxplots and it is demonstrated that cluster
driven boxplot generation is more effective for data analysis in real life scenario.

Keywords: Boxplot � Clustering � Density-based clustering
Data visualization � Group comparison

1 Introduction

The use of statistical techniques to find hidden patterns of data is known as exploratory
data analysis. Boxplot is one of such techniques which can visualize as well as compare
the groups of data. The Boxplot uses the five-point summary of data [2]. The five-
points include the median, the upper and lower quartiles and lowest and highest points
of data. The outliers or noisy points can be easily identified with the use of Boxplots.
The Boxplots can be used to replace complex tables, so the information conveyed is
more than that of those tables.

The Boxplots are being used in many applications and fields currently some of
which are mentioned here. To show the variation of NO2 concentrations across different
locations and sensors in the study of using multiparameter to calibrate low cost sensors
in the urban environment [3]. To visualize and compare the statistical properties of
seepage data from dams in the study of transient seepage through embarkment dams
[4]. To visualize the behavior of each accessor and to behold the influence of each
standard used, Boxplots are used to show data for 10% and 50% dilution in the study of
training of a panel to evaluate the rancid defects in soyabean oil [5]. Boxplots present
the average message delays and the variations in those delays in study of latency
sensitive traffic in comparison of multipath to single path transport [6]. To efficiently
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represent the imperical distribution of results of hybrid artificial bee colony algorithm
solved using differential equations [7]. To compare the runtimes of various topologies
the Boxplots are used in study of ensuring deadlock-freedom in low-diameter Infini-
Band networks [8]. To conveniently display the obtained thresholds of software metrics
to predict fault on open source software’s [9]. The Boxplots are also used in advanced
topics like augmented reality to compare four trackers to find corners under normal and
suboptimal illumination [10]. As it is observed that the Boxplot is being used to display
various information’s about the data it is planned to improve the existing Boxplots so
that some more information can be displayed by the same.

To improve on the information displayed by the existing Boxplots it is planned to
use clustering techniques on the data before plotting the Boxplots. Clustering is one of
the major data analysis methods. Clustering is distributing data into clusters which are
disjoint such that the data in same clusters are similar while those in different clusters is
dissimilar [11]. The dissimilarities are often based on the attribute measures and are
generally the distances between two data points [12]. Clustering is a data mining tool
and is also used in various fields such as biology, web security, web search etc.
Clustering does not have predefined classes and hence falls into category of unsu-
pervised learning. Clustering is further divided into types such as: Model based clus-
tering, partition-based clustering, density-based clustering, hierarchical clustering and
grid-based clustering. Partition based clustering and density-based clustering are being
used here.

The partition clustering is the most popular clustering method. The partition
clustering divides the data into k partitions where kmust be provided by the user. This
method divides the in such a way that each data falls into exactly one cluster. Most of
the partition-based clustering algorithms are distance based. These methods generally
require many computations. The clusters formed are spherical shaped as distance is
considered to form the clusters. It is not possible to form clusters of complex shapes. K-
Means and K-Medoids are the popular partition-based clustering algorithms and K-
Means clustering algorithm is used [13].

The density-based clustering algorithms are based on the notion of density.
A cluster is grown until the density of data points in the neighborhood is greater than
some threshold. This clustering method can find arbitrary shaped clusters. The regions
of high density of data points separated by the regions of low density data points form
the separate clusters [14]. All the points are not necessarily grouped into clusters and
can remain as outliers. These outliers can generally be considered as noise points.
DBSCAN, DENCLUE and OPTICS are the popular density-based clustering algo-
rithms and the DBSCAN clustering algorithm is used [13, 15].

The improved Boxplots are shown in the Fig. 1. The figure explains the procedure
of how it is planned to implement the improved Boxplots. The five-points which are
used to construct standard Boxplot named Min, Q1, Median, Q3, Max and the points to
improve the Boxplot with K-Means clustering are named as C1 to C5. The points in the
case of improving the clusters with DBSCAN clustering are named as D1 to Dn as the
number of clusters formed in the DBSCAN clustering are not fixed. The above-
mentioned points are calculated for same data and mapped as shown in the diagram
which is as follows. Min to C1, Q1 to C2, Median to C3, Q3 to C4 and Max to C5 for the
case of K-Means clustering. While in the case of DBSCAN clustering it is mapped as
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Min to D1, Max to Dn and the rest of the points are filled as per the number of clusters
formed during DBSCAN clustering.

2 Related Work

The Boxplot was originated by Tukey in 1970 [1]. He called it the schematic plot. The
plot was also later called as the Box-and-Whiskers plot and later it became a common
practice to refer the plot as the Boxplot. There have been various variations and
alternatives to the Boxplots over the years some of which are discussed below.

2.1 Variations of the Boxplot

Notched Boxplot. A confidence interval of the median of the data whose regular
Boxplot is plotted is shown by removing a pair of wedges from the side of the box. The

Fig. 1. Constructing Boxplots using K-Means and DBSAN clustering.
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construction of these confidence intervals is such that the medians of different Boxplots
are significantly different if their two notches do not overlap [16].

The Histplot. To include the information about density into the Boxplot the histplot is
used. The value of density is calculated at the median and the two quartiles. The top
and bottom of the rectangular box and the median lines are drawn with widths equal to
the calculated density at that point. The top, median and bottoms are connected to form
a frequency polygon. The resultant plot is called as histplot as it incorporates both
histogram (five bins) and a Boxplot. A shape of two equilateral trapezoids is formed
with common base as median. As a result, two new summaries have been added to the
Boxplot display [17].

The Vaseplot. The width of rectangular box at every point is proportional to the
calculated density at that point. This results in vase-like shape of the plot which
replaces the box. The method of estimation of the density governs the shape of the
central part [17].

2.2 Alternatives of the Boxplot

The Beanplot. A combination of 1-d scatter plot and a density trace is named as the
beanplot. Each bean in a beanplot is the density trace of the batch of data which is
mirrored to form a closed shape. A 1-d scatter plot is plotted in between the above
formed bean. The mean is also plotted as opposed to the median which is plotted in the
Boxplots. It does not use the quartiles, so it becomes easy to understand for non-
mathematicians [18].

Violin Plots. The density trace and the Boxplots and combined to form violin plot.
The density traces are plotted symmetrically across the vertical Boxplot. The name was
coined as violin plot because the first graphic example resembled the shape of a violin.
A better indication of the distribution is provided by the addition of density traces. The
peaks, valleys and bumps in the distribution as well as existence of clusters can be
showed with the help of the violin plots [19].

3 Methodology

This section gives the description of the methodology used to implement the techniques
of improving the Boxplots.

3.1 Boxplot

A single batch of data which is univariate in nature [17, 18] is displayed easily with the
help of the Boxplot. The aim of a Boxplot is to display the main features of data by
summarizing the data. The Boxplot falls into exploratory data analysis which is one of
the statistical technique. The Boxplot can be quickly learned and applied easily as well.
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The interpretation of data can be improved by using Boxplots. The Boxplot is a tool
which can improve our reasoning about quantitative information present in the data.
Hidden patterns of data in a dataset can be identified with the help of Boxplots [2].

The name Boxplot is given to the plot as it contains a rectangular box which
denotes the middle half of the batch of the data [17]. The top edge and the bottom edge
of the rectangle are upper quartile or Q3 and lower quartile or Q1 of the data. A line is
drawn across the rectangular box which shows the central or the median value of the
data. The above features are all denoted by solid lines to attract the attention of the
viewer. The summaries of univariate data focus mainly on the location and spread and
hence those are shown in solid lines. The interquartile range (Q3–Q1) multiplied by 1.5
defines the step. A vertical line is drawn from the middle of the top of the box up to the
largest observation which lies within a step. Similarly, a line is drawn from the middle
of the bottom of the box up to the smallest observation which lies within a step. Data
points which lie away from the box and do not lie in the step range are plotted
individually. These points attract attention and are potential outliers [20].

The five-points required for the construction of Boxplots are as follows:

1. The median.
Given a set of numbers S, the median is the middle number of S when S is sorted for
the case when the total number of S is odd, and the median is the average of the
middle two values of S when S is sorted for the case when total number of S is even.

2. The upper quartile Q3

It is the 75th percentile. Given a set of numbers S, the 75th percentile is the value of
75th number if there are 100 numbers in S and they are sorted in ascending order or
the value 75

100 of the way in S where S is sorted in ascending order.
3. The lower quartile Q1

It is the 25th percentile. Given a set of numbers S, the 25th percentile is the value of
25th number if there are 100 numbers in S and they are sorted in ascending order or
the value 25

100 of the way in S where S is sorted in ascending order.
4. Minimum

The minimum value denoted is calculated as follows

Q1� ð1:5� ðQ3� Q1ÞÞ

5. Maximum
The maximum value denoted is calculated as follows

Q3þð1:5� ðQ3� Q1ÞÞ

The Boxplot generally conveys a lot of information which can be summarized as
follows:

1. The Boxplot graphically presents the five summaries of data which give the fol-
lowing information about the data.

• A cut line in the rectangular box denotes the median which gives the location of
the data.

Utilizing Clustering Techniques for Improving the Boxplots 125



• The distance between whiskers and the length of the box gives the spread of the
data.

• Skewness of the data is shown by the deviation of the median from the center of
the length of the box as well as by the difference in the lengths of the upper and
lower whiskers and the number of outliers on either side of the whiskers.

• The distance between the whiskers and the edges of the rectangular box shows
the longtailedness of the data.

2. Observations at the end of the data is displayed by the Boxplot along with its
details.

3. Side by Side display of many Boxplots can be used to directly compare the detailed
information in different batches of data.

4. Computation and plotting of the Boxplot is easy.
5. Statisticians can easily understand the meaning of Boxplot [17].

Algorithm 1 explains the procedure of construction of boxplot.

3.2 Boxplot Generation Using K-Means Clustering

K-Means is the most popular partitional clustering method. It is unsupervised, non-
deterministic, iterative method [21]. It works in two different phases. In K-Means the
value of $k$ is selected in advance, it denotes the number of clusters wished to be
created. The first phase selects $k$ centers randomly. Next phase calculates the dis-
tance between each data point and the cluster center selected above. The distance used
here is Euclidian distance [21]. To calculate Euclidian distance d(x, y) between two
data points x = (x1, x2,… xn) and y = (y1, y2,… yn) the following equation is used

d x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

xi � yið Þ2
s

All the data points are grouped into clusters based on the minimum distance from
the selected centers. The centers are then recalculated by taking the average of all the
data points in that cluster. This process is repeated iteratively until the cluster centers do
not change.
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The K-Means clustering divides the data points into k clusters such that the
intercluster similarity is low and the intracluster similarity is high. Thus, our data is
divided into clusters which all contain similar data points [13].

To use the K-Means clustering to improve a Boxplot the cluster centers obtained
are used. As it is known that the Boxplot plots the data based on the five-point
summary of the data, the number of centers or the value of k is set to 5 in our K-Means
algorithm. 5 cluster centers are obtained as output from the application of K-Means
algorithm to the data. Further the cluster centers are sorted into ascending order and
then they are mapped to the five-points based on which the Boxplot is constructed as
follows

• 1st center point to the Lower step point
• 2nd center point to the Lower Quartile
• 3rd center point to the Median
• 4th center point to the Upper Quartile
• 5th center point to the Upper step point.

Using the above five-points the improved Boxplot using K-Means clustering
algorithm is constructed and algorithm 2 explains the same procedure.

3.3 Boxplot Generation Using DBSCAN Clustering

DBSCAN is a density-based clustering algorithm. Clusters of arbitrary shapes and sizes
can be formed using this algorithm even in the presence of noisy data points [22]. Each
object of a cluster formed by DBSCAN must contain a minimum number of data points
MinPts about a given radius Eps to be considered a core point. The DBSCAN algo-
rithm checks for the Eps neighborhood of each data point. If the neighborhood contains
more than MinPts then a new cluster is created with the data point as the core object.
The data points which are reachable within the Eps distance of a core data point are
added to the formed cluster [23]. This process is followed iteratively till no new data
point can be added to any cluster. Some points which do not get added into any clusters
are then said to be as noise points. The number of clusters are not required as input to
the DBSCAN clustering, hence the clusters formed by DBSCAN are the clusters which
exist in the dataset [14].
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To use DBSCAN clustering to improve on the Boxplot the obtained cluster labels
of all the data points which are available as the output of the DBSCAN algorithm are
used. Mean of the data points is calculated of those data points which belong to the
same cluster. Thus n of cluster center points are obtained where the n is equal to the
number of clusters generated by the DBSCAN algorithm. As the number of clusters
generated by the DBSCAN depends on the data, the five-point summary cannot be
applied here as it was applied in the previous two methods. The obtained cluster centers
are sorted in ascending order and proceed by forming only boxes with borders as the
center points of the clusters. Thus, the Boxplot generated using DBSCAN clustering is
formed. Algorithm 3 describes the same process.

4 Experiments, Results and Discussions

Boxplots are created for different randomly generated datasets of integers using the
three different techniques namely the standard Boxplot, Boxplots using K-Means
clustering technique and Boxplot formation using Density-based clustering technique.
The two datasets are called data x and data y. The generated Boxplots for the two
different datasets using these three techniques are presented. The different Boxplots for
data x are shown in the Fig. 2 and the different Boxplots for data y are shown in the
Fig. 3.

5 Comparison Explanation

The side to side comparison of the Boxplots of both the data x and data y is shown in
the Fig. 4. It is observed that the Boxplots are almost similar with slight variations in
the median and the quartiles. As the data is randomly generated in the same range and
has same number of data points it is observed that the median fails to differentiate
between the two sets of data and as a result similar Boxplots are generated.

The side to side comparison of the Boxplots generated using K-Means clustering of
both the data x and data y is shown in the Fig. 5. The difference between the plots for
data x and data y is clearly visible. The center point of the Boxplot is similar, but the
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Fig. 2. Generated Boxplots for data x.

Fig. 3. Generated Boxplots for data y.

Fig. 4. Generated standard Boxplots for data x and data y.
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other points have different positions in the plots. It is now clearly visible that the plot
remains true to the data and differences in the two plots is the difference in the datasets.
It is observed that the plots here convey more information than that of the standard
Boxplots.

The side to side comparison of the Boxplots generated using DBSCAN clustering
of both data x and data y is shown in the Fig. 6. As the DBSCAN does not require the
number of clusters to be given by the user it is observed that only four clusters have
been formed. The formed four clusters are vastly different from one another. It is now
clearly visible that the plot here becomes truer to the data points and the positions
where most of the data points lie are clearly conveyed. It is observed that these plotsare
an improvement over both the standard Boxplot as well as Boxplot generated using K-
Means clustering.

Fig. 5. Generated Boxplots using K-Means clustering for data x and data y.

Fig. 6. Generated Boxplots using DBSCAN clustering for data x and data y.
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6 Impact of the Presented Techniques

The results of the Boxplots plotted with K-Means clustering as well as with DBSCAN
clustering show that the results become truer to the nature of the data. The use of
clustering techniques uncovers patterns hidden in the data that were otherwise not
visible. These patterns are also graphically represented. The plot uses the same space as
that of normal Boxplot and conveys more information than that of the Boxplot, this
would result in the benefit of authors and researchers who use these plots as their
results would convey more information.

7 Conclusion and Future Directions

The Boxplot and its construction is studied. The Boxplot used median and quartiles to
represent the data. To improve on this, it is proposed to use clustering techniques while
construction of Boxplots. The clustering techniques used were K-Means clustering and
DBSCAN clustering. The plots with K-Means and DBSCAN clustering are plotted.
The Boxplot generated using K-Means clustering showed some improvement over the
traditional Boxplot while the Boxplot generated with DBSCAN clustering showed
improvements over the Boxplot generated using K-Means clustering as well as the
traditional Boxplot. The Boxplots with both clustering represents true nature of data
and can be practically more suitable for data analysis. It is suggested to keep on
experimenting with the K-Means and DBSCAN algorithms and keep on changing their
parameters in future to improve on the results and try to include some more meaningful
information in these Boxplots.
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Abstract. Sink node mobility is to uniformly distribute the load of the sink
neighbors in order to balance the energy level and to delegate sink’s neighbor
responsibility between the sensor nodes. In this paper, we present a mathe-
matical model that works with existing routing protocol. Sink mobility is
decided on the basis of definite-stay-value (D ¼ D � ð1� PðSjPosÞÞ), where
P SjPosð Þ is defined as closeness of sink node and sink site. Closeness means
surrounding density or an area where density of sensors is very high. This model
performs the SINK_TEST for the determination of sink site. We have formu-
lated this problem with the help of prior probability and continuous Bayes’
theorem. This mathematical model is verified by experiments and gives ade-
quate accuracy for the improvement of network lifetime in independent
environment.

Keywords: Wireless sensor network � Sink mobility � Mathematical model
Bayes theorem � Network lifetime

1 Introduction

Wireless sensor network (WSN) is a network of sensor nodes organized in an ad-hoc
manner to accomplish some predefined goal. Sensor nodes have limitations in terms of
memory, computational complexity and battery lifetime. Since, replacement of
exhausted batteries becomes practically impossible due to the harsh environmental
conditions, thus battery lifetime [1, 2] appears as the main constraint for a WSN.
Hence, it is necessary to use the energy very cautiously in both node and network level.
In the literature various models have been proposed for the improvement of network
lifetime. Sink mobility is one of the most useful solutions in the literature for improving
the network lifetime [1–3]. Sink node mobility is to uniformly distribute the load of the
sink neighbors in order to balance the energy level and to delegate sink’s neighbor
responsibility between the sensor nodes. Sink node mobility can be classified as
uncontrolled or controlled [4, 5]. In this paper, we focus on the controlled sink node
mobility because controlled mobility has lower data latency. In this work sink
node/base station is mobile and sensor nodes are stationary. All sensor nodes have
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same configuration and limited energy. Each node has the same starting energy and
they are generating equal traffic in the network.

The proposed mathematical model works with existing routing protocol and Sink
mobility is decided on the basis of definite-stay-value. This model performs the
SINK_TEST for the determination of sink site. We have formulated this problem with
the help of prior probability and continuous Bayes’ theorem. Our proposed MMSM
scheme moves the sink node on the basis of definite-stay-value rather than stay-value.
It is a better choice to move the sink node because it uses closeness of node in addition
to stay-value. Closeness means surrounding density or an area where density of sensors
is very high. In this area sensors have recorded large amount of meaningful data. The
communication time to connect the sink node and the sensors is to be minimized.
Otherwise, we have high delivery delays or data loss due limited buffers in sensors.
In SMSLRE [10], if stay-value is same for some sink site it decides in a random basis
which is not an optimum solution from the current location. Even if the next location
having a different closeness. We have shown the comparison of SMSLRE and MMSM
in terms of active sensor nodes per round. The result shows that our proposed method is
better than SMSLRE in terms of number of active sensor nodes and network life.

This mathematical model is verified by experiments and gives adequate accuracy
for the improvement of network lifetime in independent environment. Experimental
results show the efficiency of the proposed model. The rest of the paper is organized as
follows. The related work is presented in Sect. 2. Section 3 describes the proposed
mathematical model. Experimental results are shown in Sect. 4. Finally, Sect. 5 con-
cludes the paper.

2 Related Work

Sensor nodes have limitations in terms of memory, computational complexity and
battery lifetime. Since, replacement of exhausted batteries becomes practically
impossible due to the harsh environmental conditions, thus battery lifetime appears as
the main constraint for a WSN. Hence, it is necessary to use the energy very cautiously
in both node and network level. In the literature various models have been proposed for
the improvement of network lifetime. Sink mobility is one of the most useful solutions
in the literature for improving the network lifetime. Sink node mobility is to uniformly
distribute the load of the sink neighbors in order to balance the energy level and to
delegate sink’s neighbor responsibility between the sensor nodes. Sink node mobility
can be classified as uncontrolled or controlled. In uncontrolled mobility movement of
sink node is random and MULEs (Mobile Ubiquitous LAN Extensions) move
according to their requirements and exchange data if it is required [6, 7]. The main
limitation of uncontrolled mobility is that it needs large size buffers and with high data
latency. In this paper, we focus on the controlled sink node mobility because controlled
mobility has lower data latency.

Prakash et al. [2] proposed sink mobility in a fixed trajectory to maximize network
lifetime of wireless sensor network. In this work the sink mobility is decided on the
basis of closeness of subsink and sink node. In general subsink provides data to the
sink node if it is in nearest proximity of that subsink. In this work authors have
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proposed method to find the correct subsink node from a given set of subsinks using
location-aided routing on global positioning system (GPS)-enabled sensors and sink
node.

Koç and Korpeoglu [8] proposed traffic-and energy-load-based sink mobility
algorithms for wireless sensor networks. The proposed packet-load based sink move-
ment algorithm uses a specified number of packets for each node at each sink position.
This algorithm also considers distance of the packets and presented an integer pro-
gramming formulation to compute the optimal results. This work provides a solution to
the sink mobility in wireless sensor networks using node-load parameters.

Jong and Horng [9] proposed a novel queen honey bee migration algorithm for sink
repositioning in WSN. In this work, the sink visit several places to find best place on
the basis of highest remaining energy. The proposed method balances the energy
utilization among nodes and extends the network lifetime.

Tan et al. [10] proposed sink moving scheme based on local residual energy of
nodes in wireless sensor networks (SMSLRE). In the method, the sink node periodi-
cally moves to a new location on the basis of average residual energy and the number
of neighbors called stay-value. Thus, this scheme balances energy consumption around
sink node from draining and enhances network lifetime.

In this paper the sink mobility is decided on the basis of remaining energy level of
sink’s neighbors as similar to Tan et al. scheme [10] with SINK_TEST. We have
formulated this problem with the help of prior probability and continuous Bayes’
theorem.

3 Proposed Mathematical Model

In this section, we present a mathematical model that works with existing routing
protocol. This work involves a set of nodes or sensors deployed manually into the
target area. There are two types of nodes in the network, sensor nodes and sink node.
Sensor nodes are responsible for sensing local data and send it to sink node. The sink
node receives the data from sensor nodes for further processing. This work assumes
sensor nodes are stationary while the sink node is mobile after deployment. The setting
of the proposed architecture is shown in Fig. 1. Figure 1 shows a Scenario in which
sink node is initially at the center of the sensing field and the proposed model chooses
any of the sink sites on the basis of define-stay-value. The sink site is determined using
SINK_TEST.

In this work Sink mobility is decided on the basis of definite-stay-value. This model
performs the SINK_TEST for the determination of sink site. We have formulated this
problem with the help of prior probability and continuous Bayes’ theorem [11]. The
position for the sink node is decided using definite-stay-value. Sink site determination
is performed using SINK_TEST. The incidence of SINK_TEST is defined as follows:

Here D denotes the stay-value of a sink site calculated on the basis of average
residual energy and the number of neighbors as discussed in [10]. The SINK_TEST is
performed using Eq. (1).
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D ¼ D � ð1� PðSjPosÞÞ ð1Þ

Where, D denotes the definite-stay-value of the sink site. A larger D indicates a
better location for sink node. P SjPosð Þ is defined as closeness of sink node and sink
site. Closeness means surrounding density or an area where density of sensors is very
high. In this area sensors have recorded large amount of meaningful data. The com-
munication time to connect the sink node and the sensors is to be minimized. Other-
wise, we have high delivery delays or data loss due limited buffers in sensors [12].

Let S be the event that a sink site is closer to sink node, and S be the event that the
sink site is not closer to sink node, Pos be the event that the sink site test is positive or
closer to the sink note, and Neg be the event that the sink site test is negative or not a
better choice for the closeness from the sink node. Closeness can be calculated using
P SjPosð Þ.

Using Bayes’ theorem [11], we find that

PðSjPosÞ ¼ P(S) PðPosjSÞ
P(S) PðPosjSÞþ P(SÞ PðPosjSÞ ð2Þ

If the outcome of Eq. (2) is larger than 0.5 [11], we can conclude that the sink site
is more likely than not to have closeness from the sink node. We can evaluate the same
using the ratio given in Eq. (2)

S ¼ P(S) PðPosjSÞ
P(SÞ PðPosjSÞ ð3Þ

If the ratio given in Eq. (3) is larger than 1, we over conclude that the sink site is
more likely than not to be closer to sink node. Later than computing the ratio N, we can
derive the probability that a sink site has the closeness if Eq. (4) gives a positive result:

Sink node Sink site      Sensor node

Fig. 1. Scenario 1
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PðSjPosÞ ¼ S
1þ S

ð4Þ

Thus, it agrees with Eq. (2).
If PðNjPosÞ or PðSÞ argues with the condition PðSjPosÞ\PðSjPosÞ, a probable

ending would be that the sink sites did not have the closeness although the test were
positive. A different interpretation would be that an error in the SINK_TEST is more
likely possible than the closeness of sink site itself. Because PðSÞ is very small for lots
of test, giving a subsequent test a standard procedure whenever a positive result occurs.

Now this problem can be formulated with the help of prior probability and con-
tinuous Bayes’ theorem as,

Let N be the event that a sink site is closer to the sink node, N be the event that the
node is not closer or farther from the sink node, and PðxjNÞ defines the normal density.
The prior probabilities are defines as P(N) and P(N)

PðxjNÞ ¼ 1

rN
ffiffiffiffiffiffiffiffi

2
Q

p e
�1=2 x�lN

rN

� �2

ð5Þ

and

PðxjNÞ ¼ 1

rN
ffiffiffiffiffiffiffiffi

2
Q

p e
�1=2 x�lN

r
N

� �2

ð6Þ

By continuous version of Bayes’ Theorem

PðNjxÞ ¼ PðNÞPðxjNÞ
PðNÞPðxjNÞþPðNÞPðxjNÞ ð7Þ

So the sink site is slightly less likely to be closer than not to be farther. Further-
more, the ratio given in Eq. (8) can be used to find the same

N ¼ PðNjxÞ
PðNjxÞ ð8Þ

If the ratio given in Eq. (8) i.e., N < 1, the node is more likely not to be closer than
to be farther. By using the ratio N

1þN, we can have the same opinion with (7).
Thus, this model classified the closeness of sink sites in terms of surrounding

density. Figure 2 shows the densities of the sink sites.
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4 Sink Site Determination Experiments

Sink site determination is performed by moving the sink node into a correct site
location. Let S1 and S2 are the sink sites and sink node is at the center. Arrow indicates
movement path of sink node. Any Point between points S1 and S2 is chosen as sink
sites on the basis of definite-stay-value as shown in Fig. 3.

In order to determine the movement of the sink node we can use Eq. (1). If the ratio
given in Eq. (2) is larger than 0.5, we can conclude that the sink site (S1) is more likely
not to be closer to sink node and we choose Point S2 as a sink site.

In addition to that, if PðNjPosÞ or PðSÞ argues with the condition
PðSjPosÞ\PðSjPosÞ, a probable ending would be that the sink sites did not have the

Fig. 2. Probability density function for sink site determination

S1 (sink Site1)

S2(sink Site 2)

Current 
location of 
Sink node

Fig. 3. Sink site determination (SINK_TEST)
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closeness although the test were positive. A different interpretation would be that an
error in the SINK_TEST is more likely possible than the closeness of sink site itself.
Because PðSÞ is very small for lots of test, giving a subsequent test a standard pro-
cedure whenever a positive result occurs.

We have conducted rigorous simulations in our native tool developed in C pro-
gramming language. Our scheme performs better than SMSLRE [10] in terms stay-
value. Table 1 shows the stay-value of SMSLRE and MMSM obtained from Scenario 1.

Our proposed MMSM scheme moves the sink node on the basis of definite-stay-
value rather than stay-value which is a better choice to move the sink node.
In SMSLRE, if stay-value is same but the site is farther than others then it is not an
optimum one from the current location. Even if the next location having a different
closeness. Figure 4 shows the Comparison of SMSLRE and MMSM in terms of active
sensor nodes per round. The result shows that our proposed method is better than
SMSLRE in terms of number of active sensor nodes, and network life.

Table 1. Stay-value comparison between SMSLRE and MMSM

Stay value (SMSLRE) P SjPosð Þ Definite-stay-value (MMSM)

110 0.2 88
102 0.5 51
109 0.6 43.6
110 0.1 99
100 0.3 70
110 0.9 11

Fig. 4. Active sensor nodes per round
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The result shows that our proposed method is better than SMSLRE in terms of
number of active sensor nodes, and network life.

5 Conclusion

In WSNs, sensor nodes which are nearer to sink node have to forward the data, which
depletes their energy rapidly. Sink node mobility is a solution to uniformly distribute
the load of the sink neighbors in order to balance the energy level and to delegate sink’s
neighbor responsibility between the sensor nodes. This paper presents a mathematical
model that works with existing routing protocol. Sink mobility is decided on the basis
of definite-stay-value. This model performs the SINK_TEST for the determination of
sink site. Our proposed MMSM scheme moves the sink node on the basis of definite-
stay-value rather than stay-value which is a better choice to move the sink node. We
have compared our scheme with SMSLRE. In SMSLRE, if stay-value is same but the
site is farther than others then it is not an optimum choice from the current location.
Even if the next location having a different closeness. The comparison shows the
efficiency of SMSLRE and MMSM in terms of active sensor nodes per round. The
result shows that our proposed method is better than SMSLRE in terms of number of
active sensor nodes, and network life.
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Abstract. Wireless sensor network (WSN) is a group of various sensors which
is used to sense data from the surrounding and sends it to the base station. This
emerging technology has some remarkable applications for making human life
better. WSN has some issues too such as power efficiency and security. Due to
its open nature, it also attracts attackers toward itself which in result hampers the
security of the network. Wormhole attack is one of the severe attack at network
layer. It has different modes of attack and one of them is high transmission
power mode. This paper proposes a model for detection of wormhole attack
using received signal strength indicator (RSSI) and with the help of this model
malicious node having high transmission power is detected.

Keywords: Malicious node � Wormhole attack � RSSI
High transmission power

1 Introduction

The sensor nodes are deployed randomly in WSN to collect the data from the sur-
roundings [1, 10]. Sensor node is a hardware device which is a collection of electronic
essentials like micro controller, sensor, battery, and transducer (Fig. 1).

Fig. 1. A WSN environment
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WSN has many applications for hostile environment. Some of the applications are
weather monitoring, underground monitoring, traffic monitoring, under water moni-
toring, air monitoring and moisture balance it is also widely used in military appli-
cations and medical applications [10] (Fig. 2).

The numbers of applications attract the researchers as well as attackers towards this
area. There are various issues such as power efficiency, responsiveness, scalability,
security etc. There are several attacks which takes place at each layer of internet model.
Wormhole attack is one of the attacks at network layer of internet model [2].

The rest of the paper is organized as follows. Section 2 briefly focuses on worm-
hole attack and different modes of this attack. Section 3 describes RSSI. A model is
proposed for detection of wormhole attack in Sect. 4. The simulation results of the
proposed model are show in Section Finally, Sect. 6 concludes the work and provides
conclusion and future directions.

2 Wormhole Attack

In wormhole attack a tunnel is formed between two malicious nodes. This tunnel is
responsible for the shortest route between malicious nodes and it misguides the other
legitimate nodes to follow the route which in result either drop the packet or it is
broadcasted locally so that it cannot follow its actual route. As wormhole does not
make any changes in the packet information thus cryptography cannot be used for the
prevention from this attack [6, 7] (Fig. 3).

Military 
Applica on

Traffic 
monitoring

Under 
Water 

monitoring

Flood 
detec on

Health 
Monitoring

Fig. 2. Applications of wireless sensor network
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2.1 Modes of Wormhole Attack

There are different modes of wormhole attack which are packet encapsulation, out of
band channel, packet relay and high power transmission attack.

2.1.1 Packet Encapsulation
The Packet is misguided with wrong route information in this mode of attack. Thus the
malicious node encapsulates the node between source and destination and shortest
route information is received [3] (Fig. 4).

2.1.2 Out of Band Channel
In this mode, a high bandwidth tunnel is generated which is used to launch the attack.
The tunnel can be established through wireless link rather than a long wired link [10].
Though the attack sounds easier but factually needs a very specialized and efficient
hardware system which makes it difficult to initiate as compared to the other modes.

Fig. 3. Wormhole attack

Legitimate node

Malicious node

Fig. 4. Packet encapsulation
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2.1.3 Packet Relay
In Packet Relay, the malicious node creates an illusion of being neighbor. The mali-
cious node (M) relays the packet between the far apart nodes and creates the attack.
This mode can be implemented by a single vindictive node [4] (Fig. 5).

2.1.4 High Transmission Power
In wormhole attack with high transmission power only a single malicious node is
responsible to form a shortest route between source node to destination node, generally
it is implemented in homogeneous network. As a single malicious node is easy in
implementation process but it is difficult to detect. This attack does not make any
changes in the header format or in the routing table which makes it legitimate node and
it require a different strategy for detection and prevention. As we know that in
homogeneous network all the nodes have same specification thus any special hardware
capability of node may attract the other nodes which increase the chances of better
communication.

In high transmission power based attack nodes can be attached internally or
externally. In wireless communication antenna height and transmission power has an
important role as by increasing the transmission range results in expanding its com-
munication limit. As per WSN standard destination node is not in the range of source
node thus it takes help of immediate nodes to make its route [5].

In wormhole attack with high transmission power the attacker not only need to
increase the transmission power but also antenna height for its wide range. Initially
attacker places a malicious nodes, as its range is between source and destination or
source node should be in its range. This gives a shortest route from source to desti-
nation when source generate RREQ message packet. This data packet is transmitted
quickly to its destination thus shortest route is established and malicious node will be
noted as a next hop in routing table.

In Fig. 6 malicious node has high transmission power and thus due to its wide
range it becomes the shortest route between sender and destination node. After having a
route establishment when a data packet is sent from sender then the malicious node
drops the packet in between thus this attack causes loss of data packet.

A        M B 

Fig. 5. Packet relay
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3 Received Signal Strength Indicator (RSSI) Model

Localization is one of the basic technology of WSN. Though, it is hard to detect the
position of specific nodes as they are deployed randomly. As positioning from GPS
(global positioning system) is energy consuming and costly, thus there are two basic
algorithms used for localization which are range based and range free algorithms.
Range based algorithms are far more accurate than range free algorithm.

Range base localization algorithm use distance estimation or received signal
strength by some sort of measuring techniques. Just as the use of RSSI ranging need
less communication overhead, lower implementation complexity, and lower cost, so it
is very suitable for the nodes in wireless sensor network which have limited power [9].
RSSI circuitry is placed inside transceivers chip set in the sensor. It needs light
computation for the measurement of signal strength which does not overload the sensor
processing power. Therefore, it is a cost effective technology.

The connection between RSSI values and distance has the basic and the significant
role in wireless sensor network for ranging and positioning technologies. There are
different models of RSSI such as, HADTA model, log-distance path loss model, log-
normal shadowing model (LNSM) and two-ray ground reflection model [8]. The
models for signal propagation can describe the better relationship between the RSSI
values and distance.

The receive signal strength of transmitter and receiver is negative as the ideal RSSI
ranges at every end between −40 dBm and −50 dBm to get the appropriate data sets
[11] (Table 1).

RREQ                        Dropped Packet Data Packet
RREP

Malicious node    Sender node            Destination node

Fig. 6. High transmission power mode of wormhole

Table 1. RSSI signal values [11]

Desired RSSI −40 to–50 dBm
Usable RSSI −35 to–70 dBm
Strong signal Above–35 dBm
Weak signal Below–70 dBm
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4 Proposed Model

A model is proposed for the detection of wormhole attack having high transmission
power using RSSI. Wormhole attack using high power transmission is difficult to detect
as it has aim for dropping of packet rather than making any changes in the data packet
which makes it prone to cryptographic techniques. It can only be detected if each node
can check its received signal strength. Therefore, by using RSSI, the transmission
power between the receiver node and transmitted node is checked and the malicious
node is detected on basis of the relation of this transmission power and distance
between transmitter and receiver. Now this malicious node could be discarded.

4.1 Attack Scenario

In Fig. 7 an attack scenario is shown where the nodes are static and they are deployed
in homogeneous environment; but when a node comes in the network with high
transmission power then the data packets sent from sender to receiver is dropped in
between.

4.2 Proposed Methodology

The proposed methodology is shown in the flowchart of Fig. 8 given below. Relation
between PR, PT, n and d is given in Eq. 1. Here PR is the received power of the signal,
PT is the transmitted power of the signal, d is the distance between the transmitting
node and the receiving node and n is the transmission factor which is dependent on a
propagation environment. The value of n is between 2–3. As in this scenario, the nodes
are static and deployed in a homogeneous environment. The value of n will not change.
The values of PT and PR is obtained with the help of RSSI. Now, the distance (d) can be
calculated by taking antilog of Eq. 2:

log PR ¼ log PT � nlogd ð1Þ

n log d ¼ log PR � log PT

* 
w 

Static node 
connected in 
homogeneous 

network

Malicious node 
with high power 

transmission 
creates wormhole

Data packet is 
dropped 

Wireless Sensor Network

Fig. 7. WSN attack scenario
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log d ¼ log PT=PRð Þf g=n ð2Þ

On the basis of the sensor reading, the received signal strength (PR) and the
transmitted signal strength (PT) is taken which are shown in Table 2.

Now, with the help of Eq. 2 the d is calculated and is given in Table 3.

Fig. 8. Detecting malicious node from network having high transmission power

Table 2. PR and PT signal values

Node ID N1 N2 N3 N4 N5

PR −70 −65 −55 −45 −40
PT −60 −50 −40 −30 −25

Table 3. Relation of PR and PT signal values with distance d

Node ID N1 N2 N3 N4 N5

PR −70 −65 −55 −45 −40
PT −60 −50 −40 −30 −25
d 0.95 0.91 0.89 0.87 0.85
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As per the data obtained in Table 3, it can be concluded that the value of d is
increasing when the values of PT and PR are decreasing and vice versa. It indicates an
inverse relation of PT and PR with d as shown in the Eqs. 4 and 5.

PT a 1=d ð4Þ

PR a 1=d ð5Þ

When we get this relationship, the nodes will be normal otherwise there would be
possibility of malicious node which needs to be detected. Here, the readings of Table 3
show that the nodes are normal because we get an inversely proportional relationship of
PR and PT with d.

If a malicious node with high transmission power is present in the network then it
will show some varying effect. Table 4 shows the presence of a malicious node in the
homogeneous network because the readings written with bold violates the rule of
Eqs. 4 and 5. In other words it can be said that as per the Eqs. 4 and 5, all the normal
nodes follow a relation that PR and PT start increasing, with the decrease of d; but the
malicious nodes does not follows this relation. Thus it can be said that node N6 would
be the malicious node with high transmission power in the homogenous network.

5 Simulation and Results

The proposed work is implemented using Castalia simulator and the results are shown
in Subsects. 5.1 and 5.2. The proposed model calculates the distance (d) and detects the
malicious node with help of the relation of d with PT and PR.

5.1 Presence of Only Normal Nodes in Homogeneous Network

Figure 9 shows a graph between PR and d which describes that PR is inversely pro-
portional to d.

Table 4. Readings in homogeneous network indicating the malicious node (N6)

Node ID N1 N2 N3 N4 N5 N6

PR −70 −65 −55 −45 −40 −25
PT −60 −50 −40 −30 −25 −20
d 0.95 0.91 0.89 0.87 0.85 0.92
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Figure 10 represents a graph between PT and d which shows that PT is inversely
proportional to d.

5.2 Presence of Malicious Node in Homogeneous Network

Figures 11 and 12 shows the results for the presence of malicious nodes in the
homogeneous network. Figure 11 shows a graph between PR and d and Fig. 12 shows
the graph between PT and d. The results describe that here the inverse relationship is
not followed. The point at which this violation of inverse relationship is obtained
represents the malicious node.
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The kink in the graph of Figs. 11 and 12 represents the malicious node. Thus
malicious node with high transmission power is detected.

6 Conclusion and Future Directions

In this paper high transmission power based wormhole attack is detected with the help
of received signal strength. As this attack leads to data loss so by detecting the mali-
cious node the security of the homogeneous network can be upgraded. In future, this
work can be extended to optimize power efficiency too.
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Abstract. Cloud Computing is well-known resource sharing model uses
internet to offer several computing and data storage services. Due to distributed
resources and their availability for numerous users, the level of complexity for
the resource allocation and security accessing, increases. The paper mainly
focuses on meta-heuristic approach for resource allocation and data security
using data classification approach. In the proposed framework multi-factor
verification is applied to verify the user’s credentials prior to data accessing.
Encryption at user side not only ensures the integrity but also confidentiality of
data. Here MCS (Modified Cuckoo Search), PSEC (Provably Secure Elliptic
Curve) encryption and AES (Advanced Encryption Standard) is used for
resource scheduling, user side encryption, and cloud side encryption respec-
tively for attaining integrity, confidentiality and also efficient computation
ability.

Keywords: Cloud computing � MCS � Authentication � AES
PSEC encryption � Confidentiality � Integrity � Resource allocation
Efficient computation

1 Introduction

Cloud Computing (CC) is basically used for resources sharing. It delivers various
services like Platform (PaaS), Infrastructure (IaaS), and Software (SaaS) to its clients
over the web. Clients remotely access cloud for obtaining these cost effective services
as per their demand. These services became as much essential to the society as other
useful services like, cooking gas, electricity power, water supply and telephony.
Because of scalability, ease of utilization and flexibility, cloud computing is widely
adopted and became popular as essential utility in almost all type of community and for
business purpose too [1]. Well-organized resource allocation and data storage; both are
the challenges in cloud, because of virtualization. Therefore, various solutions are
needed for efficient computation and effective security, as both are essential component
for growth of cloud computing [2]. Resource scheduling is the approach which allo-
cates the accurate task among various resources like storage, network and CPU in well-
organized manner, in this way cloud improves its resource utilization and performance
in various available service like PaaS, IaaS and SaaS [3].
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Through various scheduling approaches, cloud computing performs the optimal
resource allocation among the given jobs and complete the job in optimal time. Meta-
heuristic scheduling approaches like ACO (Ant Colony Optimization), PSO (Particle
swarm Optimization), BA (Bat Algorithm) and GA (Genetic algorithm) are generally
slower than other techniques but it gives the outstanding results, so it is the vital
research topic that how to improve these approaches to get quality result in minimum
time [4]. In last few years, consumers adopted the cloud rapidly because of its key
features like, security, portability, availability of services, elasticity and interoperabil-
ity. But cloud is also facing many challenges to establish its acceptability at larger
level. Security is the key factor, which is required for increasing the users of cloud
computing. For maintaining the trust on the cloud it is essential to find out the solution
of current security attacks like Dos attack, Side-channel attack, insiders’ attacks,
phishing attacks, and attacks on shared memory [5]. Reputation of cloud depends upon
trust between cloud provider and its users. Trust can only be achieved when cloud
provider gives guaranteed security to its user’s access and confidentiality of their data
[6]. Proposed work focuses on the computational efficiency and security in the cloud.
PSEC cryptography is applied to obtain the integrity and confidentiality. MCS algo-
rithm is applied to accomplish the computational efficiency.

2 Motivation

The Cloud framework provides lot off benefits such as achieving reduced implemen-
tation cost of any organization, availability of resources on demand, easy access,
secured and trustworthy data storage, and variety of services. Because of multi-tenancy,
virtualization and shared resource pool, many security threats exist in the proper
functioning of clouds. Many users access the same cloud for their organizational
requirement, so there is fair possibility of unauthorized access, malicious access and
attacker’s access; this causes data leakage, data theft and various security breaches. The
traditional security systems were not suitable for applications and data in cloud. Lack of
security of data deployed in cloud, storage efficiency and scalability are the major
challenges for cloud network that creates major problems while rendering services to
cloud clients. Now-a-days many individual clients and organizations are dependent
completely on cloud for their computing and data storage requirement, therefore, it is
necessary to develop a cloud framework that is more secure and error prone with
increased reliability. These security requirement forces the researchers to deal with this
current issue by providing various security features in existing cloud system. This
research work addresses these problems through proposing an effective framework that
provides data security using suitable encryption scheme and a way for achieving
efficient computation in cloud.
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3 Resource Scheduling

Resource scheduling allocates the resources for given task on some basis in order to
employ the resources and complete all task in efficient manner. Efficient scheduling
improves the task performance through load balancing of resources. Resource
scheduling is categorized in following six classes [3] given in Fig. 1.

Makhloufi et al. [7] found that meta-heuristic approaches like CS (Cuckoo Search),
FP (Flower Pollination) and FA (Firefly algorithm) gives accurate solution when these
are utilized to optimize the power flow. Through comparison among them, it is proved
that CS performed better than FP and FA on parameters like accuracy and computation
time. Raghavan et al. [8] applied BA with the approach of BBA (Binary bat algorithm)
for allocating the resources for requested task with minimal cost in cloud. BA utilizes
randomization for searching the optimal result and also shows the supremacy in
resource sharing. Kaur et al. [9], proposed ADF (Adaptive firefly approach) algorithm
for allotment of virtual machines in data centers and on the basis of experimental result,
it was proved that this approach is better than ACO approach for load balancing. On the
request of users for resources, cloud provider provides the resources dynamically in
“on-demand” manner. Efficient load balancing is essential for optimal resource uti-
lization for attaining maximize throughput with minimum processing time.

For improving the performance of load balancing, FP algorithm was combined with
various different optimization strategies such as Quantum Theory, Tabu Search,
Chaotic Theory and CSA (Clonal Selection Algorithm). Nabil [10] proposed the MFP
(Modified flower pollination) approach which is the result of combining FP algorithm
and CSA. Investigational findings shows that MFP algorithm give more accurate

Resource
Scheduling 

Cost Aware Scheduling (COAS) 

Efficiency Aware Scheduling (EFAS) 

Energy Aware Scheduling (ENAS) 

Load Balancing Aware Scheduling (LBAS) 

QoS Aware Scheduling (QSAS) 

Utilization Aware Scheduling (UTAS) 

Fig. 1. Categorization of scheduling
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finding than other approach like SA (Simulated Annealing), GA algorithm, FP algo-
rithm, BA algorithm and FA algorithm.

Abdel-Basset et al. [11] compared CS algorithm with FP algorithm and find that FP
algorithm is superior to CS algorithm in speed while CS algorithm is superior to FP
algorithm in finding optimal result. So when accuracy is required CS algorithm is
preferred and when speed is required FP algorithm is much better. Meta-heuristic
ensures high quality result if it has balanced search through combining intensification
and diversification. Walton et al. [12] proposed the MCS algorithm and proved that it is
the excellent approach for optimization, because it gives superior results over CS
algorithm, PSO algorithm and DE (Differential Evolution) algorithm, when compared
all of these. Its performance is achieved through refining in local search, exchanging
information among top eggs, globally exploration and Levy’s flight searching.

4 Security Analysis

Rong et al. [13] explained few methods for improvisation in security of cloud and
associated issues. They have defined new accessing and controlling strategies for actual
data owner thus prevent the CSP and non- intended user from unauthorized access of
the data resides in cloud. Security of stored data in cloud is very important and need to
be addressed. The data on the cloud must always be kept private and even the service
provider should also not be able to see its original form. It must be ensured that data
should be shared only after the permission from the actual data owner. This permission
granting mechanism should be framed up like this that no illegal user can have the data
access.

According to Ali et al. [14], the security fear in cloud storage is mainly because of
virtualization of resources, allowing multiple users to access the cloud also known as
multi-tenancy and sharing of available resources. It is obvious that the available
resources are accessed through the user in sharing mode in cloud, because of that
authentication of users is highly required before accessing the resources. All these
resources are heterogeneous in nature and accessed in dynamic manner, this makes it
difficult to control their accessing. The basic thought behind cloud services is to handle
multiple users simultaneously, that is to maintain the multi-tenancy. This ability also
brings critical security challenges for opposite functioning of cloud based system and
proved itself as big challenge for the researchers and company professionals to provide
its solutions. Virtualization is also an essential requirement for cloud implementation,
as resources are not physically available to the user. As all the accessing and all the
operations are virtual, it is necessary to employ some security mechanism for autho-
rized accessing.

[15] Yahya et al. proposed security of stored data, depending on its type, according
to him the sensitive data should be given more secured treatment over the non-sensitive
data. Two-Stage-Encryption should be applied for Sensitive data while only one stage
encryption is sufficient over non-sensitive data (Table 1).

[16] Hingwe et al. has discussed their findings that user’s data should be catego-
rized according to their security requirements, like protected data, sensitive data and
highly sensitive data. Therefore different security levels of cryptography should be
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applied as per the nature of the data. More powerful security techniques should be
applicable for highly sensitive data, and also sensitive data compared to protected data.
Classifying the data make it doable to provide it appropriate security and develop an
efficient system for secured data storage and its effective management.

According to Younis et al. [17] apart from the various exciting features, cloud
computing also have some challenges like, security of data, misuse of services, inside
attackers, and various cyber related attacks. Control over accessing the cloud is the vital
need among all of these security challenges, which ensures the preventions of mali-
cious users. In this work importance is given mainly on controlling the cloud access,
which is not considered in traditional approaches. Strategy capable of protecting a
resource sharing as well as diverse permissions to the same user for accessing various
services is suggested.

Moghaddam et al. [18] suggested the authentication process based on client side
authentication, this reduces the complexity at server side. In this model a background
programming code is installed at client side machine along with client browser known
as agent. The request for agent requires the registration of the machine at server side.
As a result, the server generates the unique access code for this registered machine
which is sent to the client either directly, or encrypted by the password provided by the
client, using AES-192 or AES-256, which will be decrypted only by the requesting
client. Now the agent will check the identity at client side itself thus protect against the
Man in Middle Attack (MIMA).

Sood et al. [19] proposed a scheme for storing the data by the owner and accessing
by the various clients. The overall security of data and its storage is based on data’s
taxonomy as per their security requirement. Some data requires confidentiality, some
requires integrity, and some requires availability. According to the author, each client
who wants data access has to request the owner to provide the digital signature, for
accessing the data. Prior to accepting the request, owner verifies the clients. On suc-
cessful verification, the owner sends digital signature consisting necessary detail to the
requesting client. Now the client access the cloud for accessing data by using the detail
provided by the owner (Fig. 2).

Meslhy et al. [20] suggested various suitable approaches for applying data’s
security, authentication of user, integrity of stored data by identifying various states of
data like, data at rest, data in transfer state and data at processing state. According to

Table 1. Protection levels in cloud storage [15]

Security levels Authentication Authorization Encryption

Protected Single-Factor - Administrator - SSL
- AES 256 bit

Sensitive Multi-Factor - Administrator
- Safe Access Sharing

- SSL
- AES 256 bit

Top secret Multi-Factor - Super admin
- Safe Access Sharing

- SSL
- AES 256 bit
- RSA
- File Name Encryption
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them different security treatment should be given to data. If data is in processing state
then asymmetric encryption like RSA should be applied, if it is in transit state more
security is required that can be attained through security protocols like HTTPS, SSL
etc., and if the data is at rest, it should be secured through symmetric encryption
approach AES. They found in their work that OTP is a strongest tool for verify the
user’s identity based on two-fold authentication scheme.

5 Proposed Work

Cloud computing (CC) is widely used in business and in variety of community on
personnel basis. It has gained wide popularity in last few years, due to its flexibility,
scalability and cost effectiveness. As the CC is dependent on resource sharing, which
creates various security issues; the security is an important research area in cloud
computing. In the proposed work, first the diverse security approaches were analyzed
and on the basis of findings for enhancing the security, a framework for storing and
retrieving the data securely in cloud, is proposed. Here data is categorized according to
their security requirement and protection is proposed on the class of data that is highly
sensitive, sensitive, and protected. For authentication, a unique access code that
installed on the user’s side browser works as an authentication agent to reduce the
server’s overhead. A cloud-centric, secure two-fold authentication protocol for cloud
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storage data is proposed. This twofold process consists of identifying the cloud user
and afterwards validating the identity of cloud user through mutual authentication
without a verification table. Specifically, this approach does not depend on any trusted
third party for secure communication and protect from MIMA attack and ACCA
(Adaptive Chosen Cipher text Attack). PSEC cryptography is applied to attain the
security as well as integrity in this work. On loss of the main file, the data is recovered
from the remote server which provides the backup and recovery to data. This frame-
work gives rich authentication, confidentiality, data integrity and efficient data backup
and recovery for cloud storage data (Fig. 3).

5.1 System Model

Data Owner (DO). It is the authority or user like any individual, company persons
and any organization who is the owner of data. First it encrypt the data at own side and
also calculate the tag value for integration purpose. After that the data is stored on
cloud in encrypted form and sends the necessary credential which are helpful for client
to access the data from cloud.

Client (Cl). It is any person or user who wants to access the encrypted data which are
stored in cloud by data owner. This user decrypts this data and also checks its integrity
on its own side using the credential provided by data owner.

Cloud- Service-Provider (CSP). CSP is controlling authority which handles many
servers in cloud where Data Owner reside their data. It provides the data to clients after
authentication when clients request for it.
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5.2 Modified Cuckoo Search

CS algorithm adopts reproduction behavior of cuckoo bird for their searching process.
It uses some other birdies nest to place their eggs. If the birds failed to identify that egg
then cuckoo’s egg is safe and after some time birth of new cuckoo takes place. The
main task in this process is to find out the safe nest using lavy’s flight. The MCS
algorithm [12] use the lavy’s flight approach with an updated lavy’s flight walk size
(b). At every generation the value of b get decreased in reply to make more local search
in this way the user become more nearer to the solution. In conventional cuckoo search,
there was no any provision for exchanging the information between two eggs, the
modified version consider the exchange of information by putting the part of the eggs
having higher fitness values into the set of top eggs. Every Egg (solution) is categorized
by some fitness value. The egg having highest fitness value is the strongest solution so
user will always be interested in the eggs with higher fitness value, and he will always
search the strongest solution. During searching the first solution is checked its fitness
value and it compared with another available solution. If both the eggs have same
fitness value the mid distance is calculated to place the new eggs. In this paper MCS
algorithm is applied to quest finest resource for computational purpose and best storage
server for storing the data.

The MCS algorithm find out the server available at any time and determine its
fitness values. A particular server consists of virtual machine whose fitness defines the
server’s fitness. First of all, virtual machine’s fitness is calculated through Eq. (1).

Mfit ¼
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TASKj
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Where total count of Virtual Machine and Memory unit are represented by Sym-
bol S and U respectively. Computing power and the memory utilization are denoted by
Cj and Mj respectively. TASKJ are number of task running in the Virtual Machine and
Mfit is the fitness of virtual machine.

5.3 Data Storage Security

For data security, several cryptographic techniques, included in various protocol can be
suited. However, few symmetric encryption techniques like DES, RC4 should be
avoided in present scenario because these are not able to secure the data from new
threats. New symmetric technique AES instead of these algorithm can be preferred
instead of the above mentioned algorithms, because of its efficient encryption.

Asymmetric algorithm like RSA-768, RSA-1024 are breakable should be replaced
by RSA-3072. But RSA 3072 takes more time in encryption so ECC is preferred,
which gives same security level with small key size. Following table describes about
various key sizes of ECC, AES and RSA for achieving same security level. For
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integrity, generally SHA-256 is preferred over MD5 in present time, for authentication
ECDSA-256 or ECDSA-384 is preferred generally and ECDH-256 or ECDH- 384
should be applied in key exchange (Table 2).

Data owner and Client applied PSEC [21] and cloud applied AES on their own
side. Generate the symmetric key E1 and E2 using Diffie-Hellman, where E1 is applied
for encryption of data while E2 is used for verification of cipher text. Here KDF is key
derivation process, ENC is the encryption function utilizing symmetric-key and MAC
is the message authentication code. PSEC cryptography defends the data from ACCA
attacks.

For finite field Fb, an elliptic curve T is considered. In this field, consider point F of
prime order b on elliptic curve. Notation used in Domain parameters are (b, FR, T, g, h,
F, K, m), Where c and d are coefficient which define the elliptic curve equation, T is
randomly created elliptic curve and FR is field representation, K stands for order of
point F and m represents cofactor.

Given Equation describe an elliptic curve T over Fb.

y2 ¼ cxþ dþ x3 ð2Þ

Where d, c 2 Fb satisfy 27d2 þ 4c3 6¼ 0 (mod b).

Key Pairs. The Process of Key generation is responsible to generate secret key and
public key.

KKey Generation for PSEC [21]
1. Select Secret Key KS R [1, K - 1]. 
2. Compute Public Key KP = KSF
3. Return (KS , KP ).

Encryption. Data Owner converts its data into cipher text (TC) at its own side after
applying encryption and also calculates tag value I of cipher text.

Table 2. Key size recommendation of NIST 2007

Symmetric key size Soundness Modulus size of RSA Key size of elliptic curve

80 Upto 2010 1024 160
112 Upto 2030 2048 224
128 Beyond 2030 3072 256
192 – 7680 384
256 – 15360 512
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   Encryption using PSEC [21]
1. Select p R {0, 1} n, where n is bit-length of K. 
2. (E', E1, E2) KDF (p), where E'  has bit-length n +128. 
3. Compute E = E' mod K. 
4. Compute S = EF and  W = EKP.
5. Compute u = p KDF (S, W). 
6. Compute TC = ENCE1 (TP) and   I = MACE2 (TC). 
7. Return(S, TC, u, I).

Decryption. Clients receives data from cloud and verify the signature or tag value of
cipher text, If it is matched then convert encrypted data in plain text at own side using
decryption Process otherwise not received the data.

6 Conclusion

Cloud computing is one of the most popular and widely used technology in compu-
tation field, since its inception. This area has attracted large number of individual
customers, organizations and research professional towards it for their various com-
putational requirements. This paper described the existing optimization approaches for
resource scheduling, and proposed MCS algorithm for efficient allotment of computing
resources. Along with effective resource handling, the paper also dealt with security
concern related to authentication, which is solved by using unique access code installed
over data owner and client side. This eliminates the effect of Man-in-Middle attack. To
maintain the confidentiality and integrity PSEC approach is used at client side, which
also protects from ACCA attack. The work also considered the classification of user’s
data as per its security needs and provide the solution accordingly. The recovery of data
is also maintained by providing the backup at the remote server. Overall the proposed
work improved security provisions and increased resource performance in cloud.
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Abstract. The increase in the number of people and organizations relying on
cloud for storing their data has led to significant increase in the volume of data
on cloud. Wherever the Cloud Service Provider (CSP) allows encryption of
documents and metadata, keyword search becomes necessary for quick, easy
and effective retrieval of outsourced encrypted cloud data. As the cloud users,
over the period of time may tend to forget the exact keywords for issuing a
search query, the keyword search therefore should support synonyms. But the
synonym discovery is always context sensitive, as not all synonyms can simply
replace a word in all occurrences of a query. It is therefore, important to keep
the connotation of the word under consideration. As some synonyms can infuse
a different meaning, than the one user actually intends for and can cause drift to
user’s search. In this paper, we propose a scheme Context sensitive Multi
keyword Ranked Search (CSMRS) to this issue by analyzing the encrypted
query click logs. The results achieved show that the synonyms selected with
CSMRS are more appropriate and as per the context as intended by the user.

Keywords: Multi-keyword � Synonyms � Context sensitive
Privacy preserving � Cloud � Encrypted query click logs

1 Introduction

With cloud computing, computing now sees no border. A number of users are getting
hooked up with cloud because of the enormous benefits it provides, with a good
percentage, using storage as a service [1]. Since the volumes of data stored on the cloud
may contain user’s sensitive information as well, therefore the data is stored in
encrypted format on the cloud. However, at the time of locating and retrieval of the
desired documents, a user would prefer a search mechanism for easy and quick retrieval
of the needed documents. Encryption though required, makes the operations like
searching difficult. The notion of searchable encryption (SE) without the loss of data
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confidentiality has been introduced for the first time by Song et al. [2]. Thereafter many
researchers, have worked towards increasing efficiency and improving ways of
searching over the encrypted data [3–9]. But, these searchable encryption schemes do
not directly fit into the cloud environment as they lack the effective mechanism to
ensure file retrieval accuracy.

Many researchers [10–19] gave keyword search schemes for searching over
encrypted cloud data. Later, for enhancing the search capability, some researchers [20–
22] worked in the domain of keyword ranked search allowing queries that support
synonyms.

Fu et al. in [20] used searchable index tree with the document index vectors for
searching related documents. They built a common synonym thesaurus on the foun-
dation of the New American Roget’s College Thesaurus. They extend the extracted
keywords for building index with common synonyms in order to allow synonym based
search.

Mittal et al. in [21] created a customized synonym dictionary that is updated as new
keywords from the files to be outsourced are added. On finding a new keyword,
synonyms for every relevant keyword are added to the synonym dictionary. They later
expand their query with synonyms from this synonym dictionary and perform search
for locating relevant documents.

Saini et al. in [22] builds a synonym dictionary during setup phase. For the query
issued, the cloud instead of replacing the query keywords with synonym suggests some
synonyms for the user. If the user selects the synonym then the query returns ranked
search results for the same.

As per the literature survey the existing schemes of search over encrypted cloud
data supporting synonyms either keep waiting for user input or use a fixed set of
synonyms. But the synonyms are context sensitive. Synonym for a word simply cannot
replace all occurrences of a word in all the queries. For e.g. the words “powerful” and
“muscular” are synonyms for the word “strong” but when we use “strong coffee” we do
not equally say “powerful coffee” or “muscular coffee”. This means the word “pow-
erful” is not used as a synonym for the word “strong” over here. However, in the search
query “powerful man” synonym “strong” or “muscular” may replace the keyword
“powerful” and we can use “strong man” or “muscular man” as parallel queries in order
to get more relevant results as per user’s intent.

In this paper, we propose a scheme Context Sensitive Multi keyword Ranked
Search (CSMRS) that supports privacy preserving multi keyword ranked search over
encrypted cloud data supporting context sensitive synonyms. CSMRS uses encrypted
query click logs for locating the relevant synonyms as per the context. CSMRS limits
the synonym replacement in the multi keyword queries according to relevance as per
the co-occurring words in the query. The encrypted query click logs are recorded
whenever a data user downloads any document against the issued search query.
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2 Problem Formulation

2.1 Problem

To find the context sensitive synonyms, we need to extract the context sensitive syn-
onyms from the full set of synonyms picked from for a word. Neighbouring words
in a search query can help to understand the context for a word, hence the need for
query click logs. However, for multi keyword ranked search with context sensitive
synonyms over the encrypted cloud data we need to take care that it should be privacy
preserving. It means that the search query and the search results returned to the user
should be hidden from the public cloud server, despite it performing the search
operation.

2.2 System Model

CSMRS considers the cloud data hosting service to involve four different entities
namely the data owner, the data user, public cloud server and a trusted third party
wherein the private cloud server is considered as the trusted third party. The details of
the responsibilities of these entities is given in Sect. 5. The architecture of the proposed
CSMRS is shown in Fig. 1.

2.3 Threat Model

In this paper, we consider public cloud server to be “honest-but-curious”. It is assumed
that it carries out the assigned duties honestly, but is curious to examine data for
additional insight. Regarding private cloud we consider it as a trusted third party.

Fig. 1. Architecture of CSMRS (Context Sensitive Multi Keyword Ranked Search)
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2.4 Notations and Preliminaries

Notations

• Î(M): Document Index encrypted with key M
• Î(M, S): Document Index encrypted with key M further encrypted with key S
• t(M): Query unique words encrypted with key M
• t(M, S): Query unique words encrypted with key M further encrypted with key S
• : Table containing all ciphers of the word vectors
• : Synonym Dictionary
• : Collocation Dictionary
• Ǭ: Master Encrypted Query Click Log.

Preliminaries

Paillier Encryption
It is a probabilistic public key algorithm with additive homomorphic properties.

This means that given E (a1) and E (a2) one can get E (a1 + a2). It can also be used to
find E(a1) * a3, where a3 is not encrypted. We use the ability of the Paillier encryption
to increment the count (number of times a query has been issued against which doc-
uments are downloaded) in the encrypted query click logs. We also use Paillier
encryption for encrypting the term frequency of the keywords and their squares in the
Index.

3 Encrypted Query Click Logs in CSMRS

Query logs are extremely valuable for information acquisition. Ranging from simple
statistics to deeper mining, query logs can be used to get a variety of information like
user’s search preferences, automatic generation of natural language resources, semantic
analysis etc. [23]. To achieve all this, one of the most important steps of query pro-
cessing is segmentation of the query into terms. If the query logs contains the URL or
reference of the document opened or clicked by the user then they are referred to as
query click logs.

The proposed scheme CSMRS uses query click logs, but because it is deployed in a
public cloud environment the query click logs used are encrypted. Further, because we
need to segment the query into terms, the query encryption is done word-wise/term-
wise. The encrypted query click logs are maintained on the public cloud server, which
can cause a threat in spite of encryption of the query terms. Also, encryption of the
query term-wise can allow statistical attacks reveal the pattern of search. Even the most
commonly and frequently issued queries by an organization/user may be guessed.
Therefore, simply encrypting them with a deterministic encryption algorithm could
result in failure in preserving the privacy of the search terms in a cloud environment.
Also, if we use non-deterministic encryption algorithms, we would not be able to align
the queries against each other. So, we need a mechanism which allows aligning the
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query terms without actually making the pattern reveal the plaintext. To overcome, the
problem of retrieving the plain text through crypto attacks, CSMRS introduces and uses
word vectors. It further encrypts the obtained word vectors with ciphers from the table

by lookup method. The word vectors obtained for every word is different even if
they have the same set of alphabets as shown in the Sect. 4.1. This uniqueness provided
in the formation of word vectors makes the guessing of the plain text very difficult, as it
will be needed to be done for every word. CSMRS makes the encryption of plain text
even stronger as after obtaining the word vectors they are further encrypted with
corresponding cipher from table . CSMRS provides protection against guessing of
plaintext by infusing dummy words [24] in the query and in the index.

4 Important Notion

4.1 Word Vectors

Word vector is a bit string build up with key M. The key M has the random English
alphabets. It is ensured that the key has the complete alphabet set, the alphabets are
repeated many times and the alphabets like ‘i’, ‘e’, ‘a’ and others which are more in use
in the formation of English words have the repetition number higher than rest of the
alphabets.

If we consider, English alphabets to have letters ‘a to f’ with ‘a’ being used in most
of the English words constructed over the set {‘a’, ‘f’} then a snippet of column matrix
could be as shown in Fig. 2.

Example: Over the set {‘a’, ‘f’} with keyM as in Fig. 2, for getting the word vector for
the word “bed” check the 1D matrix (key M), pick first character of the word “bed” i.e.
‘b’ and compare with 1D matrix since first character is ‘d’ in 1D matrix set it to 0, next
is ‘a’ set it to 0, next is ‘b’ set it to 1. Once the bit is set 1, pick next character from the
given word i.e. ‘e’ here. From the point last left, start checking the 1D matrix. Keep
setting all bits to 0 till a match is found so after setting three bits to 0, next bit is set to 1
for character ‘e’. Now the bit is set to 1, so pick next character i.e. ‘d’ from the given
word and start checking from the point last left. Next character is ‘d’ in 1D matrix set it
to 1. Since the bit has been set to 1, so pick next character from the word. We do not
have any more characters left, so set remaining all bits from the point last left to 0.
Hence the obtained word vector for the word “bed” is 00100011000000.

Similarly the word vectors for the words “bad”, “dad”, “bed”, and “bead” based on
the snippet of this matrix will be

Fig. 2. Snippet of the 1D matrix (key M) on which the word vectors are built
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bad ¼ 00100000110000; dad ¼ 11000001000000;
bed ¼ 00100011000000; bead ¼ 00100010110000

Obtained word vectors are further treated to ensure cryptographic strength by
shifting it around by a shift factor Š. In CSMRS, mid-point is taken as the shift factor.
So, the word vector 00100011000000 for the word “bed” after shifting becomes
10000000010001.

4.2 Table

During setup phase (offline phase) we build a table, wherein, we record prebuilt
word vectors (of words and dummy words) and their equivalent ciphers with a non-
deterministic cipher (AES in our case) with a random key S. We limit the use of non-
deterministic cipher in a manner, that we encrypt it and record only one of the random
cipher obtained for a word vector in the table. The entire table is built during the
setup phase and uploaded on the private cloud server. The presence of key M and
table at different locations provides security to the final cipher obtained and its link to
the plain text. Therefore, having the key M alone does not reveal the final cipher being
uploaded on the public cloud.

4.3 Encrypted Query Click Logs

Query logs are widely used in web search. As Wei et al. in [25] refers that search with
synonyms is a challenging task in web as it could lead to intent drift to user’s search.
Wei et al. in [25] gives a solution to this issue in web search by the analysis of co-
clicked queries and further alignment of these queries against each other, where the co-
clicked queries are the queries leading to clicking the same documents. So, with a
different methodology but similar idea, we have used encrypted query click logs. These
encrypted query click logs need to be aligned word by word against each other.
Therefore, their encryption as discussed, need to be word-wise or term-wise. To align
the queries while preserving the privacy of the search terms, CSMRS uses word vectors
for every unique word of index file Î(M) and queries t(M). These word vectors are
created at the user’s end with the help of a unique key M shared with him by the data
owner. Once generated Î(M) is sent to the private cloud where they are further
encrypted by key S to form Î(M, S). The key M gives a unique fingerprint to each word.
The queries are also encrypted by keys M and S to generate t(M, S).

We store this information, without feeling a threat because otherwise also, a cloud
server is capable of having a history of all the search process and collect this infor-
mation. To break the direct linkage, between the issued query and its recorded entry in
Ǭ in the public cloud server, the log for a file download is recorded in the private cloud
server. At a suitable periodic interval i.e. depending on the number of queries being
issued, these logs are written to the public cloud server.
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5 Proposed CSMRS Overview

CSMRS architecture comprises of four entities data owner, data user, trusted third party
(Private cloud in this case) and public cloud.

– Data Owner: Data owner is responsible for outsourcing a collection of documents
D = (D1, D2, D3,…) in an encrypted form C = (C1, C2, C3,….) to the cloud
server. He encrypts the document collection D with a symmetric key encryption
AES with key K. In order to perform multi-keyword ranked search over the out-
sourced encrypted data, the data owner builds searchable index Î(M). Î(M) is then
sent to the private cloud where all word vectors Î(M) are replaced with ciphers from

to form Î(M, S) by lookup method. This is done for every document to be
uploaded.

– Data User: Data users are authorized users who can securely search the document
collection for keyword(s). They use the secret key which is shared with them by the
data owner and can issue a search request. The search query t(M) issued by the data
user is encrypted with the same key M with which index keywords were encrypted.

– Private Cloud: The private cloud server on receiving the search query t(M) assigns
weight of 2 to the query keywords. It further checks the synonym dictionary and
add all synonyms of the query keywords with weight 1. Then it extends the
encrypted query with dummy keywords with weight 0 and further encrypts it with
the key S to get t(M, S). The dummy keywords are randomly added to the query to
protect against statistical attacks of guessing the more frequently used terms. It then
sends the search t(M, S) to the public cloud server.

– Public Cloud: Public cloud in the offline stage constructs the collocation dictionary
by calling the AlignQuery() procedure that works on the master encrypted query

click log Ǭ. In online stage the public cloud server on receiving the search query t
(M, S), refines the synonyms of t(M, S) with procedure SynSelection(), find the
cosine similarity and returns a ranked list of top n encrypted documents to the data
user. The data user can download the files of his intent and then decrypt it with the
key K secretly shared with him by the data owner.

6 Proposed CSMRS Framework

This section gives a detailed description of CSMRS with integrated security and pri-
vacy mechanisms.

6.1 Build_Index()

Key_Gen(m)
With the size parameter m, generate the secret key M where M is 1D matrix of size m,
M 2 {a, z}. M contains many non-uniform occurrences of the characters ‘a–z’ and it is
not in a collating sequence but a random order.
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6.2 Dictionaries

Synonym Dictionary
is built during offline stage and kept on the private cloud. It contains commonly

used synonyms for a word in all grammatical usages of a word. We used Moby
Thesaurus [26] for picking the synonyms. All entries in are encrypted with key
M and S.
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Collocation Dictionary
is an M, S keys encrypted dictionary having the aligned words and the words co-

occurring with these aligned words (neighbour words). AlignQuery() procedure is used
to align the queries available in the co-clicked query clusters. The detailed process is as
explained below:
Master Query Click Log Ǭ
Every time a user download a document for a particular query it is recorded in a log on
the private cloud. All these logs from private cloud server are appended into the master
query click log Ǭ after a periodic interval. The appropriate period for update of Ǭ
depends upon the usage of the system. However, regular updating of Ǭ gives an
efficient execution of the scheme. Ǭ contains the encrypted query t(M, S) issued by the
user, doc id of the document that was downloaded and the count n (number of times the
same document was downloaded for the given query). n is encrypted with Paillier
encryption that is additively homomorphic so that n is not revealed to the cloud server
however n could be incremented on appending more entries to Ǭ.

Co-clicked Query Clustering
Co-clicked query clusters are greedily formed by first reserving all the doc-ids that are
linked to a particular query and then putting into cluster all the queries that were issued
with which these doc ids are linked.

Query Pair Alignment
CSMRS aligns the query pairs in a manner similar to [25]. It selects the co-clicked
query pairs with similar length i.e. same number of terms. These pairs have same terms
at all positions except one in order to extract the words that are replacement for each
other. These extracted words become the aligned words that are recorded in the col-
location dictionary along with the neighbouring keywords.
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6.3 Search

and in the private cloud requires one time build up during the setup phase of
CSMRS. Figure 6 shows the total time required to build cipher dictionary and syn-
onym dictionary.

requires time to time update to acquire more suitable synonyms. During
experiments it was seen that if collocation dictionary is not updated it resulted in less
number of matched synonyms. The only periodic computation cost incurred by
CSMRS is aligning of queries and updating of collocation dictionary.

The search process requires users’ encrypted query t(M, S) to be sent to the public
cloud server. Here it looks the collocation dictionary and matches the aligned words
using procedure SynSelection().This process filters out all the excess synonyms added
in the query. The filtered out synonym terms are those which actually were never used
in the users’ query simply because the use of those words together is inappropriate.
Now finally we are left with the main keywords, shortlisted synonyms and dummy
keywords in the t(M, S). We calculate the cosine similarity using Eq. 1, and find the
relevant documents. In Eq. 1, Q refers to the final query t(M, S) after synonym
selection phase and D refers to the stored documents. The top n relevant documents
returned are ranked as per their similarity scores and returned to the user. The presence
of dummy words in the query and in the index file does not affect the final scores as
their term frequency was set to 0 in index file. In the entire search process only the final
score are known to the cloud server. CSMRS preserves the privacy of entire data and
process from the cloud server.

similarity ¼ cos hð Þ ¼ D :Q
Dj jj j2 : Qj jj j2

¼
Pn

i¼1 DiQiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 D

2
i

p
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 Q

2
i

p ð1Þ

7 Experimental Results

The experiments are done in python on a Linux machine with Intel i7 processor with
8 GB RAM. For alignment of encrypted query click logs the encrypted queries were
built for the search queries in accordance with selected queries from AOL-user-ct-
collection [27] a corpus of query logs. We ran the word alignment algorithm on both
the selected queries in plain and then on the encrypted queries of the same queries to
check the similarity in the aligned words returned by them. We found that the words
aligned are almost similar with both. Though with encrypted queries we only had some
extra dummy keywords almost everywhere in order to conceal the actual data. The
dataset of documents was specially built to make the documents suitable to run and use
the queries corpus from AOL-user-ct-collection.
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8 Functionality and Efficiency

8.1 Index Generation

Index generation step in CSMRS is one time computation comprising of two main
steps i.e. forming Î(M) and its further encryption to Î(M,S). In CMSRS we include word
vectors of the unique words from the document to be uploaded, unique keywords of its
filename and file descriptors (these acts as document tags and are entered by the data
owner while uploading the file/document). We include the term frequency of these
words and their squares and encrypt them with Paillier encryption.

For constructing Î(M) key M is built with English alphabets randomly placed, they
are repeated many times and the frequency of most appearing alphabets in formation of
words in English language is more than other alphabets. The length for M used in our
scheme is 167. The randomness and repetition of alphabets is good enough to construct
many English words. We experimented creating word vectors and careful examination
of 10,000 English words picked from the /usr/share/ dict/british-english of Ubuntu
14.04.

Figure 3 shows the index construction time. It shows the word vector creation time
and time taken for final encryption of the index by lookup method into the table. It
shows that the time taken for final encryption of the word vector in private cloud is
almost negligible with respect to the total time taken for index construction. The
generation time of the index is increasing linearly with respect to the number of
keywords.

Fig. 3. Index construction time (in secs.)
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The total index construction time in Fig. 3 includes time taken for extracting the
unique keywords for the relevant document along with its term frequency and its
square, word vector creation time and time taken for encryption by lookup method in

table.

9 Search over Encrypted Data

9.1 Search Efficiency

The public cloud server computes the similarity scores with Eq. 1, and return the top
n ranked list of the relevant documents during the search process. Figure 4 shows the
time taken by CSMRS for searching the relevant files. It clearly shows assuming that
having fixed number of keywords in the query, the search time is dependent on the
number of documents in the dataset.

9.2 Synonym Quality

We experimented with some selected search queries and saw that our scheme did not
give weight to “powerful” as synonym when it was listed with the word “coffee”.
Similarly we tried another query “ship goods to Bombay” over here the word “boat”
was not given weight as synonym for the word “ship”. One detailed example of the
query pair alignment and reduction of synonyms from the full list of synonyms is
shown in the Table 1.

Fig. 4. Search time (in ms)
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10 Conclusion

In this paper, we addressed the problem of privacy preserving context sensitive syn-
onym support over the multi-keyword ranked search over the encrypted cloud data by
exploiting the encrypted query click logs. The proposed Context sensitive Multi-
keyword Ranked Search (CSMRS) takes care of preserving the privacy of the user data.
CSMRS uses and stores encrypted query click logs but does not reveal the exact
number of keywords in the query to the public cloud server and befools it by extending
the users’ encrypted query with dummy keywords. This makes CSMRS secure against
mapping of the cipher with a particular keyword. Final encryption of users’ data (either
index keywords or query keywords) is possible with cipher table in private cloud server
after getting word vectors from the data user. This prevents unauthorized users to make
search requests. Also the word vector design of each word provides a strong safety
feature against crypto attacks. Though encrypted query click logs gives some sense of
presence of similar keywords but it leaks nothing more than that, as the cloud server
cannot reach to the exact plain keywords from it. Also the cloud servers are curious
enough to analyze user’s queries and can even get the history so our query click logs
stores nothing beyond the capability of the public cloud server. Rather we are using it
for our benefit. We also take care that these query click logs are first stored on the
private cloud server and later it updates the public cloud server master query click logs.
It does so to hide the exact relevance of the encrypted queries issued with its encrypted

Table 1. Example of reducing synonym terms by CSMRS with given queries to be aligned for
the word sharp

Query Woman with sharp tongue

Example word Sharp
Complete synonym list Able, acerbic, acidic, acidulous, acrid, adept, adroit, agile,

annoying, artful, astringent, biting, brainy, brilliant,
capable, caustic, clever, consummate, cool, cultivated,
cutting, deft, dexterous, experienced, expert, effectual,
effective, efficient, facile, galling, gifted, harsh, hateful,
hurtful, ingenious, intelligent, keen, learned, masterful,
masterly, nasty, practiced, piquant, polished, powerful,
prepared, proficient, pungent, qualified, responsible, rough,
sharp, savvy, skilled, skillful, smart, spiky, talented, tart,
accomplished

Aligned queries in master
query click log

Woman with loose tongue, woman with red tongue,
woman with cut tongue, woman with pierced tongue,
woman with cursing tongue, woman with sarcastic tongue,
woman with rough tongue, woman with pleasant tongue,
woman with pungent tongue, woman with biting tongue

Synonyms filtered and selected
for example word

Sarcastic, rough, pungent, biting
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query click log entry. CSMRS shows improvement in the quality of the synonym
selection for the expansion of search query and hence the ranked search results contains
relevant documents. The search time taken by CSMRS is similar to the existing
schemes.
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Abstract. Wake-up receivers exhibit a wake-up range of few meters
while the sensor nodes present a communication range of hundred meters.
This gap between wake-up range and communication range limits the use
of wake-up receivers with sensor nodes. In this paper, a high gain and
compact size microstrip patch array antenna is presented for wake-up
receiver in order to increase the wake-up range. The antenna is designed
at operating frequency of 2.45 GHz for low loss RT/Duroid 4003C sub-
strate. The fabricated antenna exhibits a gain of 8 dBi while occupies an
area of just 64x81 mm2. The measurement results are closely matching
with the simulation results.

Keywords: Microstrip antenna · Array antennas
Antenna feed network · Sensor networks

1 Introduction

An antenna is a transducer that converts RF fields into alternating current or
vice-versa. A microstrip patch antenna (MPA) consist of a metal patch (copper
or gold) of any shape (circular, rectangular, elliptical, etc.) on the surface of a
printed circuit board (PCB) and a ground plane on the back side of the PCB [1].
The radiation from the MPA is primarily due to the fringing field between metal
patch and ground plane. By choosing a thicker PCB of a low dielectric constant,
the gain and bandwidth of the MPA can be improved but size of MPA increases
[2–4]. An array arrangement of MPAs increases the gain and directivity as well
as reduces the overall area [5–7].

Wake-up receiver (WUR) is used with sensor node to minimize its energy
consumption resulting in longevity of the network [8,9]. The WUR normally
consumes very low power (sometimes zero power) and exhibits a wake-up range
(WR) of few meters as compared to sensor nodes [9]. In this paper, a high
gain & compact size microstrip patch array antenna (MPAA) is designed and
fabricated to raise the WR of WURs (which operates in 2.4 GHz ISM band).
The rest of paper is organized as follows. Section 2 describes the design procedure
of an antenna. Design of 2x2 MPAA is given in Sect. 3. Section 4 presents EM
simulation results. Fabrication of high gain antenna followed by measurement
results are discussed in Sect. 5. Finally, Sect. 6 provides the conclusion and future
scope of work.
c© Springer Nature Singapore Pte Ltd. 2019
S. Verma et al. (Eds.): CNC 2018, CCIS 839, pp. 181–190, 2019.
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Inset feed

Wb y

Y

Fig. 1. Basic structure of MPA [12]

2 Design Procedure

There are many methods to analyze the microstrip patch antenna (MPA) and one
of the simplest methods is transmission line model (TLM) [1,10,11]. In the TLM,
the MPA consists of a transmission line of length L that separates two slots of
width W and height h as shown in Fig. 1. The Rogers RT/Duroid 4003C LoPro-
TM laminate (Dielectric constant (εr) = 3.38, Substrate height (h) = 1.524 mm
and Metal thickness (t) = 35µm) is chosen due to its smoother copper surface
lower insertion loss as compared to FR4 substrate [13]. The TLM as discussed in
[10] is used to compute the physical dimensions/parameters of MPA. The design
equations and calculation of physical dimensions of an antenna is discussed in
[7]. The calculated physical parameters are: W = 40.9, L = 32.6 (for εr = 3.38,
h = 1.524 mm and tanδ = 0.002).

Table 1. Optimized dimensions of patch antenna

Parameter Value

Patch width (WP ) 24 mm

Patch length (LP ) 33.7 mm

Feed offset (Y) 12.75 mm

Feed width (Wb) 0.86 mm

Patch gap (Wg) 1.87 mm

Antenna gain 4.1 dBi

By using these parameters values, the patch antenna was designed using
IE3D simulation software which is a full-wave electromagnetic (EM) simulator
[14]. Since the objective of our work was to attain the maximum gain with
minimum size, we optimized the patch antenna size. The inset-feed is cut at
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Fig. 2. Proposed structure of inset-fed 2x2 MPAA

y = Y to achieve 100Ω antenna impedance (this is explained in next section).
The optimized dimensions as a result of iterative simulations are listed in Table 1
and are used for the designing of array antenna explained in the next section.

3 A 2x2 Microstrip Patch Array Antenna

The proposed inset-fed MPAA consists of 4 single patches and a feeding network
as shown in Fig. 2. The spacing between patches is very important parameter for
array antenna because it decides the overall antenna gain. The patch array gives
maximum gain when the patches are separated by 2λ but it increases the array
size significantly [6]. The standard value of spacing d normally lies between 0.6
to 0.9λ [15]. A special care is needed to avoid spurious radiations of the feed
which otherwise increase side lobe levels and cross polarization (results in low
antenna gain). Our objective is to make an antenna for WUR which should have
smaller size and high gain. In the proposed design, the impedance of single patch
antenna is chosen to 100Ω (in place of 50Ω) because two 100Ω feed lines joined
at point A (same for point B) will result in a total of 50Ω. Further, these two
points (A and B) are to be connected with point C which should have 50Ω
impedance. So, two quarter wave transformers (one for point A and another for
point B)are used to transform the 50Ω impedance into 100Ω. These two 100Ω
feed lines meet at point C and gives resultant 50Ω impedance. Then a co-axial
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Table 2. Dimensions of 2x2 MPAA

Parameter Value

Spacing between two patches in X-direction (dx) 40 mm

Spacing between two patches in Y-direction (dy) 47.5 mm

Patch array width (W2x2) 64 mm

Patch array length (L2x2) 81 mm

feed is used to connect SMA connector. This feeding technique needs only two
quarter wave transformers as compared to 4–5 in conventional corporate feed
networks [10,16]. In addition, the 100Ω feed lines are folded in order to fit larger
lengths into smaller area. So our designed antenna is area effective. The physical
parameters of the MPAA at operating frequency of 2.45 GHz are tabulated in
Table 2.
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4 EM Simulation Results

The proposed MPAA is designed and simulated using IE3D software. The voltage
standing wave ratio (VSWR) and input reflection coefficient (S11) of the designed
antenna are plotted in Figs. 3 and 4, respectively. The designed MPAA presents
the S11 of −23 dB at 2.45 GHz and 1.13 VSWR at 2.45 GHz. This low value
of VSWR indicates that impedance matching between transmitter (or receiver)
and antenna is proper. Figure 5 shows the 2-D radiation (elevation) pattern of
directivity of E-total in phi = 0o and 90o. It is clear from Fig. 5 that the radiation
pattern at operating frequency of 2.45 GHz is normal to the surface.

The gain is one of important parameters for the antenna. The variation of
antenna gain with respect to frequency is plotted in Fig. 6, where the maximum
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Fig. 5. 2-D radiation pattern (a) E-total at phi = 0o (b) E-total at phi = 90o

gain is 8.4 dBi at 2.45 GHz. Further the 3D view of antenna radiation pattern
(gain) is given in Fig. 7, where the radiation pattern of array antenna is per-
pendicular to the surface and provides a narrow beam-width. It is also clear
from gain pattern that there are no side-lobes (spurious radiations) at operating
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Fig. 7. 3-D view of gain at 2.45 GHz frequency

frequency. This reflects the perfect designing of feeding network of array antenna.
The 2-D current distribution is shown in Fig. 8.

The other performance parameters of an antenna is antenna efficiency1.
Figure 9 shows the dependency of antenna efficiency on frequency. The maxi-
mum antenna efficiency comes to 80.5 % at 2.45 GHz.

1 Antenna efficiency (also known as radiation efficiency or simply efficiency) is a mea-
sure of the radiated power (as electromagnetic waves) through antenna to the power
fed to antenna terminals.
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Fig. 8. 2-D current distribution at 2.45 GHz frequency
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Fig. 9. Antenna efficiency with frequency variation

5 Measurement Results

The MPAA is fabricated on Rogers 4003C LoPro-TM laminate which has
smoother copper surface and presents much lower insertion loss [13]. The LoPro
technology also yields a copper clad panel with slightly lower dielectric con-
stant than the standard RO4003C laminate. The fabricated antenna is shown
in Fig. 10. An Agilent ENA-5071A vector network analyzer (VNA) recorded the
s-parameters and SWR of an antenna. The VNA was calibrated in the 1 to
4 GHz frequency range. The frequency response of the fabricated antenna in
terms of S11 is plotted in Fig. 11. The simulation result gives S11 of −23 dB
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Fig. 10. Fabricated 2x2 MPAA (a) Top view (b) Bottom view
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Fig. 11. Measured S11 of MPAA

at operating frequency of 2.45 GHz while the measurement result gives S11 of
−31 dB at 2.45 GHz.

To measure the antenna gain, we have used two TelosB sensor nodes. First
we measured the range by using standard antennas. Then we replaced these
standard antennas with 2 sets of our designed antenna and measured the range.
After putting these values in Friss equation, we can estimate the gain of our
designed antenna. The summary of measurement results is tabulated in Table 3.
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Table 3. Summary of measurement results

Parameter Value

S11 −31 dB

Resonance frequency 2.4 GHz

VSWR 1.12

Gain 8 dBi

Impedance 50 Ω

6 Conclusion

In this paper, a high gain and compact size MPAA is designed and fabricated in
order to overcome the gap between WR and communication range. The designed
MPAA exhibits a gain of 8 dBi for 2.45 GHz operating frequency and occupies
just 64x81 mm2 area. A co-axial feed is used to connect the antenna with the
WUR and sensor node. The advantage of co-axial feed is that an antenna parks
itself on the WUR and sensor node. Thus keeps the overall form factor of the
assembly low. The WUR [8] presents a WR of 6 m. After incorporating designed
high gain antenna, the WR turns out to be 13 m (increases ≈ by a factor of 2).
Future work includes the use of 2D defected ground structures with the MPAA
for improving the performance and reducing the area. Other substrates will also
be evaluated.
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Abstract. As there is a continuous increase in number of vehicles in urban as
well as rural areas, the congestion of vehicles is becoming a very big problem.
Smart transportation systems are used to collect information about existing
traffic on roads. Wireless sensor networks offer better performance and reduced
cost when used in the smart transportation system. Data aggregation algorithms
can be used to reduce sensor network congestion. This paper discusses the use of
wireless sensor networks for smart transportation system and data aggregation
algorithm to reduce the network traffic. In this paper, we used hybrid data
aggregation algorithm with gossiping incorporating mobility of nodes. We
evaluated the performance of proposed scheme with the existing hybrid
aggregation algorithm. The result analysis shows that proposed scheme is effi-
cient and scalable.

Keywords: Smart transportation system � Data aggregation
Wireless sensor network � Gossiping

1 Introduction

Congestion on roads became a very big problem nowadays. Smart Transportation
System provides a way to collect traffic data from roads and uses this data for providing
useful information to peoples. Smart transportation system aims to provide a better way
to manage traffic. It enables various users to be more informed, and more secure. The
smart transportation system is an integration of several elements like people, vehicles,
roads which in turn provides an informative and efficient traffic management service.
There are various areas where smart transportation system can be used such as Arterial
and Freeway Management Systems, Freight Management Systems, Transit Manage-
ment Systems (TMS), Incident Management Systems, Emergency Management Sys-
tems, Regional Multimodal and Traveler Information Systems/Information
Management (IM) etc. [1].

Traditional Smart Transportation Systems use wired sensors for data gathering,
such as inductive loops, video cameras and ultrasonic sensors. Due to many drawbacks,
these sensors can affect the efficiency of the entire system. Therefore, wireless sensor
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network provides a better alternative. Wireless sensor network (WSN) technology is
emerging as the most exciting and promising area for research [2]. The Wireless Sensor
Network (WSN) can be defined as a group of devices forming a wireless network,
which are used to collect information from the environment using sensors. Small sensor
devices can provide reliable data without creating any obstruction to the user. With the
use of sensors, various information from the roads can be collected such as weather
conditions in a particular area, air pollution status, and also a count of vehicles in a
particular are at a certain time interval. The main challenge in Wireless Sensor Network
is energy efficiency. Since the devices in Wireless Sensor Network are low powered,
their energy should be used in an efficient way. But in the proposed model, the sensor
nodes are powered by a continuous power supply. Since they are deployed either on
vehicles or on lampposts, where power can be easily supplied. Therefore, there is no
issue regarding energy consumption.

Transportation information collection and communication plays a key role in all
intelligent transport application [3]. To efficiently collect this information data aggre-
gation algorithms are used. With the help of data aggregation techniques network traffic
can be reduced and the network lifetime can be enhanced [4]. There is a number of
factors which decide the efficiency of a sensor network such as network architecture,
routing algorithm and the data aggregation algorithm used. In this paper, we incor-
porated mobility of nodes, data aggregation and gossiping routing algorithm (Fig. 1).

The rest of the paper is organized as follows. Section 2 provides an overview of
related works. Section 3 discusses the assumptions regarding network and main net-
work topology and design. Section 4 presents the proposed algorithm. In Sect. 5 the
simulation results are discussed. Finally, in Sect. 6, the conclusion is given.

Fig. 1. A smart transportation system scenario.
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2 Related Work

The area of Smart transportation system for research has been extensively explored,
however, use of WSN along with data aggregation in the smart transportation is yet not
much explored. The work done in [3] suggests the use of WSN in the intelligent
transportation system (ITS) and proposes a system architecture in which mobile nodes
can query a largely deployed WSN in ITS scenario. In [5], an approach for reliable
detection of vehicles in the parking area is proposed using WSNs. They conducted an
elaborate car counting experiment for one-day duration to show the efficiency of their
proposed approach. The work done in [6] also suggests use of WSN in the smart
transportation system. It uses the sensors to sense the speed of vehicles and also to
classify them according to the length of vehicles. In [15] a novel wireless sensor is
proposed for traffic monitoring. Detection and classification of vehicles, their speed and
length estimation can be done using this smart sensor. There are various methods for
data aggregation. Data aggregation algorithms can lessen the number of packets
transmitted to base station [4]. Data aggregation based on entropy of sensors is pro-
posed in [13]. They also proposed an efficient method for clustering. A WSN protocol
framework is proposed in [7]. They also proposed a spatial correlation data hybrid
aggregation (HA) algorithm. It uses two parameters similarity and similarity constraint
to perform aggregation. For WSN based ITSs a dynamic data aggregation algorithm is
proposed to reduce the energy consumption [8]. It uses a hybrid network structure and
evidential reasoning for data aggregation. A WSN based traffic data collection algo-
rithm to forward urgency data efficiently is proposed in [10].

3 Preliminaries

3.1 Assumptions

The following assumptions are taken for the proposed approach with respect to the
network.

• The nodes are deployed randomly.
• All the sensor nodes are aware of their positions.
• Sensor nodes can be of heterogeneous nature with respect to memory, and com-

putational capacity.
• The nodes in the network are supposed with uninterrupted power supply.

3.2 Network Topology

The infrastructure of a transportation system in urban areas consists of numerous
components including traffic lights, vehicles, lamp posts, electronic boards. These all
components can be used to deploy sensors for monitoring and analyzing the envi-
ronment and traffic conditions.

The topology of this model is hierarchical in which nodes can be categorized into
three types: sensor nodes (static and mobile), relay nodes (static), and a sink node.
Sensor nodes are used to gather data from the surroundings. They can be deployed on
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vehicles and lamp posts. Sensor nodes directly communicate to relay nodes using
single hop communication. Single hop communication as compared to multi-hop
communication saves a significant amount of power and the total number of packets
transferred in the network.

The collected data from sensors is transferred to relay nodes. Relay nodes act as the
link between sensor nodes and sink nodes. These nodes receive data from sensor nodes,
aggregate it and then transfer it to sink node. Sink node act as a base station which
receives data from relay nodes and then processes it to make decisions.

For mobility of sensor nodes deployed on vehicles, Random Waypoint Model is
used. Random Waypoint Model is the most common model used for mobility in
networks. It provides a way to model the movement of mobile nodes, their velocity and
location [9]. The destination of nodes is chosen randomly and independently. Each
node selects a random destination within the simulation area and a random speed
within a specified interval. Before moving to next destination each node waits for a
fixed time interval. Figure 2 shows the flow of data in the network.

4 Routing in Smart Transportation System

There are various routing algorithms for WSN. But the routing algorithm should be
according to the application where it will be used. It should not consume many
resources since sensors nodes in WSNs have limited resources. In the proposed system,
sensor nodes directly transmit the data to nearby relay nodes and then routing is
performed by relay nodes. The traffic information in Smart Transportation System can
be classified into two types: periodic traffic information and non-periodic traffic

sensor nodes  to 
relay nodes

•sensor node sends data 
to relay node

relay node to 
other relay nodes

• relay node performs 
data aggregation

relay node to sink 
node

•aggregated data is 
transferred to sink node

Fig. 2. Flow of data in network.
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information [10]. Routing of later type is simpler since the data is in small quantities.
But the data with large quantity should be exchanged efficiently. For this purpose, data
aggregation algorithms are used.

4.1 Data Aggregation

The sensed data from multiple sensors is transmitted to the base station. Since the data
from nearby sensor nodes are generally highly redundant and correlated, and the sensor
nodes are resource constrained. It will be very inefficient to transmit this data directly to
the base station. Hence, we need to aggregate this data and then it can be transferred to
the base station. Data aggregation is an in-network processing technique for the
computation of smaller representation of a number of messages. This representation
should be equivalent to the original individual messages. If there are two messages,
then an aggregation function will compute a new message such as

\E[ ¼ f \Z1; Z2[ð Þ: ð1Þ

Here Z1 and Z2 are the two messages, E is the aggregated message, and f is the
aggregation function. The simplest aggregation function can be mean [16], since it
should not increase complexity of the system. Data aggregation in WSN is a very
efficient technique to reduce the total number of packets transferred in the network, as
well as to eliminate redundant transmission [4] (Fig. 3).

4.2 Routing of Aggregated Data

Flooding is a very common routing algorithm used in WSNs. It is simple and does not
require costly maintenance. Flooding uses a reactive approach whereby each node

Fig. 3. Data aggregation.
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receiving a data or control packet sends the packet to all its neighbours [10]. Figure 4
(a) illustrates the concept of flooding in a network. Despite the simplicity of flooding
algorithm, it has some major drawbacks such as traffic implosion and resource
blindness.

To address these shortcomings another similar approach gossiping can be used.
Unlike flooding, gossiping does no broadcast a data packet. In gossiping, each node
sends the incoming packet to a randomly selected neighbour. Thus, it reduces the
network traffic. Figure 4(b) depicts the gossiping algorithm (Fig. 5).

The gossiping protocol can reduce message overhead up to 35% as compared to
flooding [14]. We propose the use of gossiping in HA algorithm so to reduce message
overhead.

4.3 Proposed Algorithm

As discussed earlier the aggregation algorithm is performed only by relay nodes, which
in turn transmits the data to sink node. If the data received from multiple sensors is
similar, then there is no need to transfer it separately. Estimation or the mean value of
this data can be calculated and then this mean will be forwarded. To decide similarity
among data a predefined constraint value called similarity constraint is used, which can
have a value according to the particular application scenario. If the gathered data is not
similar, then it should be sent separately.

The decision of similarity between data value is taken by calculating the estimated
value of data. This estimated value is then compared with actual value to get the
similarity. Now according to the value of similarity constraint, we decide whether the
data should be aggregated or not.

Fig. 4. (a) Flooding in WSN. (b) Gossiping in WSN.
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5 Simulation Results

This section discusses the simulation results. The simulation is performed on
MATLAB R2016a. To evaluate the results a simulation area of 1000 � 1000 m is
taken with number of sensor nodes varying from 100 to 500 and the number of relay
nodes kept fixed as 50. The nodes are randomly deployed over the simulation area.

We assume each node of the network to be aware of its position. In order to
evaluate the proposed work, we compared it with flooding, hybrid aggregation
(HA) algorithm with flooding in a mobile environment, and the proposed HA algorithm
with gossiping. Table 1 shows a list of simulation parameters used in the simulation.
These parameters were decided according to the previous similar work done in [7–10].

BEGIN 
//calculate the estimated value E 
//m is the number of sensor nodes 
//  is the data from sensor node i 
//e is the similarity constraint 

FOR each sensor node i 
//calculate the similarity value 

IF >e 
Forward  to all adjacent relay nodes using gossiping 
Discard 
END IF 
END FOR 
//Data Aggregation 
//calculate estimated value  for remaining data 
// is the number of remaining sensor nodes 
//  is the remaining data 

Forward  to all adjacent relay nodes using gossiping 
END

Fig. 5. Routing algorithm.

Table 1. Simulation parameters.

S.no. Parameter Value

1. Number of nodes 75–550
2. Simulation area 1 km � 1 km
3. Packet size 1024 Bytes
4. MAC protocol IEEE 802.11 g
5. Mobility model Random waypoint
6. Node speed 10–50 km/h
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The main problem with the gossiping algorithm is that the message may die out
very early without reaching to its destination. The main reason for this is alow gos-
siping probability. By choosing a proper value for gossiping probability this problem
can be avoided [14]. In the simulations, we have found that for probability above 0.6,
the premature death of messages can be avoided. The results are evaluated based on
two parameters which are relayed packets, average latency (Fig. 6).

5.1 Relayed Packets

Figure 7 shows graph for total number of relayed packets versus total number of nodes.
It is observed that flooding generates a larger number of packets as the sensor nodes
increase. HA algorithm with gossiping produces the least number of packets as com-
pared to flooding and HA algorithm, and it is much steady with increasing sensor

Fig. 6. Flowchart of proposed algorithm.

198 S. Pandey et al.



number. Since flooding algorithm broadcasts the data the number of packets transferred
in the network using it is maximum. But when the gossiping algorithm is used this
number is reduced significantly since does not broadcast packets.

5.2 Average Latency

Figure 8 shows average latencies for both the algorithms, HA and the proposed one.
The latency defines how long it takes for an entire message to completely arrive at the
destination from the time the first bit is sent out from the source [11]. It is observed that
the latencies for both the algorithm are comparable.

Fig. 7. Total number of relayed packets versus number of sensor nodes.

Fig. 8. Average latency versus number of sensor nodes.
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6 Conclusion

We have presented a WSN based smart transportation system, which incorporates
mobility of sensor nodes. We used data aggregation algorithm for efficient data
transmission and further proposed the use of gossiping algorithm to reduce the amount
of transmitted data. Our proposed algorithm shows a significant decrease in total
number of packets transferred and in average latency.
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Abstract. The Increasing the capacity of intersection of traffic flow at
Roundabout without compromising safety is challenge we face. Better
Algorithm/Protocol is needed which suits cooperative vehicular control in ITMS
utilising VANET that is efficient and ensures reliability/safety. The time taken
by a vehicle to cross the Roundabout has to be reduced for increasing the
throughput of intersection. This paper presents a new approach of cooperative
traffic management utilising VANET, by use of Lane with Lane change
mechanism without compromising the safety of vehicles. This Intersection Side
Unit (ISU) based system will increase the efficiency of roundabout by means of
shorter average trip time. The ride for passenger will also be smoothened by
reducing sudden jerks since this method utilises Lane instead of cells utilised by
researchers till now. The modular use of Lane with lane change in control
strategy will greatly enhance the capacity utilisation of Roundabout as analysed
by Simulation. A new Simulator ‘RoundSim’ was also developed Exclusively
for simulation in Roundabout.

Keywords: ITMS � ITS � VANET � Cooperative driving � Multi agent system

1 Introduction

With rapid urbanisation and lack of proper mass transportation system, maximum
people spend a consideration amount of time on roads in developing country like India.
Since road are common resource which is shared by vehicle with different dimensions
and dynamic characteristic being driven by drivers with different level of perception
and driving style, a traffic jam is the most common phenomenon affecting millions of
people around globe. Analytically it can be easily inferred that traffic jams are caused
whenever two flow of traffic movement Intersect each other. These intersection would
take place at Lane merging, Crossings (with or without Traffic Light), Roundabouts
and T-junctions.

Intersection is theoretically modelled as an obstacle to flow. Among the various
solutions to alleviate traffic congestion, traffic-light or signal control is one of the most
effective and common method. Depending on type of signalling such ‘obstacle’ may
appear or disappear. Traffic lights are modelled by varying queue discharge capacity.
A lot of work has already been done in making adaptive Red Light control system,
which changes the Green light timing period as well change the Light Phase sequence
for better optimisation. All these method uses ‘Passive’ method of finding the queue/no.
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of vehicle at Red-light, these is a new technology evolving which makes a vehicle
Intelligent. These vehicles has sensor on-board and ‘actively’ tell their position,
parameters and intended future movement on road. Intelligent Traffic Management
System (ITMS) is a breakthrough in the intersection control paradigm, which may
eliminate the necessity of stopping of vehicles and increase the capacity of intersections
(number of vehicles crossing per unit time) is highly possible using V2V (Vehicle to
Vehicle) communication. This has been proved that the CACC (Cooperative Adaptive
Cruise Control) systems can safely drive vehicles with very short headway by forming
platoons to improve traffic-flow capacity of a road. The concept of following a vehicle
with a short gap in CACC can be extended to offer a new intersection control paradigm,
in which nearly conflicting vehicles from different approaches can cross the intersection
keeping marginal gaps without using any traffic signal thereby eliminating stop delay,
reducing travel time, and increasing the capacity of an intersection.

Since weather and obstruction limits a driver’s ability to take well informed
decision, cooperative driving utilising VANET can effectively contribute in providing
smooth traffic interaction at intersections. Safety can be enhanced and Pollution can be
minimised by reducing the time a vehicle has to stop at intersection by using VANET
based distributed control system. This can be achieved by two ways: firstly with use of
a central controller at ISU (Inter Section control Unit) which is installed at intersection.
All vehicle which has to transverse the intersection send message about its position,
speed, vehicular parameter and intention to use lane number before & after crossing the
intersection. The control algorithm will decide and transmit about who will have the
right of way and which vehicle will have to decelerate to avoid any potential conflict in
track. Second way is that an algorithm utilising distributed control algorithm running
on all vehicle will decide about course of action. Here all vehicle will transmit the
Message set to all vehicle in its vicinity and will calculate their future tracks. In case of
a impending crash all vehicle will cooperatively decide about who will decelerate or
even can accelerate also, to avoid any conflict.

Since both lateral and longitudinal vehicle control are necessary on the merging,
Lane change decisions and speed controls needs to be coordinated and optimized to
reduce the overall braking and achieve greater traffic throughput. These models are
evaluated for travel times, fuel consumption, number of lane changes and the overall
braking globally for all vehicles on the considered road segment. To optimise the
interaction of vehicles at crossing, following Lane merging sequence are involved:
(i) determining the Merge Sequence (MS) i.e., order in which vehicles cross the
intersection region (ii) ensuring safety at intersection region and (iii) achieving an
optimization goal such as minimizing the maximum (DTTI), time taken by a vehicle to
reach the intersection region.

It is necessary to secure the sufficient headway in order to cross the intersection
smoothly without crash. The way drivers in manually driven vehicles resolve the
conflict at intersection region in practice. The drivers who are closest to the merge
region on each road decide among themselves the order in which they will pass through
the region (based on some criteria, say First Come First Serve). For a reliable and
efficient communication in VANET for ITMS, there is a need for a better control
strategy using a new algorithm specifically tailored for Crossing and Roundabout traffic
management. The goal of optimization will be to achieve minimum average DTTI or
maximum throughput.
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2 Roundabout Traffic Control Management System

Roundabouts are another form of Traffic Intersection than that of Crossing/Red-lights.
They are actually used as “Traffic Smoothers” as it intends to streamline the traffic flow
in a easy to manage ‘One way traffic’. In this process of streamlining the average speed
of vehicles reduces which is variable of Traffic density as well as Roundabout’s
Geometry. Due to slow speed, smaller gaps are acceptable between vehicles which
increases the traffic volume and it can be summarised that roundabout outperform
crossing regards to throughput and capacity.

Roundabout Traffic management can also be achieved through collaboration of
vehicles having VANET capability and acting as independent intelligent agents
without need of a centralised control infrastructure like ISU. The problem with RSU is
that they can act a Single Point of Failure thereby compromising Safety on crossings.

It was Yang et al. [1] who have proposed A New method of traffic signal control for
modern Roundabout using signal phasing with different signal timing. They have
proposed TSLT (Two Stop Lines for Left Turn) control wherein that left turn vehicle
will stop at 2 Red Lights to avoid weaving (First at Entry lane and Second Stoplight on
circulatory lane). Tan, Wang et al. [2] have presented a concept of Optimal Number of
Vehicles within the Roundabout (ONVR) and find that the Roundabout can get a
higher real-time capacity if the Current Number of Vehicles within the Roundabout is
kept on the ONVR level. Zhang et al. [3] have utilised Artificial Intelligence which
employs Fuzzy Logic with two fuzzy layers for controller of signalised roundabout.
The outer layer is utilised for selecting the most urgent phase subset. The inner layer
was used for calculation of extension time of current phase.

Azimi et al. [4] presented a Non Signalised/Non-RSU algorithm CDAR (Collision
Detection Algorithm for Roundabout) using CC-IP (Concurrent Crossing Intersection
Protocol) & MP-IP (Maximum Progression Intersection Protocol). The algorithm
determines if there is any common cell along the trajectory which might result is a
collision. This cell which might lead to conflict is defined as TIC (Trajectory Inter-
secting Cell). The CCIP is designed to increase the throughput at roundabout while
avoiding collision. This is ensured by allowing only vehicle without any conflicting
trajectory i.e. TIC in a roundabout. Here low priority vehicle with conflicting trajectory
i.e. even a single TIC will wait and stop before entering the roundabout. While the
MPIP utilises the updated CROSS message and allows a vehicle enters the roundabout
evenif it has knowledge of a TIC but will stop before that TIC & wait for that cell to be
free before continuing its trajectory thereby increasing the throughput considerably.

Bento et al. [5] described an ITMS with operation mode in Time-Space Reservation
Algorithm. The space used by a vehicle is allocated in a 3-D matrix where each layer
represents the map divided in cells for a determined time instance ‘t’. The 3-Matrix
composed by a group of layer with each layer corresponding to consecutive sampling
time. The information sent by the vehicle with its position and destined lane is used for
trajectory generation by the Reservation process. If the vehicle is trying to reserve a
space in a layer already reserved/occupied, the algorithm instruct the vehicle to slow
down before it reaches the occupied zone. Sun et al. [6] conducted a comparative study
on Capacity of a signalized Roundabout, Signalised Intersection & Un-Signalised
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Roundabout. They developed a shockwave-based model to capture impact of signal at
circulatory lanes on queuing and clearance time of left turning vehicles. A generalised
model for timing and capacity were also developed. A sensitivity analysis elaborated to
test how temporal and spatial parameters affect capacity of roundabout.

In our opinion the presence of Red Light at the Roundabouts (as envisaged by
many researchers) defeats the very purpose of Roundabout itself. In moderate to heavy
traffic density it will result in considerable time at Stopping which is nothing but Red
Lights itself. So Roundabout Traffic Management System is required which utilise
VANET communication to intelligently manoeuvre the lanes of roundabout.

3 Algorithm for Lane Change in Roundabout

The basic of our proposed algorithm is that any traffic scenario can be modelled with
help of basic building block of Lane. Two lanes, inner left and outer Right lane, will
constitute ‘Segment’ (we have used a Right hand drive system). For analysis purpose, a
number of segment can be interconnected to model complete traffic system. We have
studied the case of intersection in form of Roundabouts, which is also modelled with
help of Segments. Each Roundabout is divided into 4 equal segment which is one
quarter of a circle. Each segment is further divided into to 2 lane which are curved thus
each roundabout has 8 Lane. Lane change is allowed only within segment i.e. between
two adjacent lanes in each segment. Once a vehicle transverses one Lane it contest with
other vehicle who want to utilise this particular intended lane. Lane change is per-
formed only after 50 m in each lane. This modular concept of Lane with lane change
algorithm is morphed giving rise to requirement and suitability of OOPS (Object
Oriented Programming Software) concept. This was the very reason that Python was
zeroed on for Simulation purpose which is very widely used and Open source OOPS
language.

As seen in Fig. 1, the Roundabout is having two lanes with 4 Cloves (N, E, W, S)
each at right angle. Vehicle which have to go Left and Straight will use outer lane while
which have to go Right turn and U-Turn will use Inner lane. The vehicle starting from
leftmost point (West-in lane) and willing to go in south will transverse through Wi
going into WN segment of Roundabout followed by NE. It will transverse through ES
segment for exiting Roundabout followed by South out segment of clove.

Therefore a RSL (Route Segment List) is prepared which determine all the road
Segment a vehicle will transverse from incoming segment to outgoing segment. All the
possible scenarios are tabulated in Table 1.

3.1 Collision Avoidance at Roundabout Algorithm-CARA

Here the ISU is an agent which runs the simulation, checks for any impending colli-
sion, receives and transmit messages to all other vehicle agents in its jurisdiction area
for efficient and safe traffic movement. When a vehicle enter Area of Control (which
can be painted on road with Yellow or any other prominent colour), no vehicle is
allowed to take its own decision, but will strictly follow command from ISU. At ISU
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the main algorithm CARA is working which control the overall function and also
control all the sub-algorithms working, each for

1. Lane Insert for mitigating conflict at entry point of roundabout.
2. Lane Exit for safely exiting the Roundabout.
3. Force Lane Change algorithm.
4. Elective Lane change algorithm LC working for each lane/within each Lane.

WN NE

ESSW

Wi

No Ni

Eo

Wo Ei

SoSi

Fig. 1. Shows a typical 2 lane roundabout

Table 1. RSL (Route segment list)

Coming
from

Exiting ➨

North East South West

North Ni-NE-ES-SW-
WN-No

Ni-NE-Eo Ni-NE-ES-So Ni-NE-ES-SW-
Wo

East Ei-ES-SW-WN-
No

Ei-ES-SW-WN-
NE-Eo

Ei-ES—So Ei-ES-SW-Wo

South Si-SW-WN-No Si-SW-WN-
NE-Eo

Si-SW-WN-
NE-ES-So

Si-SW-Wo

West Wi-WN-No Wi-WN-NE-Eo Wi-WN-NE-
ES-So

Wi-WN-NE-ES-
SW-Wo
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While a vehicle edition of CARA algorithm also works at each vehicle agents.
Figure 2 give the flow chart of Main CARA algorithm depicting overall control and
coordination with other algorithm. Detail of other sub-algorithm like ElectiveLC,
ForceLC, REntry and RExit are described in detail in subsequent sections.

Algorithm 1: CARA at Vehicle_____________________________________________________________________ 
Input: Received Vehicle’s movement message
Output: Transmitting Vehicle’s state

1. Transmit Present  Speed, Position
2. Follow the preceding vehicle in Cruise Control 
3. Perform LC if Required( when self-cruise velocity is 

higher than preceding Vehicle) 
4. If within reach of Roundabout : Transmit Intended 

Exit Lane 
5. Decelerate if DECL received (ISU Performs Lane Entry) 

or Enter Roundabout Segment 
6. In Roundabout Segment Perform Lane change if lane 

Change Received
7.  Decelerate and Join back on Abort LC Signal 
8.  Exit at Intended ExitLane & Transmit Exited Signal 

------------------------------------------------------------------------------------------------------------------- 

Below is CARA algorithm that is applied and implemented at ISU which controls
the full spectrum of activities happening in the traffic system at Roundabout.

------------------------------------------------------------------------------------------------------------------- 
Algorithm2 : CARA At ISU
------------------------------------------------------------------------------------------------------- 
Input: Received Vehicle’s state
Output: Transmit Vehicle’s movement order 

1. If Entered AoC(Area of Control =500 Mtrs before the 
roundabout)then

2. Determine Lane based on Location 
3. Check Intended Exit Segment 
4. Calculate List of Segments that this vehicle need to 

transverse(Prepare RSL).
5. If takingRight or U-Turn:     Move on to Lane 2 ( if 

not in Lane 2)--
6. If taking Left Turn or Going Straight: Move on to 

Lane 1( if not in Lane 2)- :  Perform Force LC in 
both cases

7. Enter roundel in Designated lane: Perform Roundabout 
Entry

8. Explore for ElectiveLC 
9. End of current segment: Enter next segment 
10. At 100 Mtrs before Exit Segment perform 

RoundaboutExit (CompulsoryLC) to Left Lane 
11. Broadcast Clear message 
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No

Yes

L2

L1

L1
L2

Reached End of 
Exit Segment 

L2

L1

Yes

Enter Exit segment

Send Exit signal 

Follow CFM 

Lane

Perform ForceLC 

Going
Left/Straight 

Present Lane 

Perform Force LC 

Perform R-Entry 

Enter Next Roundabout Segment

Perform Elective LC 

Present Lane 

Start 

Drive with Self Cruise Speed

Follow CFM in Platoon CC 

Perform ElectiveLC

If Entered AoC

Determine Present Lane & Intended Lane after Exit 

No(Going Right or U-Turn) 

Yes

No

Fig. 2. Flow chart of CARA algorithm
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3.2 Message Set (Prioritised List)

A prioritised Message list is prepared consisting of Message that are required to be
exchanged with ISU. The message were prioritised depending on the criticality of
message from the safety point of view. At point of anytime if the intended/ expected
message is not received automatically Decelerate action is to be performed. The aim
while designing the message was to keep them short, so as to avoid packet loss or
Packet drop due to congestion in Communication traffic (Table 2).

4 Modeling and Simulator

Kurz [7] presents the development of a flexible, object oriented traffic simulation
framework. Chen and Cheng [8] presented a general overview of agent based mod-
elling techniques applied to many aspects of traffic and transportation systems,
including decision support systems, dynamic routing and congestion management, and
intelligent traffic control. Dresner and Stone [9] proposed a multi-agent reservation-
based algorithm which consisted of two types of agents: intersection managers and
driver agents. Zou and Levinson [10] presented a framework for the impact of
microscopic adaptive control on traffic delay and collisions at intersections using multi-
agent systems and ad-hoc network communications. Rakha et al. [11] developed and
demonstrated the INTEGRATION agent-based framework for modelling various user-
equilibrium and eco-routing strategies. Jin et al. [12] proposed an agent based hybrid
model for traffic information intelligent control simulation that performs the basic
interface, planning, and support services for managing different types of “Demand
Responsive Transport” (DRT) services to optimize traffic management.

4.1 RoundSim

The Simulator RoundSim has been designed specially for Simulation of Traffic with
different driving model but can be customised for all other traffic scenario including Red
Light Crossings. This Simulator can give output in form of Text output, Graph of Video
output for better understanding and comprehending the controller protocol (Fig. 3).

Table 2. Message set

S.N. Message Set Priority Description

a. Abort LC 1. Abort the earlier authorised lane change and fall back
b. DeAccel 2. De-accelerate by reducing the speed of vehicle
c. Compulsory LC 3. Perform the lane change mandatorily
d. Present position 4. Give present latitude, longitude, speed, breaking

coefficient, total weight with load
e. LC authorised 5. Lane change has been authorised by ISU with safety

criteria fulfilled
f. Clear 6. Roundabout has been exited by vehicle
g. Lane after

of exit
7. Intended lane after exit
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The ISU controller was the main agent interacting with all other vehicle agents in
its AoR. The lateral interaction among vehicle was restricted to cruise control only. The
cars were injected into system with random variables/ parameters in term of velocity,
position, route i.e. intended direction after exiting the Roundabout and braking co-
efficient.

The following assumption have been made to facilitate comparative study–

1. No skidding at turn.
2. No slowing down at Turn.
3. We neglect driver behaviour.
4. Dimension/size of all vehicles is taken same
5. No delay. All vehicle immediately follow the ISU instruction.
6. All the vehicles were taken to be of same size.

4.2 Experimental Setup for RoundSim

Test setup consist of a Two Lane Roundabout having mean radius of 200 m. with 4
Cloves each at right angle with each other with Lane 1 & 2. Each clove is 2 Km. in
length. There will be Four cars/vehicle Originating at each of cloves in each lane with a
random time interval between them. One vehicle out of these four will go Straight
(S) while one will take U-Turn (Car U). The other two will take Left Turn (L) and
Right turn (R) each. So we can have total of 32 car Route named as follows:-

Car L1R, L2R, L1S, L2S, L1L, L2L, L1U, L2U from clove A with Lane L1 & L2.
Car L3R, L4R, L3S, L4S, L3L, L4L, L3U, L4U from clove A with Lane L3 & L4.

Fig. 3. Snapshots of RoundSim
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Car L5R, L6R, L5S, L6S, L5L, L6L, L5U, L6U from clove A with Lane L5 & L6.
Car L7R, L8R, L7S, L8S, L7L, L8L, L7U, L28U from clove A with Lane L7 & L8.

5 Result and Analysis

The newly developed Simulator ‘RoundSim’ was used to evaluate our algorithm
CARA. The matric for comparison and evaluation was the Trip Delay. We have studied
the trip delay of 2-Lane Roundabout with traffic from four direction entering it. The trip
delay was calculated by calculating trip time for individual cars starting from there
injunction into simulation time to time at which they reach their final intended point.
Then this roundabout was subjected to Red Light with 30 s Green Time and 30 s Red
light cycle. The average of total time taken by all cars in system were calculated and
difference with average time taken when individual cars were used without any
interaction with other vehicles. We have studied the system for different traffic volume.
The various traffic density used were 16, 32, 64, 128 and 256 cars/min.

The graph in Fig. 4 shows the results of a roundabout where cars are following our
CARA protocol with control at ISU. Our result shows that due to lane change in our
protocol, the proposed model will have higher throughput. The vehicles following
CARA protocol will have 49% better performance improvement over the traffic light
model with a 30 s green light time. The result proves that our proposed protocol will
perform significantly better than the traffic light model. There is a 60% improvement if
vehicles are allowed elective lane change in roundabout. It can be seen from results that
the effect of our proposed protocol CARA will reduce with increase in traffic density.
The reason is that there is no space (gap between vehicles) left for lane change and
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16Car/minute 32Car/minute 64Car/minute 128/minute

Average Trip Time vs Vehicle density

Normal Time With Red Light with CARA with Elec veLC

Fig. 4. Average trip time vs vehicle density chart
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hence as expected the betterment in performance will decreases. Since there was safety
criteria put in place forcing cars to slow down and in some cases even come to
complete halt, there were no accidents reported and verified from video graphic sim-
ulation result.

6 Conclusion and Future Work

To improve the efficiency of traffic system bottlenecks in form of Intersection will have
to be better managed. There is a urgent need to eliminate the traffic disrupting Red-
lights at crossing which are both irritating to drivers and also Pollution creator due to
over consumption of fuel. So to maximise the capacity of crossing area simultaneous
movement of non-conflicting trajectory is a must. To further enhance the capacity Lane
change in crossing area definitely deserve a consideration.

This paper has presented a new protocol for management of traffic in a Roundabout
to maximise the throughput and to reduce the trip delays. A new Simulator based on
multi-agent framework was developed in Python Language which also give graphical
output in form of Video which help in better appreciation of the protocol being
developed. Since the only safety criteria considered in this paper is ‘ distance of car
length plus 5 m between two adjacent vehicles’ in future the speed/acceleration dif-
ferential or other criteria can be studied. Here we have studied effect of our proposed
protocol on safety involving the 2-Lane traffic which further need to be studied for 3-
Lane traffic system.

In future authors propose to develop a new communication protocol which will be
customised for our protocols managing traffic at Roundabout under ITMS. The main
goal of the envisaged protocol will be to reduce the message delivery latency of such
information while ensuring the correct reception of warning messages in the vehicle’s
neighbourhood as soon as a dangerous situation occurs. Also the effect of packet loss
due to congestion in bandwidth is to be studied for further strengthening the security
robustness.
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Abstract. The terminology “Big Data” was initiated for variety of industry
processes, methods and technology to explore new field. Big organizations like
Amazon, flip cart and also many government subsidiaries like ISRO, NASA and
BISAG are considering Big Data to fulfill their analytical objectives with
mapping technique and reducing technique. We can consider Big Data as key
factor related large or small-sized data repositories and consortium which have
been identifies the possible (which is random manner extensively) to make
capital out of. And for that hadoop is very effective platform to shows the
efficiency of map reduce technique.

Keywords: Mapreduce � Mapping technique � Reducing technique
Hadoop

1 Introduction

Into the computational market the term “big data” is very usually used term. In a data
world, Big Data means every one’s data. It is the Knowledge or relevant fact con-
sidered by particular organization, gathered and deal with recent methods or procedure
to generate best result in precise manner.

As we start the learning about Big Data, data analytics will elaborate the subject
precisely likely to talking about “The three V’s” - “volume, velocity and variety,” this
points which identifies the challenge of data analytics word. In brief, it is big amount of
attribute processing in fast and various manner. User’s executable processing records,
databases of production for organization, influx of web log files, live video file, current
media’s user conversations and many more could be involved. Mark van Rijmenam
told about main 3 V’s that “Why the 3 V’s Are Not Sufficient to Describe Big Data,”
also says that “veracity, variability, visualization, and value” to the definition. Rij-
menam also says that “90% of all data ever created, was created in the past two years.
From now on, the amount of data in the world will double every two years” [1, 4].

A software framework for distributed processing of large data sets on compute
clusters of commodity hardware is known as Hadoop MapReduce (Hadoop
Map/Reduce)” [2]. It is a partial part of the Apache Hadoop. Organizing endeavor,
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surveil them and re-surveil any crashed tasks ware taking care about the framework.
“According to The Apache Software Foundation, the primary objective of Map/Reduce
is to split the input data set into independent chunks that are processed in a completely
parallel manner” [1, 15]. The framework of Hadoop MapReduce can organize the
output data for mapping class, which output becomes input of reduce class. So, all
incoming data and the outgoing data relevant of tasks are saved in a resulted file
system.

2 Hadoop Features and Characteristics

Apache Hadoop is the most powerful and very precise big data tool. “Hadoop provides
the most reliable storage layer – HDFS, a batch processing engine – MapReduce and a
Resource Management Layer – YARN” [4]. There are some important Hadoop Fea-
tures which are stated as below-

Open source: Apache Hadoop is known as open source project. So, we can
modified code according to business requirements.
Distributed processing: data is processed in parallel way on a cluster of different
nodes because can be saved in a distributed manner in Haoop Distributed File
System across that cluster of nodes [7].
Fault Tolerance: There are 3 replicas of each block was stored across that cluster in
Hadoop in default manner and it can also be modified also as per the given
requirement. So if any node will become down, data can be recovered from any
other nodes in easy manner. [2, 11] By the framework, automatically data can be
recovered if failures of nodes or tasks are occurred. This is how we can says this is
one of the important feature of Hadoop.
Reliability: Data is satisfactory stored on the different nodes of cluster in a case
machine failures due to replication. [15] If your machine will going to fail for work
then also your data will be stored satisfactory.
High Availability: Due to number of copies of data is large, data can be available
and ready to despite of hardware failure. If any hardware crashes of machine will
happen, then data will be accumulate from another pathway also [15].
Scalability: whenever any new hardware can be easily accommodate to the given
nodes we can say that hadoop is highly scalable. When any extra nodes can be
accommodate on the urgent way without any downtime, we can says that it also
provides horizontal scalability [7, 15].
Economy: As we apply it of commonly connected hardware, we can says that
Apache Hadoop is not very expensive. Cluster have no need any specialized node
for it. Hadoop gives us huge cost cutting and also as it is very simple to accumulate
more machines on that cluster over here. [9] So whenever any requirement will
increases in time manner, you can also put up the machines and also without any
alteration and without so much pre-planning for that.
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Data Locality: “move computation to data instead of data to computation” -
Hadoop is working on this fundamental principle of data locality. [8] Whenever any
user will submits the MapReduce process, this process will moved to data in that
cluster in place of transferring data to that place where the process is submitted.

3 Functionality of Map-Reduce

We can say that Apache Hadoop, Mapreduce is the heart. It will behave like the
programming structure which permit for extendibility into the big number of clusters of
a Server. We can say that MapReduce paradigm is comparatively easy to catch for the
known users about the scaling processing of cluster.

Understanding for new users can be difficult about this topic, because it is not
generalize concept for people to have been expand as n former times. If you are new for
the Hadoop MapReduce tasks, don’t be hesitate, we will try to get knowledge in it that
you will pick up it quickly.

“This term MapReduce is refers two different and distinct tasks that Hadoop pro-
grams platform. [9]”As shown in Fig. 1, Map job is initial task, which gets a cluster of
attributes and transfer it into different cluster of attributes, into that every attributes are
tumbledown into attributes like key pairs or value pairs. Outgoing data going to the
reduce job through a map function as incoming and segregate particular data attributes
like key pairs or value pairs into a small chunks of attributes. Name of MapReduce
itself says that, every time reduce job is occurred only after the completion of the map
job.

Split Sort Merge
[Key1, Value1] by Key1 [Key1,[Value1,Value2vValue3v..]]

Fig. 1. Basics of Map-reduce
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The fundamental of Hadoop says that “The MapReduce framework works mainly
on <key, value> pairs, that is, the framework views the input to the task as a pair of
<key, value> set and produces a pair of <key, value> sets as the output of the task,
producing of different types [15]”.

The key classes and value classes have been put in sequentially by the Hadoop
framework and that’s for that reason necessity to implant the Writable interface. In
Addition, the set of key values will implant the accessible pathway to ordering by the
framework.

Here is the Input & Output of a MapReduce job:

“(input) <key1, value1> -> map -> <key2, value2> -> combine -> <key2, value2> -
> reduce -> <key3, value3> (output)” [4].

Commonly the MapReduce concept is concern about the data sending to the node
at which place the result is placed. MapReduce processed in three ways, first is
mapping, shuffling and reducing.

Mapping Stage: The input data process is known as map or mapper’s task. Data
which are file or directory typed which are stored in the Hadoop distributive file system
(HDFS) as input. The input data of file is going through the mapper function inter-
pretably. This data would be processed by the mapper stage and creates into many
small parts of this data.

Reducing Stage: “This stage is the combination of the two stage: the Shuffle stage and
the Reducing stage” [9]. The main task of Reducer’s is to get the data from mapper
stage and process that data. After completion of this process, it produces a new group
of output, which will saved in the Hadoop distributive file system HDFS.

Into the MapReduce task, Hadoop pass the Map and Reduce tasks into the cluster to
the significant servers. The knowledge of data-processing such as allocation of tasks to
different nodes, verifying that task was completed or not, copying data into the cluster
of different nodes and all this will be managed by the framework. Most of this pro-
cessing or computing takes can place on local space with data that compares the traffic
between nodes. After that cluster will gather and compares the data into an appropriate
form and sends this resultant data to the server after completion of this given tasks.

4 Proposed Algorithm

The basic function of Map and Reduce of MapReduce paradigm are known related to
data organization in form of key and value pairs. Into the Map task, it will get single set
of data of single data domain and give it back as a list of key and value pairs in a
multiple data domain:

Map key1; value1ð Þ ! list key2; value2ð Þ
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This mapper function is applicable in a serialized way to each key1 and value pair
into the input datasets. This will generates a series of key2 and value pairs for every of
the call. Completion of this process, this framework gathers all data pairs with the
original key2 from the all list, make groups of those data and generate single group for
every key.

After then applied the Reduce function in serialized way to every group, which
produces the values in collective manner the common domain:

Reduce key2; list value2ð Þð Þ ! list value3ð Þ

Though one massage will permit to giving back multiple value of data, every single
Reduce massage generate either the value v3 or a none return. This returns of that all
massages are gathered as the expected result of the list.

The proposed algorithm is as below.

4.1 Example

Here we can try to understand this topic with an example. Suppose user contain four
files of data and particular file have two columns data (“a key and a value in Hadoop
terms”) that shows the value as name of city and relevant temperature of particular city
for the different days. As we are taking this data just as an example so it is simple to
understand. We can understand that any real time application is not so simple because
we are talking about big data as it was containing record numbers of rows and may be it
was not be preprocessed this data. Here no matter that what amount of data we are
analyzing, the unique principles we are highlighting here is remain as it is. And for this
example, “we had taken city is the key and temperature is the value.
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Ahmedabad, 21
Vadodara, 26
Rajkot, 23
Surat, 33

Here, we have to find highest temperature of every city from every collection from
all the data we have collected. We can cut down this in 5 major mapping tasks, at there
every single map task works on 1 out of 5 given files, also map task going into the data
and gives back with the maximum temperature value for every particular city using the
MapReduce framework. The final value is look like as below:

Ahmedabad, 21ð Þ Vadodara, 26ð Þ Rajkot, 23ð Þ Surat, 33ð Þ

Think that given four other mapper tasks generate the below interim results:

(Ahmedabad, 18) (Vadodara, 27)
(Rajkot, 32) (Surat, 37)
(Ahmedabad, 32) (Vadodara, 20)
(Rajkot, 33) (Surat, 38)
(Ahmedabad, 22) (Vadodara, 19)
(Rajkot, 20) (Surat, 31)
(Ahmedabad, 31) (Vadodara, 22)
(Rajkot, 19) (Surat, 30)

Into the reduce tasks, feed all output stream of these files which added the results of
all input data and single value of output data of particular every city, produced the
executable output set as below:

Ahmedabad, 32ð Þ Vadodara, 27ð Þ Rajkot, 33ð Þ Surat, 38ð Þ

Similarly, you may also find an example of “census was conducted in Roman
where the census bureau would dispatch its people to each city in the empire for map
and reduce tasks. Work is like each census taker in each city would be tasked to count
the number of people in that city and return the results to the capital city.”

“Thus, the results from each city will be reduced to a single count (sum of all cities)
to calculate the overall population of the empire. This mapping of people of cities, in
parallel way and then combining the results is more efficient than sending an alone
person to count every person in the empire in a serial” [16].

Here in Table 1, some basic commands are given for implementation of this basic
map-reduce functionality.
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5 Conclusion

When we are talking about the processing of large amount of data sets, Hadoop
MapReduce paradigm accessible for the scheduling such large amount of data in a
protective and efficient way. Hadoop is a highly scalable platform and behind scala-
bility, the main reason is to save and distribute huge amount of data in different servers.
While every addition of data servers it can increase more processing throughput.
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Table 1. Hadoop basic commands [8]

Options Description

“namenode –format” “Formats the DFS filesystem”

“secondarynamenode” “Runs the DFS secondary namenode”
“namenode” “Runs the DFS namenode”
“datanode” “Runs a DFS datanode”
“dfsadmin” “Runs a DFS admin client”
“mradmin” “Runs a Map-Reduce admin client”
“fsck” “Runs a DFS filesystem checking utility”
“fs” “Runs a generic filesystem user client”
“balancer” “Runs a cluster balancing utility”
“oiv” “Applies the offline fsimage viewer to an fsimage”
“fetchdt” “Fetches a delegation token from the NameNode”
“jobtracker” “Runs the MapReduce job Tracker node”
“pipes” “Runs a Pipes job”
“tasktracker” “Runs a MapReduce task Tracker node”
“historyserver” “Runs job history servers as a standalone daemon”
“job” “Manipulates the MapReduce jobs”
“queue” “Gets information regarding JobQueues”
“version” “Prints the version”
“jar < jar>” “Runs a jar file”
“distcp < srcurl > < desturl>” “Copies file or directories recursively”
“distcp2 < srcurl > < desturl>” “DistCp version 2”
“archive -archiveName NAME
–p”

“Creates a hadoop archive”

“classpath” “Prints the class path needed to get the Hadoop jar and the
required libraries”

“daemonlog” “Get/Set the log level for each daemon”
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Abstract. In the part of tamper detection and recuperation, there are a few of
procedures to embed the element data in have picture for recuperation. Right
when the host picture has been tampered, the part information can be utilized to
reestablish the preeminent picture. In any case, it doesn’t have the ability to
verbs the duty regarding copyright. In this article, a photograph watermarking
plan with alter affirmation and recuperation is proposed. The basic target is to
see and recover the tampered zone totally. This paper proposed a digital
watermarking and tampering, Due to utilization of this method in our proposed
image tamper detection method. First, the select cover image from the set of
images or folder. Then, secondly select the watermarked image from the folder.
Apply defocusing on the cover image. Apply defocusing on the Watermark
image. Then embed the two images. On the embedded image, apply tempering.
The quality is calculated by the Minoswki TP Rate and Bhattacharya TP Rate
and Chi-Square TP Rate but in the proposed scheme get better result as com-
pared to base.

Keywords: Image tampering � Digital watermarking � Minoswki
Bhattacharya � Chi-Square distance matrix

1 Introduction

With the headway in information technology and image processing software the control
of the pictures has expanded considerably from past few years. Retouching of the
pictures has been prevalent that these days one can barely trust their authenticity.
Retouching may be done for enhancement purpose by keeping the contents of the image
in place or for making manufactured images by intentionally modifying the contents.

(Image manipulation is done usually for some specific purpose). It may be done to
hide some content from the image or to alter the contents by combining it with other
images [1].

With the progress of exceedingly refined advanced photograph altering program-
ming, it has now turned out to be anything but difficult to control computerized pictures
in a way that a human thinks that it’s hard to perceive the progressions in stripped eyes.
The far reaching utilization of web based systems administration enables a man to share
and transfer any kind of pictures to the Internet. In the event that the picture is man-
ufactured, and it is proliferated by the web-based social networking, the print media, or
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the electronic media, the loss may have disgrace, disapproval, and injury. Along these
lines, it is fundamental to check the legitimacy of the photo. There are a couple of
works in the writing about picture fraud discovery. They are apportioned into two
portions, one is dynamic and another is inactive.

In the dynamic approach, it is typical that the photo has watermark embedded, and
the approach removes the watermark and check it against the first watermark. If the
evacuated watermark matches with the first watermark, by then the acceptability of the
photo is affirmed. In the uninvolved approach, it is normal that we have no past
information about the watermark, regardless of whether it is installed into the picture or
not. In this approach, the hints of falsification are being extricated from the picture; if a
couple of takes after are found, at that point the picture is thought to be manufactured.
Right now we are focusing on aloof ways to deal with image forgery detection [2].

In this paper, we propose an enhanced watermark inserting and alter recuperation
arrange for which is better than various strategies. The sensitive watermark includes
one correspondence section and two copies of modifying zone. In alter location stage;
the identification calculation utilizes most of the three watermark territories with the
end goal that the false recognition likelihood can be diminished. In recuperation stage,
two duplicates of reclamation segment give double opportunity to square recovery [3].

We have discussed related techniques in light based tampering detection and
watermarking and utilizing method literature survey in Sects. 1, 2 and 3. The proposed
technique is clarified in Sect. 4. Section 5 elaborates the details of interest of various
situations of tampering considered and the results obtained. At last, conclusion and
future work are indicated in Sect. 6.

1.1 Image Tampering

Instantly, we need to totally consider image tampering operation itself, to perceive
image tampering. In, the digital forgery operation is isolated into six unmistakable
arrangements: compositing, changing, re-touching, redesigning, PC producing and
painting. In reality, all best in class altering revelation technique goes for compositing
operation. With the assistance of effective image tampering instrument (e.g. Photoshop,
picasa or picsart), compositing tampered images is fundamentally more straightforward
and can realize significantly more practical images. Image tampering incorporates the
choice, change, synthesis of the photo segments and the altering of the last picture.
Here, we have to feature that an altered picture infers some bit of the substance of a
bona fide picture is changed. This thought excludes those completely coordinated
picture, e.g. pictures completely rendered by PC outline or by surface union. By the
day’s end, a picture is altered proposes that it joins into two segments: the legitimate
part and the altered part. Every one of the calculations showed later concentrate on the
altered pictures delineated here.

Digital Watermarking Technology

Advanced watermarking covers the copyright information into the electronic data
through certain estimation. The secret information to be embedded can be some sub-
stance, maker’s serial number, association logo, pictures with some uncommon sig-
nificance. This mystery information is introduced to the computerized information
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(pictures, sound, and video) to ensure the security, data approval, ID of proprietor and
copyright confirmation and copyright security. The watermark can be masked in the
electronic information either clearly or impalpably. For a strong watermark introduc-
ing, an awesome watermarking method is ought to have been associated. Watermark
can be embedded either in spatial or repeat zone. Both the domains are different and
have their own pros and cons and are used in different scenario.

1.2 Using Distance Matrix

1. Bhattacharyya
The Bhattacharyya disconnect measures the identicalness of two discrete or
industrious probability allotments. It is almost connected with the Bhattacharyya
coefficient which is a measure of the measure of cover between two factual
examples or populaces.
The coefficient can be used take the relative closeness of the two cases being
considered. It is used to evaluate the reparability of classes all together and it is
acknowledged to be more strong than the Mahalanobis discrete, when the standard
deviations of the two classes are an indistinguishable then from the Mahalanobis
remove is a particular instance of the Bhattacharyya separate.

2. Chi-square
The chi-squared division is a nonlinear metric and is normally used to think about
histograms

3. Minkowski
The Minkowski remove is a metric in a normed vector space which is the Euclidean
detachment and the Manhattan separate both can be considered as a Generalization.

2 Literature Survey

[5] Reis et al. present that Sound validation is an essential undertaking in mixed media
legal sciences unpleasant solid strategies to hit upon and distinguish altered sound
chronicles. In this content, a fresh out of the box new strategy to distinguish defile-
ments in sound chronicles is proposed by abusing odd versions inside the Electrical
Network Frequency (ENF) flag at long last inserted in an addressed sound account.
These unordinary versions are because of sudden fragment discontinuities in light of
additions and concealments of sound bites amid the altering errand. Initially, we
suggest an ESPRIT-Hilbert ENF estimator nearby an exception finder based at the
example kurtosis of the expected ENF. Next, we use the figured kurtosis as entering for
a Support Vector Machine (SVM) classifier to propose the nearness of altering. The
proposed plot, wherein extraordinary as SPHINS, radically beats related past altering
location strategies inside the performed appraisals. We favor our things the use of the
Carioca 1 corpus with a hundred unedited affirmed sound accounts of phone calls.

[6] Hosseini et al. present that In this paper another methodology for identification
of camera altering is proposed. There is couple of cases of camera altering are: shaking
the camera, camera development, intrusion, and pivot of camera. The tampering may
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be think or sudden. In the proposed calculation, notwithstanding identification of the
correct idea of tampering, the correct measure of tampering in like way can be per-
ceived. (i.e. the sum and bearing of development). This will help administrator in
lingual authority making for administration in observation framework. The proposed
calculation recognize the shaking using present and past edges, and furthermore by
building up a total establishment in light of all casings and building an impermanent
foundation in view of last 10 outlines. The proposed strategy uses the SURF incor-
porate locator to find intrigue focuses in both of two foundations and analyze and
facilitate them using MSAC calculation. The change network can be procured to
distinguish the camera development; camera picture zoom and camera turn. Finally,
using the system sobel edge ID the camera obstruction and defocus can be perceived.
The procedure likewise identify the sudden close downs in camera or pictures mis-
fortune. Another component of the calculation is giving the information concerning the
camera tampering.

[7] Alhussein et al. present that this paper proposed a fresh out of the box new IT
identification method construct absolutely with respect to neighborhood surface
descriptor and extreme learning machine (ELM). The IT fuses both joining and CMF
To begin with, the photograph changed into shading channels (one luminance and two
Chroma), and each channel was disconnected into non-covering pieces. Nearby sur-
faces in the condition of local binary pattern (LBP) had been disconnected from each
square. The histograms of the examples of the greater part of the squares had been
linked to frame a component vector. The trademark vector turned out to be at that point
sustained to an ELM for class. The ELM is an extraordinary and speedy characteri-
zation approach. The trials were performed using two straightforwardly open databases.
The trial comes about demonstrated that the proposed system achieved high identifi-
cation precision in both the databases.

[8] Bhatkar et al. present that this paper presents a unmarried segment virtual power
meter primarily based on a microcontroller. This virtual meter does now not have any
rotating elements and the electricity consumption can be without difficulty study from a
digital shows additionally at far flung region it’s far easily possible to check energy
intake and TD with the aid of the usage of GSM generation. When deliver wills cut-off,
the meter will restart with the stored value. Today power robbery is a global hassle that
contributes heavily to sales losses. Consumers have been determined manipulating their
electric powered meters; try and cause them to stop, or maybe bypassing the meter,
successfully the utilization of energy without buying it. This strength meter can come
across tampering in a strength meter by means of the use of microcontroller and
provide there information at remote location.

[9] Pun et al. In this paper, we gift a singular TD version that may create an exact,
thing level altering limitation quit final product. Initial, a versatile picture division
method is proposed to stage the photo into shut locales in view of solid edges. By then,
the shading and capacity highlights of the shut regions are expelled as a criminological
hash. Moreover, a geometrical invariant altering restriction rendition named Image
Alignment based Multi-Region Matching (IAMRM) is proposed to build up the area
correspondence among the acquired and scientific pictures by abusing their inherent
shape insights. The model gauges the parameters of geometric enhancements through a
hearty picture arrangement approach fundamentally in view of triangle closeness;
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furthermore, it fits various locales simultaneously through using complex rating in light
of stand-out chart frameworks and capacities. Trial outcomes show that the proposed
IAMRM is a promising technique for question organize TD contrasted and ultra-
present day procedures.

[10] Warbhe et al. present that, It turned out to be simple to capture and create DI.
It’s no greater a more expensive affair, as a maximum of the hand held digital devices
along with mobile telephones are prepared with digital cameras. Today, there is ample
PC and cellular apps available which might be evolved to manipulate captured pictures.
One can easily take a picture, manipulate it with the installed app and make it viral
through the internet. Hence, these DI should not be interpreted as they speak. DIs is the
good proof of events and places. Hence, this DIs can be presented as evidence before a
court of law. It turns into very crucial in such instances then, to show the DI in question
to be authentic. DI forensics plays an essential role in such situations. DI legal sciences
are a branch of advanced legal sciences which offers with breaking down the DIs for
their validity and validness. In this paper, we gift a DI forensic technique that could hit
upon considered one of such IT. As photographs can be tampered in some of methods,
on this paper, we cope with a not unusual case known as copy-paste tampering. Our
proposed strategy is strong to relative transform; particularly to rotation and scaling.

3 Proposed Work

Another thought is introduced to incorporate the image watermarking and image
tamper detection and recovery. The algorithm is portrayed in the following. Figure 1
demonstrates a square outline of the proposed picture tamper detection strategy and to
plot histogram for check their brilliance. First, the select cover image from the set of
images or folder. Then, secondly select the watermarked image from the folder. Apply
defocusing on the cover image. Apply defocusing on the Watermark image. Then
embed the two images and embedding also plot histogram for check brightness. On the
embedded image, apply tempering. The quality is calculated by the Minoswki TP Rate
and Bhattacharya TP Rate and Chi-Square TP Rate but in the proposed scheme get
better result as compared to base.

Propose algorithm

(1) First we have to select the cover image from the set of images or folder.
(2) Then we will select the watermarked image from the folder.
(3) Apply defocusing on the cover picture.
(4) Apply defocusing on the watermark image.
(5) At that point embed the two images (watermarked & cover).
(6) On the embedded image, apply tempering.
(7) Inserting and tampering also plot histogram for check brightness.
(8) Then extract the cover and watermark image.
(9) Result evaluation performance.

(10) The calculate the Minoswki TP Rate, Bhattacharya TP Rate and Chi-Square TP
Rate.
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Flow chart-

4 Result Analysis

Analyses recreation of image watermarking scheme, and tamper detection and recovery
plan. Comparison with other research works is recorded too. The simulation results are
given to show the effectiveness of the proposed technique (Figs. 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13, 14 and 15 and Tables 1, 2 and 3).

Start

Select Cover image

Select Watermark image

Defocused Cover image

Defocused Watermark image

Embedding Process

Tampering

Extraction Process

Result

Stop

Fig. 1. Flow chart of propose work

Fig. 2. Image dataset
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Fig. 3. First run the source code.

Fig. 4. Select the cover image for hiding secret image.

Fig. 5. Select watermark image.
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Fig. 6. Defocused cover image.

Fig. 7. Defocused secret image.

Fig. 8. Hide the secret image into cover image.
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Fig. 9. Plot histogram to check the brightness or embedded image.

Fig. 10. Tampers the embedded image

Fig. 11. Plot histogram to check the brightness of tampered image

Fig. 12. Extract the image from tampered image.

Improve Tampered Image Using Watermarking Apply the Distance Matrix 231



0

20

40

60

80

100

TP Rate TP Rate

BASE Minoswki PROPOSE
Minoswki

BASE Minoswki
TP Rate

PROPOSE
Minoswki TP
Rate

Fig. 13. Graph 1. Comparison BASE Minoswki TP (True Positive) Rate and PROPOSE
Minoswki TP (True Positive) Rate

42

44

46

48

50

52

TP Rate TP Rate

BASE
Bha acharya

PROPOSE
Bha acharya

BASE
Bha acharya TP
Rate

PROPOSE
Bha acharya TP
Rate

Fig. 14. Graph 2. Comparison BASE Bhattacharya TP (True Positive) Rate and PROPOSE
Bhattacharya TP Rate

Table 1. Comparison BASE Minoswki TP (True Positive) Rate and PROPOSE Minoswki TP
Rate

BASE Minoswki
TP rate

PROPOSE Minoswki
TP rate

53.8858 76.2015

Table 2. Comparison BASE Bhattacharya TP (True Positive) Rate and PROPOSE Bhat-
tacharya TP Rate

BASE Bhattacharya
TP rate

PROPOSE Bhattacharya
TP rate

45.650883 51.372747
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5 Conclusion

In this paper showed a successful methodology for detection of tampering using
watermarking. Digital Watermarking is very useful technique for detection of tam-
pering, localization and recovery of image. The quality is calculated by the
Minoswki TP Rate and Bhattacharya TP Rate and Chi-Square TP Rate but in the
proposed scheme get better result as compared to base. Experimental results shows that
proposed strategy work efficiently and identify tampered areas effectively. There is an
exploratory outcomes demonstrates a high trait image tampering esteems.
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Abstract. A quick and successful multi-center picture combination strategy is
proposed for making a very educational intertwined picture through consoli-
dating at least two pictures. The proposed technique depends on a two-scale
decay of a picture into a base layer containing extensive scale varieties in force,
and a detail layer catching little scale points of interest. A proposed GFF-FT
(Guided-Filtering Fusion with Feature Transform) based weighted normal
strategy is proposed to make full utilization of spatial consistency for combi-
nation of the base and detail layers. We propose depicting input pictures by
SIFT descriptors. Filter descriptors are removed from the first pictures on pre-
mise of surface, shading and shape. The weighted normal method is execute
based on SIFT include descriptors. Test comes about show that the proposed
strategy can acquire best in class execution for combination of multi-center
pictures.

Keywords: Guided filter � Scale-Invariant Feature Transform
Multi-focus image fusion � Spatial consistency � Two-scale decomposition

1 Introduction

Picture combination is a vital strategy for different picture preparing and PC vision
applications, for example, highlight extraction and target acknowledgment. Through
picture combination, diverse pictures of a similar scene can be consolidated into a
solitary melded picture [1]. The intertwined picture can give more complete data about
the scene which is more valuable for human and machine discernment. For example,
the execution of highlight extraction calculations can be enhanced by melding multi-
ghastly remote detecting pictures [2]. The combination of multi-presentation pictures
can be utilized for computerized photography [3]. In these applications, a great picture
combination technique has the accompanying properties. To start with, it can protect
the vast majority of the valuable data of various pictures. Second, it doesn’t create
relics. Third, it is hearty to defective conditions, for example, mis-enrollment and
clamor.
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Multi-center picture combination is testing errand in the zone of computerized
picture handling and therefore has “holding nothing back concentration” picture that
coordinate correlative and excess data from various pictures. Critical utilizations of
picture combination incorporate therapeutic imaging, remote detecting, PC vision, and
mechanical technology. Likewise, picture combination is of specific significance in
present day microscopy where the determination is traded off by the constrained
profundity of core interest. Picture combination is the way toward joining data of at
least two pictures of a scene into an exceedingly enlightening picture that contains
more data than some other unique picture. That picture contains all noteworthy data
from multi-center pictures that are aftereffect of good sensors or diverse profundity of
center a similar sensor. The genuine combination process can be performed at various
levels of data portrayal [2]. A typical classification is to recognize:

(1) pixel level, (2) feature level, (3) symbol level.
Picture combination at pixel level means combination at the most minimal

preparing level alluding to the converging of estimated physical parameters. This
combination technique is otherwise called nonlinear combination strategy. Combina-
tion at include level requires highlight extraction earlier, to recognize qualities, for
example, estimate, shape, difference and surface. The combination is accordingly in
view of those extricated includes and empowers the discovery of valuable highlights
with higher certainty. Combination at image level enables the data to be successfully
joined at the most abnormal amount of deliberation. The decision of the suitable level
relies upon various factors, for example, information sources, application and acces-
sible devices.

1.1 Image Feature Descriptor

Low-level picture include portrayal is one of the key parts for highlight choice
frameworks. Three kinds of visual highlights were utilized as a part of this work,
including shading, shape and surface.

A. Shading Feature
We can utilize one of the accompanying strategies for discovering shading high-

light vector of picture.

• Color Histogram
• Color Coherence Vector
• Color Moments

Shading Histogram strategy is moderately coldhearted to position and introduction
changes and they are adequately exact. Be that as it may, they don’t catch spatial
relationship of shading locale. So they are constrained to segregating power. Shading
Coherence Vector technique is superior to shading histogram strategy. This strategy
consolidates the extraordinary relationship of shading districts and also the worldwide
dispersion of neighborhood uncommon connection of hues. In any case, there is one
detriment of this technique it requires exceptionally costly calculations. So in our
undertaking we have utilized shading minute technique for shading highlight extrac-
tion. This strategy is more vigorous and runs quicker than histogram based techniques.
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B. Surface Feature
Surface is another well known component utilized as a part of picture combination.

We utilized surface highlights in light of wavelet change. The Discrete Wavelet
Transformation (DWT) was first connected to pictures with a Daubechies-4 wavelet
channel. 3-levels of wavelet disintegration is utilized to acquire ten sub-pictures in
various scales and introductions. One of the sub-pictures is a sub-examined normal
picture of the first one and was disposed of in light of the fact that it contains less
valuable data. At that point entropies of the other nine sub-pictures are utilized surface
component of a picture. Real normal for surface is the reiteration of an example or
examples over a district in a picture. The components of example are called as textons.
The contrast between two surfaces can be because of level of variety of the textons. It
can likewise be because of spatial appropriation of the textons in the picture.
C. Shape Feature

Edge highlights have been appeared to be compelling in picture combination since
it gives data about states of various items. Watchful edge recognition is utilized to get
the histogram for edge heading. At that point, the edge course histogram was quantized
into 18 receptacles of every one of 20°. So there are 18 distinctive shape highlights are
utilized to remove shape include from a picture. Shape can generally be characterized
as the depiction of a question less its position, introduction and size. Consequently,
shape highlights ought to be invariant to interpretation, revolution, and scale, for a
viable picture combination, when the course of action of items in the picture isn’t
known ahead of time. To utilize shape as a picture highlight, it is fundamental to
section the picture to identify question or district limits; and this is a test. Systems for
shape portrayal can be isolated into two classes. The main class is limit based, utilizing
the external form of the state of a protest and the second classification is locale based,
utilizing the entire shape district of the question. The most unmistakable delegates of
these two classifications are Fourier descriptors and minute invariants. The principle
thought behind the Fourier descriptors is to utilize the Fourier-changed limits of the
articles as the shape highlights, while the thought behind minute invariants is to utilize
area based geometric minutes that are invariant to interpretation and pivot.

1.2 Problem Identification

An expansive number of picture combination strategies [4, 7] have been proposed in
writing. Among these techniques, multi-scale picture combination [5] and information
driven picture combination [6] are extremely effective strategies. They center on var-
ious information portrayals, e.g., multi-scale coefficients [8, 9], or information driven
disintegration coefficients [6, 10] and diverse picture combination guidelines to manage
the combination of coefficients. The real preferred standpoint of these techniques is that
they can well protect the points of interest of various source pictures. Be that as it may,
these sorts of techniques may deliver brilliance and shading bends since spatial con-
sistency isn’t very much considered in the combination procedure. To make full uti-
lization of spatial setting, streamlining based picture combination approaches, e.g.,
summed up arbitrary strolls [3], and Markov irregular fields [11] based strategies have
been proposed. These techniques center on assessing spatially smooth and edge-
adjusted weights by illuminating a vitality capacity and after that melding the source
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pictures by weighted normal of pixel esteems. Be that as it may, streamlining based
techniques have a typical confinement, i.e., wastefulness, since they require different
emphases to locate the worldwide ideal arrangement. In addition, another disadvantage
is that worldwide improvement based strategies may over-smooth the subsequent
weights, which isn’t useful for combination. To tackle the issues specified over, a novel
picture combination technique with guided separating utilizing SIFT is proposed in this
work. Exploratory outcomes demonstrate that the proposed technique gives an exe-
cution practically identical with best in class combination approaches. A few points of
interest of the proposed picture combination approach are featured in the
accompanying.

(1) Traditional multi-scale picture combination techniques require more than two
scales to get acceptable combination comes about. The key commitment of this
paper is to show a quick two-scale combination strategy which does not depend
intensely on a particular picture deterioration technique. A basic normal channel is
fit the bill for the proposed combination system.

(2) A novel weight development technique is proposed to join pixel saliency and
spatial setting for picture combination. Rather than utilizing improvement based
techniques, guided sifting is embraced as a nearby separating strategy for picture
combination.

(3) A vital perception of this paper is that the parts of two measures, i.e., pixel
saliency and spatial consistency are very unique while combining distinctive
layers. In this paper, the parts of pixel saliency and spatial consistency are con-
trolled through changing the parameters of the guided channel.

2 Previous Work

In this segment talk about the survey of picture combination in view of guided sifting
and diverse combination strategies. The picture combination procedures including
different techniques, for example, observational mode decay, non-subsampled coun-
terlet change, reciprocal inclination based sharpness foundation and so on.

A basic yet viable auxiliary fix disintegration (SPD) approach for multi-
presentation picture combination (MEF) that is powerful to ghosting impact. We
decay a picture fix into three adroitly autonomous parts: flag quality, flag structure, and
mean force. After intertwining these three parts independently, we recreate a coveted
fix and place it once more into the combined picture. This novel fix decay approach
benefits MEF in numerous perspectives [1].

Picture combination is an essential method for different picture handling and PC
vision applications, for example, highlight extraction and target acknowledgment.
Through picture combination, diverse pictures of a similar scene can be consolidated
into a solitary intertwined picture. The melded picture can give more thorough data
about the scene which is more helpful for human and machine discernment. For
example, the execution of highlight extraction calculations can be enhanced by com-
bining multi-ghastly remote detecting pictures [2].
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To stifle the Pseudo-Gibbs marvels caused by the Contourlet, the Non-subsampled
Pyramids Filter Banks and the Non-subsampled Directional Filter Banks are consoli-
dated to build the non-subsampled contourlet change (NSCT). Subsequently,
The NSCT not just has the fundamental highlights of multi-scale, multi-directional and
time-recurrence limitation, yet additionally offers the property of the move invariant
which is indispensable to picture preparing. Right off the bat, multi-scale deterioration
is performed on source pictures utilizing NSCT to get high-recurrence and low-
recurrence pictures. Besides, the Novel Sum-Modified-Laplacian and Local Neighbor
Sum of Laplacian are separately used to choose the low pass coefficient and high pass
coefficients to join melded picture. At long last, the opposite non-subsampled con-
tourlet change is connected to acquire combined picture. Test result demonstrates the
proposed approach out plays out the customary discrete wavelet change based and the
contourlet-based picture combination techniques (Geng, Gao and Hu 2013).

Picture combination is ending up exceptionally well known in advanced picture
handling, so various multi-center picture combination calculations have been proposed
lately. There are numerous applications that as results have better or more awful
“holding nothing back concentration” picture today. A picture combination technique
in view of division locale utilizing DWT is proposed by creators. Multi-center picture
combination conspire based around wavelet parcel change (WPT) that sums up the
discrete wavelet change and gives a more adaptable apparatus to the time-scale
investigation of information is proposed. Likewise, there are calculations that utiliza-
tion spatial recurrence and hereditary calculation and they joins picture combination at
pixel and highlight level [3].

A novel picture combination calculation in view of the non sub-tested contourlet
change (NSCT) and a picture disintegration display (IDM) is proposed, going for
taking care of the combination issue of multi-center pictures. To choose the coefficients
of the intertwined picture legitimately, the determination standards for various sub
groups are examined, individually. For picking the low recurrence sub band coeffi-
cients, most extreme nearby vitality is utilized as the concentration measure to combine
the low recurrence sub band. While picking the high recurrence sub-band coefficients,
the most extreme outright esteem is utilized as the action level estimation to choose
coefficients from the high recurrence sub pictures (Wang, Qi and Han 2012).

The multimodal restorative picture combination is a vital application in numerous
therapeutic applications. This is utilized for the recovery of correlative data from
medicinal pictures. The MRI and CT picture gives high determination pictures auxil-
iary and anatomical data. The CT picture is utilized as a part of tumor and anatomical
recognition and MRI is utilized to get data among tissues. In this paper, we have
proposed another approach of multimodal medicinal picture combination on Daube-
chies wavelet change coefficients. The combination procedure begins with examination
of square savvy standard deviation estimations of the coefficients. Here the standard
deviation can be utilized to portray the neighborhood varieties inside the piece. The
execution of proposed picture combination strategy is contrasted and existing calcu-
lations and assessed with common data amongst info and yield pictures, entropy,
standard deviation, combination factor measurements (Swathi and Bindu 2013).
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3 Methodology

The Algorithm of proposed technique is clarified underneath:

[fused_image] = GFF-FT (image1, image2)
/image1 and image2 are two multi-center grayscale picture in particular determi-
nation, GFF-FT is a capacity/for execute the guided separating based combination
with scale invariant element change on image1 and/image2.

Stage 1: Consider the two multi-center source pictures in grayscale shape with same
determination.

Stage 2: Now we discover the SIFT descriptors of each source picture of cell cluster
for pictures of picture dataset. Filter strategy play out the accompanying succession of
ventures for discover the keypoint descriptors for surface element.

Scale-Space Extreme Detection: The underlying advance of assessment discovers
add up to all scale-space and distinctive picture zone in picture dataset hubs [4]. It is
totally apply viably by utilizing a Difference-of-Gaussian (DoG) mapping to speaks to
potential intrigue keypoints of highlight descriptors which are scale invariant and
introduction in picture dataset hubs.

Keypoints Localization: All hopeful territory of picture in chose ROI (Region of
Interest), a nitty gritty model is fit to examine keypoints region and its scale-space.
Keypoints of picture zone in picture ROI are picks premise on figure of existing
dependability.

Introduction Assignment: at least one introductions errand are connected to each
keypoints zone in view of neighborhood picture information hubs slope course. Every
single future picture activities are actualized on picture keypoint dataset which has been
changed in respect to the connected introduction, scale, and area for each element
descriptor, consequently giving invariance to these changes in picture information
hubs.

Keypoints Descriptor: The nearby picture slopes esteem are estimated at the pick
scale-space in the Region of Interest (ROI) around all keypoints in picture dataset
focuses. These are changed into an introduction that grants for critical levels of nearby
shape, area and introduction and changes in enlightenment of picture dataset focuses.

Stage 3: Above advance are perform in rehashed frame, at that point all the
descriptor of pictures are store, Now apply Guided Filtering technique for acquiring
intertwined picture.

Stage 4: In Guided Filtering, apply two-scale picture disintegration utilizing normal
channel for discover base and detail layer of each source picture from picture database.

Stage 5: Now apply weight delineate strategy, acquire saliency outline source
pictures and think about saliency guide and highlight descriptor of relating pictures at
that point discover weight guide of base and detail layer of each source picture from
picture database.
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Stage 6: Now picture remaking has been perform based on base layer and detail
layer of each source picture. Consequently, the recreated picture is taken as combined
picture.

We take any two pictures with same size in grayscale mode. From that point
forward, apply SIFT method for get keypoint descriptors. According to following
figure, ascertain DoG (Difference of Gaussian) and recognize keypoint descriptor of all
scales per octave. After every introduction task produce highlight descriptor. When one
octave has been prepared then next octave of down inspected picture is considered.
This procedure is proceeds until the point when all octaves of a picture is experienced.
At long last, recover the element descriptor of source pictures image1 and image2.

4 Experimental Works

Examinations are performed on multi-center picture databases, i.e., the Petrovic’
database which contains 56 sets of multi-center pictures including ethereal pictures,
open air pictures and indoor pictures (with various concentration focuses and intro-
duction settings. The testing pictures are numbered from 1 to 56. Each combine of
pictures has same size and perspective proportion. Each even or odd numbered multi-
center picture have diverse configuration. We have setup MATLAB R2013b adaptation
for execute the proposed strategy specifically as GFF-FT.

The multi-center picture dataset is as per the following (Fig. 1).
At starting, we take two source pictures with same size and organization. For this

reason, imread() use for read the source picture from required way (Fig. 2).

Fig. 1. Multi-focus image dataset
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Above figure demonstrate that the how recover the source pictures from required
way. After discover the source picture, apply normal channel through fspecial() and
imfilter(). Rather than normal channel, we utilize the middle and in addition Gaussian
channel. At the point when normal channel is connected to source picture at that point
get base layer of source picture, this layer mirror the fundamental surface of picture.
Detail layer of a picture can be found based on base layer and unique source picture.
The essential recipe for acquiring point of interest layer is as per the following.

Detail Layer ¼ Base Layer�Original Image

Base and detail layer of source pictures is said in following Figs. 3 and 4.

Both base and detail layer is identified with each other. Detail layer of picture
mirror the foundation surface element. The above Fig. 5 demonstrates the saliency
measure guide of picture, saliency outline get from unique picture (source picture).
Saliency guide of picture mirrors the brightening level central profundity with multi-
color determination (Fig. 6).

Fig. 2. Load multi-focus source images Fig. 3. Base layer of source images

Fig. 4. Detail layer of
source images

Fig. 5. Saliency map of
source images

Fig. 6. Using weight average
obtain fused image
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5 Result and Analysis

The analysis of the existing work (SPD-MEF) and the proposed work (GFF-FT) on the
basis of different quality parameters are given in Table 1.

Here the comparisons result tested on the basis of different image size and measure
the various result parameters shown in the comparisons tables. The fused image
indexes from 1 to 14 are compares in between of SPD-MEF and GFF-FT (in Table 1).
The value of MSE (for GFF-FT) is less than value of MSE (for SPD-MEF). The value

Table 1. Analysis of comparison the value of MSE, PSNR, NCC, AD, SC in between of SPD-
MFF and GFF-FT with different sizes (From 1 to 28 source images).

FI SI Size SPD-MEF [1] GFF-FT
MSE PSNR NCC AD SC MSE PSNR NCC AD SC

1 1 178 � 134 268.8 12.49 0.56 57.32 2.92 152.27 26.3 1.0 0.18 0.97
2 396.8 12.64 0.56 55.04 2.89 85.52 23.57 0.99 2.1 0.96

2 3 225 � 162 263.9 14.98 0.53 36.05 3.16 131.41 26.94 0.98 0.68 0.99
4 309.7 14.83 0.52 36.09 3.32 186.59 25.42 0.94 0.73 1.05

3 5 261 � 177 471.2 11.62 0.56 62.37 2.78 390.92 22.20 0.95 3.33 1.05
6 883.2 12.62 0.62 51.66 2.28 816.33 19.01 1.02 -7.38 0.86

4 7 264 � 177 383.2 11.5 0.49 64.55 3.69 312.3 23.19 0.92 3.64 1.1
8 377.4 12.47 0.55 57.2 2.99 306.7 23.26 1.02 -3.71 0.89

5 9 254 � 167 688.7 11.51 0.42 62.76 4.3 541.17 20.8 0.88 1.84 1.06
10 700.9 11.47 0.42 62.89 4.45 553.33 20.7 0.86 1.97 1.09

6 11 267 � 171 555.1 11.54 0.39 63.14 5.13 457.94 21.52 0.85 2.01 1.13
12 369.1 11.89 0.41 61.73 4.74 302.91 23.32 0.92 0.6 1.04

7 13 258 � 177 721.1 14.2 0.6 37.45 2.26 554.46 20.69 0.95 -0.51 0.97
14 517.7 14.37 0.6 38.86 2.29 308.57 23.24 0.97 0.88 0.98

8 15 263 � 165 1546 10.41 0.42 67.5 3.99 1191.7 17.37 0.78 8.06 1.2
16 808.1 11.62 0.49 61.04 3.43 546.13 20.75 0.92 1.6 1.03

9 17 265 � 168 113.7 12.72 0.38 55.32 6.25 66.44 29.9 0.96 0.33 1.03
18 163.9 12.68 0.38 55.3 6.3 90.03 28.58 0.95 0.3 1.04

10 19 210 � 270 401.1 12.93 0.2 53.19 9.78 220.22 24.7 0.72 1.7 1.25
20 261.7 13.28 0.23 51.93 8.34 146.08 26.48 0.85 0.44 1.06

11 21 267 � 175 142.7 12.61 0.52 56.39 3.48 87.47 28.7 0.99 0.1 0.99
22 238.1 12.53 0.51 56.1 3.56 180.78 25.56 0.97 -0.18 1.01

12 23 268 � 175 94.9 11.83 0.39 64.29 6.14 88.14 28.68 0.94 1.27 1.06
24 301.5 11.62 0.38 64.61 6.44 199.88 25.12 0.89 1.6 1.12

13 25 267 � 177 144.8 11.9 0.36 63.44 7.03 84.52 28.86 0.94 0.77 1.08
26 105.6 11.98 0.37 63.1 6.96 77.25 29.25 0.94 0.43 1.06

14 27 267 � 177 104.8 12.15 0.07 62.03 7.09 84.97 28.7 0.44 1.27 2.6
28 75.7 12.2 0.08 61.89 4.24 60.76 30.29 0.62 1.13 1.67
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of PSNR (for GFF-FT) is more than value of PSNR (for SPD-MEF). The value of NCC
(for GFF-FT) is more than value of NCC (for SPD-MEF). The value of AD (for GFF-
FT) is less than value of AD (for SPD-MEF). The value of SC (for GFF-FT) is less than
value of SC (for SPD-MEF). Hence the performance of the proposed work is better as
compared to the existing technique (Figs. 7, 8, 9, 10 and 11).

6 Conclusion

In this exploration work, a consolidated multi-center picture combination strategy was
proposed by considering the correlative property of the two unique techniques, for
example, GFF (Guided Filtering based Fusion) and SIFT (Scale-Invariant Feature
Transform). In our calculation, right off the bat, every one of the enrolled pictures is
deteriorated into two parts (base and detail layer) by utilizing a normal channel. The
exploratory outcomes on a few sets of multi-center picture demonstrated that the
proposed strategy has preferable execution over the guided separating based

Fig. 7. Compare of MSE Fig. 8. Compare of PSNR

Fig. 9. Compare of NCC Fig. 10. Compare of AD Fig. 11. Compare of SC
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combination calculation. The significant accomplishment of proposed strategies is least
ancient rarities and greatest edge conservation. The claim is very much supported from
the outcomes where ground truth was made accessible. This unmistakably shows the
proposed strategies acquaints least ancient rarities contrasted and existing systems and
this is a noteworthy accomplishment, as antiquities may prompt wrong translations
which can be disastrous. Particularly in applications like observation and medicinal
pictures, this can be essential as curios can come about into false cautions. Furthermore,
the proposed techniques additionally yield phenomenal sharpness, clearness and edge
conservation alongside increment in data, common data, data symmetry and high
relationship. The creators are likewise taking a shot at combination of infrared and
unmistakable band observation pictures keeping in mind the end goal to check the
nature of execution. We have displayed a novel picture combination technique in light
of guided sifting. The proposed strategy uses the normal channel to get the two-scale
portrayals, which is basic and successful. All the more significantly, the guided channel
is utilized as a part of a novel method to make full utilization of the solid relationships
between’s neighborhood pixels for weight enhancement. Examinations demonstrate
that the proposed strategy can well save the first and integral data of various info
pictures.

The execution of the calculations can be enhanced by presenting the directional
situated multi-determination changes, for example, steerable pyramids, contourlets and
so on and move invariant changes, for example, un-demolished wavelet changes and
complex wavelet changes in the multi-determination decay organize. We can utilize
SURF (Speeded Up Robust Feature), CHoG (Compressed Histogram of Gradient) for
discover the component descriptor of picture surface.
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Abstract. A cryptographic scheme is as strong as its underlying key exchange
algorithm. In this paper we explored NTRU key exchange and found that it is
exposed to Man In The Middle (MITM) attack. Similar vulnerability has been
found in original Diffie-Hellman key exchange and prevented using Zero
Knowledge Proof (ZKP). We applied ZKP scheme to solve the lattice based
NTRU key exchange MITM and found that even with ZKP, NTRU scheme is
still vulnerable to MITM attacks. Implementation results confirm this vulnera-
bility of MITM attack in NTRU key exchange algorithm with ZKP.

Keywords: NTRU key exchange � Diffie-Hellman � Man in the middle attack
Zero Knowledge Proof

1 Introduction

1.1 Lattices

Let B ¼ fv1; v2; . . .:vng, be n linearly independent vectors 2 Rm where, m� n. The set
of all vectors L Bð Þ ¼ a1v1þ a2v2þ . . .þ anvn: where ai 2 Z called integer lattice [1]
and n is called the dimension of the lattice. If m ¼ n then it is called full rank lattice.

1.2 Fundamental Domain

Let b1; b2; . . .bn a basis for lattice L and let L be a lattice of dimension n. The
fundamental parallelepiped (or fundamental domain) for lattice corresponding to the
basis is the set.

F b1; b2; . . .; bnð Þ ¼ a1b1þ a2b2þ . . .þ anbn : 0� ai\1:

The shaded area in Fig. 1 shows fundamental domain of two dimension.
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1.3 Problems with Lattices

Shortest Vector Problem (SVP): In a lattice L finding the shortest non-zero vector v
whose Euclidian norm is minimum is difficult [3].

Closest Vector Problem (CVP): In a lattice L, suppose a non-zero vector v such that
v 2 L and let m be a non-zero vector 62 L. Finding the vector v which is very closed to
m is difficult [3].
For computation of SVP and CVP are very difficult as the dimension grows SVP are
NP hard under certain randomized reduction and CVP are known to be NP hard. In
implementation it is found that CVP is examine to be a little bit harder than SVP, since
CVP can often be reduced to SVP in a slightly higher dimension. For the proof see [11]
that SVP is no harder than CVP. The complexity of different types of lattice problem
[12].

In this paper we discovered MITM attack which is vulnerability in the lattice based
in NTRU key exchange. This type of vulnerability can be removed by ZKP but NTRU
scheme with ZKP is still vulnerable to MITM attacks.

In Sect. 2, we explored the basis of key exchange algorithms and their working
followed by Sect. 3 containing basic notation, definition and mathematical background
that have been used in NTRU key exchange. In Sect. 4 we explain how NTRU
encryption, decryption schemes work. Section 6 explains existing NTRU-KE, for-
malize the underlying hard problem, and analyze the lattice attacks. MITM attack on
NTRU key exchange is explained in Sect. 7. We describe ZKP technique of MITM
prevention in Diffie-Hellman in Sect. 8.1. Section 8.2 describes MITM attack on
NTRU key exchange with ZKP. Finally, we concluded the findings of this work in
Sect. 9.

Fig. 1. A lattice L and fundamental domain F
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2 Related Work

2.1 Diffie-Hellman Key Exchange

The Diffie-Hellman key exchange protocol [8] allows two party to share secret infor-
mation over insecure channel. Two parties Alice and Bob choose a large prime number
p and a non-zero integer g (primitive root) and make both p and g public. The key
exchange algorithm proceeds as follows:

Step 1: Alice takes a private number x 2 Z�p computes R1 ¼ gx mod p and sends this R1

to Bob. Similarly, Bob takes a private number y 2 Z�pw computes R2 ¼ gy mod pw and
sends this R2 to Alice.
Step 2: After Alice received the value of R2, she computes KeyAlice ¼ Rx

2 mod p ¼
gxy mod p. Similarly Bob computes KeyBob ¼ Ry

1 mod p ¼ gxy mod p. This makes
KeyAlice ¼ KeyBob as the common key. The Diffie-Hellman key exchange is based on
the hardness of CDH problem.

2.2 Elliptic Curve Diffie-Hellman Key Exchange

Alice and Bob agree on an elliptic curve E Fp
� �

and point P 2 E Fp
� �

. The key
exchange steps are as under

Step 1: Alice takes a secret integer ma, calculates Qa ¼ maP and sends this Qa to the
Bob. Similarly Bob calculates Qb ¼ mbP and sends to this to Alice.
Step 2: Alice prepares KeyAlice ¼ maQb ¼ mambP, and Bob creates KeyBob ¼ mbQa ¼
mbmaP ¼ KeyAlice [7] to obtain the shared key.

2.3 Ring-LWE Based Diffie-Hellman Key Exchange

In ring-LWE based Diffie-Hellman-like key exchange algorithm [2], two users
exchange a single ring-LWE “sample” or public key each to arrive at approximate or
“noisy” agreement on the ring element. In this protocol, both Alice and Bob agree on a
public “big” a in Rq ¼ Z½x�=ðxnþ 1Þ where Rq is a polynomial ring. The key exchange
steps are as under

Step 1: Alice takes random “small” s; e 2 Rq computes b ¼ a : sþ eðmodqÞ and sends
this b to Bob. Similarly, Bob takes s0; e0 2 Rq computes b0 ¼ as0 þ e0 and sends this b0

to Alice.
Step 2: After Alice receives the value of b

0
, she computes the shared secret

KeyAlice ¼ s : b
0 ¼ s(a : s

0 þ e
0 Þ ¼ s : a : s

0
, similarly Bob calculates KeyBob ¼ s

0
: b ¼

s0ða : sþ eÞ ¼ s : a : s0 . This makes KeyAlice ¼ KeyBob.
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3 Mathematical Background

The ring R of convolution polynomials [10] is the quotient ring whose degree is less
than N (fix integer) R ¼ Z x½ �=ðxN � 1Þ similarly, Rq ¼ ðZ=qZÞ x½ �=ðxN � 1Þ is a trun-
cated polynomial whose degree less than N and coefficient 2 Rq. Suppose two poly-
nomial of the form a xð Þ ¼ ða0þ a1xþ . . .þ aN�1xN�1Þ 2 R, b xð Þ ¼ ðb0þ b1xþ . . .þ
bN�1xN�1Þ 2 R the multiplication of two polynomial is denoted by � which is also
called convolution product. a xð Þ � b xð Þ ¼ pðxÞ with

pk ¼
X

iþ j� kðmodNÞ
aibk�1

where the summation defining pk, 8i; j between 0 � k�N � 1 Multiplication of two
polynomial a xð Þ � b xð Þ 2 Rq is same with only difference being the modulus over q.

4 NTRU Encryption

In NTRU-Encryption algorithm [4], set of public parameter are used as fN; p; q; dg,
where, N is a prime number, q is an integer, p is an integer which is smaller than q,
gcd N; pð Þ ¼ gcd p; qð Þ ¼ 1; q[ 6dþ 1ð Þp and set of four N � 1 degree polynomial
Lf ;Lg;Lm;Lr All the four polynomials have small either binary f0; 1g or ternary
f�1; 0; 1g coefficient. We are using ternary coefficient polynomial because it resists
lattice reduction and hybrid MITM attack. We further define the notation

T d1; d2ð Þ ¼ a xð Þ 2 R :
a xð Þ has d1 coefficients equal to 1

a xð Þ has d2 coefficients equal to� 1
otherwise 0

8
<

:

Polynomials in T d1; d2ð Þ are called ternary polynomials. We choose random
polynomials of the form:

Lf 2 T d1þ 1; d2ð Þ is a small set of polynomials selected as private key.
Lg 2 T d1; d2ð Þ Similar small set of polynomials selected as another private key.
Lm 2 T d1; d2ð Þ Polynomials used as message space.
Lr 2 T d1; d2ð Þ Taken as random polynomial.

4.1 Key Generation

In order to generate NTRU (private and public) key pair, first we choose two random
polynomials f 2 Lf and g 2 Lg: The polynomial f requires that its inverse fp 2 Rp and
also its inverse fq 2 Rq satisfy the condition f � fq � 1ðmod qÞ and f � fp � 1ðmod pÞ.
The polynomial h ¼ fq � gðmodqÞ is the public key and polynomial f ; fp; are the private
keys.
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4.2 Encryption

To encrypt a message m 2 Lm, we take a random polynomial r 2 Lr, and compute
cipher text as e ¼ pr � hþmðmod qÞ.

4.3 Decryption

To decrypt m from cipher text e, we first compute a ¼ e � f ðmod qÞ using one of the
private keys f then center lift a 2 R and m ¼ fp � aðmod qÞ is computed using another
private key fp.

5 Our Contribution

In this paper, we discovered MITM vulnerability in NTRU key exchange. Diffie
Hellman with ZKP was proposed to prevent MITM attack on the key exchange [6]. We
have used same technique to prevent MITM attack in NTRU key exchange. We found
that even with ZKP, NTRU scheme is still vulnerable to MITM attack.

6 NTRU Key Exchange

In this section, NTRU-Key exchange process [5] in lattice based public key cryptog-
raphy is explained. Figure 2 shows the working model of NTRU key exchange. The
key exchange between Alice and Bob is given below.

Fig. 2. NTRU-KE
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Step 1: Both Alice and Bob choose random polynomial fi 2 Lf ; gi 2 Lg and fj 2
Lf ; gj 2 Lg respectively. Alice computes (mod q) and sends this hi to
Bob. Similarly, Bob computes (mod q) and sends this hj to Alice.
Step 2: Alice generates random polynomial ri  Lr, computes
(mod q) and sends this ei to Bob. Similarly Bob generates rj 2 Lr, computes and sends

(mod q) to Alice.
Step 3: After Alice receives ej, she computes (mod q) and Ki = ai (mod
p) = (mod p). Similarly Bob computes (mod q), Kj = aj (mod
p) = (mod p). This makes Kj ¼ Ki.

7 MITM Attack on NTRU-KE

Figure 3 shows how MITM attack works on NTRU-KE. Global parameter selection in
NTRU-KE is same as the NTRU-Encrypt Algorithm. MITM attack on NTRU-KE is as
under:
Step 1: Alice takes a random polynomial of the form fi  Lf such that its inverse
exists in Rq and a random polynomial gi  Lg: She computes (mod q)
and sends this to the Bob.

Similarly, Bob takes a random polynomial of the form fk  Lf such that its inverse
exists in Rq, and another random polynomial of the form gk  Lg. He computes

(mod q) and sends this to the Alice.
Here, MITM attacker also chooses same parameters which are defined globally in

the above NTRU-Encrypt algorithm. He selects a random polynomial of the form
fj  Lf such that its inverse exists in Rq, and another random polynomial of the form
gj  Lg. He, then, computes (mod q) and sends this to both Alice and
Bob and also captures both hi, hk sent by Alice and Bob respectively.
Step 2: Alice expecting hk from Bob receives hj sent by MITM as Attacker intercept
the messages and keeps hk to self. Now, Alice generates a random polynomial ri  Lr

computes (mod q), and sends this to Bob. Similarly, Bob also
receives hj in place of hi thinking it is from Alice. Bob generates a random polynomial
rk  Lr, computes (mod q), and sends this to Alice. Attacker in
the middle intercepts the messages and captures ei, ek. He generates his own random
polynomial rj  Lr, computes (mod q) and
(mod q), and sends these values to Alice and Bob respectively.
Step 3: Alice receives the value ej;i computes (mod q) and Ki ¼ ai (mod
p). Similarly, Bob computes (mod q) and Kk ¼ ak (mod p) using ej:k.
Attacker again captures ei and ek sent by Alice and Bob respectively. He computes

(mod q), (mod q), Kj;i ¼ aj;i (mod p) and Kj;k ¼ aj;k (mod
p). This makes Ki ¼ Kj;i and Kk ¼ Kj;k i.e. key between Alice and Attacker and Key
between Bob and Attacker both are equal.
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8 Zero Knowledge Proof and Man in the Middle Attack

The original Diffie-Hellman key exchange algorithm was also vulnerable to MITM
attack and to secure it, ZKP has been proposed [6]. However, we found that even with
ZKP, NTRU key exchange in our experiment was exposed to MITM attack.

8.1 Diffie-Hellman Key Exchange Using Zero Knowledge Proof

Figure 4 describes Diffie-Hellman key exchange using ZKP. Here, ZKP provides
authentication without revealing the secret information [9]. Alice and Bob want to
communicate over unprotected channel and both agree on global value g (primitive
root) and p (large prime number). The key exchange proceeds as under:
Step 1: Alice takes a private number x, computes R1 ¼ gx mod p and sends this to Bob.
Step 2: After receiving the value of R1, Bob computes R2 ¼ gy mod p and
KBob ¼ Ry

1 mod p ¼ gyx mod p. He encrypts the value R2 using key KBob i.e. C1 ¼ E
(R2,KBob) and sends this C1;R2 to Alice.

Fig. 3. MITM attack in NTRU-KE

Man in the Middle Attack on NTRU Key Exchange 257



Step 3: After Alice receives C1;R2 she computes KAlice ¼ Rx
2 mod p ¼ gxy mod p.

She decrypts the cipher text C1 i.e. R
0
2 ¼ D (KAlice;C1) and compares the values of R2

and R
0
2. If R2 ¼ R

0
2 she thinks it is not Bob and terminates the connection.

Otherwise she, encrypts C2 ¼ E (KAlice;R1jR2) and sends this value to Bob.
Step 4: Bob Decrypts the value C2 sent by Alice i.e. R

0

1 ¼ D (KBob;C2) and compares
R1 and R

0

1. Here Alice is prover and Bob is verifier. If R1 ¼ R
0

1 then, he assumes that
message came from Alice and accepts (verified) otherwise it is a dishonest prover
(rejected).

Fig. 4. Describes Diffie-Hellman key exchange using ZKP
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Fig. 5. Man in the middle attack on modified NTRU key exchange
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8.2 Zero Knowledge Proof with NTRU Key Exchange

Alice and Bob want to exchange keys over unsecured channel with an Attacker in the
middle. Figure 5 shows NTRU key exchange with ZKP and success of the exploitation
of security vulnerability through MITM attacks. The various stages of the attack is
described below.
Step 1: Alice choses fi 2 Lf and gi 2 Lg computes and sends hi to Bob. Similarly, Bob
selects fk 2 Lf ; gk 2 Lg computes and sends hk to Alice. The Attacker in the middle
captures both hi and hk , he also selects fj 2 Lf ; gj 2 Lg, computes hj and sends this to
both Alice and Bob.
Step 2: Alice and Bob receive hj thinking it came from other trusted party. Now, Alice
and Bob selects ri  Lr and rk  Lr respectively. Both compute ei and ek using hj
and exchange this among themselves. The Attacker replicates the same process,
computes ej;i and ej;k , creates key Kj;i and encrypts ej;i to form C1. Attacker sends C1,
ej;i to Alice and ej;k to Bob respectively.
Step 3: Alice computes Ki using ej;i and decrypts the cipher text C1. By using the base
algorithm of modified Diffie Hellman key exchange using ZKP, she compare e

0

j;i with
ej;i. Since both data were calculated by attacker, hence condition results as true. So,
Alice creates C3 using ei and key Ki and transmits. At the same time, Bob also
calculates Kk to encrypt ek giving C2. C2 is transmitted to Alice.
Step 4: The Attacker decrypts C2 to get e

0
k and checks its equality ek using ZKP. He,

then, creates cipher C4 using key Kj;k that is C4 ¼ E ej;k;C4
� �

and sends ej;k , C4 to Bob
for verification. Bob after receiving the values ej;k, C4 decrypts C4 using key Kk . At the
same time, Attacker decrypts C3 using key Kj;i. Thus, attacker gains both Alice and
Bob keys. Since he sent these keys for zero knowledge verification. Hence, the
equating. Condition always results as true. Even after using ZKP, the modified NTRU
key exchange is still exposed to MITM attack.

9 Conclusion

NTRU key exchange has been used in Lattice based cryptography given its quantum
resistant computation and security. In this paper we discovered that NTRU key
exchange is exposed to MITM attack and hence it leaves Lattice based cryptography
vulnerable. Original Diffie-Hellman key exchange also suffered from same vulnera-
bility which was solved using ZKP scheme. We further added ZKP in NTRU key
exchange to make it MITM immune but, in implementation we uncovered the fact that
even this hybrid scheme fails to prevent MITM attack. A suitable solution for MITM
over NTRU key exchange scheme is still an open problem for research community.
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Abstract. Data privacy or safeguarding data from potential threats has become
a critical issue in our data-centric world. Among the developed mechanisms
catering to the objective of privacy preservation, differential privacy has
emerged as a popular and effective technique which provides the required level
of user privacy. In our work, we have information theoretically analyzed dif-
ferential privacy in a multiple query-response based environment. We have
evaluated our model on a real-world database and subsequently evaluated the
effects of externally added noise on the resulting privacy. The simulated results
confirm the notion that the privacy risk is inversely proportional to the amount
of noise added in the system (defined by e).

Keywords: Differential privacy � Information theory � Laplace noise
Micro-database

1 Introduction

Micro-databases are specific datasets which contain person specific information about
the participating respondents. Micro-databases are generally published by independent
organizations and sometimes government agencies for research related purposes.
Typical examples of such micro-databases include census data and hospital medical
records. Preserving the privacy of these micro-databases has been a major area of
research recently. Since these databases are made available in the public domain, there
is a high probability that an adversary might retrieve some sensitive information from
any micro-database about any targeted individual. These privacy threats further
increase when the intruder has some independent auxiliary side information. In this
regard, privacy preservation relates to the rigorous guarantee that any personal or
private information of the respondents cannot be extracted from the released micro-
databases.

Based upon the nature of the data which they represent, the micro-database attri-
butes can be categorized into three categories namely Identifiers, Key attributes (or
quasi-identifiers) and confidential (sensitive) attributes [8]. Identifiers are those
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attributes which unambiguously identify the respondents. Typical examples of these in
micro-databases include SSN number and passport number. These attributes are either
removed or encrypted prior to distribution due to the high privacy risks associated with
them. Key attributes are those properties which can be linked or combined with
external sources or databases to re-identify a respondent. Typical examples of such
attributes include age, gender and address. Sensitive attributes contain the most critical
data of the users; maintaining their confidentiality is the primary objective of any
database security scheme. Disclosure of information about these properties is consid-
ered as a direct breach of privacy for the users. Examples of these important attributes
include medical diagnosis, political affiliation and salary.

In a multiple-query based environment, an adversary gradually gains information
by issuing a systematic collection of queries on the micro-database. The responses to
these queries gradually combine and converge towards the true value of the sensitive
attribute. Our work in this paper concentrates on information theoretically quantifying
the achievable guarantees of differential privacy under such constraints. For achieving
such objectives, we have initially constructed a generic query-response based frame-
work and subsequently embedded the notion of differential privacy in it. The rest of the
sections are organized as follows. Section 2 notifies about the multiple background
works related with the problem statement; we require contribution from all these works
to formally tackle this multi-description query-response based privacy preservation
problem. Section 3 is the core of our work wherein the inter-dependencies of several
parameters associated with our proposed model are investigated. Section 4 deals with
the simulation results with their analysis and finally Sect. 5 concludes this study.

2 Background Prerequisites

In this section, we provide some basic ideas and notions which have facilitated in our
work. We specifically chalk out a series of studies which have directly motivated the
construction of our framework.

2.1 Information Theoretic Basis of Privacy

The notion of privacy was rigorously analyzed in [8], wherein an information theoretic
framework was provided to it. For achieving privacy t-closeness [6] mechanism is the
primary framework used. The authors introduced two metrics related to measuring the
overall distortion induced in the database (after enforcing a sanitization mechanism)
and the associated privacy risk. These are defined as –

Definition 1 (Distortion ðDÞ [8]). For a dataset X and its perturbed form X 0, the
Distortion Dð Þ is:

D ¼ E d X;X 0ð Þ½ �

where dð:; :Þ is an error measure.
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Mean square error (MSE) or d x; x
0� � ¼ x� x

0�� ��2 is the error function normally
measured. Thus, D is the amount by which the perturbed data deviates from the
original data. The associated privacy risk is subsequently defined as –

Definition 2 (Privacy Risk (R) [8]). Let X denote a random variable representing the
key values of a dataset, X 0 be another random variable which denotes the perturbed key
values and W be a third random variable which represenst the sensitive values in the
dataset. The associated Privacy Risk (R) is:

R ¼ KL pwjx0 jjpw
� � ¼ E log

pðW jX 0Þ
pðWÞ

� �
¼ I W ;X 0ð Þ ¼ H Wð Þ ¼ HðW jX 0Þ

Herein, pw is the prior distribution of the sensitive attribute and pwjx0 is the posterior
distribution of the same when the adversary observes the perturbed key attributes.
Moreover, KLð:jj:Þ is the Kullback-Leibler divergence between two distributions, the
mutual information between two random variables is Ið:; :Þ, the entropy of a random
variable is Hð:Þ and Hð:j:Þ is the conditional entropy among two r.v’s.

2.2 Differential Privacy

Dwork [3] first conceptualized the idea of differential privacy in a query-response
framework. In a query-response scenario, a query is fired on the database and an
appropriate response is obtained from it. The collection of these responses is collab-
oratively utilized for subsequent analysis purposes (e.g. data and pattern mining).
However, the privacy of a particular individual becomes very much jeopardized if an
attacker finds out some critical information about the individual after analysis of the
released results. Dwork presented the concept of differential privacy to provide privacy
in such situations. The instinct behind this thought was that the participants would feel
safe to present their information on the off chance that they realized that the response to
any query fired on the database would be same irrespective of whether they submitted
their sensitive information in any case. Then again, it can be expressed that an indi-
vidual would appreciate differential privacy if the risk related with the individual does
not change whether the user took part or not in the survey.

Definition 3 (e differential privacy [3]). A randomized function K gives e-differential
privacy if for all data sets D1 and D2 differing on at most one element, and all
S�RangeðKÞ,

Pr K D1ð Þ 2 Sð Þ� ee � Pr K D2ð Þ 2 Sð Þ

where, Pr represents the randomized function’s probability distribution.
Differential privacy is attained by introducing random noise in the responses

acquired from the database. The noise magnitude relies on the largest change that a
participant can impact on the responses. This is termed as Global sensitivity ðDf Þ or L1
sensitivity.
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Definition 4 (Global sensitivity ðDf Þ [3]). For any function f : D ! Rd , the L1-
sensitivity of f is

Df ¼ maxD1;D2 f D1ð Þ � f D2ð Þk k

for all D1; D2 varying in at most one element.
Differential privacy is generally implemented by adding noise which is suitably

adjusted with respect to the output of the queries. The noise is considered to have a
Laplace distribution. The probability density function of the laplace noise is-

Laplace x; kð Þ ¼ 1
2k

e� xj j=k

where k is determined by both Df and desired privacy controlling parameter e.

Theorem 1 (Laplace Noise mechanism [4]). For any function f : D ! Rd , the
mechanism

Laplace D; f ; eð Þ ¼ f Dð Þþ L1 kð Þ; L2 kð Þ; . . .; Ld kð Þ½ �

gives e-differential privacy if k ¼ Df =e and LiðkÞ are i.i.d. Laplace random
variables.

An important notion associated with differential privacy is that of composability.
Composability means the guarantee that the privacy essentials remain satisfied even
when several responses are considered together and subjected to joint examination. Let
M be a mechanism for providing e-differential privacy to a random variable X via the
Laplace noise addition method.

Theorem 2 (Sequential Composition [7]). Let each Mi provide ei-differential privacy.
Then the sequence of MiðXÞ provides

P

i
ei-differential privacy.

In-spite of all the positive prospects, differential privacy lags in preventing the
attacker from concluding about individuals from the aggregate results over the popu-
lation. This limitation gets exposed when multiple query is fired by the attacker.
Greater the number of query fired, closer the attacker gets to his goal thus decreasing
differential privacy level.

3 Development of Proposed Frameworks

This section is dedicated in detailing the construction process of the proposed frame-
work. We initiate our framework development process by discussing about the generic
system, query and adversarial models associated with it.

3.1 System Model

The core of our system comprises of a micro-database DB containing x number of key
attributes K ¼ fK1;K2; . . .;Kxg and one sensitive attribute S (thus totaling to xþ 1
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attributes). Privacy is breached on the disclosure of any value of S corresponding to an
entity. Moreover, the total number of records in the database is assumed to be y. The
complete database is not disclosed to the adversary as our framework is being devel-
oped in a query-response based model. The details of the employed sanitization
mechanism are stated in Sect. 3.4.

3.2 Adversarial Model

The adversary is considered to be a polynomial time attacker who is having a restricted
memory and computational power (i.e. the adversary cannot issue an infinite number of
queries). The adversary wants to disclose the value of S corresponding to a targetted
individual of the DB. Consequently, our objective is the prevention of the revelation of
the exact value S. The adversary fires n queries Q ¼ Q1;Q2; . . .;Qnf g on DB, each
operating on K or S. It is noticeable that without the applying any privacy preservation
technique, the adversary can easily compute the exact value of S (for a particular
individual) after firing n queries.

3.3 Query Model

We have assumed a few general rules for the nature of the queries issued by an
adversary. Enforcing these rules is the obligation of the entity which manages the flow
and nature of the submitted queries.

1. The queries should not be fired simultaneously but sequentially.
2. In the sequence Q each query should be unique i.e. there should be no repeatation of

query in the sequence. Any duplicate query in the sequence is not entertained. The
adversary can use multiple operations so as to average out and subsequently cancel
noise thereby revealing the value of S. To restrict the adversary from doing this the
following constraint is imposed.

3. The queries directly seeking the information about the sensitive attribute S will
remain unanswered. This is so because our main objective is to conceal the actual
values of S. But queries relating to any aggregate information about S can be
answered.

3.4 Main Framework

The working model for implementation of differential privacy in DB is shown in Fig. 1.

Fig. 1. The query response based framework.
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As discussed previously, the adversary initially fires a series of n queries on DB
represented by Q ¼ Q1;Q2; . . .;Qnf g. After checking the validity of the queries, the
query manager forwards these queries on DB. The true responses obtained from DB
corresponding to Q are represented by O ¼ fO1;O2; . . .;OnÞ. However, these
responses are perturbed by the addition of appropriate Laplace noise. The generated
noise should be carefully calibrated for enforcing the notion of differential privacy.
More specifically, the noise N should be generated via the Laplace noise mechanism
(Theorem 1) having the following specific parameters - MeanðlÞ ¼ 0, Scale parameter
rð Þ ¼ Df

e and Variance ¼ 2r2. Herein, Df is the corresponding global sensitivity as
described in Definition 4. The term e is the parameter for controlling the privacy which
is adjusted according to the requirements of the application.

Theorem 3. The framework proposed in Sect. 3.4 is
P

n en
� �

-differentially private.

Proof. In total, there are n query-responses in the proposed model. Every response is
perturbed according to Theorem 1 for satisfying the notion of e-differential privacy.
Hence in accordance with Theorem 2 (Sequential Composition), our proposed
framework satisfies

P
n en

� �
-differential privacy. This concludes the proof.

As argued in [9], the adversary’s knowledge about the sensitive information S is
directly proportional to the total number of fired queries. Consequently, the adversary’s
knowledge gain becomes so large after just a few number of queries that the further
addition of Laplace noise fails to provide privacy. As a countermeasure to this problem,
we can alter the variance of the added noise with the number of queries. As our model
mainly consists of simple difference and sum queries, the variance is decreased with
respect to the queries. The variance of the nth query is fixed to 2r2 the original value,
and then we move up the query sequence its value is linearly increased by a constant
factor of k we reach Q1 (the first query). This hierarchy is shown in Table 1.

After adding noise N to the outputs O, the results are delivered to the intruder as the
responses to Q, the query set. Let these responses be represented by
R ¼ fR1;R2;R3; . . .;Rng. Let’s assume that O and R are denoted by the probability
distributions p Oð Þ ¼ p O1;O2; . . .;Onð Þ and p Rð Þ ¼ p R1;R2; . . .;Rnð Þ respectively.
Subsequently, we can represent O and R by the random variables XO and XR which
follow the aforementioned distribution functions. Finally, the estimated value of the
sensitive attribute S is computed from R and is then represented as R0:

Table 1. Calibration of noise according to the queries.

Query number ðQi),1� i� n Variance of noise

1 2r2 þ n� kð Þ
2 2r2 þ n� 1ð Þ � kð Þ
… …

n 2r2
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3.5 Information Theoretic Establishment of Privacy

In this section we present and analyze the information theoretic outlooks of differential
privacy (implemented in the proposed framework). Essentially, we broaden the
information theoretic concepts in [8] to differential privacy providing our multiple
query-response framework. Privacy Risk Rð Þ and Distortion ðDÞ are the two param-
eters that we focus on. As discussed previously in Definition 1, the deviation of
responses from the original values after addition of noise is represented by D. This is
nothing but the MSE (Mean Square Error) between the noise added responses R and the
unmodified outputs O. So for n queries,

D ¼ 1
n

Xn

i¼1

Ri � Oið Þ2 ð1Þ

Evidently, D relies on how much noise is added in the framework which is
dependent on e. Greater the value of e lesser is the addition of noise and lower is the
value of D.

Lemma 1. The value of D lies in ½0;1�.
Proof. There is no defined upper bound on D since we can keep adding any amount of
external noise by decreasing e. Hence,

Dmax ¼ 1 ð2Þ

Conversely, the minimum value of D occurs when we do not alter the original
responses by adding any noise. For such a case, Dmin ¼ 0 since Ri ¼ Oi 8 1� i� n.
Hence,

Dmin ¼ 1
n

Xn

i¼1

Ri � Rið Þ2¼ 0 ð3Þ

Combining Eqs. 2 and 3, we obtain the range of D as ½0;1�. This concludes the
proof.

The second parameter which we consider is Privacy Risk (R). As stated in Defi-
nition 2, R is the mutual information between two discrete random variables (XR and
XO in our case). Formally treating,

R ¼ I XR;XOð Þ
¼

X
R;O

pðO;RÞ � log
pðO;RÞ
p Oð ÞpðRÞ ¼ H XRð Þ � H XRjXOð Þ ¼ H XOð Þ � H XOjXRð Þ

ð4Þ

In Eq. 4, H XRð Þ and H XOð Þ denote the entropy of R and O respectively.
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Lemma 2. The value of R lies in 0;HðXOÞ½ �.
Proof. The maximum value ofR occurs when the perturbed responses complete fail to
masquerade the true responses (i.e. addition of noise has no effect). Consequently, the
adversary gains maximum knowledge about the true responses of his/her queries. For
such a case, H XOjXRð Þ ¼ 0. Thus,

Rmax ¼ H XOð Þ � 0 ¼ H XOð Þ ð5Þ

Alternatively, the minimum value of R occurs when the perturbed responses reveal
no knowledge of the true responses. Consequently, the adversary gains no knowledge
about the true responses of his/her queries. This can also be alternatively stated by the
statement that the XO and XR are independent of each other.

For such a case, I XR;XOð Þ ¼ 0. Hence,

Rmin ¼ 0 ð6Þ

Combining Eqs. 5 and 6, we obtain the range ofR as ½0;H XOð Þ�. This concludes the
proof.

4 Results and Discussions

This section provides the results computed by simulating the proposed frameworks and
thereafter evaluating its parameters. As we have conducted our tests on real life data,
we first formally present the data set that has been used for testing.

4.1 Database

The CASC project’s EIA dataset is being used for the purpose of our work. The project
details can be found in [5]. The complete EIA dataset can be obtained from the U.S.
Energy Information Authority, as described in [1, 2]. This data-set consists of 4092
records corresponding to 15 attributes (13 numeric and 2 character). In this regard, the
following points are noted -

1. For simplicity we have deleted the ‘YEAR’, ‘UTILNAME’ and ‘STATE’ attributes
from the dataset as they are of no use for our analysis. Rather, we maintain a
different file which has the mapping between ‘UTILITYID’ and ‘UTILNAME’ is
preserved.

2. As ‘UTILITYID’ is the attribute which identifies each entity separately so we
considered it to be the primary key. ‘TOTSALES’ is considered to be the sensitive
attribute as we can treat the company sales revenue as a confidential information. As
all other attributes can be combined uniquely so as to identify each tuple so they are
treated as key attributes. As such, the disclosure of the estimation of ‘TOTSALES’
which corresponds to a ‘UTILITYID’ is treated as a breach in privacy. Alterna-
tively, the goal of the adversary is to find out the value of total revenue sales (i.e.
‘TOTSALES’) of a targeted company.
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3. DB is the database which is obtained after modification of the EIA dataset. As
mentioned previously, The entire DB is not published, but we restrict it to only a
sequence of queries which are allowed to be fired in it.

4.2 Query Set Structure

For the testing our framework, we suppose that for company with ‘UTILITYID’ = 213
the intruder wants to its ‘TOTSALES’. Q a sequence of queries on DB is fired by the
adversary for achieving the objective. The exact query sequence which we have
simulated is presented as follows -

Q_1 = SELECT SUM(DB.TOTSALES) 
FROM database DB  
WHERE DB.UTILITYID = 213 AND DB.UTILITYID = 599;  

Q_2 = SELECT SUM(DB.TOTSALES) 
FROM database DB  
WHERE DB.UTILITYID = 213 AND DB.UTILITYID = 3522;         

Q_3 = SELECT SUM(DB.TOTSALES) 
FROM database DB  
WHERE DB.UTILITYID = 213 AND DB.UTILITYID = 6129;        

Q_4 = SELECT SUM(DB.TOTSALES) 
FROM database DB  
WHERE DB.UTILITYID = 213 AND DB.UTILITYID = 7353;        

Q_5 = SELECT SUM(DB.TOTSALES) 
FROM database DB  
WHERE DB.UTILITYID = 3522 AND DB.UTILITYID = 6129 AND

     DB.UTILITYID = 7353 AND DB.UTILITYID = 599;          

4.3 Framework Analysis

The adversary can accurately estimate the required sensitive information ðR0Þ by
evaluating Eq. 7 -

R
0 ¼ Q1 þQ2 þQ3 þQ4ð Þ � Q5

4
ð7Þ

However, the value of calculated R0 differs from that of the original value ðSÞ
because of the implementation of the differential privacy mechanism based in Laplace
noise. In our simulation we have considered the value of Global Sensitivity ðDÞ to 1 as
we are using difference and sum and queries as demonstrated in the example in [9].

The results obtained from the simulation are illustrated in Fig. 2. It vindicates the
general notion that Privacy Risk and Distortion are contrasting quantities. As evident in
Fig. 2, a value of D higher than 15 corresponds to R less than 0.4 (i.e. there is low risk
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of privacy breach). Alternatively, a distortion level of about 2 translates to a higher
value of R (about 1.4). In such a case, an adversary can accurately estimate the exact
value of the critical information which is sensitive in nature.

An important feature in Fig. 2 is related to the nature of the resulting curve. In this
case, the dependent parameter changes non-linearly with the independent parameter.
The reason for this observation can be attributed to the addition of external noise which
is nonlinear. More specifically, the noise was generated based on the Laplace distri-
bution which is a double exponential distribution.

5 Conclusion and Future Works

In present technological age security and data privacy is a primary area of concern. In
this paper, we have attempted this area by information theoretically analyzing the
privacy guarantees of differential privacy in a multiple query-response based envi-
ronment. Essentially, we have theorized two metrics termed as Privacy Risk ðRÞ and
Distortion ðDÞ, and subsequently analyzed their dependencies in such an environment.

In this work, we have modeled the design of the framework and the associated
simulations considering only one sensitive attribute. However, we did not consider the
scenario in which that there may be multiple critical attributes present in a micro-data
table (which is more practical). Moreover, we have also not considered the database

Fig. 2. Variation of D with R.
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utility after subjecting it to a sanitization mechanism. The trade-off between data utility
and data perturbation is a very crucial aspect and thus, the framework should be
optimized so as to strike the correct balance between the two.
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Abstract. The Internet of Things (IoT) is a framework of interconnected
computing devices mechanical and digital machines, internationally identifiable
physical objects (or things) or people that are have unique identity and the
ability to transfer data over a network without human-to-human or human-to-
computer interaction., their combination with the Internet, and their represen-
tation in the digital world. The accessibility and availability of cheap compo-
nents of IoT devices enables a extensive range of applications and provide smart
environments. These devices perform actuating and sensing tasks and identified
through unique addresses. The IoT devices are connected to the Internet and
expected to use the Constrained Application Protocol (CoAP) at the application
layer as a main web transfer protocol. Message Queuing Telemetry Transport
(MQTT) does not enforce the use of a particular security approach for its
applications, but instead leaves that to the application designer. Therefore, IoT
solutions can be based on application context and specific security requirements.
MQTT is a Client Server publish/subscribe messaging transport protocol. It is
lightweight, open, uncomplicated, and designed to make implementation more
easier. These characteristics of MQTT make it perfect for use in most of the
situations, including communication in Machine to Machine (M2M) and
Internet of Things (IoT). In IOT there is major use of Wireless Sensor Networks
(WSN) which connects virtual world to physical world. In this paper focus is
given to application layer of IOT. In application layer two important protocols
are MQTT and CoAP. Security mechanism is proposed in the paper for these
protocols.

Keywords: MQTT � CoAP � IOT

1 Introduction

The IoT is built on three main pillars related to the capability of objects which must
have communication capability, computational capability and may have interaction
capability:

(i) Communication capability: Objects in IoT must have a minimal set of com-
munication capability. What we mean by this is not only a communication
channel, but also everything related to it, in order to make an efficient com-
munication, such as, an address, identifier, and name. The objects may have all
these features or some of them [8].
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(ii) Computational capability: Objects must have some basic or complex computa-
tional capability, in order to process data and networks configurations. For
instance, receive commands over the communications channel, manage network
tasks, save the status from a sensor, activate an effector.

(iii) Interaction capability: The IoT technology may have an interaction capability in
terms of sensing and actuating. This can be done either by, sensors and/or
actuators. Sensors are things which sense or detecting the real world environ-
ment (e.g., light, humidity, temperature, movement, voice, etc.). Effectors are
things that change or effect the real world such as, switches that allow you to
trigger or to turn on/off anything that can change the real word such as motors,
beepers, cameras, etc [1].

2 IOT Architecture

Many architecture models have been proposed from different organizations and
researchers. Figure 1 provides the main and general model which consists of three-
layer architecture perception layer, network layer, and application layer. The definitions
of these layers are defined below:

1. Perception layer: The perception layer can also be called physical layer. This layer
consists of physical objects or devices such as sensors, RFID system, meters, GPS
system. This layer basically collect identification or information depends on the
type of the sensor or the physical device.

2. Network layer: The network layer is also known as transmission layer. This layer is
responsible for interconnection and communication functions. The transmission can

Table 1. IoT stack with standaridized security solutions.

IoT layer IoT protocol Security protocol

Application CoAP User-defined
Transport UDP DTLS
Network IPv6, RPL IPsec, RPL security
6LoWPAN 6LoWPAN None
Data-link IEEE 802.15.4 802.15.4 security

Network Layer

Perception Layer

Application Layer

Fig. 1. IOT architecture
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be done through wired or wireless communication technologies such as Wi-Fi,
Bluetooth, 3G, ZigBee. Many transmission and security protocols can be deployed
in this layer such as: IPV4, IPV6, DTLS, IPsec. This layer should securely transfer
the data from the physical layer to application layer.

3. Application layer: The application layer provides and manages application services
for users needs. Many application protocols can be deployed in this layer such as
CoAP, and HTTP depends on the type of application and the IoT devices [7].

The recent challenge in consideration with security of IOT devices is to fix security
bugs & its security updation. In addition to new protocols that are designed specifically
for the Internet of Things such as Message Queuing Telemetry Transport (MQTT) and
Constrained Application Protocol (CoAP), security mechanisms should need to be
developed or upgrade [2].

3 MQTT (Message Queueing and Transport Protocol)

For IoT devices and applications, MQTT is the most recognized messaging protocol
and it is the base of many active groups or industries in the IoT field. Lightweight,
easy-to-use message protocols are being provided by MQTT as IOT solutions. MQTT
involves some safety mechanisms in addition to common implementations such as
SSL/TLS for transport protection [5]. For applications MQTT does not implement the
use of a specific security approach, but in its place handover that task to the application
designer, because of this IoT solutions are based on application structure and definite
security necessities. MQTT uses transport layer security (TLS), for most of the
deployments where data is encrypted and its reliability is validated. To control
admittance most implementations of MQTT also use permission features in the MQTT
server.

3.1 Architecture

Every sensor in a client/server model of MQTT is known as client that connects to a
broker, that broker act as a server. Connection is established using TCP/IP. As MQTT
is message oriented protocol, each message is having discrete amount of data, trans-
parent to the broker. The broker is a server which can be installed on any machine.
MQTT runs on TCP/IP layer therefore it is connection oriented protocol, every client
must establish connection with the broker before starting communication. Every
message is available to an address, identified as a topic. Clients may subscribe to
several topics. Clients can subscribe to various topics. Each client subscribed to a topic
gets every message published to the topic. Consider a simple network with three nodes
that release TCP connections with the broker. Nodes Y and Z are subscribe to the topic
humidity (Fig. 2).
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Afterward Node X displays a value of 30% for topic humidity, then the broker
transmits the message to all the subscribed notes.

Fig. 2. Architecture of MQTT

Fig. 3. Architecture of MQTT

276 A. Burange et al.



The publisher-subscriber model on which MQTT works allows MQTT clients to
communicate one-to-one, one-to-many and many-to-one.

3.2 MQTT Vulnerabilities

The MQTT protocol carries a number of potential vulnerabilities. For example, open
ports can be used to launch denial-of-service (DoS) attacks as well as buffer overflow
attacks across networks and devices [6]. Depending on the number of IoT devices
connected and use cases supported, the complexity of “topic” structure can grow
significantly and cause scalability issues. MQTT message payloads are encoded in
binary, and corresponding application/device types must be able to interoperate.
Another problem area is with MQTT message usernames and passwords, which are
sent in clear text. Transport encryption with SSL and TLS can protect data when
implemented correctly. To protect against threats, sensitive data including user IDs,
passwords, and any other types of credentials should always be encrypted. To secure
MQTT protocol we should consider the security of client, broker, operating system.

3.3 MQTT Security

By its nature, MQTT is a plain protocol. All the information exchanged is in plain-text
format. In other words, anyone could access to this message and read the payload.
There are several use cases where we want to keep information private and guarantee
that it cannot be read or modified during the transmitting process. In this case, there are
several approaches we can use to face the MQTT security problem:

1. Create a VPN between the clients and the server.
2. Use MQTT over SSL/TSL to encrypt and secure the information between the

MQTT clients and MQTT broker.

Our attention is, on how to create an MQTT over SSL. To make MQTT a secure
protocol, we have to follow these steps:

Fig. 4. Publisher-subscriber model of MQTT
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• Create a private key (CA Key).
• Generate a certificate using the private key (CA cert).
• Create a certificate for Mosquitto MQTT server with the key.

The final step is configuring Mosquitto MQTT so that it uses these certificates.

3.4 Securing MQTT Server

The first step in this process is creating a private key. Connect to the Raspberry Pi using
ssh or a remote desktop and open a command terminal. Before starting, it is important
to ensure OpenSSL is installed on Raspberry Pi.

[openssl genrsa -out mosq-ca.key 2048]

Using this command, we are creating a 2048-bit key called mosq-ca.key. The result
is shown in the picture below:

The next step is creating an X509 certificate that uses the private key generated in
the previous step. Open the terminal again and, in the same directory in which private
key is stored, write:

[openssl req -new -x509 -days365 -key mosq-ca.key -out mosq-ca.crt]

In this step, we need to provide different information before creating the certificate.

• Country Name
• State or Provenance Name
• Locality Name
• Organization Name
• Organizational Unit Name
• Common Name
• Email Address.

3.5 Creating the MQTT Server Certificate

Once the private key and the certificate are ready, we can create the MQTT server
certificate and private key:
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opensslgenrsa -outmosq-serv:key2048½ � ð1Þ

During this step, we need to create a CSR (Certificate Signing Request). This
certificate should be sent to the Certification authority that, after verifying the author
identity, returns a certificate. We will use a self-signed certificate:

openssl req -new -keymosq-serv:key -outmosq-serv:csr½ � ð2Þ
we have used the private key generated in the step before. Finally, we can create the

certificate to use in our MQTT Mosquitto Server:

openssl x509 -req -inmosq-serv:csr -CAmosq-ca:crt -CAkeymosq-ca:key -½
CAcreateserial� outmosq-serv:crt -days 365 -sha256� ð3Þ

All done! We have completed the steps necessary to secure our MQTT server.

openssl x509 -inmosq-serv:crt -noout -textjavascript:void 0ð Þ½ � ð4Þ

4 CoAP (Constrained Application Protocol)

CoAP runs over UDP, not TCP. Clients and servers communicate through connec-
tionless datagrams. Retries and reordering are implemented in the application stack.
Removing the need for TCP may allow full IP networking in small microcontrollers.
CoAP allows UDP broadcast and multicast to be used for addressing. CoAP follows a
client/server model. Clients make requests to servers, servers send back responses.
Clients may GET, PUT, POST and DELETE resources. CoAP employs a client-server
model and request/response message pattern, where client devices send information
requests directly to server devices, which then respond. Support for an observer
message pattern enables clients to receive an update whenever a requested state
changes, for example a valve opening or closing, while confirmed message delivery
provides some level of assurance under the connectionless UDP transport.

The Constrained Application Protocol (CoAP) is a web transfer protocol at the
application layer intended to be used with constrained devices The Internet Engineering
Task Force (IETF) working group has designed this protocol to be used for M2M
applications, IoT objects and suitable for constrained devices that have limited amount
of ROM and RAM [9]. One design goal of CoAP is limiting the need for fragmentation
by using small message overhead. Moreover, this protocol suitable for constrained
networks such as 6LoWPAN which supports the fragmentation of IPv6 packets into
small frames. CoAP provides an interaction model similar to the client/server of HTTP.
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CoAP Architecture as shown it extends normal HTTP clients to clients having
resource constraints. These clients are known as CoAP clients. Proxy device bridges
gap between constrained environment and typical internet environment based on HTTP
protocols. Same server takes care of both HTTP and CoAP protocol messages [4].

4.1 DTLS for CoAP Security

DTLS is used more than CoAP to provide continuous security. Just as TLS being used
for securing HTTP over TCP, Datagram TLS (DTLS) is used for securing CoAP over
UDP. DTLS is implemented between transport layer and application layer as in Fig. 7.
As DTLS operated on top of the UDP protocol, the complexity of its implementation
increased which requires mechanisms to provide reliability. To design a DTLS version

Fig. 5. CoAP message format

Fig. 6. CoAP architecture
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that can be used in constrained environments, it is important to minimize the code size,
and the number of messages exchanged to get an optimized handshake protocol.

Figure 8 shows how the DTLS handshake works using CoAP, providing com-
munication reliability by CON and ACK messages using CoAP block-wise transfer
which contain DTLS handshake messages as a payload. When the DTLS handshake
session has finished, the client can initiate the first CoAP request.

Fig. 7. Abstract Layering of DTLS-Secured CoAP

Fig. 8. CoAP protocol layers
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4.2 DTLS over CoAP (CoAPs)

DTLS protocol can be integrated with CoAP to provide end-to-end security. In this
implementation, we used the open source TinyDTLS and CoAP libraries. Tiny DTLS
supports the cipher suite based on Pre-shared keys (PSK) with the Advanced
Encryption Standard (AES): TLS PSK WITH AES 128 CCM 8. We implement two
nodes a CoAP server and CoAP client, with an integration of Tiny DTLS for both
server and client. We observe the output and compare the simulation result with the
previous CoAP simulation.

The general interactions of data between DTLS and CoAP in both forward and
reverse directions are illustrated in Fig. 9(a) and (b) respectively. In the forward
direction, CoAP packets are sent to DTLS module to add the security functionality [3].

There are two interfaces in this operation: DTLS receives normal data packets from
CoAP and then sends encrypted data to CoAP. Afterward, the encrypted packets are
sent across to UDP as shown in Figure (a).

In the reverse direction, the secured packets received from UDP are sent across to
DTLS for decryption then sending it back to CoAP as shown in Figure (b).

5 Experiment Results

IoT sensor devices have limited memory, CPU and power resources. In our experiment,
we test the Constrained Application Protocol with and without security in constrained
sensor nodes. In order to know the impact of deploying security mechanisms on
constrained devices, we test and compare the memory footprint:

(a) Memory Footprint

The Internet Engineering Task Force group (IETF) classified constrained devices with
consideration of code size and data size as shown in Table 2. Therefore, it is important

Fig. 9. (a) Encrypting a CoAP packet using DTLS (b) Sending a DTLS decrypted to CoAP
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to know the code size and the data size for an application to measure the memory
usage. The difficulty of providing a secure communication increase with limited
resources. The classification of constrained devices is shown below:

Class 0 devices are very constrained nodes. They have limited memory and pro-
cessing capabilities and may not have enough resources to communicate securely
and directly to the Internet. Thus, they need a help of larger devices such as a proxy
or gateway to participate in Internet communications.
Class 1 devices are quite constrained nodes. They cannot easily use full protocol
stack such as HTTP or TLS. However, they are capable to use protocols that
designed for constrained nodes such as CoAP over UDP. In our implementation, we
use Wismote node which has 16 KB of RAM and 128 KB ROM and considered as
a class 1 device.
Class 2 devices can support most protocols used in Internet communication.

The memory footprint is provided by the MSP430-GCC compiler. We obtained the
RAM and ROM by utilizing the MSP430-GCC size command of the firmware files.
Table 3 shows the require memory size for both server and client with and without
security implementation for Wismote sensor. Figures 10 and 11 show the impact of
deploying security for CoAP. The difference of the RAM size between the two codes is
about 30%. Whereas, the flash memory or ROM has increased by approximately 59%.

Table 2. Classes of constrained devices

Name Data size (e.g., RAM) Code size (e.g., Flash)

Class 0 �10 KB �100 KB
Class 1 *10 KB *100 KB
Class 2 *50 KB *250 KB

Table 3. Memory footprint

Node type RAM [bytes] ROM [bytes]

CoAP Client 8210 44831
CoAP Server 8200 50224
CoAPs Client 11396 86583
CoAPs Server 11274 89737
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6 Conclusion

The Internet of Things is considered as one of the largest improvement to the existing
technology nowadays. It is extremely important to have a secure IoT system in order to
develop and improve this technology to be used in a large scale. In this paper, we
address the fundamentals of the Internet of things and the key features and require-
ments. Followed by the the Constrained Application Protocol (CoAP) as it will be a
significant part of IoT. We present an overview of the Datagram Transport Layer
Protocol (DTLS) which is one way of providing an end-to-end security for IoT

Fig. 10. RAM footprint

Fig. 11. ROM footprint
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applications. We also addressed security techniques for securing MQTT protocol,
which is also one of the important protocol of IOT.
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Abstract. With the world moving towards digital era and India’s special thrust
in making the country a cashless economy, the use of digital device is increasing
phenomenally and with it, the number of digital frauds. However, with
increasing security features and new mobile versions being released on a near
daily basis, getting an analysis tool which can extract data from most of the
mobiles is a herculean task. To overcome this challenge, there is a need to carry
out research on forensics analysis of smart phones. Since Android OS has a near
monopoly in the smartphone market, the mobile forensics has to be focused
more towards Android phones. This work tries to present a novel method of
forensic analysis of Android phones in a virtualized environment using an
emulator called Genymotion.

Keywords: Mobile forensics � Virtual device � Genymotion � Root
Android

1 Introduction

With the increased awareness and proliferation of mobile devices to the rural popu-
lation, the digital transactions have more than quadrupled in the recent years. And with
it the cases of digital crimes and financial frauds have also increased drastically. In
order to prevent such cases from boomeranging, it is very important that digital
forensics is given adequate importance. Since, people are migrating to smart phones for
all their personal and official work, the importance of mobile forensics needs no
additional emphasis. Android based smartphones have more than 80% of market share
and hence this research is also based on forensic analysis of android phones.

In order to extract data from an android phone, there is a need to get hold of a
physical phone. However, with so many android versions in the market, getting hold of
devices with different android versions would not be practically feasible to carry out a
study. To overcome this difficulty, an android emulator called Genymotion was used.
Trial version of the emulator called “Genymotion for Personal Use” [1] was used for
this research. Version 2.11.0 of Genymotion for Windows base OS was downloaded
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and installed in a virtual box environment. Genymotion is available for other platforms
such as Linux and Mac, too. There are a number of android emulators as brought out in
Fig. 1 like the one supplied by android developers themselves as part of Android
Studio, Bluestacks, Genymotion, YouWave etc. However, the user friendly interface
and ease of use makes Genymotion a better choice for the research.

Android emulators have traditionally been used for testing apps and games before
deployment, because they provide an exact replica of the actual environment of
physical android phone. Since the behavior and interface of a virtually created device is
exactly the same as experienced in a real android device, it was used to carry out the
present research. Non-availability of actual android devices was also a motivation to
work on an emulator.

Using an emulator has multiple advantages. Being a virtual interface, it can be used
any number of times without any issue of damage of operating system or loss of data.
Malware behavior can also be easily analyzed in an emulator as there is no problem of
infection during testing. Also, extracting data becomes easier since problems of
enabling usb debugging, stay awake, RSA key fingerprint, etc. is not there in a virtual
device. Another major plus point of using a virtual device is that a desired test envi-
ronment can be created which may not be feasible in a real phone thus providing a
better platform for testing. The challenge of rooting the phone to access the file system
and deleted data is also overcome in a virtual device.

The paper is organized as follows: In Sect. 2 work done by other authors along with
their proposed techniques has been discussed. Section 3 brings out the essential steps to
create the virtual device on the emulator. Section 4 elucidates the simulation results.
Section 5 concludes by summarizing the work.

GenyMotion 

BlueStacks

Android Studio

AFLogical 
OSE

Fig. 1. Different types of android emulators both commercial as well as free.
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2 Literature Survey

Alzaylaee et al. [2] discussed about the basic mobile forensic procedure consisting of
static and dynamic analysis. The research was carried out on android emulator (android
SDK) due to wide range of features and easy accessibility. The analysis was done on
real as well as virtual environment. Authors proposed a tool named Bouncer, for
analysis and detection of mobile applications and other artifacts from virtual android
device. This application can also extract process dump and information of running
applications. A comparative analysis of emulator based vs actual device based
extraction of artifacts was undertaken. Authors have concluded that approximately 24%
more apps were successfully installed and analyzed on the virtual device over actual
phone.

Lee et al. [3] introduced multiple android emulators and virtual mobile devices for
detection of security flaws on mobile games. Author performed multiple operations on
some widely used Android Emulators such as BlueStacks, GenyMotion, Andy, You-
Wave and ARC Welder. A test environment was created on virtual device to test
multiple android games from the perspective of client (app), game server and network
to reduce threat to mobile game security.

Singh et al. [4] gives the emulator based analysis environment instead of real
devices to bring out the static and dynamic analysis differences. Virtual environment is
created for analysis of an intelligent apk that can extract the details of the device like
IEMI number, GPS locations, call details etc. As it is in an emulator and all the
operations are performed on virtual device instead of real device, thereafter it can act
benignly and pass the test undetected and keep the environment anonymous.

Shavers et al. [5] discuss virtual machine concepts and forensic analysis of any
virtual environment hosted on an emulator. Authors have described the basic archi-
tecture of a virtual device, its configuration and the way to enhance the performance of
any virtual machine. Restoring virtual machines with respect to forensic procedures and
analysis is also discussed by the authors. The paper also discusses the procedure of
taking the ‘dd’ image, dump of system ram (nvram), virtual disks (vmdk), vmx files,
vss (snapshots), etc. Booting process of any forensic image (dd) on virtual machine is
also discussed.

Sylve et al. [6] talks about acquiring physical memory of an android device and its
analysis. The authors said that that there is no direct method available to acquire
physical memory of a phone. A rooted HTC EVO 4G with different versions of kernel
was used to gather the test results. Extensive use of built in emulator of Android SDK
has been done to perform repeated tests. Plugins have been developed for Volatility
software for carrying out the memory acquisition.

Grispos et al. [7] has tried to present the comparison of the different methods by
which information can be extracted from a Windows mobile phone. The HTC Touch
Pro2 running Windows version 6.1 Professional OS was used for testing the results.
The paper mainly focuses on use of Cellebrite UFED as an acquisition tool.

Numerous studies have been done by researchers on virtual device and android
emulators that provides an exact platform as the actual device. Some of the novel
researches and approaches are discussed above which illustrate with mobile forensic.
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Emulator is being increasingly used to carry out research on android platform because
of ease of use and similarity with actual device.

3 Experimental Setup

The experimental setup was created using four virtual Android devices having four
different Android versions. To create virtual phones Genymotion trial version is used
and TAMER4 (a Linux based android forensic VM) is used to connect the physical
phone with systems for analysis.

In order to carry out the various experiments, the following hardware and software
were utilized:-

• Genymotion trial version software
• Tamer4 VM
• Virtual box software
• wxHexEditor
• adb commands
• MOBILEdit Forensic Tool
• Test Data consisting of two different file types i.e. pdf and jpeg.

To create a virtual Android phone a series of steps is followed which are as
described below:-

3.1 Step 1

After installing Genymotion go to the virtual device creation wizard and then select the
device model along with the Android version as shown in Fig. 2. The phone models
whose image is provided in the emulator are visible to the user. However, an account
has to be created in Genymotion and logged in to get access to these virtual images.

Fig. 2. List of custom phone images with respect to their specific android versions.
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3.2 Step 2

A dialogue box appears asking for the confirmation for creating and deploying the
virtual device as shown in Fig. 3.

3.3 Step 3

After the successful creation of the virtual device a screen will appear as shown in the
Fig. 4 given below.

3.4 Step 4

In order to communicate with the android virtual device there is a need to have a base
machine which establishes a bridge between the phone and the machine using android
debug bridge (adb) commands [8]. However, for easy transfer of data, a Linux based
virtual machine is taken called TAMER4 [9]. This VM has the capability to com-
municate with virtual android device through adb command line interface. Any other
flavor of Linux can be used to create a VM. The data extracted from the mobile device
is stored in this VM and subsequently analyzed using a free Hex editor like
wxHexEditor [10]. The data dumped from the mobile device is in a raw format which
cannot be read in a text editor. In the absence of memory map of an android device,

Fig. 3. New virtual phone being created.

Fig. 4. Different virtual phone with their android version.
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interpretation of the hex dump is a puzzle which needs to be solved. For this, use of
header and footer concept has been used as described in [12] which is unique to each
file type (Fig. 5).

4 Simulation Results and Discussion

In order to check the efficacy of our proposed work, experiment was done on different
android versions as brought out in Table 1.

All the devices given in Table 1 were created on custom phones using Genymotion
as a virtual platform. Virtual phones having different android versions as shown in
Table 1 have been illustrated in Fig. 6.

Fig. 5. Android virtual phone (Ver 6.0) created in Genymotion

Table 1. Depicts different virtual devices which were created in Genymotion along with their
Android versions.

Virtual devices Versions Name

Device 1 4.1 Jelly Bean
Device 2 4.4 Kitkat
Device 3 5.0 Lollypop
Device 4 6.0 Marshmallow
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After storing the test data on each of the device, the same was manually extracted
from each of the created virtual device. In order to check whether the data extracted
was the actual data, the hex dump in the form of dd image was fed to universally
accepted and used, licensed commercial mobile forensic tool called MOBILedit [11]
and the experiment was repeated. The files extracted were compared by comparing
their hash values. The complete set of experiment was repeated by deleting the test data
and then trying the recover the deleted files. The result of the experiments is tabulated
in the result section.

4.1 Experiment I

In this experiment test data containing two different file types (pdf and jpeg) i.e. one
sample of each file type was pushed into the virtual device’s “sdcard”. As these virtual
emulator based custom android devices are already rooted, so all the four virtual
devices were connected one by one to the Android Tamer using “adb connect”. Raw
image was then extracted from/data partition using “dd” command. The table given
below illustrates the data extracted from one virtual phone. The image made through dd
command was given as input to MOBILedit for each of the 04 android virtual phones
and the test data was extracted (Table 2).

Fig. 6. Virtual android devices having different android versions.
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Similarly, the process was repeated for rest of the Android versions i.e. 4.1, 4.4 and
6.0 respectively.

4.2 Experiment II

This experiment demonstrates the extraction of the deleted data using the method
described in Experiment I. For this the sample data that was pushed into the device was
deleted intentionally. Before deleting, names of the files were noted down for further
comparison. After deleting, dd image of all the four devices were made and data was
extracted. Similarly, experiment II was also repeated for rest the Android versions. The
raw dump was then searched for the deleted files using headers and footers [12] as the
data that was deleted was of known file types. As it was described earlier two different
file formats i.e. jpeg and pdf were taken for the experiment (Figs. 7 and 8).

FF D8 FF E0

Fig. 7. Shows the header of the jpeg file.

Table 2. Depicts the successful extraction of non-deleted test data from
manual method as well as from commercial tools.

File types Data extracted from virtual
phone version 5.1
Manual Tool 1

JPEG(1) ✓ ✓

PDF(1) ✓ ✓
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The bytes between this header and footer were selected and were saved as .jpeg file.
The output was a complete recovered .jpeg image file as shown below in Fig. 9.
Similarly the process was repeated for the pdf file format and both the files were
successfully extracted using this method. Table 3 given below shows the results.

Fig. 9. Shows the recovered deleted image (.jpeg).

Table 3. Depicts the successful extraction of deleted test data from
manual method as well as from commercial tool.

File Types Data extracted from virtual
phone version 5.1
Manual Tool 1

PDF(1) ✓ ✓

JPEG(1) ✓ ✓

FF D9

Fig. 8. Shows the footer of a jpeg file
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Successfully extracted test data in Table 3 illustrates that apart from these two file
formats that have been used in this paper many other types of files can be recovered
using this method. Maintaining integrity is one of the best practices in the forensics
process. So the hash of the test data before and after extraction was verified to make the
results more relevant.

Hash of the test data was taken before and after the experiments was carried out. If
the values matched, then it proved that the evidence was not tampered during the
forensic process. Given below is the hash of the .jpeg file in Figs. 10 and 11 which was
calculated before and after the experiment.

Fig. 10. Shows the MD5 hash value of the original file (.jpeg).

. 

8bd6509aba6eafe623392995b08c7047

Fig. 11. Shows the MD5 hash value of the deleted file (.jpeg) after recovery
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The data got successfully extracted through the method proposed in this paper
which proves that data can also be taken out from the Android devices in the absence of
commercially available mobile forensic tools.

5 Conclusion and Future Work

The work brings out a novel method of extracting data from an android device using
manual method without the use of expensive commercial mobile forensic tools. In any
academic institution, small scale industry or medium enterprise, creating a cyber-
forensic setup is an expensive proposition. In the absence of commercial tools, it is
imperative that a manual method is developed which can extract the same information
so that the culprit can be brought to books and the evidence can be produced in the
court of law. In order to ensure that the digital evidence is tamper free, it is important
that its integrity is maintained at all times. In a mobile forensic environment, hash of
complete disk cannot be compared due to the dynamic processes in a mobile. However,
the integrity of each individual file can be calculated and preserved. This can be used to
prove that the evidence has not been tampered with in the court of law. This work can
be further extended to extract data from physical Android devices having different
versions of Android using more commercial mobile forensic tools such as UFED and
XRY and further comparing it to the data extracted by the method proposed in this
paper including more file formats.

Acknowledgments. The authors would like to express sincere gratitude to ITM University
Gwalior and GFSU Gandhinagar for providing the platform to work in cyber security as well as
mobile forensics.
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Abstract. The wireless sensor network is mainly needed for smart network
functions or for emergency solutions where human interface is not possible. It is
made of large number sensors for monitoring the physical and environmental
situations e.g. Temperature, sound and motion etc. Main limitation of WSN is low
power and minimum processing as well as they have to self organized as per the
requirements of user. If WSN are installed in remote location, it become to much
difficult to recharge the battery. In order to increase Lifetime of WSN sustainable
consumption of power is required. This paper presents an approach for the cluster
Head selection using basic information of node and objective functions. The
proposed work minimizes the length of the packet by processing the data at the
node. Moreover we emphasize on Node state switching mechanism which helps to
increase the lifetime of WSN. With these things, the confidentiality, integrity and
authentication of the communicated information becomes vital. In this article, we
have focused on a lightweight encryption technique which encompasses faster
encryption thereby, bringing down the computing time which increases the dura-
tion i.e. lifespan of wireless sensor network. The introduction of both symmetric
and asymmetric cryptography in the two phase hybrid encryption algorithm, check
marks the main aim of cryptography, i.e., Confidentiality, Integrity and Authen-
ticity. Moreover hybrid encryption attempts to exploit the advantages of both
symmetric and asymmetric encryption.

Keywords: Sensor nodes � Cluster heads � WSNs � Lifetime � Encryption
Decryption

1 Introduction

Wireless sensor network is a field which contains large number of applications such as
distributed system processing, embedded systems, wireless communications and have
contributed a large revolution in Sensor Network (WSN) [7]. Wireless Sensor Network
are a collection of small devices of low power, low cost, light weight sensor nodes
working together to capture/monitor a particular event like temperature, pressure,
movement etc [8]. Each sensor node sense the event, process it and communicate it
with the other nodes present in same network [12]. Wireless sensor network are used in
different application areas which includes home automation, healthcare, traffic control,
industrial monitoring and many more [1]. A sensor node consists of power unit,
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communication unit, processing unit and sensing unit [9] as shown in below fig
(Fig. 1).

1.1 The Characteristics of Wireless Sensor Network

• Capability to ensure strict environmental conditions.
• Wireless sensor network are simple to use [15].
• It has capacity to handle with node failures.
• Cross Layer Design.
• Limited power consumption to save the battery [10].
• Wireless sensor network are scalable in nature.

1.2 Important Ways to Save the Energy/Power of WSN

• Deployment of the sensor nodes in Wire Sensor Network [6].
• Power Efficient Clustering Strategy is used [5].

Power Effective Scheduling approach is used.
• It support power Efficient routing technique is used.
• Fix time interval is used by sensor node to switch from Active to Idle and Idle to

Active in order to save energy [2].
• Coding methodologies to minimize the quantity of data.
• It ensure an optimal transaction between connectivity and energy consumption [3].
• Data Aggregation.

Fig. 1. Sensor node architecture
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2 Security

The advantages of deploying a WSN in critical applications, one should be aware of the
limitations of the same. One of the major concern is data security [17]. The information
that the sensor obtains, needs to be processed and transmitted to the sink, which is then
given to the base station and is available for the end users via the internet.

There are many solutions to the security problems of WSN’s such as, routing
security, secure placement of nodes and cryptography. Since WSN has limited energy
and processing power for nodes, it makes it quite difficult to implement traditional
security algorithms for these networks. To restrain these issues, various security
algorithms have been proposed in order to achieve security requirements, i.e. Confi-
dentiality, Authentication and Integrity. Confidentiality means keeping the message
secret from a third party user.

Encryption is the process of encoding data, i.e. Converting plaintext data into
cipher text form so that no one can access it directly and making it unintelligible. It is
the method by which we restrict outsider to access, alter our data [20]. Encryption is a
powerful tool to provide data security. When sender is sending a data to receiver, it is
important to maintain data integrity so that receiver will receive in-order data. Such
cryptographic services protect confidential data such as credit card number by con-
verting plaintext data into unreadable cipher text (Fig. 2).

There are two types of cryptography algorithm

(1) Symmetric key algorithm
(2) Asymmetric key algorithm.

3 Proposed Mechanism

Many researchers have point out different procedures for minimizing power con-
sumption and increase wireless sensor network lifespan during data communication
(Fig. 3).

Fig. 2. Cryptography algorithms
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3.1 Cluster Head Selection

In wireless sensor network, all nodes sense the data from their respective environment
and send it to the most powerful (which has maximum energy/power) node of Wireless
Sensor Network called Cluster Head [19]. Well defined desired procedure is required to
select particular node as Head of WSN. Election procedure among all the nodes on the
basis of auction data which made-up of Local battery power, external battery support
and overall topology power [4].

The maximum duration of the node within network, is represented by

TEmax ¼ TEAEm þEo ð1Þ

Where Eo = is the value of External battery backup [1].

3.2 Objective Function

We are considering objective function to increase the working duration of the network
which will be based on external battery support and local available strengths

Max b0 ¼ Dmð ÞþBj � Dm ð2Þ

b0 is represent value of sum of total duration (Life).

Where Bj ¼ 1 ð3Þ

Hence to determine lifetime of WSN we are analyzing local energy and external
energy from all adjacent nodes in the network [1].

Fig. 3. Proposed mechanism
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3.3 Reducing Length of Data Packet

The node is selected as Cluster Head which has the maximum power [16]. It will
receive data from all desired adjacent sensor nodes. Sensor nodes sense the event,
generate the data packet of appropriate size and send it to CH. Different amount of
energy will consumed by CH and non Cluster Head node [14]. Total amount of energy
required to sense the event by non CH node is given by Eq. (1). Single or Multi hop
communication channel used by CH to send aggregated data to the base station.
Amount of energy required to perform desired task by CH is given by Eq. (2). It is
analyzed that amount of energy required for communication purpose depend on length
of data packet. If we reduce the size of data packet then energy used to send that data
packet is also reduces.

Amount of energy used by non cluster head node is represented by

ENCH ¼ K� Eelecsig þK� emp � d4 ð4Þ

Where d is the value which represents distance between nodes and Cluster Head.
Amount of energy used by the cluster Head is represented by

ECH ¼ K� Eelecsig þEDTAgg
� �þK� emp � d4 ð5Þ

ETotErg ¼ ENCH þECH

EDtAgg is the total amount of energy required for data aggregation purpose by the
Cluster Head [1].

Further Delta modulation technique is being used to reduce energy consumption.
Amount of energy used by the Cluster Head near to the Base Station with Delta

Modulation technique is represented by

E ¼ k� Eelecsig Nþ nþ 1ð Þf gþ n� k� emp � d4CH;BS ð6Þ

N is the total number of nodes within a cluster. And n is the total number of data
packet to be transmitted.

Amount of energy used by the nodes without Delta Modulation technique

E ¼ 2n� 1ð Þ � K� Eelecsig þ n� K� emp � d4 ð7Þ

Amount of energy used by the nodes with Delta Modulation technique is repre-
sented by

EDM ¼ 2n� 1ð Þ � k� Eelecsig þ n� k� emp � d4 ð8Þ

n is the total number of data packets transmitted in the cluster.
k represents value of data packet length. (k < K) Hence the huge energy is saved

[1].
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3.4 Node State Switching Mechanism

In this paper we used node state (active and idle) switching technique which helps to
increase the life of the wireless sensor network.

Suppose A and B are two nodes of Wireless Sensor Network. Nodes either in active
mode or idle mode. Two types of communications are taken in consideration i.e. Node
to node and node to base station. If node A is self sufficient to control overall network
then node B will enter in idle mode, after fix time interval node B will enter in active
state to know whether the network is still under control with A or not. To do this B will
send a data packet to A and it will wait for acknowledgement (Fig. 4).

3.5 Implementation of Security Algorithm

In proposed algorithm our goal is to combine two algorithm called RSA and AES to
form Hybrid AES and RSA (Fig. 5).

Fig. 4. Graphical result shows energy consumption

Fig. 5. Block diagram of hybrid AES and RSA
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To encrypt a message in a hybrid system, Sender performs the following:

• First Receiver public key is required.
• Data encapsulation technique is being used for which new symmetric key is

generated.
• Newly generated symmetric key is used to encrypt the message.
• Receiver’s public key will be used to encrypt the symmetric key under the key

encapsulation technique.
• Send both of these encryptions to Receiver.

To decrypt this hybrid cipher text, Receiver performs the following

• Receiver will used its private key to decrypt the symmetric key
• Receiver decrypt message in the data encapsulation segment using the same sym-

metric key.

In this paper we compared the implementation RSA, AES and Hybrid RSA and
AES. The total amount of time required for encryption of Hybrid AES-RSA is less than
that of total amount of time required for individual AES and RSA.

3.5.1 Implementation
In this paper we compared the implementation RSA, AES and Hybrid RSA and AES.
The total amount of time required for encryption of Hybrid AES-RSA is less than that
of total amount of time required for individual AES and RSA.

3.5.2 Encryption Time
Total time required to encrypt data is termed as encryption time of the cryptographic
system [17]. In the figure X-axis contains data of different size for experiments and Y
axis contains time required [19]. The encryption time of the AES, RSA and proposed
hybrid algorithm is given in below table (Table 1):

The diagram contains data of different data size in X axis by which experiments are
conducted. Similarly Y axis contains amount of time in microseconds. The results
show proposed algorithm consumes less time as compared to AES and RSA algorithm.
According to mean performance proposed Hybrid algorithm consumes less amount of
time with respect to AES and RSA algorithm (Fig. 6).

Table 1. Encryption time for each algorithm

Data size (bytes) AES RSA Hybrid AES and RSA

100 128033 5855 5358
500 126531 21903 12292
1000 126039 29907 21220
1500 126018 38347 31103
2000 123639 45182 40522
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The time to recover original data from cipher is known as decryption time [17].
Figure shows comparative performance of AES, RSA [18] and proposed Hybrid algo-
rithm. In this figure X-axis contains data of different size for experiments and Y axis
contains time required. The total amount of time required for decryption in the proposed
algorithm is efficient as compared to individual AES and RSA algorithm (Table 2).

The results as defined in figure shows, the proposed technique is efficient as
compared to AES and RSA algorithm. The results shows proposed Hybrid algorithm
provides advantage over AES and RSA algorithm. Thus proposed technique reduces
the time consumption as compared to both AES and RSA algorithm (Fig. 7).

Fig. 6. Encryption time for each algorithm

Table 2. Decryption time for each algorithm

Data size (bytes) AES RSA Hybrid AES and RSA

100 533 1720 174
500 824 2146 345
1000 976 2442 432
1500 1243 2672 763
2000 1426 2922 863
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4 Conclusion

In This paper we are proposing a different technique in order to improve the efficiency
and Lifetime of Wireless sensor network. It considers the objective function effectively
to select a Cluster Head. We have discussed mainly four approaches: First regarding
selection of Cluster Head considering objective function. Second approach is a method
to reduce length of data packet. Third approach is for node state switching mechanism
to maximize lifetime of network. Final approach is to protect intended data from
hacking by using Hybrid cryptography.

In fourth approach we discussed about cryptography AES and RSA and our pro-
posed hybrid algorithm using AES and RSA algorithms. Cryptographic algorithms play
a very important role in Network security. The hybrid algorithm is better than AES and
RSA in terms of encryption time and decryption time and security. This four mecha-
nism effectively work for reducing energy consumption. With the reduction in energy
consumption, the life of sensor network can be increased.
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Abstract. The aim of this paper is to propose a design for a prototype device,
which can further be developed and used to replace existing commercial USB
storage media with a secure data access mechanism that is intended to be used in
a confidential environment, such as defense establishments. The prototype
construction involved configuration of target microcontroller board as a Full
Speed USB 2.0 Mass Storage Class Device and MicroSD Card as storage media
with read/write speeds of 9 Mbps/7 Mbps respectively. Realization of two
independent, non-overlapping critical/non critical storage areas has been
explained. Password based Login procedure to enable critical storage area using
Keypad has been showed. Password Management using 256-bit SHA-2 HASH
function has been explained. Functionality to erase data from critical storage
area in emergency conditions through a hardware erasure switch has been
explained. As a proof of concept, encryption using stream cipher RC4 generated
key stream has been presently implemented to ensure confidentiality of data
being stored. Choice of best suited encryption algorithm for the given purpose is
an independent research on its own, hence, integration of custom encryption
algorithm for enhanced security would be considered for future improvement.
Thus, this in-house designed and developed hardware authentication based
encrypted storage device can be used to manage critical data securely and safely
in confidential work environments.

Keywords: Embedded system � Encrypted drive � Hardware erasure switch
Encryption � FAT filesystem � Microcontroller � MicroSD � Multiple LUNs
RC4 � Secure portable media � SHA2 � STM32 � USB
Information security and cryptography

1 Introduction

We typically rely on Commercial-Off-the-Shelf (COTS) products such as USB Portable
Pen Drives, USB External Hard Disks and other Mass storage devices to perform tasks
of data transfer and temporary storage of data. Portable Storage media available from
various manufacturers cannot be trusted in a confidential work environment to have the
correct authentication techniques implemented or an assurance of absence of back door
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or some pre-installed Trojans, etc. The relevance of an in-house developed Secure
Storage Drive is that there exists no such indigenously developed trusted product that
can meet the current requirements of a security overlay of authentication and confi-
dentiality. The objective of the project is to design and develop a device which can act
as a replacement of currently used COTS portable storage media. The end product is
aimed at serving as a portable secure storage media which can essentially incorporate
features like Access by Authentication, storage separation of critical viz-a-viz non-
critical data, encryption of stored data, one-touch erasure of critical data in emergency
situations, and finally, efficiency in terms of data transfer speed.

2 Related Work

With the advent of computers and information technology, came the problem of
sharing data. USB storage drives are one of the most used and preferred storage
mediums. USB storage drives are designed for the same purpose as floppy disks and
optical disks i.e. for storage, data back-up and transfer of data. They merit against
counter-parts as they are smaller, faster, and more durable and reliable. Floppy disk
drives have been abandoned due to their lower capacity compared to USB flash drives.
In 2010, Sony stopped the production of Floppy Disk. USB mass storage standard is
supported in almost all modern OS natively. First USB drives were sold by Trek
Technology under the brand name Thumb Drive and IBM’s “DiskOnKey” manufac-
tured by M-Systems [1].

As the popularity increased the threats also increased. As of 2011, according to the
ESET’s [2] Global Threat Report of 2011, 9 out of 10 of the top ten computer threats
embedded in software files in world spreads through removable storage media such as
USB storage drives.

Also, there have been increased reports of Trojans, virus and spy programs
embedded in hardware., More recent times have seen the emergence of what has been
dubbed by some as the “Silicon Trojan”, these Trojans are embedded at the hardware
level and can be designed directly into chips and devices.

During the early 80s, there was a big focus on secure operating system (OS). Large
investments were made in adapting UNIX to mil-grade security models. The most
famous of the assurance criteria used was the Orange Book. A US Army’s effort to
evaluate a version of UNIX cost rose from an extra US$640 per line of code (loc) has
risen to $1000 per loc. This rising cost and cheap microchips and COTs products from
economies like China makes risk of inclusion of untrusted risky components in the
current infrastructure high. The threat becomes more tangible if the resource of a nation
state which manufactures vast numbers of the products is applied to the task for
espionage purposes. The report recommended efforts to counter Trojans developed in
the design process, and inserted during the manufacture process. This resulted in both a
“Trusted Foundry Program” used for security critical ICs, and a DARPA program to
examine trust in ICs created by untrusted processes. Currently, there is no such pro-
gram in our country. Also, a distributed denial of service kind of attack will be targeted
upon low cost, trailing edge general purpose circuits integrated into a wide range of
systems and peripherals. Physical layer chips like Ethernet PHY chips, USB
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transceivers used in NIC cards, USB storage devices etc. These facts were discussed in
details by Anderson, North and Yiu [3].

One case of silicon embedded backdoor inserted into the Actel/Microsemi ProA-
SIC3 chips which was discovered by differential power analysis (D P A) techniques is
studied by Skorobogatov and Woods [2]. Also many other articles over web discussed
and raised this incident [4–6].

These research and findings motivates us to use trusted components with indige-
nous designs and discourages the use of COTs products wherever viable in confidential
environment.

Even FIPS 140-2 Level 2 Certified encrypted USB Memory Stick tends to be
unreliable since there is no assurance of implementation of correct access authentica-
tion techniques. One such case happened in early 2010 when SySS security experts
found a flaw in authorization procedure of password entry mechanism and almost all
encrypted drives at that time used the same technique. For a successful authentication
event, a fixed string was passed irrespective of password entered on to the encrypted
drive which initiates the process of decrypting the data on disk as requested by OS. So,
Syss security experts wrote a small tool which modified active password entry pro-
gram’s RAM which always made sure that the appropriate string was sent to the drive.
The following drives were said to be effected:- Kingston Data Traveler Black Box, the
SanDisk Cruzer Enterprise FIPS Edition and the Verbatim Corporate Secure FIPS
Edition. This incidence was discussed in many web security articles [7–9].

A whitepaper published by SanDisk suggests that attacks like Brute force attacks,
Cold boot attack, Malicious code, Dependence on OS security are more efficiently
tackled in using Hardware Based Encryption and keeping the Access by Authentication
procedure on Storage Drive only [10].

So, this motivated us to design an in-house designed, developed and authorization
techniques implemented in a proper manner secure portable storage device which
allows hardware encryption.

3 Materials and Methods/Our Approach

3.1 Basic Working

As represented in Fig. 1, STM32F407ZG is the heart of the system, and communicates
to the host PC by getting detected as a USB device in mass storage class. On detection
for the first time, since the user is not authenticated, only the non-critical storage area is
mounted. As soon as the user authenticates itself by punching the correct password, the
LOCK/UNLOCK LED glows and the critical storage area is made available. Multiple
Logical Storage Units (LUNs) has been implemented over the SD Card which has
enabled realization of two independent, non-overlapping storage devices (critical/non-
critical storage space). The data residing in critical and non-critical region is inherently
encrypted by a crypto engine configured in the controller itself. Currently, as a Proof of
Concept, stream cipher RC4 [11, 12] encryption algorithm has been used for
encryption/decryption. Study on choice of stream/block cipher and the appropriate
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cipher itself is beyond the scope of this project and shall be taken up as a future scope
of work.

An ERASE SWITCH has been provided, which can be used in emergency situa-
tions to erase all data in a single touch. The device is required to be powered up by
connecting to a PC and the user can initiate the emergency erasure by pressing the
emergency erasure switch post authentication.

3.2 Development Environment

An appropriate microcontroller ST Microelectronics STM32F407ZG was chosen to
accomplish the above said goals. Features of the microcontroller [13] are as follows:-

• clock speed up to 130 MHz
• 1 MB of Flash memory
• 192 + 4 KB of RAM
• USB 2.0 high-speed/full-speed device/host/OTG controller with dedicated DMA

having on-chip full-speed as well as support for external ULPI chip for high speed
USB 2.0 operation mode and many more features

The development board chosen for this purpose was Olimex’s STM32H407 [14]. It
is based on the same microcontroller STM32F407ZG. The board has a slot for
Micro SD CARD which is being used as a storage memory, a full speed USB2.0 OTG
connector, lots of exposed GPIOs etc. The debugger used was Olimex’s ARM-USB-
Tiny-H [15] along with OPEN OCD as the debugger control software.

The OS for development was UBUNTU 12.04. CODE SOURCERY TOOL-
CHAIN for ARM. The development IDE was Eclipse Luna.

4x3 Matrix 
Keypad 

STM32F407 
Microcontroller Micro SDHOST PC

USB2.0 
Host

USB2.0 
Device

Erase 
Switch

SDIO I/O

Encrypted 
Data

Lock/Unlock LED

Fig. 1. Architecture block diagram
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3.3 Secure Authentication Protocol Password Management

Here, when being connected to host PC, initialization routine of USB device library
begins in which a special global flag SEC_AREA_EN is set to FALSE. So, the device
further initializes with this specific flag value as false and responses to the HOST PC’s
inquiry of max. no. of LUNS available with device that there is only one storage device
(i.e. max. no. of LUNs = 1) available and allows only the initialization of LUN 0
storage device. Initialization of other LUN, i.e. LUN 1 is hardcoded restricted under the
scenario when flag SEC_AREA_EN is set to FALSE. The password entered by user
can be a minimum of 8 numeric characters and max. 16 numeric characters with range
“0”, “1”, “2”, “3”, “4”, “5”, “6”, “7”, “8”, “9”. The “#” key is treated as enter key. “#”
and “*” keys are not allowed to include in passwords. The password is not stored in
plain. Since, plain stored password can be recovered from the microcontroller flash
memory easily. So, we have followed some of the secure practices followed in security
world. Password’s HASH can be taken through 256-bit SHA-2 [8]. But, it is still
vulnerable to brute-force attacks, rainbow table, look-up table attacks etc. [16]. SALT
is added before HASH of password is calculated. There are at least two types of SALT
that needs to be added to the password before HASH could be stored as suggested by
Manber [16]. There are two types of salt added:-

Fixed Salt: - 256 bytes of fixed salt is concatenated before the password. This fixed
salt is hardcoded in the firmware.

Random Salt: - 256 bytes of random salt is generated by on-board hardware RNG
every time the password is changed. This random salt is concatenated before Fixed
Salt. Then, the HASH is calculated:-

HASHVALUE 256byteð Þ ¼ HASH ð RANDOM SALT½ �
FIXED SALT½ � PASSWORD½ �Þ ð1Þ

The controller’s programmable Flash area is written by the random stream gen-
erated through on-board hardware RNG. Then at a pre-defined memory location the
previously generated HASH VALUE is written. Then, at another pre-defined memory
location the Random Salt is written.

When the user enters the password, the Fixed Salt is concatenated before password
and Random Salt is picked up from the pre-defined location to be concatenated before
Fixed Salt. Then, HASH is calculated and compared to the HASH VALUE stored at
the predefined location. If a match is found out the user has entered the CORRECT
PASSWORD, otherwise the password entry is considered as WRONG PASSWORD.

Upon user’s entry of password, a routine check password is initiated:-

(1) CORRECT PASSWORD: Upon entry of correct password starts a special re-
initialization routine of USB device library which in turn sets up the special global
flag SEC_AREA_EN to TRUE. So, the device re-initializes with this specific flag
value as TRUE and responses to the HOST PC’s inquiry of max. no. of LUNS
available with device that there is two storage devices (i.e. max. no. of LUNs 2)
available and allows the initialization of LUN 0 storage device and LUN 1 storage
device.
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(2) WRONG PASSWORD: Upon entry of correct password, the device discards the
password entered and waits for re-entry of password by user. It also maintains a
consecutive wrong password counter, which keeps a tab of consecutively wrong
password entered and upon 5 consecutive wrong entries, de-initializes the USB
device library and requires a power cycle to the device to continue working.

This is required to avoid attacks when attacker tries to make an automated brute-
force attack by somehow gaining access to the keypad lines for entering password.
Initially, the user is provided with a default password of “012345678” and is required
to change it as soon as possible.

3.4 Separation of Critical and Non-critical Data Area

To create two separate and independent data areas over the same memory device,
concept of multiple LUN was used. For multiple LUNs, in the definition of Disk
operation functions shown in table, the return value of function STOR-
AGE_GetMaxLun () is kept as N (No. of LUN,2 in our case). Apart from this, since
both the diff LUNs in our case refers to the diff. storage areas of the same storage
device, we need to modify the default definition of few functions in table.

As soon as the device gets enumerated in the host in Mass Storage Class, the host
through diff callbacks tries to know max. No. of LUNs (i.e. no. of diff. Logical storage
devices), then we ask for the storage medium capacity? We calculate the max. No. of
blocks present on the medium and returns half the max. No. of blocks denoted by
block_num for both LUN = 0 and LUN = 1.

In the STORAGE_Read_HS and STORAGE_Write_HS,
Conditional response has been applied based on the LUN value in the argument. if

argument is LUN = 0, the function call is treated for the non-critical area and being the
first LUN write address will range from 0 to block_num ((max. no. of blocks)/2). Now,
for LUN = 1, it will be treated as critical area and to avoid overlap of non-critical area,
an Increment of block_num ((max. no. of blocks)/2) in the write address. So, the first
half gets dedicated to non-critical area and second half gets dedicated to critical area.
Same is performed in STORAGE_Read_HS for LUN = 0 and LUN = 1 values. The
host treats them both as separate STORAGE devices and sends the write or read
addresses ranging from 0 to block_num ((max. no. of blocks)/2) but due to the hard
coding area definition in microcontroller code never gets overlapped and are com-
pletely independent.

3.5 Encryption over SD Card

For added security, encryption at the SD Card access layer is implemented by modi-
fying the BSP Layer API to fit in the encryption in read and write cycles.

A randomly pre-generated 128-bit key from the microcontroller’s in-built RNG is
hardcoded in the firmware. This key is given as an input to the RC4’s key scheduling
algorithm, which generates an 256-byte state. This state is given to the function
responsible for the key stream generation. Starting 4096 bytes are discarded since there
is a known weakness in the first 256-byte of key stream generated as suggested by
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Mironov [17]. Since the standard sector/block size in our case is 512 bytes, 512 bytes
are taken after discarding initial 4096 bytes and are saved in a temp. variable for
encryption or decryption by XOR-ING the temp. variable with the data to be enc/dec.

Now, decryption is implemented just after read from the SD Card.
Decrypted Data = Data Read from SD Card (Encrypted Data) xor RC4 key stream.
Encryption is implemented just before write on the SD Card.
Encrypted Data = Data to be written over SD Card (Plain Data) xor RC4 key

stream.

3.6 Design and Implementation of One Touch Erasure Mechanism

There are situations where we require erasing data due to an emergency situation and
we do not have enough time to log on to a machine and do a quick format by HOST PC
software. So, we have provided a hardware controlled mechanism to quickly erase the
data by just connecting the device to any powered up machine, punching in the
password, authenticate by entering the correct password and an erase sequence. The
user needs to press the erasure switch for 2 s. The user LED will blip two times once
the erasure is completed.

If an erase sequence is initiated without authentication, the LED will not blimp and
the erasure request will be discarded. There are two types of hardware controlled
erasures:-

(3) Soft Erasure:- Here, we do an internal quick format by just erasing the MBR (first
512 bytes) and re-writing it with a fat32 partition table entry. The erase sequence
is “*”, “1”, “*”, “#”.

(4) Hard Erasure:-Here, we do an internal full erasure by erasing and re-writing
every sector by a random 512-byte generated by on-board RNG. The erase
sequence is “*”, “2”, “*”, “#”.

Hardware erasure switch is used to generate an interrupt, which is detected by the
microcontroller when pressed for 3 s. Upon detection, the interrupt generated in
microcontroller makes program start a routine. This routine checks the authentication
of user and initiates the erasing procedure as requested. i.e. either a SOFT ERASURE
or a HARD ERASURE.

3.7 Results

The identified target microcontroller is configured as a USB Mass Storage Class Device
and use MicroSD Card as storage media. So, STM32F407ZG variant 144 pin was
identified as a suitable 32-bit target microcontroller. SDIO interface is configured to
read/write on MicroSD Card. Multiple Logical Storage Units (LUNs) are implemented
over the SD Card which acts as two independent, non-overlapping storage devices.
FatFs Open Source library was configured and integrated to provide microcontroller the
ability to manage/erase storage areas over the storage medium. Keypad and LED is
integrated to accept/change password and know the result and initiate the erase
sequence. Password based Login procedure to enable/disable critical/non-critical
storage area using Keypad and LED is incorporated. Password Management using
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recommended practices was implemented using trusted public domain hash algorithm
256-bit SHA-2. Functionality to erase all data from critical storage area in emergency
conditions through a hardware emergency erasure switch is incorporated. Encryption
using stream cipher RC4 generated key stream is implemented at SD Card Level to
demonstrate a custom encryption implementation in future.

The printing area is 122 mm � 193 mm. The text should be justified to occupy the
full line width, so that the right margin is not ragged, with words hyphenated as
appropriate. Please fill pages so that the length of the text is no less than 180 mm, if
possible.

Use 10-point type for the name(s) of the author(s) and 9-point type for the address
(es) and the abstract. For the main text, please use 10-point type and single-line
spacing. We recommend the use of Computer Modern Roman or Times. Italic type
may be used to emphasize words in running text. Bold type and underlining should be
avoided.

Papers not complying with the LNCS style will be reformatted. This can lead to an
increase in the overall number of pages. We would therefore urge you not to squash
your paper.

4 Conclusions and Future Work

The final aim of designing and developing a microcontroller based Secure Portable
Storage Drive with the following features was achieved:-SD Card based secure storage
having hardware-based encryption.

• Separation of critical and non-critical storage space
• Emergency erasure of data in critical storage area
• Keypad base authentication to access critical storage space is implemented on

device itself without any requirement of any software

The device works in USB 2.0 Full SPEED mode. After testing practically it pro-
vided read throughputs of 9mbps with RC4 implementation of encryption and write
throughputs of 7mbps with 10Mbytes of single file.

Currently at the prototyping level, device is working in Full Speed mode, but our
microcontroller and the USB Device library supports USB 2.0 High Speed Mode
operation using a ULPI [10] Transceiver.

So, with current speeds, the targeted use of operation is for general office envi-
ronment use, where the majority of usage involves transferring files of small sizes like
presentations & documentation.

There are following points for future work:-

• Since, this is the work done at the prototyping level. The production level can have
a ULPI transceiver to enable microcontroller work in USB HIGH SPEED MODE.

• The production version will be targeted to feature the microcontroller from the same
family but with the encryption standard like AES-256 as ASIC implemented on-
board. So, on top of the Standard encryption, a layer of custom encryption could be
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carried out. The current version is a proof of concept for implementation of light
weight custom encryption.

• Implementation of dynamically monitoring and policing of storage of files with
allowed file extension by reading their extension signatures.

• Include a battery for RTC support and implementing emergency erasure without
requiring connecting to a HOST PC
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Abstract. In recent years, deep learning has become a very prevalent tech-
nology in face recognition. Google came up with a deep convolution neural
network called Facenet which performs face recognition using only 128 bytes
per face. As claimed by Google, Facenet attained nearly 100-percent accuracy
on the widely used Labeled Faces in the Wild (LFW) dataset. But in the case of
low resolution face images it’s the other way round. This low resolution chal-
lenge occurs in many existing face recognition algorithms, due to which satis-
factory performance has become hard to be achieved. The goal of this paper is to
present the obtained results after evaluating the performance of Facenet on low
resolution face images compared to high resolution face images.

Keywords: Deep learning � Face recognition
Deep convolution neural network � Facenet � Low resolution

1 Introduction

Face recognition is one of the most successful applications in the past decade. The
process of matching two faces by finding the similarities between their extracted
external features is defined as face recognition [1]. Face recognition may not be the
most reliable and efficient biometric but it has several advantages over the other bio-
metrics like fingerprint, iris, and speech recognition. One of the major advantages is
that it can uniquely distinguish one person from a crowd of people. Face recognition is
already being used around the world to examine, investigate, and monitor. Usually, a
face representation process and a face matching process together contribute to a face
recognition system. Face image descriptor-based methods [2] and deep learning-based
methods [12] are the two prominent categories of face representation methods that
dominate recent research.

A face recognition system is not only applicable for identifying a person but also
helpful in verifying a person from a digital image. Generally, this is achieved by
comparing selected discriminated features of face from the test image with that of a face
dataset. For an instance, the system may examine the position, dimension and shape of
the facial features like eyes, eyebrows, jaw lines and so on. Some challenges [18] have
to be faced while recognizing faces. These include Orientation Problem: Rotation of
image may be different with respect to optical axis of camera, Expression of face: Face
expression can affect the appearance of face, Problem of pose: there may be side view
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or front view, Occlusion: Due to presence of beards and glasses and Resolution:
Difference in the size of images that are used for training and testing purpose.

Generally, in face recognition applications, it is possible that from classification
perspective the HR gallery images have to be matched with the LR probe images.
Hence this results in the dimensional mismatch issue between training and test images.
There are methods such as upscaling, inter-resolution Space and downscaling which
can be considered to solve this issue. In the first method, most of the super-resolution
techniques output super-resolved images from low resolution input faces and later go
for recognizing faces. The next method constructs integrated feature space with optimal
mapping methodologies, or resolution-robust feature extraction methodologies where
they perform directly on the native LR images. And the final method, down-scaling is a
bad choice for resolving the LR issue in performance perspective.

In this paper the reason why the performance evaluation of face recognition system
had to be done is stated in the following literature survey section. Then the effects of
deep learning, the emerging Artificial Intelligence technology, in improving the
recognition rate is discussed in Sect. 3 which is followed by the introduction of
Google’s Facenet which uses deep leaning for face recognition purpose. And finally, in
Sect. 5 the results after evaluating the performance of Facenet on low resolution face
images of LFW dataset are presented.

2 Literature Survey

It has been observed that the recognition rate of face recognition in constrained envi-
ronments is higher compared to that in real-life applications where the subjects are far
from cameras, or the used face patches are prone to be very small. The performance
degradation of face recognition systems is still remained as an unsolved problem,
partially due to low-resolution (LR) image quality [31]. If the LR problem has been
considered from recognition perspective rather than vision purpose then even variations
in illumination comes under LR problem. This is the main reason for the failure of most
of the existing methods [7].

The extraction of human facial features from a LR image is a more difficult task for
humans and machines too. This happens due to less variations in the features of LR
face image. Some of the major factors of face recognition performance degradation on
low resolution images are inaccurate alignment of input face patches, noise due to
variation of pose, size and expression of the individuals. So, the effective descriptors
like Gabor [32] and Dual Cross Patterns [2] need to be modified for low resolution.
And one more factor is the difference in dimension of images that are used for training
and testing purpose in conventional subspace learning methods.

In contrast to a LR images, a High Resolution (HR) face images contain clear
features that are crucial for recognizing faces. In other words, the capacity to dis-
criminate useful features can be determined by image resolution too. It has been
observed that it is easier to recognize faces that are distinguished by overall features
even if those faces are in lower resolutions [33] where the image batches from low to
high resolutions are represented by pyramidal data structure with factors that are
enlarged from 1 to 64, in steps of 2, and the results have overwhelmed everyone that
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the best performance has been not achieved in the case of classifying the highest
resolution images.

In the upscaling approaches, reconstruction technique has a dominant recognition
rate over the interpolation. In the reconstruction technique [19], the piece-division has
been applied for each image of LR and the corresponding HR image, where each piece
contributes to a single model, resulting in diminishing the model and increasing the
reconstruction speed, while the better prediction is achieved by test images. For the
given images that are of low resolution, the results achieved by interpolation are 20% to
30%, while the accuracy of reconstruction based algorithm are 55% to 62%. However,
the expected recognition rate, around 80% to 90%, has not been acquired.

Shi et al. [20] proposed the coupled mappings to enhance the recognition rate of
low-resolution (LR) face images, which projects the LR test images and HR training
images into inter-resolution space that plays a vital role in measuring the similarity of
the images that differ in size. A global structure that contributes to mappings has been
built in the training phase by preserving the discriminative features information of the
face images while ensuring the consistency between the LR test set and HR gallery set.
This method evades the matrix singularity issue and thus outputs consistent results. The
Principal Component Analysis [29] module has to be executed in order to clear out
noises in the inputted LR or HR face images, which results in enhancement of per-
formance in recognizing LR faces. To be considered, it also increases the computa-
tional cost.

Besides this, the down-scaling used in [21] is helpful for reducing the differences
caused by varying facial expression and poses between images of a same face. The
image outputted after down-scaling contains large-scale and LR details of the input
image whereas the difference image contains the same inputted image details. That is
why the output image looks more precise than the difference image. But, performance
wise this approach is not a good choice.

The issues regarding low-resolution face recognition are addressed in [22]. In this
paper the support vector data description based learning technique has been discussed.
The results depicted that the images obtained using this technique were as same as HR
images, hence it made easy to recognize LR face images. Good results are obtained in
recognizing the images that are used in the gallery set. But, the performance was
degraded when recognizing the images that are not part of the gallery set.

Detecting faces correctly from low resolution image plays vital role before rec-
ognizing those faces. The problem in face detecting while considering critical back-
ground is stated in [23, 24]. The authors, Garcia et al. [25] and Wu et al. [26] have done
feature extraction from all separated face images in an single image. In [27], the image
color details are utilized in the detection of the faces in an image. The drawbacks of this
model is that it cannot detect faces that are of gray scale image and far from the camera,
since in the filtering process they are treated as noise. A new concept called face
structural similarity which is similar to the structure information was proposed in [16].
In this approach the structure information has been obtained first, and then the dis-
criminative information while changing from LR to HR. the conventional face detec-
tors such as AdaBoost [34], could also fail in LR scenario. Hence, inventing an efficient
and effective face detector is much required for solving the LR challenges, mostly in
the security perspective areas.
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The straightforward way to solve low resolution challenge is super-resolution
(SR) [7], which first takes several LR faces to reconstruct super-resolved faces and then
performs recognition with the obtained faces. In recent years other promising methods
like multi-modal tensor super-resolution (MTSR) [8], RQCr color features for degraded
images [9], multi-dimensional scaling (MDS) [10], and coupled kernel embedding
(CKE) [11] have been proposed. However, all of these are limited to some or the other
conditions and do not help in fully solving the problem. More and in-depth research is
very much needed in order to reach the goal of resolution-robust face recognition.

3 The Role of Deep Learning in Face Recognition

In the recent years, deep learning [5] based face recognition approaches have been
dominating the image processing field. In which Deep Convolutional Neural Networks
(CNN) are high-capacity classifiers with very wide range of parameters that must be
learned from millions of training examples. The deep architecture of CNN acts as its
vital strength, which allows for a set of discriminating features extraction at multiple
levels of abstraction. Currently, the focus of the researchers is on more powerful model
architectures and better learning techniques in order to improve deep CNNs.

CNNs were developed by Facebook’s Artificial Intelligence team. It is concluded
that the renowned social media site, Facebook is making use of a Convolutional Neural
Network for its face recognition system. In 2015, after a continuous inventions in the
field of AI by the top organizations, a human had lost the competition to a machine at
an object recognition event which was never happened before. This was treated as
trivial success, since the CNNs helped in reducing the rate of error in detecting images.
A deep CNN has multiple layers that progressively compute features from input
images. It contains three basic components: convolutional, pooling and fully-connected
layers. Out of which, the main component of CNN is the convolutional layer that
detects local features at all locations of the input image by learning a filter bank. Each
filter prolongates through the complete input volume depth, but it is tiny as per the
width and height dimensions. The convolutional layer discovers the most relevant
features that the net has to consider which is then ensured by the pooling layer. Hence,
this results in limited storage and computing requirements in order to execute a CNN.
A fully-connected layer is a layer in which every input neuron is connected to every
output neuron. Each neuron’s activation can hence be calculated using matrix multi-
plication and bias offset. In order to provide training signals (class labels), the last layer
of CNNs is normally associated with some loss, and the training for CNNs can be done
by doing gradient descent on the parameters with respect to the loss.

Modern deep models like ImageNet [13], GoogleNet [14], DeepID [15] and so on
have reported perfect accomplishment on the famous, long-established standard:
Labeled Faces in the Wild (LFW) [4], which because of its complication, regarded as
the de facto benchmark for evaluating face recognition systems.
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4 Face Recognition Using Facenet

Facenet [3], designed by Google, has been trained to solve the face recognition
problem with efficiency at scale, and also used for solving the face verification and
clustering problems. It uses a deep convolution network which learns a mapping from
face patches to a dense euclidean space in which the face similarity is measured by
distance. This learning in training phase results in optimizing the embeddings, where as
other deep learning approaches focus on an in-between bottleneck layers.

Once the euclidean space has been obtained then the face recognition problem can
be easily solved using the standard approaches since the major face recognition
problem will be broken down to k-NN classification problem [17]. For training purpose
the triplets of approximately aligned similar/dissimilar face images have been used in
Facenet. The triplets consists of two face thumbnails, tight face crops performed on an
image, of same person and a different person. These thumbnails are obtained by scaling
and translation. As already stated Facenet directly gives a compact 128-Dimension
embedding as an output after the training phase by using a triplet-based loss method,
whose goal is to break apart the similar pair from the dissimilar pair by a distance
measure. Figures 1 and 2 shows the structure of the Facenet and Triplet Loss per-
formed at the end of the model respectively.

In Facenet, the Convolution Neural Network (CNN) used is of Zeiler and Fergus
[30] model that contains 22 deep layers and Inception [14] model. The both types of
networks differ in respect to the computer performance measures like the number of
parameters and FLOPS. These models used rectified linear units as the non-linear

Fig. 1. Facenet Model Structure: The model contains a batch input layer and a architecture of
deep CNN which is then followed by L2 normalization that outputs the embedding of face.
During training the triplet loss has been induced at the end.

Fig. 2. The triplet loss reduces the distance between the face pairs if they are of the same person,
and increases it if the pairs are of different persons.
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activation function. From the second model, the 5 � 5 convolutions have been
removed as there was not much impact of them on the results. The triplets used for
training purpose have to be carefully selected since they effect the speed of the CNN
convergence. It has been stated that if less amount of triplets in mini-batches are used
then that results in convergence improvement.

Facenet has given optimized performance of embedding face recognition where for
each face it used 128-bytes only. And upon evaluated on LFW, it achieved 99.63%
accuracy, whereas 95.12% on Youtube Faces DB.

5 Facenet Performance Evaluation on Low Resolution
Images of LFW Dataset

Face recognition becomes a very challenging task if the given set of images are of low
resolution. Because, while taking pictures the subjects might be far away from the
camera. Other challenge is in finding a model that works fine within a range of
unfavorable conditions. The techniques like Super Resolution [7] and Image halluci-
nation [16] have been developed to enhance the image resolution, but the outcomes of
these are not up to the mark in improving the quality of the super-resolved images.

In Fig. 3 our evaluation, the LFW dataset faces that are of 160 � 160 resolution
were taken and on them the triplets selection as stated in the Facenet paper has been
performed. The features, 128 dimension embeddings that have been obtained after
training the network using the triplet loss function were used for recognition purpose.

In order to check the robustness of the Facenet model on low resolution images, we
tested the model on the images that are of low image quality. The parameters like the
positive to negative triplet distance margin, the number of images per person, the
number of people per batch, the number of images to process in a batch and the number
of batches per epoch have remained unchanged since they don’t effect the accuracy.
The prominent change was made in the size of the images used for evaluation. At first,
the images were resized to 10 � 10, 20 � 20, 40 � 40, 60 � 60, 80 � 80 and
100 � 100 respectively using nearest neighbor interpolation. All the images are of .png
type. Totally, ten input splits that contain few positive pairs and 300 negative pairs of
faces per split were considered for training purpose. And then these low resolution

Fig. 3. The proposed model for testing facenet on low resolution images
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images were trained with eight input splits that contain both positive and negative pairs
of the identities and tested with remaining two splits on Facenet. The results obtained
alarmed the need for the invention of more robust face recognition systems.

5.1 Experiment Results

The results after evaluating Facenet on LFW dataset are shown in Table 1. This dataset
is a collection of more than 13,000 images of faces collected from the Internet. As the
name suggests each face image in LFW has been labeled with the pictured person’s
name. 1680 of the labeled persons have more than one variant poses in the dataset. All
the face images in the dataset have been detected using Viola-Jones face detector [6].
The default size of the images in LFW is 250 � 250 whereas in our evaluation, the
dataset has been aligned using MTCNN [28] in order to reduce the image resolution.
For the given image size 160 � 160, the accuracy obtained is 99.2% and the validation
rate is 97.1%. It has been observed that as the input size has been decreased the
accuracy has also been gradually decreased.

6 Conclusion

In real-world face recognition applications, one often has to recognize face images
from a very far distance. Since such images are with low resolution the recognition task
is very challenging. In this paper the results after evaluating Facenet on low resolution
face images have been depicted. The goal of this paper is to bring forth the necessity of
developing resolution-robust face recognition systems that give accurate results.
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Abstract. Deep learning has been employed in a number of tasks. Taking
inspiration from detection of tumors in medical tiff images, we had an idea of
doing the same with other objects such as vegetables and plants which get
affected by disease very often and still there are not many feasible approach of
its detection. In this paper we present a practical approach to grade potato and
classify the defects that might be present. We have used U-Net for segmentation
of image containing on an average 50–60 potatoes. A physical object (marker)
of known length is present along the potatoes for length reference. The U-net
segmented result is then processed by computer vision algorithms (Distance
transformation and watershed) to get the actual skin of the object of interest.
After that we have used transfer learning to classify the skin for a number of
defects such as greening, mechanical defect, rotting, sprouting etc.

Keywords: Deep CNN � Grading � U-Net � Potato

1 Introduction

Agriculture in India provides employment to millions and it is also the third highest
contributor to the GDP of India. This sector underwent significant changes in the early
eighties and the nineties by the government’s green revolution. The changes that led to
an increase in the crop yield per hectare, were area under cultivation and use of high
yielding variety seeds.

But these improvements does not reflect in the income of farmers. One of the major
causes for this is the losses incurred due to various diseases affecting the crops which
result in a decrease in crop yield and also increases the amount of money spent on pest
and disease control by farmers.

The use of disease specific pesticides is still not prevalent in Indian agriculture
sector as the farmers have no means of accurately identifying the disease affecting their
crop. A significant amount of damage to crops can be averted if the disease affecting
them can be identified and treated in their initial phase.

We have worked on developing an algorithm which can accurately and efficiently
identify the disease affecting the crop using only an image showing the infected
crop. The image need not be of very high quality as the algorithm should work on
images clicked by middle range smartphones.
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We chose potato as our reference model considering its high share in the cold
storage and the economic impact of diseases affecting potatoes. The abundance of good
quality images was another reason for choosing potatoes.

Researches in the field of computer science have tried and used various advanced
techniques from computer vision and machine learning to classify the diseases affecting
crops.

2 Literature Review

We have done an extensive literature research on the work that has been done on
developing modern techniques of defect classification of plants and flora. One of the
main techniques that we encounter was Curvelet transform to analyze the defects crops.
The data extracted from curvelet transform is thoroughly analyzed by techniques of
statistics. Khoje et al. [1] have used this technique to identify defects in guava and
lemon.

Another approach is use of the unsupervised learning algorithm K-Means clustering
presented by Dubey et al. [2] for detection of infected fruit part. They have used a two
part process in which first they’ve applied K-Means clustering on image pixels based
on color next they combined the pixels to a fixed number of regions which is dependent
on the image.

The removal of background from images so as to obtain only the components
which are necessary for detection by a machine learning algorithm like SVM is
demonstrated by Razamjooy et al. [3]. They have used mathematical binarization to
sort the objects and then a color based classifier to perform segmentation.

A Machine learning model of an object detector which can count the number of
Apples of different variety in an image and thereby estimating the yield of an orchard is
demonstrated by Bargoti et al. [4]. The object detector uses a three layer Multi-layer
perceptron architecture. Another Machine learning algorithm called Random Forest
had been applied to classify images of Apples, Oranges and Strawberries by Zawba
et al. [5]. Before providing the images as input to the classifier they have used Scale
Invariant Feature Transform (SIFT).

The IMAGENET challenge has provided a humongous dataset containing over 14
million images across 22 thousand categories. The winners of this competition have
used deep convolutional neural network to classify the images to its category.
Deep CNN has outperformed every other machine learning algorithm in this compe-
tition. AlexNet [6] and GoogleNet [7] are two of the mostly preferred choice of neural
network architecture.

3 Segmentation

The segmentation process is our first step of processing the image. Technically seg-
mentation means partitioning an image into different regions based on some intrinsic
property. For our purpose we need to get the exact surface of a potato from an image.
The image in RGB color space undergoes segmentation to get an binary image in
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which positive pixel corresponds to the presence of a potato, a bit like classification of
pixel and then separately get the touching object using watershed algorithm.

3.1 Binarization Using U-Net

We tried many elementary techniques of computer vision for binarization of region of
interest. Best of these was HSV masking within a set of particular RGB values to get an
binary image where the white represents the surface (skin) of a potato. While in
absence of noises such as dirt, pebbles etc. the approach was somewhat good however
it proved to be extremely prone to noises. As we have made it clear that our plan was to
develop the algorithm so that it can process in bulk, noises were inevitable part. Thus
we needed a strong supervised learning algorithm that can tackle with noises. In our
research we came across U-Net architecture by Olaf Ronneberger et al. [9]. We used
JSS segmentation for segmentation and trained the U-Net on a training set containing
over 10000 potatoes, healthy as well as defected (Fig. 1).

The binary prediction obtained performed better than our expectation with a
training dice-score of 98.4 and validation dice-score of 97.61.

Fig. 1. Architecture of U-Net
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Fig. 2. Output at various stages
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3.2 Distance Transformation and Watershed

Since we have got a nearly perfect binary image, the next step was to clearly distin-
guish all the tuber that represented an individual potato. One of the best ways of
separating touching objects in binary images is to utilize the distance transform and the
watershed method. A border is formed as far as possible from the center of the
overlapping objects. Object with curvature like a potato (round) can be separated by
this method. First we did template matching of ellipse as 2D projection of potato is
generally elliptical. This further removed false positives if present. After that the
resulting image undergo distance transformation to get the minimas that will be further
utilized in water shedding. These minimas are filled with water. We continue the work
of filling water and building barriers until all the peaks are submerged. The barriers
resulting gives segmentation hence separate potatoes.

3.3 Contouring and Measurement

The output of previous process is then processed for getting contours. We store them in
a dictionary and iterate over them. The contours are passed to cv2.approxPolyDP()
which is an implementation of Douglas-Peucker algorithm. After applying this, we get
several point of inflection along the curve of contour. The longest possible distance
among these points (H) comes as the length of the contours. Since we have an object of
known length in the original image we can get a relationship between the length of
objects and pixels required to represent this length in the image (l).

The marker as can be seen in Fig. 3 is a red square. We calculate the two diagonals
of the marker in terms of pixels that would require to draw them and get relationship
between as:

l2 ¼ d2

L � Rcm=px

Where
d = diagonal of the marker in cm
L = longest distance in pixel
R = second longest distance
Length of the contour (L) = theta * µ cm.

4 Final Grading

As we are able to separate individual contours, we are also able to get the maximum
possible length of the contours. That gives us the length of the potato itself. We then
measure the maximum length perpendicular to length of contour and thus we get the
width (Fig. 2).

The image shown in Fig. 3 contains bounding boxes around individual potatoes.
Sometimes it is hard to differentiate two or more overlapping potatoes. The image
shown is our worst case scenario prediction and still we were able to predict the size
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distribution with an accuracy of 97.2% in this particular image. On an average we had a
variance of 4 to 6% in our data.

The curve shown in Fig. 4 shows the size distribution in the sample image. We
analyze such curves to give grade to the product.

5 Defect Classification

On an average the defects contribute to only 2.5% of a ton in a typical Indian cold
storage. We talked to few cold storage owners and they told us how they tackled the
diseased potatoes. They manually sort such potatoes and throw it away if a customer
ask for a higher standard of potatoes, otherwise they just let them be with the healthy
potatoes. As the temperature of a cold storage is typically 4 °C, the disease usually

Fig. 3. Bounding boxes around potatoes (Color figure online)
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don’t spread but the ability to predict which disease is affecting the produce and up to
what extent can be extremely helpful. As we try to sample the entire produce by
randomly selecting 10% of the produce, we can map the observation of the sample onto
the produce. In our method, let’s say if we were to grade 1 ton of potato of a store, we
would randomly pick 100 kg worth of bags containing potatoes and process it through
our algorithm.

As we were able to separate the contours, we paste them onto a blue background
and this data was ready for classification. The choice of a blue background was quite
peculiar as there is no defect that we came across that had color blue in it. We had 6
categories of defects that a single counters was to be classified into. These were: Wet
Rot, Dry Rot, Mechanical Damage, Sprouting, Insect Damage and Normal. You can
see these categories in Fig. 6.

But there was a major problem that limited our capability to classify the defects and
it was the skewness of the training data. The “Normal” class which was meant to
represent healthy potato had more than 5000 training objects as opposed to the
“Mechanical Damage” which had less than 250 training objects. This would have been
a good enough dataset if we were to make one-vs-all classifier but that was not the
solution we needed (Fig. 5).

Fig. 4. Size distribution in images
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6 CNN Defect Classifier

We decided to make a multi class CNN classifier with 1200 training example of each.
Those classes which didn’t had 1200 training objects, we made artificial training
objects by augmenting images.

The input to the network was a Numpy array consisting images that were reshaped
to [150�150] array and were coupled by a class label. The CNN architecture we used
had 6 Convolution layer followed by respective pooling layers and two fully connected
layer with RELU as activation layer and finally a regression layer with Adam opti-
mizer. After 35 epochs we attained training accuracy of 87.9% however our validation
accuracy was just 72.37%. This was an issue of over-fitting.

Fig. 5. Steps of the algorithm
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We optimized the parameter such as using loss function SGD with activation
Sigmoid etc. but not much was achieved. The skewness of data also resulted in a biased
for healthy potatoes.

As training a new network was a non-practical solution for us, we decided to use
transfer learning for classification.

Fig. 6. Images separated from their background (Color figure online)

Grading and Defect Detection in Potatoes Using Deep Learning 337



6.1 Transfer Learning Defect Classifier

For a brief time we considered Unsupervised Learning to classify the diseases but
almost all the techniques that we visited proved not prudent enough to be used for the
task. The training data requirement was enormous as compared to the available data.
Thus we decided to use transfer learning. We chose VGGNet16 model to use as the
ImgNet data that was used to train the VGG16 is quite similar to the potato images.
Only 3 � 3 convolution and 2 � 2 pooling are used throughout the whole network.
VGGNet [8] also shows that the depth of the network plays an important role. Deeper
networks give better results. We chose a 16 layered network that proved to be
sufficient.

One drawback of VGGNet [8] is that this network is usually big. It contains around
160 million parameters. We used Amazon Web Services to train the model as we had
limitation at our academic facilities.

We added 6 more categories to the model. After training, we had an accuracy of
89% on validation set (unseen data). The major fault was in two classes: Wet Rot and
Normal. After a bit tuning we were able to achieve satisfactory results as the our data
and the data collected manually had a variance of as little as 2% at times. The highest
error was noticed when we passed a new variety of potato (Kufri Jyoti) to the algorithm
as the U-Net [9] and VGG16 [8] were trained on Santana variety of potato. This not a
problem at all as we can easily add more variety to our database and can make it more
robust.

7 Conclusion

It is clear now that after the algorithm not only gives us the necessary data regarding the
size of the tubers (potatoes) but also how many and what kind of diseased tubers it has
encountered. Thus it’s easy to estimate the quality of the entire stock based on this data
as in our cross validation test we found out that the grading remained consistent with
our prediction. We initially aimed for an algorithm that could have been simpler
enough to implemented as an android app. However this algorithm is quite process
expensive yet we can utilize via a cloud based app. We further aim to improve the
segmentation quality as there are more defects such as Greening and Bruising that as of
yet we are unable to teach the U-Net as the data we have contained very little amount of
such defects. Training a machine learning algorithm is not an easy task. We were
cautious during the training and testing data generation. After completion we found out
that the grading algorithm was at par with human efficiency as long as the marker
detection was flawless. Thus we have confidence that this algorithm if applied on large
scale would be a great help to farmers as they often cannot negotiate the price and
would be the most adversely affected by wrong grading. We hope that with the advent
of smartphone, we’d be able to develop an application that farmers could directly use to
grade their produce.
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Abstract. The bone tumors are masses of tissue which are formed within the
bone cells. Giant cell tumor of bone (GCT) is a one of a kind of benign
(noncancerous) bone tumor. It is an osteolytic lesion which leads to progressive
bone destruction, fracture and disability. For imaging the human body a medical
technique called Magnetic Resonance technique (MRI) is used. MRI gives
superlative imaging modality for medical research work because of its superior
contrast resolution and multiplanar imaging capabilities. In this paper, we have
used Rough Fuzzy C-Means Technique, an image processing clustering tech-
nique for detection of Giant Cell Tumor. We were able to reach the accuracy of
86.16% and with lesser computational time using this technique of Rough Fuzzy
C-Means for detection of Giant Cell Tumor.

Keywords: Medical imaging � Clustering technique � Rough fuzzy
Bone tumor detection

1 Introduction

Image processing in medical science is an emerging and important field of research.
Here we want to detect the Giant Cell tumor. In this research we are mainly concerned
about the interactions of the tissue cells in human body. Irregular growth of human
body tissues creates abnormal mass of tissue Tumors can be identified by simply doing
proper examination of the region of the human body where there is swelling of tissue
[1]. Bone tumors are formed in bones of human body. In tumor the healthy tissues are
replaced by irregularly growing cells. Bone tumors develop when cells within a bone
divide themselves uncontrollably, also forming a lump or mass of abnormal tissue [1].
Various types of bone tumor are there having several types of features. Noncancerous
(Benign) and Cancerous (Malignant) [2] are mainly two types of bone tumors. Non
cancererous tumor that is the benign tumor inclines to be growing slower, does not
occupy nearby tissue also it is not easily expand to other parts of the body as the
Malignant tumor does [11]. The Cancerous tumor that is the Malignant tumor is very
hazardous because its cells can expand irrepressibly in a disorganized manner and
produces immortal daughter cells. The cells nucleus is different from normal cell
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nucleus. It has a large nucleus and also reoccur after they are removed [3, 7]. The
cancerous tumor weakens the human bone as well also harm the healthy tissue.

Giant cell tumors (GCTs) of bone, also known as osteoclastomas. Osteoclastomas
that is Giant cell tumor of bone (GCT) is not spreadable because it is Benign i.e. Non
Cancerous and locally aggressive tumor. The way the Giant cell tumors appear in the
microscope its named as Giant cell tumor. By combination of several individual cells in
a one, larger complex cells. Although Giant cell tumor is benign tumor but still it can
regrow once it is removed just like malignant tumor. When they regrow they become
more aggressive and transform to a cancerous tumor. It is more likely to occur between
the ages of 20–45, the one who has reached skeletal maturity. Giant cell tor mainly
happens at skin bone, end points of thigh bone as well as in the lower arm bone. Giant
cell tumors too can produce in the pelvis, spine, ribs, skull and sacrum. The most
common location is around the knee where 50% of giant cell tumor grows [1].

Different medical test are used by doctors to identify and diagnose medical prob-
lems like CT scans, Magnetic resonance Imaging and X rays. Magnetic Resonance
imaging is used by physicians to diagnose medical conditions like tumor. The higher
resolution that is provided by MRI imaging technique is the best. To produce a very
clear image of the affected area the Magnetic resonance imaging (MRI) scan uses high
magnetic fields and radio waves. MRI scan does not harm any part of the human body.
This scan can study any human body part therefore this scan is most widespread among
doctors to identify the tumor in the body. Dominant magnet is contained in an MRI
scanner that is a huge tube. A non-invasive medical system Magnetic resonance
imaging (MRI) is used to display 2D images of the human body [3]. MRI images gives
data which is most appropriate and it assist in early discovery of tumorsa and also of
tumor boundaries exact estimation [10].

To provide different information of tumors various Magnetic resonance sequences
T1 weighted, diffusion weighted, T2 weighted, flow sensitive and ‘miscellaneous’
weighted scans. On T2W they appear intermediate to high intense (gray to white) [10].
T2W MRI Series Giant Cell Tumor has intensity and bright range. This strong reason
has abided us on selecting T2W MRI series. Researching many online sources of T2W
series of Giant Cell Tumor we were able to find a very precise case of thigh and knee
bone from sources like radiologyanalyst.nl and radiopedia.org.

The paper Rough Fuzzy Technique for Giant cell tumor is prepared as under. In
second section, we have explained the concept of Rough Fuzzy C-Means which is a
clustering technique which we have used for segmentation. In section three we have
presented the proposed work flow using a flowchart for bone tumors detection. In section
four we have shown the calculation using procedures like accuracy, sensitivity and
specificity and also the performance calculation. In the last sections we have added the
conclusion of this research and futureworkwhichwewill try to focus in our next research.

2 Rough Fuzzy Technique

In early 1980s Zdzisław Pawlak introduced Rough Set Theory. It was further advanced
and in last 25years it has provided an approach which can be used for granular
computing [4]. This research focuses on a basic idea that is to determine on what level a
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certain collection of objects (example, image pixel windows) estimates another col-
lection of objects of concern. So taking in to consideration these description of objects
and comparing them. So Rough set theory is an new approach to achieve any uncer-
tainty of data dependencies, importance of features, patterns in the sample data, feature
space dimensionality reduction and also the classification of objects. Rough set theory
can help us to find the set of elements which totally belong to a individual an equiv-
alence relation R, when defined in it can lead towards a partition cluster and also to the
collection of elements that belongs partially or probably to that cluster [4].

Rough set theory depends upon two main concepts lower and upper approxima-
tions. We have assumed U 6¼ ;, an equivalence relation R is defined which leads to a
partition of U, we denote U/R = {X1, X2, …, Xn}, here subset Xc is called a category.
Xc represents an equivalence class of R [5]. We have used the concept of approxi-
mations to represent the roughness. The R-upper and R-lower approximations of the
subset X are defined as,

RX ¼[ Y 2 U/RjY\X 6¼ ;f g
RX ¼ [ Y 2 U/RjY�Xf g

�
ð1Þ

Here the symbol X certainly contains all the subsets that is contained in the lower
approximation and the upper approximation holds all subsets that are possibly included
in X. R-positive, R-negative and R-boundary regions of X are based on the lower and
upper approximation. So the boundary regions of X can be justified by the following
formula [5]:

POSRðX) = RX

NEGRðX) = U - RX

BNR¼RX�RX

8><
>: ð2Þ

3 Proposed Methodology

The proposed system detects the Giant Cell Tumor (GCT) from the MRI series of T2W
images. The proposed methodology is divided into four stages. Initially we are per-
forming preprocessing stage that is meant for de-noising the image, further stage is
segmenting the denoised image in which Rough Fuzzy C-Means techniques is used,
after that the further stage consist of identification of tumor using the mean pixel
intensity and finally the tumor is detected. The overall workflow is shown in Fig. 1.

3.1 Preprocessing

Initially we are performing the preprocessing stage so that the image is denoised and
quality of an image is improved. So the image is de-noised. The image which is
captured using MRI imaging is of poor quality. In order to remove noise, improve the
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quality, conserving and sharpening edges we use filters [10]. The algorithm initially
converts RGB images to grayscale images and are filtered by performing nonlinear
bilateral filter [10]. The bilateral filter is similar to Gaussian convolution and is defined
as a weighted average intensities of neighboring pixels and to preserve edges it takes
the difference in value of adjacent pixels [6]. The bilateral filter main task is that for a
pixel to effect another pixel, it should occupy a nearby location and also have a similar
value [6] (Table 1).

3.2 Image Segmentation (Clustering Technique)

After de-noising the original MRI T2W images, they are given as an input to RFCM
clustering image segmentation technique. Initially the filtered and denoised image are
given as an input to Fuzzy C-Means and the formation of clusters is done according to
Fuzzy C- Means by giving the number of clusters as an input number [10]. After that
the clustered image is given as an input to RFCM, where fuzziness is applied to the
image using rough set theories. The objective is to minimized the objective function,
but here as its objective is rough set theory which contains the concept of upper and
lower approximation we will consider here upper approximation and accordingly our
objective function formed is [4]:

JmðU;VÞ ¼
Xn
j¼1

Xk
i¼1;xj2upperðwiÞ

lmij d
2
ij ð3Þ

Fig. 1. Proposed work flow
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Constraint conditions are [4]

lij 2 ½0; 1�; 0�
Xn
j¼1

lij �N;
Xk

i¼1;xj2upperðwiÞ
lij ¼ 1 and dij ¼ xj � vi

�� �� ð4Þ

The membership function of Rough Fuzzy C-Means is given below [4].

lij ¼
1

Pk
l¼1;xj2upperðwiÞ

d2ij
d2ij

� � 1
m�1

ð5Þ

Table 1. Preprocessed results of original image by bilateral filter

Original Bone MRI Image Bilateral Filtered Image

                                       [18]

                                       [18]

                                       [18]
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Calculation of the centroid is done as follows [4].

vi ¼

Pn
j¼1

lmij xj

Pn
j¼1

lmij

ð6Þ

uij is the degree of membership of xi in the cluster j, m is the real number (m = 2), xj is
the jth of d-dimensional centre of the cluster, vi is the d-dimensional centre of the cluster
and cluster as input we have taken as k = 5. As the concept of rough set theory the
upper approximation limit here we have taken is pper wið Þ ¼ 40, e > 0 and s = 0. First

calculate the centers using Eq. (6) vðsÞi . After the centres are been calculated check the

condition xj 62upper wið Þ, then uij ¼ 0 otherwise according to formula update uðsÞij . The
closing condition of iteration is [9].

lðsÞij � lðsþ 1Þ
ij

��� ���\e ð7Þ

Here e[ 0 if this condition is not satisfied then s = s + 1, again calculate the
centres. uij is the membership of xj belonged to wi, whose calculation is only related
with the concept of rough set theory the upper approximation contained xj, and if xj is
not contained in the upper approximation set of a certain class wk, then with this the
membership of xj to this class has no contribution.

3.3 Tumor Identification

The identification of tumor is done by calculation of the MPI (mean pixel intensity) of
the clustered image. The sum of pixel intensities for the clustered extracted tumor part
is S and the number of pixels is N [8, 10]. So the MPI (Mean Pixel Intensity) is given as
follows:

Mean Pixel Intensity =
Sum of the pixel intensities for the extracted tumor part (S)

No: of pixels for the extracted tumor part (N)

ð8Þ

The calculated Mean Pixel Intensity follows in the range from 125 to 200, then it is
considered as a detected tumor otherwise the image is classified as a non-tumor image.

3.4 Detection of Tumor Using MATLAB Function

When we successfully identify the tumor from the clustered segmented tumor image,
the image contains some artefacts. This artefacts can be removed by using the Matlab
tool which contains the function for all connected small portion components [10]. This
Matlabfunction calculates the area of the entire segmented regions, but only the region
with maximum area is considered and other regions are discarded. The above
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mentioned Matlab function calculates the area of the clustered segmented region of
tumor and considers the region with maximum area while the other small detected areas
are rejected (Tables 2 and 3).

Table 2. Segmented image

Clustered Image RFCM Segmented Image
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4 Performance Evaluation Using Measure Analysis

We performed analysis on 44 different MRI images of knee bone. For analyzing these
images we used some performance evaluation parameters like accuracy, sensitivity and
specificity. For evaluating performance we require some alarms or measure analysis
mechanisms, that are TP, TN, FP, FN as shown in below table. Here ROI is Region of
Interest means the part that is detected (Table 4).

Table 3. Results of precise segmentation of giant cell tumor

Actual Segmented Image Calculated MPI (Mean Pixel Intensity) 

190.8155

130.6155

125.5230

Table 4. Measure analysis parameters [7]

TP - True positive The correctly segmented number of pixels that are in ROI region
TN - True Negative The correctly segmented number of pixels that are in non-ROI region
FP - False positive The incorrectly segmented number of pixels that are in ROI region
FP - False positive The incorrectly segmented number of pixels that are in non-ROI region
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The performance evaluation based on the Measures Analysis TP, TN, FP and FN is
given as:

The measures of the degree of closeness between the segmented image and the
ground truth images, known as Accuray is given by following formula.

Accuracy =
TP + TN

TP + TN + FP + FN
ð9Þ

The measure of the proportion of correct pixels of Region of Interest is Sensitivity
given by following formula.

Sensitivity =
TP

TP + FN
ð10Þ

The measures of the proportion of correct pixel of non-ROI region is Specificity
given by following formula.

Specificity =
TN

TN + FP
ð11Þ

We achieved overall Accuracy 86.16%, Sensitivity of 41.84% and Specificity of
90.59% by finding the average for 44 images with this mechanism of Rough Fuzzy C-
Means technique of Giant Cell Tumor on MRI images (Table 5). The processing time
taken by fuzzy c-means and rough fuzzy c-means are shown below in the table
(Table 6):

Table 5. Measures of giant cell tumor

Performance evaluation based on measure
analysis
Images Accuracy Sensitivity Specificity

T1 75.73 21.58 88.45
T2 84.47 15.76 87.52
T3 89.97 37.96 89.06
T4 86.90 42.71 77.61
T5 86.17 36.11 84.33
T6 88.18 40.39 85.84
T7 70.68 46.12 85.23
T8 87.25 49.59 86.31
T9 87.18 50.90 87.73
T10 83.41 43.04 83.12
. . . .
Average 86.16 41.84 90.59
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5 Future Enhancement and Conclusion

In this paper Rough fuzzy technique for Giant cell tumor we tried on 44 images of
Giant cell tumor Magnetic resonance imaging (MRI) and after testing we got the
Accuracy of 86.16%, Sensitivity 41.84% and Specificity 90.59%. And we can conclude
that Rough fuzzy C-means method gives the precise segmentation as compared to other
methods like Fuzzy C-Means (FCM). The method we used that is the Rough fuzzy C-
Means approach takes lesser computational time also it provides higher accuracy and
the time required to processed is also less as compared to other methods. The sensi-
tivity measure that we achieved by using our method that was 41.84% can be further
improved and also in the future features like area, shape can also be detected.
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Abstract. Face recognition from surveillance video in a forensic scenario is a
very challenging task. Much of the existing work focuses on face recognition in
a video where the video frames are of high-resolution, containing faces in frontal
pose and in optimal lighting conditions. However, new challenges are
encountered as applications of face recognition advance from cooperative and
constrained scenarios to uncooperative subjects in unconstrained scenarios such
as video surveillance. These challenges are due to low image resolution, variant
expressions, face orientations, partial occlusion, complex background and the
differences in surrounding illumination. In criminal investigations, the aim is to
identify a culprit by collecting the information from the various face input media
that includes video tracks, still face images, 3D model of a face, and verbal
descriptions of the person presented by eyewitness. Face sketch may be gen-
erated from these verbal descriptions which can be matched against mug shot
database. This paper reviews various methods and techniques used to identify a
person of interest in an unconstrained environment with the above-mentioned
challenges.

Keywords: Video surveillance � Face recognition � Partial occlusion
Forensic sketch � Pose � Expression � 3D face model � Datasets

1 Introduction

Face recognition technology is the most significant tool for identifying individuals and
solving crimes. It has the potential to assist law enforcement in watch list surveillance
or criminal investigations by identifying the suspect from the evidence available from a
crime scene like a video or images. Generally, Forensic examiners manually inspect the
facial images or videos to match a trace with an image of a suspect face or with a large
database of mug-shots which takes lot of time. When comparing facial images man-
ually, the differences may be unseen because of under-exposure, over-exposure, low
resolution, out of focus, distortions in the imaging process. Automatic face recognition
overcomes the narrow vision of human eye in recognizing extensive number of human
faces [32].

Figure 1. shows the key steps in automated facial recognition. They are (1) face
detection in video frames, (2) record detected faces, (3) compare recorded faces with
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the gallery set and (4) automatic process to find the closest match to send alerts when a
positive match occurs [33].The different approaches that are used for detecting a face in
the effective video frames are feature based approaches such as Random Labeled Graph
Matching [45], Template Matching techniques like Active Appearance Model [46],
Appearance based methods include Example based Learning [47], Haar features with
AdaBoost algorithm [42], Part-based methods such as Generative models [48],
Component-based with SVM [49] etc.

There are various concerns to be addressed with automatic face recognition system
specific to the forensic domain. Firstly, the existing face recognition techniques are not
robust to the pose variations, lighting conditions, facial expressions [22]. Secondly, the
quality of available images is normally low in the forensic scenario. Thirdly, the
investigators must make use of all the handy information to assist in subject recog-
nition. Typically, the face images of a suspect are obtained from surveillance cameras,
mobile cameras (video tracks), images from social media sites forensic sketches and
demographic information (age, gender, and race). Automatic face recognition system is
not intended to replace forensic expert, but helps in minimizing the time taken to search
for suspect in large sized video surveillance data.

2 Literature Review

There are many review papers existing on general face recognition [22, 35] but very
few papers discussed on face recognition in video surveillance for forensic investiga-
tions [3, 6]. This paper outlines the various techniques developed so far in forensic face
recognition in an unconstrained environment along with the various challenges that still
exists, performance measures and the available datasets for the research.

2.1 Forensic Sketch Recognition

In most of the criminal cases, a sketch is used to identify the suspect if his photo is not
available. The sketches that are accessed in criminal investigations are either created by
computer software (composite sketches) or drawn by forensic artists (forensic sketches)
with the verbal information provided by a bystander or the victim. Sketch based face
recognition has been improved with the idea of converting sketches and photos into
same modality so that sketch to sketch or photo to photo recognition can be carried out
easily with the aid of the available face recognition algorithms.

Fig. 1. General automated face recognition system
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Three approaches can be used for cross modality conversion such as synthesis-
based, feature based and subspace projection based approaches. Synthesis-based
approaches focus on conversion of a photo to a sketch and vice-versa. Projection based
approaches maps photo and sketch into a common subspace that can be directly
comparable. Feature based approaches find invariant features for each modality but
unlike to each person.

Tang and Wang [1] used a photo-to-sketch transformation method to obtain
pseudo-sketch which is compared with the real sketch using the Eigen-face method.
The limitations are: the data which may be helpful for the recognition phase is lost with
the photo to sketch conversion and the effects of illumination variation can result in
imprecise face sketches. Li et al. [2] projected a technique in which a hybrid space
method is used to synthesize a real face image from the composite sketch. Klare et al.
[3] used feature SIFT descriptors that were constant between the photo and sketch
modalities for sketch and photo encoding however inefficient in finding global dif-
ferences and the extracted features from photos and sketches may have large inter-
modality variations [4]. Zhang et al. [5] used a feature based approach called coupled
information-theoretic encoding to quantize the local structures of face photos and
sketches into discrete codes. The codes of photo and sketch of the same subject are
highly correlated thus reducing inter-modality gap.

The composite sketches can be generated by using one the facial composite soft-
ware systems such as FACES [8], IdentiKit [9], and Photo-Fit [10] that are accessible
to forensic agencies. Han et al. [11] discussed matching of composite sketches with the
photos using component based approach in which facial landmarks in face photos and
composite sketches are detected using active shape model (ASM). Each facial com-
ponent features are calculated using multi-scale local binary patterns (MLBPs). But,
this paper doesn’t address the age variation of a formerly captured mugshot and the
present suspect’s face. Klum et al. [12] presented a FaceSketchID System which
considered surveillancecomposites along with software generated composites and
hand-drawn composites to match with mug-shots. They also combined holistic as well
as component based algorithms to boost matching performance. Galea [54] discussed
3-D morphable model to create new images by varying facial features which helps deep
convolutional neural network to learn the relationships between photos and sketches.
After converting photos and sketches into the same modality, techniques like PCA,
Bayesianface, Fisherface, null-space LDA, dual-space LDA and Random sampling
LDA can be applied for homogeneous face recognition [3].

Matching strategies of a sketch and mugshot are multi-class classifiers such as
Nearest Neighbour (NN) and model based verification strategies. NN classifier makes
use of different distance metrics such as chi-square or cosine distance. The merit of NN
approach is that they do not explicitly require the training dataset and they are used to
verify a face in a pre-defined set of people. Model- based verification strategies are
applied to check whether a face matches with someone in the watch-list (Table 1).
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Table 1. Summary of sketch based face recognition techniques

Approach Technique Advantages and drawbacks Recognition
strategy

Synthesis-
based

Eigen sketch
transformation [1]

New sketch is constructed
using a linear combination of
training sketch samples. The
drawback is synthesized
sketches lack the details which
has negative impact on final
matching accuracy

Karhunen-
Loeve
Transform
(KLT)

Markov Random
Fields(MRF) [50]

Synthesizes local face
components at multiple scales.
The drawback is it cannot
handle well non-facial
components like hair style,
glasses etc.

Random
sampling LDA
(RS_LDA)

Embedded Hidden
Markov Model(E-
HMM) [51]

Converts photo to sketch
instead of generating photo
from sketch

PCA,
Fisherface,
Bayesianface

Local Linear
Embedding (LLE) [52]

A sketch is created from a
photousing image patches
instead of holistic photos

Multiple
representations based
Face Sketch Synthesis
(MrFSPS) [60]

Image patch is represented by
combining multiple
representations using Markov
networks-based framework and
learns the weights of multiple
representations adaptively and
selects candidate patches for the
target patch

Fisherface,
RS-LDA

Feature-
based

Scale invariant feature
transform (SIFT) [3]

Represents image patch as a
vector of magnitude, spatial
distribution of image gradients
and orientation

NN with
Euclidean
distance

Self-Similarity [53] Extracts features from local
regions of photos and sketches
independently

NN

Coupled Information-
Theoretic Encoding
(CITE) [5]

Distinctive local facial
components can be captured

PCA + LDA

Gabor shape [55] Captures significant visual
features such asorientation
sensitivity, spatial localization
and spatial frequency

NN, Chi-
square

(continued)
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2.2 Restoring Partially Occluded Face

An obstacle in the way of viewing an object is known as occlusion. It can be natural or
synthetic. Natural occlusion is when some object hinders the view of the face. Synthetic

Table 1. (continued)

Approach Technique Advantages and drawbacks Recognition
strategy

Extended Uniform
Circular Local Binary
Pattern (EUCLBP)
[56]

Facial patterns are created by
high frequency information in
face images. After computing
EUCLBP descriptors, the
optimal weights are found
using Genetic algorithm based
weight optimization technique
for every facial patch

Weighted Chi-
square

Histogram of
Averaged Oriented
Gradient (HAOG) [57]

Extracts features from stronger
gradients like eyes, eyebrows,
ears, mouth, nose etc.

NN, Chi-
square

Local Randon Binary
Pattern (LRBP) [58]

Face images are mapped into
Randon space and these face
images are determined by Local
Binary Pattern (LBP). Then
histograms of local LBPs are
concatenated to compute LRBP

NN, PMK
(pyramid
match kernel),
Chi-square

Geometric features
[59]

The aspect ratio of facial
structures such as eyebrows,
eyes, nose, and lips are encoded
as feature vectors

K-NN

Visual saliency and
attribute feedback [61]

Composite sketches are
matched with digital photos by
combining facial features along
with attributes such gender,
ethnicity and age. HOG
features are extracted

Chi-square
distance

Projection-
based

Common Discriminant
Feature Extraction
(CDFE) [3]

Projects photo and sketch into
common feature space that
performs matching effectively

NN

Partial Least Squares
(PLS) [3]

Linearly maps images of
different modalities into a
common subspace where
mutual covariance is
maximized

NN

Kernel-based
Nonlinear
Discriminant Analysis
(KNDA) [52]

The pseudo-sketch is generated
by preserving the geometry
between the photo and a sketch

LDA
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occlusion is hiding the face intentionally by covering it with objects like scarf, hair,
sunglasses or other accessories. The methods developed so far to detect and restore
occluded regions are divided into the following three categories.

Part-Based Methods: The overlapping and non-overlapping parts of the face ima-
geare identified that are used for recognition. Sharif et al. described various part based
methods such as Principal Component Analysis (PCA), Independent Component
Analysis (ICA), Linear Discriminate Analysis (LDA), Non-negative Matrix Factor-
ization (NMF), Local Non -negative Matrix Factorization (LNMF) [13]. However,
these techniques results in a large computation cost in training and testing the data.

Feature-Based Methods: Wang et al. [14] explained AdaBoost, SVM and Local
Gaussian Summation techniques that deals with the occlusion by considering only the
individual attributes such as region around eyes, nose and mouth and overlook other
characteristics that can be unique with different individuals.

Appearance-Based Methods: Texture information is used to discover and repairim-
ages of face occluded regions. Image reconstruction can be done with PCA, principal
component scores of each division of input image are calculated and used this infor-
mation to reconstruct the entire input image. PCA reconstructs occluded regions by
using only effective pixels. Tomoki et al. proposed Fast Weighted Principal Component
Analysis (FW-PCA) [15] that calculates PCA with only effective pixels. This method is
computationally heavy.

Image inpainting is the way of rebuilding missing, corrupted or occluded parts in an
image with the help of neighboring visual pixels while restoring its unity. The tech-
niques used are Partial Differential Equation (PDE) based image inpainting, Texture
synthesis based image inpainting, Exemplar based image inpainting [18] and Hybrid
inpainting. The limitation with these methods is that they produce blurring artifacts and
not well suited for the reproduction of large texture regions [11]. Texture synthesis
based algorithms use the idea of synthesizing artificial texture by filling the unfilled
regions using other similarly damaged neighbor pixels [17], but fails to reproduce
structured/regular textures. Pixel based (nonparametric) texture synthesis techniques
fail to grow large structured textures.

Mahroosh et al. [19] explained Exemplar-based in painting methods that are faster
than PDE pixel based approaches. The patches of the known part of the image are used
to create entire patches by these techniques. Omkar et al. [20] introduced a new method
in which exemplar based method with a super-resolution technique can be used. These
algorithms cannot handle curved structures properly and generate staircase effect in the
image. Hybrid based image inpainting approaches combine both PDE based inpainting
and texture synthesis for filling the hole [7]. It divides the image into two parts,
structure and texture regions. Edge propagating algorithms and texture synthesis
techniques are used to fill the large missing regions of decomposed regions and also
preserve both structure and texture in a visually possible manner [16]. It needs more
computational time for large holes.
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2.3 Pose and Expression

Pose specifies how the subject is placed relative to the camera. Pose variation becomes
a major concern when the face is to be recognized from a surveillance video because
the subject may not be cooperative with the camera and the face appears in arbitrary
poses in the frames to be recognized. Hu et al. [23] presented a novel method known as
the multi-oriented two- dimensional principal component analyses (PCA) to generate
more training images in various degrees. Considering the fact that face structure is axis-
symmetrical, Xu et al. [24] used the mirror image method that overcomes some
misalignment problems and also eliminates the pose and the illumination variation and
makes it more robust. These methods have better performance but encounter some
challenges when they were applied in video monitoring where video faces were cap-
tured in low-resolution, illumination variation and uncontrolled poses.

The pose-invariant 2D face recognition methods are divided into three categories,
such as real view-based matching [28], pose transformation in image space [34], and in
feature space [20]. These methods are required to gather a great number of gallery
images per subject covering various poses. Large pose variations result in image dis-
continuities in the 2D image space. Under such situations, 3D methods usually perform
better than 2D techniques. Face recognition methods are categorized into three cate-
gories with an aid of 3D face models, i.e., (1) generic shape based approaches,
(2) image-based 3D reconstructions, and (3) feature-based 3D reconstructions. Xiao
et al. [25] developed a 3D face model from a high-resolution 2D anterior face and it is
used to produce several virtual faces with different poses. Both original frontal face
image and virtual face images were put into a gallery set. But, the generation of a 3D
model is a complex process.

Zheng et al. [26] discussed an appearance-based approach that is used to handle
pose variations with the frontal as well as side faces. Ghinea et al. [27] proposed an
approach that makes use of image gradient information which are invariant to pose and
illumination differences. Lin [29] presented a method to build an accurate 3D face
model by acquiring five images from a fixed camera by rotating the object 450
apart. Asthana et al. [30] discussed a method in which front view of each face image is
synthesized by normalizing pose of each gallery and query image. Then, 2D locations
of landmark points in face images are located using Active Appearance Model
(AAM) and handles a continuous range of poses. The drawback of this technique is that
large occluded regions are formed in more extreme poses after rotation to frontal [31].

To mitigate the pose variations either of the following two methods is used. One is
to use large number of images with different poses and the other way is to normalize
the images with various poses to single frontal image. Alternative to these methods,
Masi et al. [63] have proposed Pose-Aware Models (PAM) in which deep convolu-
tional neural network (CNN) [65] is used process face image where a very few images
are available for training. Using CNN it’s tough to localize facial landmarks and to
classify the gender under extreme poses.

Yin and Liu [64] proposed multi-task learning (MTL) to detect face as well as
recognize with extreme poses using CNN framework. Ranjan et al. [68] developed
HyperFace which combines CNN and MTL to detect face, to localize facial landmarks,
classifies the gender and assesses the head pose. Peng et al. [67] generates various non-
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frontal faces from a single frontal face and extracts pose invariant features using deep
neural network.

2.4 Performance Evaluation Techniques

Performance of the various face recognition techniques can be evaluated using the
following techniques [44].

• ROC curve (Receiver Operating Characteristic curve) are used for verification that
are drawn with false accept rate versus verification rate

• CMC (cumulative match curve) curves are used for identification which provides
recognition accuracy for each rank.

• Confusion matrix for face recognition

Ground truth Identified (Positive) Not identified (Negative)
Face images present in the dataset True positive (TP) False negative (FN)
Face images not present in the dataset False positive (FP) True negative (TN)

True positive specifies the number of face images that are identified correctly. False
positive indicates the number of face images which are not matching but identified as
one of the face in the database. True negative specifies the face images that are not
matching with the gallery set are correctly not identified. False negative indicates the
number of faces that are of the database.

• Precision is the “fraction of the correctly detected faces to the total number of all
detected faces”.
Precision = TP/(TP + TN)

• Recall is the fraction of the relevant images that were correctly detected
Recall = TP/(TP + FN)

• Fallout is the proportion of non-relevant images that were detected as positive.
Fallout = TN/(TN + FP)

• F-measure gives the average of precision(P) and recall(R) and gives the summary
of PR curve
F-measure = (2*P*R)/(P + R)

• Accuracy gives the fraction of number of correct classification to the total number
of samples.
Accuracy = (TP + TN)/(TP + TN + FP + FN)

• FAR (False Accept Rate) is “the probability that the system incorrectly matches the
input face image to a non-matching face image in the gallery”.
FAR = FP/(FP + FN)

• FRR (False Reject Rate) is the “probability that the system fails to detect a match
between the input face image and a matching face image in the gallery.
FRR = FN/(TP + FN)
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3 Existing Datasets

The different datasets for different tasks (pose, expression, occlusion, and sketch) in
face recognition in unconstrained environment is mentioned in the Table 2.

Table 2. Datasets for unconstrained face recognition

Dataset Size Purpose

SCface - surveillance
Cameras Face database [36]

4160 static images of 130
subjects in visible and
infrared spectrum

Used for pose variation and
3D face recognition

YouTube Faces database
[37]

3,425 videos
of 1,595 different subjects

To study the issue of face
recognition in unconstrained
videos

Labeled Faces in the Wild
[38]

13,000 face images of 1680
subjects collected from the
web

To test the face verification
scenario under
unconstrained conditions

AR face database [39] 4,000 color images of 126
subjects (70 men and 56
women)

Variations in facial
expressions, illumination
conditions, and occlusions
(sun glasses and scarf)

IIIT-Delhi Semi-forensic
Sketch database [40]

140 semi forensic sketches
with corresponding photos
and 190 forensic sketches

Useful for sketch face
recognition

The pattern recognition and
Image Processing Hand-
Drawn Composite (PRIP-
HDC) database [12]

265 hand drawn and
composite sketches along
with the corresponding
mug-shots. These are drawn
based on verbal description
by eyewitness or victim

Useful for forensic sketch
recognition

CUHK Face Sketch FERET
dataset (CUFSF) [43]

1194 subjects, a sketch and
a photo is provided for each
subject

Used to benchmark Sketch
based face recognition

CMU Pose, Illumination,
and Expression
(PIE) database [41]

41368 images of 68 subjects Image of each person with
13 different poses, 43
various illumination
conditions, and with 4
distinct expressions

EFIT-V [62] 600 composite sketches of
300 subjects

Helps in more robust
evaluation of composite face
sketch recognition

IJB-A (IARPA Janus
Benchmark A) dataset [66]

Consists of 5712 images and
2085 videos of 500 subjects

Benchmark dataset to
evaluate unconstrained face
detection and recognition
algorithms with full pose
and occlusion
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4 Challenges

Face recognition in an uncontrolled environment is not an easy task. Most facial
recognition algorithms outstand in matching one image of a secluded face with another
such as a driver’s license or a passport in which pose, illumination, and expression are
firmly controlled. This section emphasizes the challenges in applying face-recognition
technique to forensics domain and also gives an outline of future research work that can
be carried out in this field.

• Recognition of suspect’s face in a crowd under varied illumination and low reso-
lution: The reasons for the poor quality of images captured in CCTV cameras
include large distance between the subject and the camera, reduced spatial resolu-
tion of the camera, the speed at which the subject is moving, changes in the
illumination at the monitored location.

• Face recognition under partial occlusion: As the subject is not anticipated to be
cooperative, it may be blocked by other moving objects or the subject may cover his
face from the camera deliberately not to reveal his identity.

• Another challenge is to generate a 3D face model from manifold still images or
video frames to nullify pose variance.

• Face mark or scar based matching and retrieval also serves as valuable evidence in
legal testimony. However, the challenge is to build an automated system for
modeling the face at given target age effectively and synthesize a facial image with
the aging effects.

• Facial aging process affects the face shape and its texture which deteriorates the
performance of the automated face system. Thus, matching composite sketches with
age variant face images is a significant research area.

• Exploring the effects of plastic surgery in thermal-infrared imagery will be the
notable future research directions. Face recognition algorithms present degraded
performance when matching face images before and after plastic surgery.

• Many issues in Low Resolution Face Recognition are yet unresolved, such as super-
resolution (SR) for face recognition, unified feature spaces, resolution-robust fea-
tures [6] and face detection at a distance, although many approaches have been
developed for it.

5 Conclusion

Even though sufficient research and effort are placed into enhancing performance of the
contemporary face recognition systems, very less effort is put in incorporating face
recognition technology to criminal investigations. In this paper, various methods and
techniques to identify a person of interest in an unconstrained scenario such as video
surveillance are discussed. Major challenges in forensic face recognition such as
matching a forensic sketch to mug shot database, identifying the suspect image in a
video of low resolution, in different lighting conditions, under different poses, and with
partial occlusion are presented. These challenges lead to less system accuracy. Thus,
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many forensic organizations have yet to embrace this technology in full. This paper
also presented available standard databases and performance evaluation techniques.
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Abstract. Since its dawn modern science has been trying to minimize the
workload of humans, and one weapon to do so is robot. Moreover, Android is
the most popular operating system there is these days - it is easy to apply and
comprehend. Thus, we are proposing a model to control a machine with an
android system remote controller. Essentially our goal is to control all the
machines with remote controller and for that we will use android. Therefore, we
are going to propose a model and its implementation by hardware design of a
prototype how to control a machine by android system remote controller.

Keywords: Robot � Arduino � Android � Control � Bluetooth
Remote controller

1 Introduction

Nowadays, smart phones, especially the apps are getting more popular day by day.
Robotics, on the other hand, always has been our ultimate goal to replace human
workforce. Robots that can be controlled using Bluetooth [1], or apps to be exact, thus,
have come to modern day life to stay. Smart phones have become more powerful than
ever because of the advancement of processor, multiple functions and availability.
Bluetooth is a wireless technology standard for exchanging data over short distances
(using short-wavelength UHF radio waves in the ISM band from 2.4 to 2.485 GHz)
from fixed and mobile devices and building personal area networks (PANs). Invented by
telecom vendor Ericsson in 1994, it was originally conceived as a wireless alternative to
RS-232 data cables. It can connect several devices, overcoming problems of synchro-
nization. Our main goal here, for this project, is to use robots to perform functions that
are too dangerous for humans to perform. For that we need robots that can move towards
multi directions, not only that, it receives the data we send to it and acts accordingly [2].

2 Proposed Model

2.1 Model

Our model of robotic vehicle includes an Arduino Uno integrated in it with a Bluetooth
chip to receive command from the Android operated cell phone or other devices.
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Android operated devices use a special application to send out instructions via the
device’s Bluetooth module. The other Bluetooth device located on the vehicle receives
that signal and sends it to the Arduino Uno and upon receiving the signal Arduino Uno
decodes it and acts accordingly.

Our model was designed keeping in mind the fact that, accessing some routes may
turn out to be impossible for human directly and can also be proven dangerous. In
scenarios such as this, we intend to send in our vehicle which can be controlled easily
by a smartphone running any version of android. This makes our model very easy to
deploy in complex situations and it uses very less resources. The application which is
used in the Android device has a very user-friendly GUI which helps to train the
operator very easily. The operator can guide the vehicle any way he needs and as the
vehicle is small in size it can reach places which are not possible for human. However,
the same method of control can be used for larger vehicles as well [6].

2.2 Components Used

At the heart of the device, lies an Arduino Uno, containing ATmega328P microcon-
troller. Communication was done on the receiving device, the vehicle by using HC-06
Bluetooth module. To drive the motors which powered the wheels we used a L298N
motor driver. Two regular DC motors were used with the driver. The whole electronic
setup was powered by two 3.7-V 18650 lithium ion batteries. The vehicle was con-
structed by using prebuilt acrylic chassis containing two rubber wheels and a cluster.
Necessary whole were drilled to route the wires from one component to another [3, 4].

2.2.1 Android Device
Communication between the HC-06 Bluetooth device (contained in the vehicle) and
Android operated device was made by using a special Android Application. Both
devices use Socket connection protocol to establish connection. The Application which
we used to operate the vehicle is an open source one and was downloaded from Google
Play store. However, we needed to modify the application in a few place to send out
some customized instruction to the receiving device. Our Android device was an ASUS
Zenfone 6, which ran Android version 5.0, which is also known by its codename,
Android Lollipop [7] (Fig. 1).

Fig. 1. Android device (cell phone) [Source: https://www.asus.com/phone/zenfone-products/]
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2.2.2 Arduino Uno
Arduino is an open source electronic platform which is very easy to use and has a very
user friendly hardware design and software programming interface. There are a number
of variants of Arduino boards. In our model we used the Arduino Uno. The main
reason for going with an Arduino Uno variant is that it is cheap and less complicated to
work with. Also maintains a very small form factor and lite weight which gives our
vehicle physical advantages. Moreover, the Arduino IDE is very easy to code with and
also has vast resources- such as libraries and sample codes- which make coding the
microcontroller much easier [8]. The specification for the Arduino board which we
used in particular is as follows (Fig. 2):

• Based on ATmega328P microcontroller
• Has input voltage ranging from 7 V to 12 V
• Has an operating voltage of V
• Contains 14 digital I/O pins, among them 6 are able to generate PWM
• Contains 6 analog input pins
• Has a flash memory of 32 KB
• Has a SRAM of 2 KB
• Has a clock speed of 16 MHz
• Has a maximum of 20 mA Direct Current per I/O pin.

Fig. 2. Arduino Uno [Source: www.google.com]
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2.2.3 L298N DC Motor Driver
As mentioned in the introduction, the main improvement that we brought into our model
is that we made our vehicle multi-directional. Multi-directional means a model which
has the ability to move 360° on a surface. In order to achieve this, it was essential to use a
motor driver. Motor driver can reverse the polarity of each motor according to
instruction received from the Arduino Uno which results in multi-directional movement
of our vehicle. In our model, we opted for the very popular L298N motor driver to drive
our 2 DC motors. L298N has the following specifications (Fig. 3):

• Is able to control 2 motors (combination of both DC and stepper) at the same time.
• Has bidirectional drive current of maximum 1A
• Has maximum power drive of 75 W at 75 °C
• Has a wide range of operating voltage from 4.5 V to 36 V maximum.

2.2.4 Vehicle Bluetooth Module
Bluetooth is a wireless communications protocol with client-server architecture, suit-
able for forming personal area networks. This device is specially designed for portable
devices which need to transfer data wirelessly while keeping the power consumption to
a minimum. This device can operate flawlessly on low power [5].

In our model, we wanted a communication solution which is easy to setup. To meet
this criteria, Bluetooth is the only possible option for the time being. We could have
opted for a Wi-Fi solution but then we would need to face the additional process of
assigning IP addresses to each device [8]. So to omit this complexity, we decided to opt
for Bluetooth. Bluetooth works depending on the MAC addresses of the device [10,
11]. In our module, we used the Bluetooth module HC-06. Specifications are (Fig. 4):

• Sensitivity (Bit error rate) can reach −80 dBm.
• The change range of output’s power: −4–+6 dBm.
• Has an EDR module; and the change range of modulation depth: 2 Mbps–3 Mbps.
• Has a build-in 2.4 GHz antenna.
• Can work at the low voltage (3.1 V–4.2 V).
• The current in pairing is as low as in the range of 30–40 mA.
• The current in communication is 8 mA.

Fig. 3. L298N motor driver [Source: www.google.com]
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• Has a working voltage of 5 V.
• Small (27 mm � 13 mm � 2 mm) & Peripherals circuit is simple.
• It’s at the Bluetooth class 2 power level.
• Storage temperature range: −40 °C–85 °C.
• Working temperature range: −25 °C–+75 °C.

2.3 Software and Hardware Setup

We began the built process by attaching the Arduino Uno, motor driver, DC motors,
Bluetooth, batteries module on the robotic chassis. After the physical build was done
we moved on to the software part. The software part consisted two main segments. One
of them was coding the Arduino Uno so that it can receive signals from the Bluetooth
device and operate the motor driver accordingly and the other part was to customize the
Android application for our convenience. We used the IDE that is designed for the
Arduino platform to code the microcontroller. When the coding was done the micro-
controller was ready to receive signals via Bluetooth from the Android application.
When some specific buttons are pressed on the GUI of the Android application some
predetermined characters are sent to the vehicle via Bluetooth. The microcontroller
receives this characters and determines what instruction is associated with that par-
ticular input and operates the motor driver accordingly.

Fig. 4. HC06 bluetooth device [Source: www.google.com]
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2.4 Program Code

Here is a portion of our code that was used to program the microcontroller. Here, we
are just showing the part of the code which does the initial setup of the microcontroller
such as initializing variables and declaring the state of the microcontroller pins.

2.5 Trial and Error, and Debugging

2.5.1 Bluetooth TX RX Pin Problem
The very first problem which was faced was wrong pin configuration. The Bluetooth
chip uses the TX and RX chip to transmit and receive data. However, the Arduino also
uses these pins to communicate with the computer for coding. As our model was
connected with the computer, the pins were preoccupied and Bluetooth chip was not
able to communicate with the microcontroller. Our problem was solved by freeing
those pins from one task when another task was ongoing.

2.5.2 Improper Movement Problem
After having solved the first issue our model ran. However, it did not follow the
instruction that were sent through the android device. The movement was wrong. Upon
checking, we found out that the wires that were connected to the motor driver and
Arduino Uno were misaligned. Wrong wires were connected to wrong pins. Con-
necting them to the right pins according to the code solved the movement problem.

2.5.3 Sudden Connection Drops
The connection between the Android device and the Arduino Uno Dropped sometimes
because of the Bluetooth device. Upon examining the cause, we found out that the
connection was dropping because the wiring of the Bluetooth device and the Arduino
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Uno was not perfect. We replaced the Jumper cables and the problem was solved.
However, connection drop due to interference from other wireless devices could not be
solved completely. We tried to omit this by not using other wireless devices such as -
Wi-Fi routers - while operating the model.

2.5.4 Uneven DC Motor RPM Problem
Due to how the DC motors are made, the motors did not have the same RPM on the
both wheels on the same voltage and current. As a result, our model was not able to go
on a straight line. This issue was solved by manually adjusting the PIDs in the motor.

3 Conclusion

Wireless technology is one of the most harmless activities to save human efforts to do
dangerous jobs like coal mining and dive deep into the seas. Unfortunately, due to
some demerits we are not utilizing it to its full. Normally robots that are this cheap
cannot perform multi-directional moves, nor can they receive the data we sent them.
Moreover, android apps are very cheap and available. For future implementation, we
are willing to add a camera and see through it. Besides, our ultimate goal is to add AI in
its software to make it ongoing by itself. As we target to replace human efforts from
dangerous jobs (i.e. coal mining, deep sea diving, rescue from fire incidents), we
present it as a prototype of a big ambitious model to give back to human kind.
Bluetooth here is being used to send the command (Fetch), then the command is sent to
Arduino Uno, and performed by motor driver (Decode & execute).
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Abstract. Visual secret sharing is a powerful technique, which allows to dif-
fuse and disguise a secret image into two or more shares. To reconstruct the
secret image these shares are stacked and viewed by the human visual system.
Unluckily, Visual cryptography is not in primary use because of the degradation
process entails severe problems in reconstructed image quality. Degradation
reflects in terms of pixel expansion and loss in contrast, which makes visual
cryptography unsuitable to handle visual information (image, video etc.) for the
purpose of sharing and protection. The visual secret sharing techniques per-
formed computation in order to absolve reconstructed secret image from pixel
expansion and loss in contrast. Progressive visual cryptography (PVC) inherits
all the advantageous features of traditional visual cryptography except the
decryption process. In PVC, contrast of the reconstructed secret image increases
gradually as the number of stacked shares increase but quality of reconstructed
secret images still an issue for the researchers. To resolve the issue, this paper
proposes a plane-wise encryption based progressive visual cryptography scheme
for gray image. The effectiveness of the proposed scheme are carried out by
experimental results and compared with state of the art approaches. Experi-
mental results show that proposed scheme is well suited for applications where
quality of secret image is a major issue.

Keywords: Image sharing � Visual cryptography � Visual secret sharing
Progressive visual cryptography � Plane-wise encryption

1 Introduction

Advances in computation and communication technologies facilitate fast and easy
transmission of visual information over the internet, social media, this leads to inse-
curity of visual information. Thus security of the digital images a major issue for the
researchers. To secure the digital information various techniques such as cryptography,
steganography, biometrics and watermarking etc. are developed. One of them is visual
cryptography [1], a visual secret sharing technique. It takes digital secret image as input
and processes it using codebooks to make n share images as output. These n share
images are assigned to n members of a group of participants. Any less than k members
from a group of participant have no clue about input secret image. Now any k,
2 � k � n members of the group can reveal the secret image by stacking their share
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images printed on transparencies. Such type of visual secret sharing is called as
threshold visual cryptography. Major drawbacks of threshold visual cryptography
schemes are that if any one of the required shares is missing, then all other shares are
useless and secret information cannot be revealed except this, proper alignment [2] of
shares is necessary to reveal the secret image. The basic principle of visual cryptog-
raphy has been illustrated through Fig. 1. Each pixel 1 (black) or 0 (white) of binary
secret image encoded into n1 black and n2 white sub-pixels, in each share where m is
pixel expansion and defined as m = n1 + n2, 0 � n1 � m and 0 � n2 � m. In the
Fig. 1, m = 2 and n1 = n2 = 1. Using bits of shares basis matrices are created. For
example, matrix M0 generated by row-wise arrangement of bits of the shares corre-
sponding to row R1 and matrix M0 corresponding to row R2 is column-permutation of
M0 corresponding to row R1. Thus, for m pixel expansion, m! are the total available
options to encode black or white pixels of the secret image. Matrices M0 and M1 are
codebooks to encrypt white and black pixels respectively. To show the working of
Visual Secret Sharing consider a case where k = 2 and n = 2 or 2-out-of-2 shown in
Fig. 2. It is a special case of (k, n)-visual cryptography scheme. Figure 2a is secret
image and Fig. 2b and c are shares while Fig. 2d is reconstructed secret image. The
reconstructed image is poorer than the original secret image due to appearance of noisy
pixels. This degradation in image quality is termed as loss in contrast. The size of
secret image (89 � 93) pixels shares (89 � 186) pixels and revealed image
(89 � 186) pixels respectively. It is obvious that size of shares and reconstructed secret
image increases two times than the original image in width, which leads to the pixel
expansion.

Due to beauty of perfect secrecy of visual cryptography, its associated problem of
secret sharing and physical properties such as pixel expansion, contrast and color of
secret image was taken into interest extensively by various researchers worldwide. In
literature, visual cryptography for general access structure proposed by Ateniese et al.
[3]. General access structure is composed of qualified set and forbidden set. Any subset
of qualified set can reveal the secret information while subset of forbidden set cannot

Fig. 1. Basic 2-out-of-2-visual cryptography scheme with m = 2
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reveal the same. Beside this other application areas of visual cryptography includes:
information hiding [4], watermarking [5], copyright protection [6], authentication and
identification [7], print and scan application [8], and transmitting passwords [9] etc.

To extend the application of visual cryptography to gray-scale, color images and to
improve the contrast of the reconstructed image halftone visual cryptography
(HVC) proposed [10, 11]. Halftone technique converts the gray level image into binary
then uses basic visual cryptography techniques to secure the secret image. In case of
color images, color models are used along with halftone techniques to achieve the
objective. The shares produced by schemes [1, 3, 10, 11] are meaningless due to which
it is very difficult for the users to manage a pile of such meaningless shares. To
overcome this problem Ateniese et al. [12] proposed extended visual cryptography
scheme (EVCS). In EVCS general constructions are defined which are further used to
produce meaningful shares, unlike the traditional visual cryptography schemes while
Loss in resolution and contrast still retains in this scheme. To resolve the problem of
pixel expansion, probabilistic visual cryptography [13–15] and random grid visual
cryptography [17–19] are elegantly proposed. Further visual cryptography technique
Proposed by Yang et al. [14], generalized by Cimato et al. [16]. The model proposed by
Cimato et al. tolerates between deterministic visual cryptography and probabilistic
visual cryptography. General constructions are defined based on pixel expansion
m when m = 1, model behaves like probabilistic visual cryptography and when m > 1
it behaves like deterministic visual cryptography. In probability based visual cryp-
tography schemes resolution is maintained at the cost of sacrifice of construction of
black and white pixels because there is no guarantee to reconstruct the pixels correctly.

Although the concept of random grids proposed by Kafri et al. [17] in 1987.
Further, work on random grid extended by Shyu et al. [18, 19]. The major advantages
of these schemes are that they do not need implicit or explicit codebooks to encrypt the
secret image. The quality of the reconstructed secret images still an issue to be handled.
This paper proposes a plane-wise encryption based progressive visual cryptography
scheme for gray image.

(a) Secret image (b) Share 1 (c) Share 2 (d) Reconstructed secret image

Fig. 2. Example of 2-out-of-2 OR-based visual cryptography scheme (a) secret image (b) share1
(c) share2 (d) reconstructed secret image
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The proposed scheme enables to obtain reconstructed secret image in original. It
also resolves the problem of alignment of shares, loss of resolution and loss of contrast.
Even, secret image with reduced visual quality can be obtained in case of any missing
share This feature of proposed scheme makes it suitable for sharing and protection of
images and videos. Symbols and their descriptions, which are used in this paper, have
been described in Table 1.

In the remaining sections: Sect. 2 describes progressive visual cryptography. Pro-
posed work presented in Sect. 3. Experimental results and comparisons with state of
the art approaches are given in Sect. 4, followed by conclusion in Sect. 5.

2 Progressive Visual Cryptography

To reconstruct the secret image three types of the decryption process enable the
recovery of secret image with varying quality. First one is stacked of physical trans-
parencies (shares printed on transparencies). Second one is improved stacking tech-
nique; in this technique result of the decryption process is halftone image. Third one
employs progressive stacking of shares to enable the schemes reconstruct secret with
gradually increasing contrast.

Progressive visual cryptography differs from traditional visual cryptography due to
the decryption process. Progressive visual cryptography employs stacking of shares
progressively. Using the progressive mechanism of decryption many state-of-the-art
schemes are proposed. Fang et al. [20] proposes progressive visual cryptography for
monochrome images. In 2005, progressive color visual cryptography proposed by Jin
et al. [21]. To improve quality of reconstructed image, traditional OR operation sub-
stituted with XOR operation and new encryption scheme based on 3 � 3 micro blocks

Table 1. Symbols and descriptions

Symbols Descriptions

Cn, n = 2 Matrix for codebook generation
Cn
0 Codebook to encrypt white pixels

Cn
1 Codebook to encrypt black pixels

SI Secret image
kSI, 1 � k � 8 kth plane of the secret image
knS, 1 � k � 8,
0 � n � 1,

Complimentary shares for kth plane of the secret image

kR kth plane after performing XOR operation between complementary
shares of kth plane

kSI Reconstructed secret image
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and corresponding look-up table developed. Jin et al. proposes a series of schemes
which are flexible to decode the secret image with varying quality. Schemes, proposed
by Fang and Lin suffer from some security issues which are handled by Hou et al. [22].
In literature, number of research [23–25] proposed a user-friendly progressive visual
cryptography. All the user-friendly progressive visual cryptography schemes produce
meaningful shares to ease the share management. Verifiable progressive visual cryp-
tography proposed by Shivani et al. [26] to ensure that genuine shares are presented by
the participants at the time of decryption. This scheme also suffers from pixel
expansion as well as loss in contrast.

3 Progressive Visual Cryptography Scheme for Gray Image

The State-of-the-art progressive visual cryptography schemes suffers from the loss of
contrast in the decrypted secret image and also not suitable for gray and color images.
Hence, to reconstruct secret image perfectly along with the benefits of traditional visual
cryptography schemes this paper proposes a scheme which extracts the bit planes of the
secret image after that encodes them using codebooks. Required codebooks obtained
by using Algorithm 1 and Algorithm 2.

3.1 Codebook Generation

To generate required codebooks a matrix of order 2n � n, n = 2, is needed. This matrix
holds the binary equivalent of the decimal numbers from 0 to 2n − 1. This matrix is
divided into two matrices C0

n and C1
n using Algorithm 2. Matrices C0

n and C1
n are used

as codebooks to encrypt white and black pixels respectively. Execution result of
Algorithm 1 for n = 2 is denoted by Cn. Now divide matrix Cn into two 2n−1 � n sub-
matrices C0

n and C1
n by using Algorithm 2.

Algorithm 1: Matrix for Codebook Generation 

Input: Parameter n.
Output: A 2n × n matrix Cn

1: for i= 1 to 2n do
2: C(i,1 to n) = de2bi(i− 1, n) . \\Convert decimal number i− 1 to n bit binary number
3: end for
4: for for j= 1 to n do
5: Cn(1 to 2n, j) = C(1 to 2n, n − j + 1) . \\Reverse the entire row vectors of matrix C.
6: end for
7: return Cn
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2
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1 0

" #
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3.2 Bit-Planes for Gray Image

Let SI be an 8 bit gray-scale image. It means the gray image is composed of 8 bit
planes. Each bit of every pixel corresponding to the respective plane of the image. It
means each pixel of the image contributes to the quality of the image. To get the bit-
planes of image, Algorithm 3 is used, where bitget(.) and logical(.) are MATLAB
functions. For example, a standard image Leena (image) is used as secret image, which
is shown in Fig. 3(a). All extracted bit-planes are shown in Fig. 3(b) to (i) corre-
sponding to bits 1 to 8 of pixels from least significant bit (LSB) to most significant bit
(MSB).
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(a) Secret Image )(b 1SI (c) 2SI (d) 3SI

(e) 4SI (f) 5SI (g) 6SI (h) 7SI

(i) 8SI

Fig. 3. (a) Secret image (b) to (i) are bit-planes corresponding to bits 1 to 8 of pixels from LSB
to MSB
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3.3 Proposed Scheme

To share the gray-scale secret image between the participants in such a way that
decryption will be achieved in progressive order. First of all, bit-planes of secret image
extracted using Algorithm 3. To obtain the complementary shares, extracted bit-planes
are fed as input to the Algorithm 4. For every kSI(i, j), 1 � k � 8, 1 � i � r,
1 � j � c, pixel of each bit-plane Algorithm 4 generates two complementary shares
k0S and kS with the help of codebooks Cn

0 and Cn
1. To do so depending upon the pixel

value of the bit-plane codebooks are chosen. After that to select the row of selected
codebook a random number t, t = 1, generated. Next step is to assign share values for
that pixel to the complementary shares. Steps of the encryption algorithm for proposed
scheme are given below.

3.4 Decryption Process

To reconstruct the secret image decryption process is divided into the following steps.

1. Perform XOR-operation between every pair of complementary shares. Let 1R, 2R,
3R, 4R, 5R, 6R, 7R and 8R be the results of XOR-operation.

380 S. P. Kannojia and J. Kumar



2. Ignore complementary share of the missing share and assume kR value null for that
pair.

3. Then reconstruct the secret image using the formula given in Eq. 1

rSI ¼ a
7

i¼0
2i �iþ 1 R
� � ð1Þ

where, rSI reconstructed secret image and � is OR-operator.

4 Experimental Results

Proposed scheme as discussed in Sect. 3 is implemented using MATLAB. Figures 3
and 4 shows the experimental results on the standard image leena. Figure 3, shows all
the bit-planes 1SI, 2SI, 3SI, 4SI, 5SI, 6SI, 7SI and 8SI for input secret image. Shares
corresponding to these bit-planes are given in Fig. 4(a) and (b) are shares for 1SI,
(c) and (d) for 2SI, (e) and (f) for 3SI, (g) and (h) for 4SI, (i) and (j) for 5SI, (k) and (l) for
6SI, (m) and (n) for 7SI, (o) and (p) for 8SI and (q) is reconstructed image. From the
experimental results, it is found that no one can get any clue by merely seeing the
shares and reconstructed secret image perfectly, when all the shares are available.

4.1 Comparison with State-of-the-Art Approaches

Experimental results of the proposed scheme are compared with state of the art
approaches using following parameters such as format of secret image, share type
(meaningful or meaningless), contrast loss, pixel expansion and quality of recon-
structed image are taken into consideration. Experimental results of proposed scheme
and state of the art approaches based on above mentioned parameters are listed in
Table 2. It is found that most of the state of the art approaches works on the half-toned
images and reconstructs halftone images while proposed scheme takes gray image as
input and reconstructs secret image perfectly.

Table 2. Comparison with state-of-the-art approaches

Schemes Secret
image

Meaningful
share

Contrast
loss

Pixel
expansion

Reconstructed
image quality

Fang et al. [20] Binary No Yes Yes Reduced
Jin et al. [21] Halftone No Yes No Varying
Hou et al. [22] Halftone No Yes No Halftone
Fang et al. [23] Halftone Yes Yes Yes Halftone
Lin et al. [24] Binary, gray Yes Yes No Reduced
Shivani et al. [25] Binary Yes Yes No Reduced
Shivani et al. [26] Binary Yes Yes No Reduced
Proposed Gray No No No Original
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)a( 10S )b( 11S (c) 20S (d) 21S

)e( 30S )(f 31S (g) 40S h( ) 41S

(i) 50S (j) 51S k)( 60S (l) 61S

m)( 70S (n) 71S (o) 80S (p) 81S

(q) Reconstructed image

Fig. 4. Experimental results: (a) and (b) are shares for 1SI, (c) and (d) for 2SI, (e) and (f) for 3SI,
(g) and (h) for 4SI, (i) and (j) for 5SI, (k) and (l) for 6SI, (m) and (n) for 7SI, (o) and (p) for 8SI and
(q) is reconstructed image
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5 Conclusion

This paper proposes plane-wise encryption based progressive visual secret sharing
scheme for gray-scale images. Experimental results show that reconstructed image is
same as the original secret image when all the shares are available. The proposed
scheme tolerates to the quality of the reconstructed image if any share is missing and
reconstructs partial secret image. The quality of proposed scheme is better than the
state-of-the-art approaches.
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Abstract. Cloud computing is an vast area in which computing resources,
network access and accessing vast distributed over the network. To coordinate
and distribute the task is complicated in cloud computing, in order to avoid
overload and resource management and utilization are some challenging task.
Load balancing is the main feature for the operations in cloud computing. It is a
method to distribute the workload across the network, to minimize the pro-
cessing time and response time it plays an important role. The load balancing is
required to maximize the throughput and increase the performance of the cloud
services. Here we discussed some of the algorithms which are as follows
Throttled, round robin and advanced throttled algorithm. For evaluation we used
the cloud analyst tool.

Keywords: Throttled algorithm
Round robin algorithm and advanced throttled � Cloud analyst

1 Introduction

The cloud computing is a new technological advancement in which resources [1] like
memory, processors and other storage are provided as a wide-ranging utilities. The
resources can be sublet and released by users through the Internet in an on-demand
basis. The appearance of ‘Cloud Computing’ has made an massive impact on IT
industry over the past few years. The business companies try to find to reshape and
improve their business models to gain benefit from Cloud Computing services. Large
companies such as Google, Amazon and Microsoft strive to provide more powerful,
reliable and cost-efficient cloud platforms [2].

The architecture of a cloud computing consist of four layers shown in Fig. 1.

(1) The hardware layer: This layer shows that in the data centre the thousands of
computers are interconnected through router and switches. So obviously many
issues will rise in this layer related to the hardware configuration, fault tolerance,
cooling and performance of the devices.
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(2) The infrastructure layer: Sometime this layer is also known as the virtualization
layer. By using virtualization technologies such as Xen [3], KVM [4] and
VMware we can create a group of storage and computing resources by dividing
the physical resources.

(3) The platform layer: On the top of the above layer there is platform layer which
consist of the operating system. It work as a bridge between both the application
and operating system. The work of this layer is to minimize the burden.

(4) The application layer: It is some time also known as the cloud. It is the top most
layer which work as a cloud for the applications. It provides the better facilities to
overcome the difficulties; it provides the better performance and lower operating
cost. Cloud computing has been widely adopted in the IT industry [5, 6].

2 Load Balancing Algorithms

Generally the load balancing is divided into two different types of Static Load
Balancing and Dynamic Load Balancing.

Static means fixed, as in this each node is fixed and balancing decisions are made at
compile time [7], these are non defensive so that if once the load is due to the node it
cannot be transferred to the other node.

In round robin all task assign in FCFS manner periodically because in this algo-
rithm we have time quantum. All work tasks should be assigned to the computing
nodes on round robin fashion. After calculating the last node first node will compute.
All nodes maintain local load i.e. independent from remote node [8].

Fig. 1. Cloud computing architecture [1]
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The datacenter controller sends the request to the VMs randomly from the group
and then it assigns the request in a circular manner. After VM is allotted it is shifted to
the end of the list. Round robin is the simplest algorithm to give out the load between
the nodes.

The best informative load balancing decision is made by dynamic load balancing
while run time state information execute. In it load is distributed between the processor
at running time. It monitor the changes and redistribute the work if load occurs.

In dynamic load balancing algorithm we have throttled load balancer, it maintains
table for all the VMs and whenever a new request appears in the table it is parsed by the
load balancer, VM id is returned to data controller if suitable VM is not found then −1
is returned.

It is similar to throttle algorithm with a little change in VM index table. According
to this algorithm an index table is maintained by load balancer that contain all the
currently allocated request of VM. As the new request arrived VM with the least load
balance is chosen by the load balancer.

Load balancer deallocates the VM after completion of the task (Figs. 2 and 3).
The proposed algorithm is named as Advanced Throttled (ATH) Algorithm, it is an

improvement over Throttled algorithm and it distributes work load evenly among
virtual machines [8]. This modified version works as follows:

1. It maintains index table of VMs
2. In it data-centre queries the ATH VM load balancer for next allocation.
3. For the next queries the ATH VM Load Balancer parses the allocation table after

the recently allocated VM till the table is completely parsed [9].
4. If VM is available then it returns VM id.
5. Data centre controller sends the notice to the new ATH VM load balancer.
6. It update the allocation table.

Fig. 2. CloudAnalyst architecture
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3 Parameters

Region: Cloud analyst divides the world into six regions. There are two more entities
on user basis and data centers are also belong to these region.

Users: In order to generate the traffic for simulation, User Base models a group of users
(may be hundreds or thousands) which will be measured as a single unit in the
simulation.

Data center controller: A single Data Center Controller is mapped to a single cloudsim.
The data center object managed all activities such as VM creation and destruction,
routing of user requests received from User Bases through the Internet to the VMs.

VM load balancer: During the simulation the VM load balancer allocate the load on
various datacenter according to the request.

4 Results

For simulation of load balancing algorithms using CloudAnalyst, [10] the parameters
are set on the basis of user base configuration, application deployment configuration,
and data center configuration as shown in Figs. 4, 5, 6. As shown in Fig. 4 in six

Fig. 3. CloudAnalyst GUI

Fig. 4. Result screen of simulation RR with 6UBs
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different regions of the world the location of user bases has been defined. The request
of three different user are handled by three data centers. DC1 located in region 0, DC2
in region 1 and DC3 in region 2. Here we have taken 6 user bases. 50 VM are allocated
in each Data Center. The simulation duration is set as 60 h [11].

4.1 Response Time

For RR, TH and ATH the overall response time and user Base hourly response time are
as shown in Figs. 7, 8 and 9 respectively.

Fig. 5. Result screen of simulation TH with 6UBs

Fig. 6. Result screen of simulation ATH with 6UBs
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Fig. 7. (a) Response time for RR. (b) Hourly response time for RR
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Fig. 7. (continued)

Fig. 8. (a) Response time for TH. (b) Hourly response time for throttled
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Fig. 8. (continued)
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Fig. 9. (a) Response time for ATH. (b) Hourly response time for ATH
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4.2 Data Center Request Service Time

For RR, TH and ATH the data center request service time are shown in Figs. 10, 11
and 12 respectively.

Fig. 9. (continued)

Fig. 10. Data center request service time for RR
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4.3 Processing Cost

For RR, TH and ATH the processing cost are shown in Figs. 13, 14, 15, 16, 17 and 18
respectively.

Fig. 11. Data center request service time for TH

Fig. 12. Data center request service time for ATH

Fig. 13. Processing cost for RR
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Fig. 14. Processing cost for TH

Fig. 15. Processing cost for ATH

Fig. 16. The results of simulation using RR of 3 data centers with 25, 50, 100 VMs.
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5 Conclusion

In cloud environment for executing the user request, we have simulated three existing
load balancing algorithms i.e. Round Robin (RR), Throttled (TH) Algorithm. Also we
have simulated our proposed algorithm Advanced Throttled Algorithm (ATH) for
comparing the results. From the graphs it is proved that our proposed algorithm
Advanced Throttled (ATH) Algorithm is more efficient as compared to the existing
static and dynamic load balancing algorithms.

These results can still be improved by using some advanced algorithms that can
handle Big Data in heterogeneous environment. So further in future we can develop an
algorithm that can reduce the overall cost of processing and fulfill user requests in
lesser time.

Fig. 17. The results of simulation using TH of 3 data centers with 25, 50, 100 VMs

Fig. 18. The results of simulation using ATH of 3 data centers with 25, 50, 100 VMs
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Abstract. Cache replacement policies play important roles in efficiently pro-
cessing the current big data applications. The performance of any high perfor-
mance computing system is highly depending on the performance of its cache
memory. A better replacement policy allows the important blocks to be placed
nearer to the core. Hence reduces the overall execution latency and gives better
computational efficiency. There are different replacement policies exits. The
main difference among these policies is how to select the victim block from the
cache such that it can be replaced with another newly fetched block. Non-
optimal replacement policy may remove important blocks from the cache when
some less important (dead) blocks also present in the cache. Proposing better
replacement policy for cache memory is a major research area from last three
decades. The most widely used replacement policies used for classical cache
memories are Least Recently Used Policy (LRU), Random Replacement Policy
or Pseudo-LRU. As the technology advances the technology of cache memory is
also changing. For efficient processing of big data based applications today’s
computer having high performance computing ability requires larger cache
memory. Such larger cache memory makes the task of replacement policies
more challenging. In this paper we have done a survey about the innovations
done in cache replacement policies to support the efficient processing of big data
based applications.

Keywords: Cache memory � Multicore-system � Efficient data processing
Replacement policies

1 Introduction

Replacement Policies plays an important role in cache memory systems [1]. The
current demand of big data applications makes it more important to use a better
replacement policy for cache memories [1–3]. Since all the data needs to be fetched to
the processor for any computation, using efficient replacement policy will allow the
heavily used blocks to be kept in cache memory. To support better big data processing
and high performance computing, larger cache size (especially for Last Level Cache) is
required. This large sized cache has high capacity which helps the big data applications.
Though the larger cache reduces the number of misses but it has some other com-
plexities like access latency [4, 5], dead blocks [6, 7] etc. Implementing efficient
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replacement policy for such cache is also challenging as the associativity of such cache
are high [8].

All set-associative and fully associative cache memory need Replacement policy.
A set-associative cache is like a two-dimensional array where each row is called a set
and each column is called a way. For example a 4-way set associative cache has 4-
columns. The number of sets in a cache depends on the size of the cache. Each cache
entry (considering an element in 2D array) stores a cache block that is fetched from
lower level of memory. Each block has a separate address and the block is placed into
the cache based on its address. In case of set-associative cache some address bits
decides the set-index and the block always maps to a fixed set. The block can be placed
in any of the ways available in the set. But if no free way is available then an existing
block has to be replaced from the set to place the new block. The purpose of
replacement policy in cache memory is to select the victim block that can be replaced
from the cache. The fully associative cache has only one set and many numbers of
ways. The purpose of replacement policy in fully-associative cache is same as in set-
associative cache. In set-associative cache each set has its own replacement policy.

Efficient selection of victim block is important for the performance of the cache.
The replacement policy should take the maximum advantage of the temporal locality1:
a recently accessed block will be very likely accessed again in near future. If a
replacement policy selects a recently used block as victim and evicts it from the cache
then the cache will face a miss in its next access. Hence selecting a better replacement
policy is very important for every cache memory systems. In this paper we have done a
survey on the different replacement policies starting from the basic policies to the most
recent policies [2, 3, 8, 9]. We have discussed the policies proposed for current larger
sized cache memories which are required for the computers designed for high per-
formance computing. The current challenges and the possible research directions are
also discussed in this paper. The paper will be helpful for those researchers who want to
start research in this area.

The organization of this paper is as follows. The next section discuss about the
basic concept of cache organization as it is important to understand cache memory
before understanding the replacement policies. Section 3 explains the details about how
replacement policy works. The traditional replacement policies are also discussed in
this section. Advancement of replacement policies are discussed in Sect. 4. The current
issues and possible research opportunities are discussed in Sect. 5. The procedures for
experimental analysis of cache memory as well as replacement policies are discussed in
Sect. 6. Finally Sect. 7 concludes the paper.

2 Cache Organization

To discuss about replacement policies it is important to first discuss about the cache
architecture. As mentioned earlier a cache can be either fully associative or set-
associative. In today’s multiprocessors where multiple cores are placed in a single chip
each core has some private level of caches and all the cores shared a large size Last
Level Cache called LLC. For example in case of Intel-i7 processor there are four cores,
each has its own L1 and L2 cache and all the cores share a common L3 cache as LLC.
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Figure 1 shows an example of such cache organization. In the figure there are four
cores, each core has its own L1 Data and L1 Instruction cache. All the cores are sharing
a common large size LLC. The cores and LLC here are connected with an on-chip
interconnect. The interconnect can be either bus or network-on-chip [1, 10]. The LLC
is also divided into multiple parts called banks; the detail description about banks is
outside the scope of this paper [4, 11].

Most of the caches used by today’s processors are set-associative cache. Figure 2
shows an example of set-associative cache. Each cache, irrespective of its level, uses
some replacement policy. In this paper from now onwards we will assume L2 as LLC.
When a core requests for a block it first searched in its local L1 cache. If the block is
found in local L1 cache then it is a hit and the data will be sent to the core. In case the
block is not in L1 then it is a cache miss and the request will be forwarded to the LLC
(L2). If the block is also not found in L2 then the main memory will be contacted and
the block will be first fetched from main memory to L2. To place a newly incoming
block, an existing block from cache has to be selected as victim block. The replacement
policy is used for this purpose.

Fig. 1. An example of multi-level cache organization
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3 The Basic Concept of Replacement Policies

As mentioned in Sect. 2, in case of set-associative cache each set has its own
replacement policy. To maintain this policy some additional data structure has to be
used. Such hardware components consume additional storage, power and chip area.
Also complex replacement policy can increase the cache access time. Hence a better
and efficient replacement policy is always required. As the technology changes the
replacement policies are also changing to meet the current demands.

3.1 Traditional Replacement Policies

The best replacement policy is a theoretical replacement policy proposed by Belady in
1966 [12]; it is called as Belady’s Optimal Replacement Policy (OPT). The policy said
that every time the victim should be the block which will be used in farthest future
among all the existing blocks. It is not possible to implement in real hardware because
knowing future is not possible. All the real replacement policies has a huge perfor-
mance gap with Belady’s OPT [8]. Though the Belady’s OPT is not implementable in
real hardware but it is possible to simulate it to compare with other policies. To do this
the simulator will first run the application and record all the block requests as traces.
These traces are then can be analyzed to simulate Belady. The details of this process are
given in [8].

The three main tasks of any replacement policies are [1]:

1. Victim Selection: Select a victim block to be replaced by another.
2. Block Insertion: Where to insert a newly incoming block. Traditional rule is to

insert the new incoming block at MRU position.
3. Block Promotion: Where to promote a block after an access of the block. Tradi-

tional rule is to promote the block as MRU.

Fig. 2. Example of set-associative cache.
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Note that the insertion and promotion position above does not mean the way
number of the set. These are the position of each block maintained by the re-placement
policy of the set.

The most well-known replacement policy used from many years is Least Recently
Used (LRU) policy [1]. In this policy the least recently used block is selected as the
victim block. Whenever a block in cache is being accessed it is considered as the Most
Recently Used (MRU) block. Implementing LRU policy requires to maintain the
timestamps of each block’s latest access. A recently accessed block has higher time-
stamp than the older blocks. Making a block MRU means its timestamps is set as
current time-stamp of the system. A data structure is required to maintain the times-
tamps of each set. In real implementation of LRU policy, instead of using timestamps,
binary numbers are used to separate each block. For example, if a set has 8-ways then
to uniquely represent each way, 3 bits are required. The number 111 can be considered
as MRU and 000 as LRU. Since LRU policy is simple and easy to implement it has
been used by most of the cache memories from last three decades [1, 9]. Today also
most of the recently proposed replacement policies are based on the aging concept of
LRU [3, 8]. Other well-known replacement policies are Random replacement and
MRU replacement [13]. Random policy selects a random block as victim and MRU
works just as the opposite of LRU.

3.2 Issues with Traditional Replacement Policies

The major issue of LRU policy is the presence of dead blocks [6]. There are many
blocks which are requested by the cores to use only once. Such blocks when fetched are
placed in MRU position (according to LRU policy) but since it will never request again
by the core the block is dead. Since LRU only selects the least recently used block (lru
block) as victim, it will take time to become a dead block as lru block and being
evicted from the cache. There is no technique possible to detect dead blocks in cache as
it requires to see the future but a dead block can be predicted with high accuracy [8].
Section 4 discusses about the innovative improvements of LRU policy to handle dead
blocks. The issue of dead block is more in LLC than the upper level of caches. It has
been found that the most of the benefits of temporal locality is consumed by the upper
level of caches and hence the chances of being a block dead in LLC are very high [1,
8]. The random replacement policy can evict the important block early hence it is not
practical to use [13].

As discussed above the traditional replacement policies (LRU and random) has
performance issues. The situation has become more critical as the size of the LLC
becomes larger. There are many innovative techniques has been proposed to improve
the performance of LRU based policies [14–22]. A better LRU policy means more
number of hits, less hardware overhead and less number of dead blocks. In this paper
we will discuss about them.
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4 Improved Replacement Policies

To understand these techniques we can assume that the replacement policy is main-
taining a list with LRU block in one end and MRU in another end. The blocks change
the position after every access. As mentioned above there are blocks exists which
require only once by the core. In [23, 24] the author proposed a technique to place the
incoming block at lru position i.e. the block insertion policy places the block at lru
position. The victim selection and block promotion techniques are remain same as
traditional LRU policy. These designs reduce the dead blocks in the cache. In Bimodel
Insertion Policy (BIP) a block is inserted in MRU with some probability. Finally they
proposed Dynamic Insertion Policy (DIP) where both BIP and LRU are used based on
some statistics.

To reduce the gap between implementable replacement policies and Belady’s OPT
algorithm, a distance prediction based replacement policy is proposed in [19]. In this
policy the reuse distance of a block in future is predicted. The concept is a combination
of reuse distance and LRU policy. The policy tries to select the block having the
highest reuse distance as victim block. In case a block has no predicted reuse distance
then LRU policy is used to select victim. Some other LRU based replacement policies
are Shepherd Cache [20], Extra Light-weight Shepherd Cache [21], Re-Reference
Interval Prediction [17] and Pseudo-LIFO [25]. In [26] the authors have proposed a
memory-level-parallelism based replacement policy.

Most of the modifications and experience with replacement policies are per- formed
with lower level caches especially LLC. As the L1 cache is directly associated with the
core, all the processors use simple LRU policy for L1. In LLC the associativity may
vary from 4 to 32. Better dead-block detection technology can improve the replacement
policies. In [13] the author proposed a Random LRU where LRU policy is only applied
to the half of the ways. Other ways use random replacement policy. The victim is
always selected from the LRU position. After evicting the victim block a random block
will be moved to LRU section and the newly incoming block is placed in random
section. This removes the dead blocks early from the cache. Care has been taken not to
evict important blocks because of random selection. A randomly selected block is
moved to the LRU to provide some more chances to be in the cache.

As mentioned earlier that the detection of dead block is not possible but it can be
predicted. Some researchers use machine learning based techniques in LLC to predict
the dead blocks [2, 6, 7, 9]. Such deadlock prediction techniques have high accuracy
but have some hardware overhead. Due to such overheads these policies cannot be
implemented for higher level of caches. Reused counter based policy and cost based
polices are also used as alternative of traditional LRU policy. In reused counter based
policies a counter is maintained for each block in the set. The counter is incremented
after every access (hit) of the block. During the eviction, a block having least value in
reuse counter is selected as victim. The assumption behind this technique is that a
highly accessed block will be accessed again in future with high probability. The
disadvantage of such policy is that a new important block may also have low reuse
value which will be used in future. Some additional mechanisms are required to select
victim in these policies. Cost based policies tries to reduce some cost by selecting the
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victim block. The cost can be either latency, number of misses, energy consumption,
number of instruction executed during miss etc. [29].

4.1 Adaptive Replacement Policies

The adaptive replacement policy changes behavior or victim selection techniques based
on the dynamic behavior of the systems. It is mostly required for the hybrid last level
caches [27, 28]. Today’s large size LLC are designed with combination of SRAM and
other technologies like PCM [27], STT-RAM [27] etc. Both PCM and STT-RAM are
expensive in terms of writes. Using an adaptive replacement policy in upper level of
cache, the number of writes in LLC can be dynamically controlled. Some of the exiting
works in this area are [2, 3, 9, 29].

4.2 Cache Partitioning

Replacement policy can also serve some additional purpose to improve the cache
performance. Normally in multi-core systems different core execute different ap- pli-
cation simultaneously. Most of the high performance computing systems has multiple
cores and the core runs different applications [1]. Such simultaneous execution may
create contention in LLC as it is shared by all the cores. A heavily used application may
forcefully remove all the blocks of another application from LLC. Such issues can be
handled by cache partitioning. Replacement policy has a major role to implement any
cache partitioning technique [30–32].

As mentioned above, based on the requirement of the application, the cache should
be partitioned its ways, to all the cores. Such partitioning is possible by changing the
insertion and victim selection process of LRU based policies. A block from low
demanding application can be inserted into middle position and the blocks from highly
demanding applications can be inserted at mru position. Such policy will allow more
blocks from heavy applications to reside in the cache as the blocks from light appli-
cations will be evicted faster. The above technique is implemented in [31]. To select the
proper load requirement of each application an Utility Based Monitor has been used.
The main issue with this technique is that the partition is static. For example, consider a
two-core system where both the cores are executing different applications. Assume that
out of 8-ways, 3 ways are given to first core (C1) and 5 ways to second core (C2). After
some time if the load requirement of C2 decreases and the same for C1 increases then
the policy cannot change its partition dynamically. Another policy for handing such
dynamic partitioning is proposed in [33]. An improved version of this technique is
proposed in [34].

4.3 Global Replacement Policies

The replacement policies used by each set of set-associative cache separately are called
local replacement policy. They called as local because each set has its own replacement
policy. These local policies may not select the best victim block every time. For
example, the victim block selected by the LRU policy of set-0 may not be the oldest
block in the cache. There may be older blocks present in other sets. Such issues are not
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required to handle if the cache is traditional set-associative cache. There are some other
cache architectures like V-Way [35], Z-Cache [36] and T-DNUCA [37] where global
replacement policy is required. In V-way the tag and data array of the cache are
completely separated and any tag location can map to any data location. The tag array
is same as set-associative but the data cache is fully-associative. Such type of cache
architectures is required for better utilization of cache sets [38, 39]. More detail
explanation about uniform cache utilization is out of scope for this paper. V-way uses a
global replacement policy for its data array. To reduce the complexity and latency of
such replacement policy the author proposed a low cost global replacement policy.

5 Current Issues with Replacement Policies

The LLC size is increasing in the era of big data. The replacement policy must handle
such highly associative caches efficiently. Most of the existing replacement polices are
proposed to reduce number of misses in cache. Other parameters like chip temperature,
power consumption and hit rate are also important for the large size LLCs. The
machine learning based techniques used for predicting dead block are complex and not
possible to implement for upper level of caches as it will increase the access latency as
well as the hardware overhead. Designing less complex dead block detector of upper
level of caches is a challenging task. As the technology changes the current system with
high computing power are using DRAM based cache as LLC [27]. These DRAM
caches are placing in both 2D and 3D chips. Due to its larger size and associativity the
traditional replacement policy may degrade the performance of the system. As per our
knowledge very less work has been done to propose hardware efficient replacement
policies for DRAM caches.

6 Procedure for Experimental Analysis

For experimental analysis designing the physical hardware component is ex- pensive
and may not be possible for research oriented works. Hence most of the researchers
working in computer architecture use different simulation tools to simulate the hard-
ware systems. There are different types of simulator exits: full-system simulator [40,
41], NoC based simulator [42], Cache modeler [43], Power/Energy Simulator etc.
Implementing replacement policies in simulators is very simple. It can be done with
almost all full system simulators. A simulator is called full-system simulator if it has
capability to simulate the entire system. The simulated environment is act as an virtual
machine within a real machine. Some of the full system simulators are: GEMS [41],
Simics [44], and Gem5 [40] etc. Some standalone application can also be developed for
experimenting re- placement policies [8].
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7 Conclusion

Replacement Policies plays an important role in cache memory systems [1]. The
current demand of big data applications makes it more important to use a better
replacement policy for cache memories [1–3]. Since all the data needs to be fetched to
the processor for any computation, using efficient replacement policy will allow the
heavily used blocks to be kept in cache memory. The most widely used replacement
policies used for classical cache memories are Least Recently Used Policy (LRU),
Random Replacement Policy or Pseudo-LRU. As the technology advances the tech-
nology of cache memory is also changing. For efficient processing of big data based
applications the larger cache memory has to be used. Such larger cache memory makes
the task of replacement policies more challenging. In this paper we have done a survey
about the innovations in cache replacement policies in last 15 years to support the
efficient processing of big data based applications.
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Abstract. Dental image processing plays a vital role in case of human iden-
tification. Proceeding a pace ahead in the area where image processing of dental
radiographs for effective detection and diagnosis of dental diseases required.
Edge detection plays an important role on dental radiographs as it contains the
information of object discontinuity in an image. In this research, three edge
detection techniques are implemented they are Sobel, Type 1 Fuzzy Logic
System (T1FLS) and Interval Type 2 Fuzzy logic System (IT2FLS) on dental
radiographs of different patients. If the image information of healthy and
effected teeth are available in the form of pixels, the diseases can easily be
identified by edge detection technique for further better diagnosis. The main aim
of this research is to provide fast and best edge detection technique applied on
the dental radiographs. Comparison among mentioned techniques are on the
bases of total edge detected pixels, time taken by algorithm and ability to detect
the dental diseases clearly. By considering all those parameters, IT2FLS gives
better results shown in this paper.

Keywords: Dental diseases � Sobel operator � T1FLS � IT2FLS
Edge detection

1 Introduction

In dental x-ray imaging, edge detection acts a very helpful function in detecting and
diagnosis of the dental diseases. Since, brightness of x-ray image are not good enough
because of sequins occurs due to the presence of water on teeth. The biggest difference
between the digital dental x-ray of other important x-ray development mechanisms is
that the digital dental x-rays are usually recorded by the dentist by the use of x-ray
equipment in several orientations although with other significant x-ray mechanisms, the
x-ray device is also static or goes in a solidly aligned path. Dental radiograms are poor
and complicate in some of the diseases extraction such as tooth decay, cavities [2],
tooth abscess [3], impact tooth, chipped tooth, diastema, crooked teeth etc.

Edge detection is the procedure of placing and positioning lack of continuity,
differences and divergent orientations in an image. Edges plays a vital role in image
processing applications. It can be specified by the group of immediate pixel location
where a sudden changes in intensity information occurs. Edges be the outline of objects
and background. An edge detector can be applied for feature extraction, image seg-
mentation and object identifications [1].
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Conventional edge detectors Sobel, Perwitt and Roberts [4] are centered on
derivatives of an image concentration purpose. They have high performance speed and
are widely implemented. However, they fail to detect edges in complex medical images
and those with acquisition artifacts. Therefore, it necessitates a comprehensive modi-
fication to enhance their performance. The algorithm of Multiple Morphological
Gradient (mMG) is applied in [5] for clearly visibility of boundaries of object in
panoramic radiograms. Furthermore, mMG algorithm should be applied for the
detection of more number of dental diseases.

To overcome the problems of conventional edge detectors. Fuzzy Logic technique
came into existence. Fuzzy logic is soft computation procedure designed for modeling
partial information or ambiguous information. The usage of type-1 fuzzy logic in actual
computer structures is wide, especially in user productions and operating applications.
Fuzzy logic is field of soft computation which alters a computer organization to argue
with uncertainness. A fuzzy inference system (FIS) comprises a set of rules determined
above fuzzy sets. Fuzzy sets simplify the theory of a conventional set by granting the
degree of membership to be several value with in 0 and 1 [6].

Nowadays, the effectiveness of type-2 fuzzy logic is what it accept one further pace
towards the destination of ‘Computing with Words’ or the purpose of computers to act
human sensing. This study focused on the impression of a fuzzy set whereas the
membership degree of a fuzzy sets are evaluated with linguistic relations such as small,
medium and large. [7, 8] at this phase, the explore was of extremely numerical, the-
oretic nature and actually was around constructing more or less of the foundations to
more recent work.

The section of this research is prepared as follows; the description of sobel edge
detector and the way of edge detection process used by gradient method is demon-
strated in Sect. 2. The detection of edges using T1FLS with all the inputs applied at the
time of process is described in Sect. 3 same as in Sect. 4, edge detection with IT2FLS
along with input and output membership function are described and fuzzy inference
rules which is applied in both T1FLS and T2FLS to evaluate the input and output
variables. In Sect. 5, results and discursion takes place by taking different types of
dental radiographs of different patients. Finally, in Sect. 6, conclusion and future scope
according to the results takes place on the basis of parameters found in previous
sections.

2 Sobel Edge Detection

Sobel edge detector applied on the digital image having gray scale values, that com-
putes gradients of an intensity of the light of every pixels, affording the way of larger
potential gain of dark to light [9]. Sobel operator comprises of the matrix of 3 � 3
masks for convolution over an input image. As shown in Eq. (1) where the Sobelx and
Sobely are sobel operators across horizontal and vertical direction respectively used for
detection of edges in an image in respective directions. For the result, this mask moves
throughout over an image [9].
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Sobelx ¼
�1 0 1
�2 0 2
�1 0 1

2

4

3

5 Sobely ¼
1 2 1
0 0 0
�1 �2 1

2

4

3

5 ð1Þ

Gx ¼ Sobelx � I ð2Þ

Gy ¼ Sobely � I ð3Þ

g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gx2 þ gy2

p
ð4Þ

Equations (2) and (3) defines ‘*’ defines the convolution operator, ‘I’ as input
image (dental radiographs), ‘Gx’, ‘Gy’ shows that images of every level comprises of
horizontal, vertical derivative estimation and in Eq. (4) magnitude is determined that is
given by ‘g’.

3 Edge Detection with Type-1 Fuzzy Logic System (T1FLS)

Especially, in biomedical images, where there the images are less contrasted, there
edges are advantageous to detect. Because, the wrong choice of edges might contribute
to improper treatment to the diseases. After concerning all those problems edge
detection using T1FLS is introduced to detect edges, which considers image be a fuzzy.
And extract some parameters of images for creating fuzzification using membership
functions. In majority of images where edges aren’t distinctly determined, that is to say
edges are discontinued, unclear, or blurred and in that situation edge detection gets
more hard. For this purpose, different steps to be followed by fuzzy logic system that
are fuzzification, applying rule base, decision making unit and defuzzification process
to get desired output [10].

3.1 Input to T1FLS

In the T1FLS method, primarily four inputs be required, out of them two are based on
the gradients computed called as variable GH and GV respectively which are men-
tioned in Eqs. (2) and (3) of previous section and another two inputs are the filters that
are high pass filter (HPF) and low pass filter (LPF) shown in Eqs. (5) and (6). First two
inputs calculated the edges in different direction of images and next two that are HPF
and LPF are used to calculate the high frequency (edges) and blurring of image. For
these function, two mask of HPF and LPF are used that are shown in Eqs. (5) and (6)

HPF ¼
�1=16 �1=8 �1=16
�1=8 3=4 �1=8
�1=16 �1=8 �1=16

2

4

3

5 ð5Þ
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LPF ¼ 1=25ð Þ �

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

2

66664

3

77775
ð6Þ

Therefore, the inputs to T1FLS are GH, GV, HP = HPF * I and D = LPF * I
where ‘I’ denotes the input image (dental radiograph) and ‘*’ denotes the convolution
operator.

3.2 Input and Output Membership Functions

Membership function comprises of linguistic variables say low, medium and high.
Basically, MFs are used at the time of fuzzification process in fuzzy logic system.
Different types of MFs are available, but in this research gaussian MFs are used
because of always continuity provides by this type of curve. Here, three linguistic
variables are applied they are low, medium and high represented by blue, red and
yellow color curve in following figures. The four parameters of images extracted in
previous section are shown in the form of membership functions used as the input and
output of fuzzy variables that are GH, GV, HP, D and EDGES in T1FLS (Figs. 1, 2, 3,
4 and 5).

Fig. 1. Input variable GH (Color
figure online)

Fig. 2. Input variable GV (Color
figure online)

Fig. 3. Input variable HP (Color
figure online)

Fig. 4. Input variable D (Color
figure online)
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4 Edge Detection with Interval Type-2 Fuzzy Logic System
(IT2FLS)

Similarly, for IT2FLS all process of fetching the desired output is same as T1FLS but
the difference is that in IT2FLS input and output membership functions has been fuzzy
type-2 sets. And for conversion of type 2 sets to type 1 sets, one additional unit is
required in the process called type reduction. Benefits of using IT2FLS are, it is much
helpful in conditions where it’s hard to defines appropriate membership functions
towards the fuzzy sets [11].

Edge detection with IT2FLS follows the same process that in T1FLS but only
difference is in applied membership function and results outcomes after the compari-
son. It consists of upper and lower MFs with the broad of the footprint of uncertainty
(FOU) [12] which is the union of all primary MFs. FOU is the bounded region between
upper and lower MFs.

4.1 Input and Output Membership Functions

The major difference between T1FLS and IT2FLS is difference in membership function
used. Here, membership function itself in fuzzy set. The MFs used to define the input
and output variables of IT2FLS are also Gaussian type curve. Following are the
membership functions defined for the fuzzy variable as an input and output that are
GH, GV, HP, D and EDGES for IT2FLS. As all these variables are shows in previous
section of this research (Figs. 6, 7, 8, 9 and 10).

Fig. 5. Output variable edges (Color figure online)

Fig. 6. Input variable GH Fig. 7. Input variable GV
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4.2 Fuzzy Inference Rules

The main principle of fuzzy inference is to map given input in an output by the use of
fuzzy logic. The process of this mapping comprises one essential unit that is ‘rule base’.
Rule base consist of if-then statements depending upon application. For aggregation of
these rules conjunctive operator is applied which calculates the minimum of both
antecedents used in the rules. Following are the inference rules [13] which is used for
evaluation of the input and output variables for both T1FLS and IT2FLS.

Rule 1 : If (GH is Low) and (GV is Low) then (EDGES is Low).
Rule 2 : If (GH is Medium) and (GV is Medium) then (EDGES is High).
Rule 3 : If (GH is High) and (GV is High) then (EDGES is High) .
Rule 4 : If (GH is Medium) and (HP is Low) then (EDGES is High).
Rule 5 : If (GV is Medium) and (HP is Low) then ( EDGES is High).
Rule 6 : If (D is Low) and (GV is Medium) then (EDGES is Low).
Rule 7 : If (D is Low) and (GH is Medium) then (EDGES is Low).

5 Results and Discussion

Edge detection techniques employed over three different patients having different
diseases they are chipped teeth, diastema and crooked tooth. Results of sobel edge
detection are shown at different threshold values. Following are the results obtained by
applying implemented algorithms (Sobel, T1FLS and IT2FLS) (Figs. 11, 12 and 13).

Fig. 8. Input variable HP Fig. 9. Input variable D

Fig. 10. Output variable edges
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From figure results of applied techniques it is clearly visible that edge detection
using IT2FLS gives better results because edge detected pixels of patient 1 are 125406
which are comparatively larger than the other techniques applied in this research. In
sobel edge detection, four threshold values are taken, through which at threshold 210
more number of edge detected pixels are detected say for patient 1 total 5072 pixels
present in the output image. In the above images, red boxes indicates the area of
concern, used by doctor in the process of diagnosis.

Table 1 shows the total number of edges obtained from sobel, T1FLS and IT2FLS
for all the three images. Thus, IT2FLS is improved than T1FLS. It can be seen from the
table that IT2FLS provide more edge pixel than T1FLS of same image and edge pixels
have good appearance in IT2FLS than T1FLS. Table 2 shows comparison is based on
total time taken by the algorithm to detect edges from the image, which shows that less
time is taken by IT2FLS.

Fig. 11. (a) shows the input x-ray image of patient 1, (b) shows the cropped image, figure (c) to
(f) shows the results of sobel operator at various thresholds that are 210, 220, 230 and 240
respectively, figure (g) shows the results of T1FLS and (h) shows the results of IT2FLS. (Color
figure online)
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Fig. 12. (a) shows the input x-ray image of patient 2, (b) shows the cropped image, figure (c) to
(f) shows the results of sobel operator at various thresholds that are 210, 220, 230 and 240
respectively, figure (g) shows the results of T1FLS and (h) shows the results of IT2FLS. (Color
figure online)
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Fig. 13. (a) shows the input x-ray image of patient 3, (b) shows the cropped image, figure (c) to
(f) shows the results of sobel operator at various thresholds that are 210, 220, 230 and 240
respectively, figure (g) shows the results of T1FLS and (h) shows the results of IT2FLS.

Table 1. Total edge detected pixel and dental diseases detected

Input images of
patients

Algorithms Diseases (trying
to detect)Sobel edge detector T1FLS IT2FLS

T = 210 T = 220 T = 230 T = 240

P1 5072 4565 4118 3769 25120 125406 Chipped teeth
P2 2030 1749 1530 4133 16017 125385 Diastema
P3 4125 3623 3192 1344 20552 125113 Crooked tooth
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6 Conclusion

These three methods (Sobel, T1FLS and IT2FLS) are very simple and small but very
efficient algorithms to shorten the concepts of artificial intelligence and digital image
processing. The parameters, total edge detected pixels and total time taken by algorithm
are helpful for the conclusion of this research, that a large number of edge pixels are
detected by IT2FLS can be easily analyzes by the following graphs. And less time is
taken by IT2FLS for the process of edge detection method. Since, IT2FLS is useful to
handle and deals with real world uncertainties. Thus the results of three algorithms,
shows to the doctor and that results are very helpful for them, for the identification and
better diagnosis of dental diseases from edge detected x-ray image. Following are the
graphs based on total time taken and total edge detected pixels from image by all three
algorithm shows in Figs. 14 and 15 respectively.

Time shown in Fig. 14 is in second and for sobel edge detector average time taken
for all threshold value executions. In Fig. 15 graph shows between type of algorithm
and total edge pixels detected.

In Future Research, look forward to get more precise and improved results by
applying general type-2 fuzzy logic system (GT2FLS) [14, 15] for detection of edges
application because it deals with real time application by taking consideration all
possible parameters. Additionally, helpful in detecting several types of dental diseases
from the edge detected image.

Table 2. Total time taken by algorithm

S. No. Name of algorithm Time taken in seconds
1 Sobel 100.838 s
2 T1FLS 109.303 s
3 IT2FLS 97.841 s
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Abstract. Object detection and classification is a very important integrant of
computer vision domain. It has its role in various sectors of life as security,
safety, fun, heath & comfort etc. Under safety and security, surveillance is one
critical application area where, Object detection has gained the growing
importance. Object in such case could be human being and other suspicious and
sensitive objects. Correct detection and classification on accuracy measures is
always a challenge in these problems. Now days, deep learning techniques are
getting utilized as an effective and efficient tool for different classification
problems. Looking over these facts, a review of available deep learning archi-
tectures has been presented in this paper, for the problem of object detection and
classification. The classification models considered for review are AlexNet,
VGG Net, GoogLeNet, ResNet. The dataset used for experimentation is
Caltech-101 dataset and the standard performance measures utilized for evalu-
ation are True Positive Rate (TPR), False Positive Rate (FPR) and Accuracy.

Keywords: Object detection � Classification � Deep learning
Convolutional Neural Network (CNN) � AlexNet � VGG net � ResNet

1 Introduction

Computer vision provides the ability to the machine to see and gather information from
the environment. This field contains methods for acquiring, processing and analyzing
the images, to be able to extract important information from them. Recently in com-
puter vision, a lot of research has been seen for classification and recognition of objects
in images and videos. Many applications are using object classification and recognition
technique to solve the real world problem.

Frame-differencing and Background Subtraction are the two major techniques for
object detection in an image or video. Noises are the biggest reason due to which the
efficiency of these approaches is affected most. Due to the noise and motion, in frame
differencing it creates a lot of data; there is an added difficulty in differencing images,
as the noise has similar properties in different images or videos. In case of Background
subtraction, due to motion in the background, it’s become difficult to identify which
part of an image is background, which makes the efficiency lower. Other approaches
work on object features and a classifier. In this approach firstly extract some feature
from the object after that using some classifier technique to classify the objects on the
basis of extracted feature [10].
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In object detection technique the toughest part is to detect and identify the features
in the raw input data and on the basis of that feature it detects objects. While in deep
learning there is no manual step for finding the feature of an object. In deep learning, at
the time of training, it discovers the most useful. In deep learning, there is no need to
select any special feature to classify and for the detection of the object. In comparison
to other classification and detection technique, deep learning has better accuracy if
using sufficient amount of depth in the classification model.

2 Related Work

There are several approaches proposed by the researcher using different techniques of
classification and recognition.

Krizhevsky et al. [1] proposed the technique for object classification. They perform
classification task on 1.28 million images that belong to 1000 classes. In this technique,
they use CNN for object classification. They use 5 convolutional layers and 3 fully-
connected layers. They use different filter size at different convolutional layer with the
different stride. AlexNet obtains 57.0% accuracy for top-1 while for top-5 it obtains
80.3% accuracy. Simonyan and Zisserman [2] perform classification task on 1.3 mil-
lion images that belong to 1000 classes. In this technique, they use CNN for object
classification. They make the network that contains 19 layers out of which 16 are the
convolutional layer and 3 are the fullyconnected layer. They use very small filter size to
all convolutional layer with one stride. VGG obtains 70.5% accuracy for top-1 while
for top-5 it obtains 90.0% accuracy.

Szegedy et al. [3] proposed the technique for object classification. In this technique,
they use inception module for object classification. They make the network that con-
tains 22 layers. They use 1 � 1, 3 � 3, 5 � 5 filters to convolutional layer. Goo-
gLeNet obtains 68.7% accuracy for top-1 while for top-5 it obtains 88.9% accuracy He
et al. [4] make deeper neural network for more accurate object classification. They
present a residual network to training that are substantially deeper than those used
previously ResNet can get more accuracy as we increase depth. ResNet trained on
imagenet dataset that contain approx 1.2 million images with approximately 2000
classes. Resnet-152 obtains 80.62% accuracy for top-1 while for top-5 it obtains
95.51% accuracy.

3 Deep Learning Models

CNN is composed of multiple layers; each layer has specific work to do. To extract
useful information pass the input through the layers [7]. CNN contains multiple layers
each layer have some parameters that are trained on the data set, CNN automatically
extracts most useful information or feature. CNN is better to work with images.
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3.1 AlexNet

This model is trained on a subset of the ImageNet database [1], which is used in
ImageNet Large-Scale Visual Recognition Challenge (ILSVRC). The model is trained
on more than a million images and can classify images into 1000 object categories. As
the winner of ILSVRC 2012, the AlexNet architecture has about 650 thousand neurons
and 60 million parameters. AlexNet includes five convolutional layers, two normal-
ization layers, three maxpooling layers, three fullyconnected layers, and a linear layer
with softmax activation function in the output. Moreover, it uses the dropout regu-
larization method to reduce overfitting in the fullyconnected layers and applies Rec-
tified Linear Units (ReLUs) for the activation of those and the convolutional layers
(Fig. 1).

3.2 GoogLeNet

The GoogLeNet architecture was first introduced by Szegedy et al. in their 2014 [3].
GoogLeNet is an inception architecture that enables one to increase the width and depth
of the network for an improved generalization capacity per a constant computational
complexity. GoogLeNet architecture involves 6.8 million parameters with nine
inception modules, two convolutional layers, one convolutional layer for dimension
reduction, two normalization layers, four max-pooling layers, one average pooling, one

Fig. 1. AlexNet CNN architecture [1].
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fullyconnected layer, and a linear layer with softmax activation function in the output.
Each inception module in turn contains two convolutional layers, four convolutional
layers for dimension reduction, and one maxpooling layer. GoogLeNet also uses
dropout regularization in the fullyconnected layer and applies the ReLU activation
function in all of the convolutional layers (Fig. 2).

3.3 VGG

The VGG network architecture was introduced by Simonyan and Zisserman [2]. The
largest VGGNet architecture involves 144 million parameters from 16 convolutional
layers with very small filter size of 3 � 3, five max-pooling layers of size 2 � 2, three
fullyconnected layers, and a linear layer with Softmax activation function in the output.
This model also uses dropout regularization in the fullyconnected layer and applies
ReLU activation to all the convolutional layers. In Table 1 FS stands for Filter Size
while CL stands for convolution layer.

Fig. 2. GoogLeNet inception model [3].
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3.4 ResNet

The ResNet architecture was first introduced by He et al. in their 2015 [5]. ResNet is a
classification model that is totally different from our previous models. In ResNet author
use very deep network to train model. When they use very deep neural network then
they expected high accuracy but in reality the training error increased. To overcome the
training error problem author uses the residual model. In Table 2 FS stands for Filter
Size while CL stands for convolution layer.

Table 1. VGG CNN architecture [2].

VGG16 VGG19

16 weight layer 19 weight layer
Input (224 � 224 RGB image)
3 � 3 FS-64 CL
3 � 3 FS-64 CL

3 � 3 FS-64 CL
3 � 3 FS-64 CL

Maxpool
3 � 3 FS-128 CL
3 � 3 FS-128 CL

3 � 3 FS-128 CL
3 � 3 FS-128 CL

Maxpool
3 � 3 FS-256 CL
3 � 3 FS-256 CL
3 � 3 FS-256 CL

3 � 3 FS-256 CL
3 � 3 FS-256 CL
3 � 3 FS-256 CL
3 � 3 FS-256 CL

Maxpool
3 � 3 FS-512 CL
3 � 3 FS-512 CL
3 � 3 FS-512 CL

3 � 3 FS-512 CL
3 � 3 FS-512 CL
3 � 3 FS-512 CL
3 � 3 FS-512 CL

Maxpool
3 � 3 FS-512 CL
3 � 3 FS-512 CL
3 � 3 FS-512 CL

3 � 3 FS-512 CL
3 � 3 FS-512 CL
3 � 3 FS-512 CL
3 � 3 FS-512 CL

Maxpool
FC(4096)
FC(4096)
FC(1000)
Softmax
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4 Experimental Results

There are four classification model AlexNet, VGG-16, ResNet-50 and Inception-v3 [8,
9] used in this paper. To check the performance of above mentioned models on other
datasets. In this paper we used Caltech-101 dataset, which contains 101 classes and
approximately 10k images. This dataset contains large number of images, so we
reduced the number of images down to 1400. Then we apply testing on this reduced
dataset to all four classification models. To check the performance of classification

Table 2. First column a plain network with 34 parameter layers. Second column is a residual
network with 34 parameter layers. The blue color shortcuts increase dimensions.

34 Layer Plain 34 Layer Residual
Input image

7 x 7 FS-64 CL,/2 7 x 7 FS-64 CL,/2
3 x3 FS-64 CL 3 x3 FS-64 CL
3 x3 FS-64 CL 3 x3 FS-64 CL
3 x3 FS-64 CL 3 x3 FS-64 CL
3 x3 FS-64 CL 3 x3 FS-64 CL
3 x3 FS-64 CL 3 x3 FS-64 CL
3 x3 FS-64 CL 3 x3 FS-64 CL

3 x3 FS-128 CL,/2 3 x3 FS-128 CL,/2
3 x3 FS-128 CL 3 x3 FS-128 CL
3 x3 FS-128 CL 3 x3 FS-128 CL
3 x3 FS-128 CL 3 x3 FS-128 CL
3 x3 FS-128 CL 3 x3 FS-128 CL
3 x3 FS-128 CL 3 x3 FS-128 CL
3 x3 FS-128 CL 3 x3 FS-128 CL
3 x3 FS-128 CL 3 x3 FS-128

3 x3 FS-256 CL,/2 3 x3 FS-256 CL,/2
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL
3 x3 FS-256 CL 3 x3 FS-256 CL

3 x3 FS-512 CL,/2 3 x3 FS-512 CL,/2
3 x3 FS- 512 CL 3 x3 FS- 512 CL
3 x3 FS- 512 CL 3 x3 FS- 512 CL
3 x3 FS- 512 CL 3 x3 FS- 512 CL
3 x3 FS- 512 CL 3 x3 FS- 512 CL
3 x3 FS- 512 CL 3 x3 FS- 512 CL

Avg Pooling
FC 1000
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models, we have used True Positive Rate (TPR), False Positive Rate (FPR), Precision
and Accuracy [5, 6], which are described below (Tables 3, 4, 5 and 6).

Table 3. Confusion matrix for AlexNet model.

Total input (1420) Ant Beaver Cougar Electric guitar Flamingo Grand piano Other

Ant 8 0 0 0 0 0 12
Beaver 0 8 0 0 0 0 12
Cougar 0 0 24 0 0 0 16
Electric guitar 0 0 0 8 0 0 12
Flamingo 0 0 0 0 17 0 23
Grand piano 0 0 0 0 0 14 6
Other 1 2 4 2 0 0 771

Table 4. Confusion matrix for VGG model.

Total input (1420) Ant Beaver Cougar Electric guitar Flamingo Grand piano Other

Ant 14 0 0 0 0 0 6
Beaver 0 11 0 0 0 0 9
Cougar 0 0 33 0 0 0 7
Electric guitar 0 0 0 13 0 0 7
Flamingo 0 0 0 0 21 0 19
Grand piano 0 0 0 0 0 15 5
Other 2 1 1 2 0 0 873

Table 5. Confusion matrix for ResNet model.

Total input (1420) Ant Beaver Cougar Electric guitar Flamingo Grand piano Other

Ant 15 0 0 0 0 0 5
Beaver 0 15 0 0 0 0 5
Cougar 0 0 36 0 0 0 4
Electric guitar 0 0 0 17 0 0 3
Flamingo 0 0 0 0 24 0 16
Grand piano 0 0 0 0 0 16 4
Other 0 2 0 1 0 0 965
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True Positive Rate (TPR): It is ratio of correctly classified elements [5, 6].

TPR ¼ TP
TPþ FN

ð1Þ

Precision: It is ratio of correctly classified elements with total correct classification.

Precision ¼ TP
TPþ FP

ð2Þ

False Positive Rate (FPR): It is ratio of incorrect elements that classified correct.

FPR ¼ 1� TNR ð3Þ

Accuracy: It is ratio of correctly classified element with total number of prediction.

Accuracy ¼ TPþTN
TPþTNþ FPþ FN

ð4Þ

Figure 3 shows the accuracy of AlexNet is minimum among all, Precision is approx
same in all model and FPR is maximum is AlexNet and minimum in Inception model.
Table 7 shows that inception model having the best accuracy among these models. It
also shows that inception model is best in precision among them.

Table 6. Confusion matrix for inception model.

Total input (1420) Ant Beaver Cougar Electric guitar Flamingo Grand piano Other

Ant 14 0 0 0 0 0 6
Beaver 0 14 0 0 0 0 6
Cougar 0 0 37 0 0 0 3
Electric guitar 0 0 0 19 0 0 1
Flamingo 0 0 0 0 30 0 10
Grand piano 0 0 0 0 0 19 1
Other 1 1 4 1 0 0 1027

Table 7. TPR, precision, FPR, and accuracy.

Inception ResNet VGG AlexNet

TPR 0.815 0.765 0.693 0.612
Precision 0.974 0.963 0.943 0.905
FPR 0.169 0.231 0.331 0.506
Accuracy 0.817 0.766 0.69 0.598
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In Fig. 4 there are two lines, red line represents the accuracy on given dataset
Caltech-101 and the blue one represent the accuracy according to claimed accuracy [1–
4]. Figure 8 shows, there is no difference between accuracies. In above graph accuracy
is calculated on the basis of classification of objects correctly. But if we calculate the
probability of the object in top-5 predicted objects by models then we get following
accuracy improvement AlexNet obtains 57.0% accuracy for top-1 while for top-5 it
obtains 80.3% accuracy, VGG obtains 70.5% accuracy for top-1 while for top-5 it

Fig. 3. TPR, FPR, precision and accuracy graph.

Fig. 4. FPR, precision and accuracy graph. (Color figure online)
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obtains 90.0% accuracy, Resnet-152 obtains 75.8% accuracy for top-1 while for top-5
it obtains 92.9% accuracy while Inception obtains 81.2% accuracy for top-1 while for
top-5 it obtains 95.8% accuracy.

5 Conclusion

There are four different classification and recognition approaches is presented in this
paper and performed comparison on these classification models. For comparison of
classification algorithm we used four parameters true positive rate, precession, false
positive rate and accuracy. These derivatives shows which comparison model is better
with comparison to other. Inception classification model having the highest accuracy
and lowest false positive rate among all, while AlexNet classification model have the
lowest accuracy and highest false positive rate among all.
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Abstract. Cryptography is the process of turning something readable into
something unreadable. Nowadays, internet is being used by the people for
exchanging information electronically. The rapid growth of internet increased
the number of electronic transactions made by internet users. The information
traveled over the internet is very much confidential which need to be secured
from unauthorized access, resulted the need of cryptography. In this paper, an
innovative technique has been proposed where the three symmetric keys were
generated through a randomization process and used for encryption and
decryption. Combination of three random keys was used in the encryption
process which makes this technique unbreakable and secured against brute force
attack and other similar attacks. This technique generates different-different
ciphertext each time for the same message which also ensures the protection
against various cryptanalytic attacks. This technique can be used to encrypt and
decrypt the alphanumeric data in milliseconds which makes the technique more
efficient.

Keywords: Symmetric key cryptography � Encryption � Decryption
Cryptanalysis

1 Introduction

The symmetric key cryptography is also known as secret key cryptography where same
keys are used for both encryption and decryption.

Cryptanalysis is a technique used to find out the weaknesses in the system for
breaking the code used in the encryption process without knowing the secret keys.
Cryptanalysis is the study of knowing how the system works and finding a private key.
Cryptanalysis is also known as the technique for cracking the code or breaking the
code. The cryptanalyst can use one or more attacks’ model to break the cipher,
depending on what information is available and what type of cipher is being analyzed.

In network security and cryptography domain, some major cryptanalytic attacks are
as follows-

• Ciphertext only attack (Brute force attack)
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• Known plaintext attack
• Chosen plaintext attack
• Chosen ciphertext attack

2 Literature Review

Johari et al. [1] used three keys for encryption and decryption. Three prime numbers
served as the keys. Some mathematical operations like addition, subtraction and
multiplication were performed on keys to create different cipher texts. They also per-
formed binary operations like shift operations on binary values of the ASCII characters
to enhance the security level.

Kamalakannan et al. [2] presents the FPGA implementation of elliptic curve
cryptography. The ASCII value of each character of text message mapped to the affine
point. By using matrix mapping method these points were mapped again. For
encryption and decryption they used ElGamal encryption and decryption techniques.
The entire design is implemented on FPGA.

Singh et al. [3] removed the mapping of characters to affine points in elliptic curve.
They paired up the ASCII values of plain text. The paired up values were taken as
input. Their proposed technique removes mapping overheads and both the parties are
not bothered about sharing of common lookup table. Any type of script can be
encrypted or decrypted by using their proposed technique.

Paira et al. [4] developed innovative symmetric key cryptography algorithm on the
basis of concepts of data structure and binary to gray code conversion techniques. They
proposed the folding logic along with the circular shift operation. The proposed
algorithm is secured against brute force attack and Man-In-Middle attack.

Iyer et al. [5] created a hybrid operation model using two cipher techniques AES
and ECC. A QR code equivalent of the keys is generated in image form which is then
used by the system to extract the key in the text form. This provides an extra level of
security to the AES key. For the second level of the security, ECC public key was used
to encrypt AES key. Later on, the encrypted AES key was used to encrypt the base64
encoded plain text to convert it into a corresponding cipher text. The resulting cipher
text is already compressed and has undergone two levels of mixed encryption, ECC
and AES. Their proposed idea and methodology provides a much better level of
security than single model individually.

Shoukat et al. [6] studied about research issues of cryptographic elements and
concluded that requirement of randomness in both the key and data blocking to get
higher security. They analyzed that they can achieve higher security by creating ran-
dom probabilities under the optimal key length. They also analyzed that hybrid
encryption scheme can provide more security.

Shrivastava et al. [7] proposed an algorithm that has two rounds and both of these
rounds, uses ASCII code of characters. In their proposed work, two operations addition
and XOR used for encryption process and other two operations subtraction and
addition used for generating two sub keys. Removing the correlation between cipher
text and plain text is the objective of their algorithm. No of rounds reduced up to only
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two rounds makes the algorithm faster. Since they are encrypting plain text twice with a
different key, thus they get a strong cipher which is difficult to break.

Raja et al. [8] developed high security encryption mechanism by performing
rotation and flipping operations on matrix. Their method ensures two levels of security,
first one is data encryption by generating encrypted array and performing matrix
operations and second one is authentication by hash value computation.

Mathur et al. [9] proposed a technique in which Advanced Encryption Standard
algorithm was used to encrypt plain text and ECC algorithm was applied to encrypt the
AES key. They also used software countermeasures to prevent possible vulnerabilities
posed by the timing side channel attack. They tested their system on the basis of some
parameters those are: key length, no. of rounds, algorithm, maintenance of keys and
attack performed. They also focused on verifying cache timing attack and investing
some of the countermeasures by implementing them.

Naik et al. [10] developed the color substitution method that encrypts the text into a
single image after converting each character to a color block. The sender must specify
the values for RED (R), GREEN (G), and BLUE (B) channels. All the characters of
text are then converted to color blocks formed by combining the values of RED (R),
GREEN (G) and BLUE (B). The block size and selected channel form the key.

Patel et al. [11] developed a cryptographic technique to secure the information
stored in mobile devices through cloud computing, they used a hybrid approach for
secure transmisson of data by combining capabilities of ECC and blowfish algorithms.
For increasing the computational complexity they used random numbers. They also
randomized the number of rounds of blowfish for performance improvement. Gener-
ally, subkeys stored in EEPROM on a mobile phone can be easily hacked by attacker
so they developed the enhanced blowfish technique for data protection with some
modifications.

Prof. Kallam et al. [12] a block cipher technique is developed by them involves
color substitution with iterative and modular arithmetic functions. They used large key
of 128 bits and further it was divided into four subkeys by using subkey generation
algorithm. First two keys are the input of the function selected on the basis of third key
out of available functions then the output of the function gives the incremental values
for color substitution and last key used for transposition of the cipher. They performed
cryptanalysis and found that their technique generates a strong cipher.

Joshi et al. [13] proposed an efficient technique that increases the complexity of
decryption performed by attacker by reducing the length of the encrypted message.
They reduced the size of the cipher text by half so that the total size of the key and the
cipher text is equal to the size of the original message. Their proposed technique is
protected against brute force attack because each time a new key is generated for the
message.

Bendovschi [14] analyzed the attack reported in last five years and provides a
general view on cyber crime from the perspective of specialized literature, international
law and historical facts and then she presented some countermeasures for ensuring
security and to control the cyber crime around the globe.

Chandra et al. [15] proposed content based algorithm that performs some logical
operations on binary values like circular bit shifting operation and binary addition.
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Plaintext was encrypted two times to generate the secured cipher text using binary
addition operation. Folding method was used for generating the secret key.

Shemin et al. [16] proposed a new method by combining three cryptographic
techniques visual cryptography, quantum cryptography and steganography. In their
proposed method visual cryptography hides the authentication details of the customer
by generating two shares for customer and bank respectively. For ensuring the security
of one time password, quantum cryptography was used and for the security of cus-
tomer’s share steganography was used. Their work saves customers through man in
middle attack and identity theft issues.

Pozo et al. [17] used a secret key and a series of prime numbers generated through
bi-directional matrix. The time taken in encryption and decryption process is very short
which optimizes the battery of smart phone. The algorithm runs in quadratic polyno-
mial complexity and because of such mathematical complexities, attacker is unable to
intercept the message.

Ahmad et al. [18] proposed technique encrypts product’s order and payment
information by ECC algorithm and send both the things parallely over the network. At
the time of decryption, recipient decrypts the message through private key and
encryption algorithm. Their proposed technique overcome the failure of SET. Through
their proposed work they assure the secure E-transactions.

Patil et al. [19] analyzed and compared all the popular cryptographic algorithms.
The experiment has been done on different files of various sizes. Their experiment
shows that time taken by the blowfish is the least among other algorithms and the time
taken by the RSA algorithm is the highest, if time and memory are major factors then
blowfish is the best suited algorithm, if cryptographic strength is major concern then
AES is best suited algorithm and if network bandwidth is major factor then DES is best
suited.

Kester et al. [20] proposed image encryption technique for the security of image
data in health sector. In health sector safety, privacy and security of medical images is
major concern. Unauthorized access to medical data will violate the privacy of patients.
They proposed an effective security information system with a fully recoverable and
reversible technique for authentication and security of medical images and all the pixel
values remain same as it was before.

3 Security Analysis of Existing Proposals

Security analysis of the existing proposals over various cryptanalytic attacks has been
done here.

In Johari et al. [1] method, they used three mathematical equations given below in
decryption process to get the plain text back.

D1 ¼ N þ K3ð Þ mod 26 ð1Þ

D2 ¼ D1 � K2ð Þmod 26 ð2Þ
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D ¼ ðD2 � K1�1Þ mod 26 ð3Þ

where k1, k2 are the first two keys and third key is generated by performing the inverse
modulo operation on first key k1. D1 and D2 are set of intermediate values and D is set
of final calculated decimal values.

After performing the cryptanalysis, we found that values of N (N is a set of encoded
values [0, 1, …, 25] used for alphabets) can be easily determined from cipher text
message by performing UNICODE to decimal conversion, right shift operation, binary
to ASCII conversion and assigning encoded values to characters.

With some modifications in the mathematical formulas, by putting the guessed
values in formulas and with the help of values of set N, the attacker can easily decrypt
the whole plain text message.

Modified Mathematical formulas are given below

K1 ¼ D1 � Nj j ð4Þ

K2 ¼ D2 � D1j j ð5Þ

K3 ¼ Inverse modulo D2=Dð Þ ð6Þ

They used “modulo by 26” operation that always generates value between 1 to 26
numbers as shown below

11þ 7ð Þ mod 26 ¼ 18 ð7Þ

18� 3ð Þ mod 26 ¼ 23 ð8Þ

15 � 21ð Þ mod 26 ¼ 3
ð9Þ

For getting all keys, only 26 * 26 = 676 combinations of numerical values of D1
have to be guessed. By putting these guessed values in the above mentioned formulas,
the first key k1 can be easily determined. Cryptanalysis is as shown below (Table 1).

As soon as values of first key in third and fourth columns are equal, that value is the
final value of first key. In subsequent cryptanalysis process, the values of keys k2 and
k3 can also be determined by using these modified mathematical equations. Once the
values of these keys are determined, the values of set D can also be determined easily.
This contains ASCII values of characters of the plain text message. By converting these
values to their corresponding ASCII characters, we can easily get the plain text mes-
sage back hence this method is vulnerable to the chosen ciphertext attack and brute
force attack.

In Johari et al. [1] method order of letters and words of cipher text message is not
changed during the message transmission. No transposition, rotation and reversal
operations done on ciphertext. Each letter in the ciphertext has the same position as it
had into plain text message which makes this method vulnerable to the different
cryptanalysis attacks.
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4 Proposed Technique

4.1 Encryption

1. Get the plain text message and store it into an array of characters.
2. Generate three keys k1, k2 and k3 by using the random number generation pro-

cedure. The value of each key is a random number under the range of 256.
3. Convert each character value of plain text message to its equivalent UNICODE

value and multiply each value with the three symmetric key values and store the
resulted big integer values of characters into another array.

4. Reverse the array of big integer values of the characters.
5. Send the values of this array as ciphertext to the receiver side.

4.2 Decryption

1. Get the cipher text and store it into an array of numeric values.
2. Now reverse the array of numeric values.
3. Divide the each value of the array of the numeric values by using the three sym-

metric key values and convert these UNICODE values into their equivalent char-
acter values and store it into an array of characters.

4. The resulting array contains the required message (Fig. 1 and Table 2).

Table 1. Cryptanalysis of triplicative cipher technique

First guessed value Second guessed value K1 = |D1 – N| K1 = |D1 – N|

1 1 10 15
1 2 10 14
. . . .
. . . .
18 18 7 2
18 19 7 3
18 20 7 4
18 21 7 5
18 22 7 6
18 23 7 7
. . . .
. . . .
26 26 15 10
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4.3 Simulation of Text Encryption and Decryption

5 Performance Comparison

5.1 Encryption and Decryption Time

Figure 2 shows that Triplicative cipher technique takes more time for encryption than
the proposed technique. The use of various mathematical operations like shift opera-
tions, modulus operations, arithmetic operations and binary conversions makes trip-
licative cipher technique slower as compared to proposed technique. Triplicative cipher
technique [1] also used encoding of alphabets to their positional value hence this
mapping process makes encryption procedure slower (Fig. 3).

Fig. 1. Output for encryption and decryption of alphanumeric data

Table 2. Simulation environment

Operating system Windows 7 Ultimate

Processor Intel Core i3 2310 M
Memory 2 GB
IDE NetBeans
IDE version 8.1
Language used JAVA
JAVA version 1.8.0_91
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Figure 4 shows the comparison of total time for both the algorithms, calculated by
using the following equation.
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Total Time ¼ Encryption time þ Decryption time

The total time taken by proposed technique is less than the triplicative cipher
technique which makes proposed technique more efficient than triplicative cipher
technique.

5.2 Time Complexity and Cryptanalyis

In the proposed work, combination of three keys used for encryption and decryption of
messages. Each can be of any random number from 1 to 256 so the length of these
three keys are k1(256), k2(256) and k3(256), hence the total number of key combi-
nations required for symmetric key encryption is

256 � 256 � 256 ¼ 16777216

The attacker has to guess 16777216 key combinations which is not possible in very
short period and if the attacker gets the keys, the sender will have generated new cipher
text and changed keys for the same message in that duration so the attacker would not
be able to decrypt the cipher text hence the proposed algorithm is stronger than the
triplicative cipher technique and secured against ciphertext only attack and brute force
attack.
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6 Conclusion

In our research work, we have implemented a innovative symmetric key algorithm
through randomization where three random keys were used in encryption and
decryption process. After evaluating the algorithm based on the some parameters we
can say that this algorithm is secured against various cryptanalytic attacks. Total time
taken in the encryption and decryption process is very less which makes the algorithm
efficient for resource constraint devices.
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Abstract. Machine learning algorithms are inherently not interpretable, and
this poses a problem in risk-averse applications of machine learning. Mam-
mographic images are widely used tool to predict breast cancer. Various
machine learning algorithms like SVM, RBFNN are used to detect the mass in
the mammographic images and classify for cancer, but the classification by
SVMs are not intuitive. Our aim is to counter this problem by employing a novel
method of using multiple SVMs to elucidate the area affected by cancer. We also
color-code the patches for further clarification.

Keywords: SVM interpretability � Classification � Ridge regression
Mammograms

1 Introduction

In the purview of machine learning, interpretability means to explain or to present the
artifacts in understandable terms to a human [1]. Basic decision trees, fuzzy rules and
random forests are easy to understand as they use simple comparable rules for pre-
diction but using sophisticated methods like SVM or neural networks changes the
scenario. Though, SVMs and neural networks tend to increase the prediction accuracy,
the user does not have any insight of these methods hence, they appear as black box
where we feed in data and get output but do not know how they work. Lack of
interpretation leads to model distrust as when model gives wrong prediction for known
data, correctness of model becomes a big concern.

Interpretability is important in areas where human intervention is important such as
medical sector. Machine learning algorithm are extensively used for detecting cancers
and other ailments, but it still requires a go from the domain expert (radiologist, doctor
etc.) to act upon the given diagnosis from the underlying model. The prediction backed
up with an explanation by the model will help the human expert to make an informed
decision rather than blindly trusting the given prediction. Thus, model interpretability is
highly needed in such areas where the decisions made are crucial and lives depend on it.

Several techniques have been proposed to interpret SVMs using numerical or visual
models. Hybrid models are the most used ones. In [2–4] Various Fuzzy models and
decision tree models corresponding to SVMs have been proposed which generally give
fuzzy rules for each support vectors.
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In [5] multiple kernel learning has been shown to be a solution for increasing the
interpretability of decision function and hence, improves classifier performance. This
has been a revelation which opened a new stream towards using a linear combination of
kernels for learning. But, it has its problems alike. Kernel weights selection and
increased parameters are the said problems. Such problems have been tackled by using
an enhanced spatial pyramid match kernel that can be then solved by a projected
gradient method. Weights can be included in the SVM risk minimization problem with
second norm which will then promote sparsity.

In [6] a parallel nomogram visualization technique has been proposed which can
model the entire setup in one page. Nomograms are not dependent on the dimen-
sionality of the dataset, rather they are dependent on the kernel used and the properties
it possesses. Nomograms provide an easily interpretable visualization of the black-box
technique SVM is considered to be. Internal structure of SVM can be exposed using
nomograms. To achieve this, nomograms employ logistic regression. Logistic regres-
sion is employed to obtain a probability value from the distance from the separating
hyperplane that is available in SVM. Increase in dimensions does not stop nomograms
from uncovering the mysteries of SVM. In case of multi-dimensionality, attributes are
stacked vertically in nomograms, hence, compacting a plethora of dimensions into a
single one. Nomograms can be visualized in 2D while demonstrating the effects of
nonlinear and non- monotonic effect. To capture the attribute interactions, a decom-
posable kernel is imperative and that can be tackled by interaction analysis, model
selection or making sparse and smooth kernels a preference in optimization problem,
which shall alleviate the problem while combining the above goal and the actual task of
learning in SVM. Nomograms can be used for model selection also in case of SVM.

In [7] SVM has been applied in the area of process modelling and interpretability is
a must in case of process modelling. To do so, a system is required that reduces the
complexity of the structure and in turn, increases the interpretability. For this to come
to fruition, the data is first clustered using Mountain Method. Support vector learning is
then employed to find centers and related data. The model is then considered to be very
similar to a neuro-fuzzy network. The pre-processing aided the support vector learning
algorithm and the support vector learning algorithm was able to provide more gener-
alization ability than the previously used RBF learning algorithms.

Mammograms are specialized medical images and are readily not interpretable [8].
In case of cancer classification, as image does not segregate the cancerous area by
default, domain expert identifies the affected area based on his training and hence,
justifies the treatment prescribed to the patient. The process is similar in modeling a
machine learning algorithm for cancer prediction in mammograms. The model is
trained with expert annotated images and on test images, it tries to match features
similar to what has been learnt during training. The difference, however, comes where a
human expert pinpoints the cancerous region but the underlying model fails to imitate
this. Hence, even if the models’ prediction is correct, when it is not supported with any
substantial evidence, it reduces confidence on such models.

The challenges in mammogram interpretation can also be solved by using easy to
understand models such as decision trees or random forests which ultimately leads to
trade-off between interpretation and accuracy. This makes the mammogram interpre-
tation challenge even more severe as accuracy cannot be compromised. In [9], it was
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concluded that the computer-aided detection does not help in improving the diagnostic
accuracy of the mammograms. In [10], RBFNN is used to increase the accuracy of
mammograms significantly but RBFNN in itself is a black box model. [11] uses
dynamic time warping as a measuring approach to classify RoI (Regions of Interest) in
mammograms as cancerous or noncancerous ones but the computational complexity of
the approach is very high. In [12], Ibrahim et al. have used shearlet transform and
KPCA to classify breast tumours giving better understanding and high accuracy. In
[13], Azar et al. have analysed the performance of various variants of SVM to classify
mammograms. In [14], rule based alternative model of SVM classifiers have been used
to improve the understanding of mammograms.

In this paper, we propose a novel solution to interpret both SVM and given
mammogram images by giving supportive evidence for each prediction as extracted
from underlying SVM which ultimately increases the models reliability. This paper has
been structured in the following sections: Sect. 2 gives a brief problem description.
Section 3 explains the proposed methodology that finds the most important regions in
the mammogram to support the predicted decisions. Section 4 describes and discusses
the obtained results followed by Sect. 5 containing the conclusion of the work.

2 Problem Description

In mammograms, the RoI do not always depict the severity of the problem and they
may be erroneous due to false positive and false negative results. The errors occur
because the sampling is not uniform and training data samples does not cover the whole
sample space. The false negative results of the models are more risky and in such cases,
we need to identify the RoI which are more prone to contain lesions even if the whole
image is classified as benign. They can further be analysed by experts and the model
can be retrained using such features which were missing from training set. Lack of
SVM interpretation increases the severity of mammogram interpretation. Our aim is to
create such SVM model which can give prediction supportive evidence to enhance
reliability and trust of underlying model.

3 Proposed Methodology

In our work, we are trying to identify acute lesions in mammograms and give
appropriate score to the RoI accordingly by dividing the images into n patches and then
training them on respective n SVMs1. Each SVMi result is then accumulated with
different weight determined using cross validation. On test images, the RoI with sig-
nificant weights are highlighted which defines cancer-prone region severity.

1 n depends on appropriate number of patches in which a mammogram can be divided.
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3.1 Pre-processing

In this step, labels are removed by finding the connected components and discarding
the smaller one. In this case, we employ the following:

Xi ¼ argmaxconComp Xið Þ ð1Þ

where Xi is the ith image. By using the above formula, the smaller connected com-
ponent was discarded and hence, giving us a clean image devoid of the label that were
dangerous to SVMs’ decision ability. The images are divided into n patches; where n
depends upon the application and domain expert. The patches containing irrelevant
data beyond threshold are labeled as non-cancerous.

3.2 Training and Testing of SVMs

In this step, RBF SVM has been used to classify the patches.

f xið Þ ¼
XN

k¼1

akyk exp � xi � xkj j2
2r2

 !
ð2Þ

where xi is the i
th patch of the image, a is weight and r is a free parameter. Images in

the training set are used to train the n SVMs corresponding to each of the patches.
Further, to find the importance of the n SVMs, the trained SVMs are used to make
predictions for additional labeled data and these predictions along with the ground truth
values are used as input for ridge regression.

Xn

i¼1
ðyi � b0 �

Xp

j¼1
bixijÞ2 þ k

Xp

j¼1
b2j ð3Þ

where bj is the j
th ridge regression coefficient and k is the tuning parameter. The output

of ridge regression comes out to be:

C ¼ c1; c2; . . .; cnf g ð4Þ

where ci is the ith ridge regression coefficient.

3.3 RoI Highlighting

The patches with top coefficients are considered as important patches given the con-
dition that the corresponding SVM predicts cancer in that patch. For finding the RoI,
rather than using standard independent component analysis [15] we will employ the
following equation:

argmax C � Yf g ð5Þ

where C is the coefficient vector derived from ridge regression and Y is the prediction
made for the particular test image. The four top coefficients are selected and the patches

446 A. Verma et al.



corresponding to them are colored. The four colors are in decreasing order of severity
are red, yellow, blue and green. The methodology to interpret the mammographic
images is summarized in Fig. 1. The process of interpreting the mammographic images
for cancer prediction as shown in Fig. 1 includes the steps given in Algorithm 1.

4 Results and Discussion

In our experiment, the dataset used is miniMIAS [16], which is derived from MIAS
[17] dataset. The latter contains images which are digitized at 50 micron pixel edge
whereas former contains images which are digitized at 200 micron pixel edge. Each
miniMIAS image has been clipped/padded to make all of them of same size i.e.
1024 by 1024 pixels. The uniform dimensions of the images in the dataset aid to our
workflow. The dataset contains 207 cancerous scans out of 322 scans. The files are of
the type.pgm (Portable Graymap Format).

1: Remove the labels occurring in the images.

2: Divide each image into n patches.

3: Train n SVMs corresponding to each patch from the training set.

4: Using the trained SVMs for predictions and the ground truth values, find the weights for each  

     patch using ridge regression.

5: Find out the threshold for the cancer classification by obtaining prediction values using those 
images not included in training.

6: Find the prediction values for the test data and using threshold, predict label for test data.

7: For each test image, find the patches having the highest weights given the corresponding SVMs predicts 
cancer in the patches.

8: Color the top patches with colors red, yellow, blue and green, in order of decreasing weights.

The workflow consist of four steps, pre-processing, patch division, training and
testing of SVMs and highlighting the significant RoI. All images were padded to be
1024 � 1024. This presented problems to classifier because when an image is divided
in several patches, some of the patches contain the black padded regions containing no
relevant information. If the image has been classified as cancerous then these patches
will also carry the same ground truth values, this reduces the SVMs’ discriminative
power between cancerous and non-cancerous images. Labels on mammograms pose
another problem as for SVMs, they appear as useful information which ultimately
worsens the models accuracy. The 322 images are processed, and each image of 1024
by 1024 pixels was divided into 16 patches of 256 by 256 pixels. The decision to take
256 by 256 pixels is done based on the observation that the patch size is able to contain
the largest cancer classified patch. For training, separate SVM is trained for each patch
i.e. 16 SVMs for 16 patches. A collection of randomly picked 150 mammograms were
used for training (Fig. 2).

To arrive at a decision function and importance factor of each SVM, we used 200
mammograms (150 from training set + 50 from test set). Initially, each patch prediction
is compared to their corresponding ground truth values and then, ridge regression is
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applied to derive the coefficients or importance for each SVM. To generalize the result,
the process is run 1000 times to remove any local discrepancies of data (Figs. 3 and 4).

After training, in order to make final decision, dot product of all 16 SVMs’ output
and the previously obtained 16 coefficients are calculated. Based on each SVMs’
accuracy, for unseen 50 test set images, the threshold to detect patch severity was set.
To highlight the RoI, four patches have been colored according to their severity i.e. the
weight given to the SVM. The proposed algorithm is able to provide the interpretation
of the mammograms which is demonstrated by Fig. 5. In a non-cancerous image, the
algorithm does not highlight any significant patch as shown in Fig. 5(a). In Fig. 5(d), a

Fig. 1. Block diagram of the process of predicting cancer

Fig. 2. A sample image from the dataset pointing out the two major issues with the data. The red
box shows the labels that occur often in the data and the yellow boxes show the padding done to
achieve the perfect square size (Color figure online)
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cancerous image is predicted as cancerous with most significant patches highlighted
according to their severity. Figure 5(c) is a depiction of false positive result in which
highlighted regions can be interpreted as high probability of cancer development
regions. The image contains some features similar to cancerous mammograms hence,
the severe areas can be re-examined for a better prescription. If it still results in false
positive then features from such mammograms can be used to retrain the underlying
model to further increase the accuracy. The most important concern is false negative
result shown in Fig. 5(b). Though, cumulative results classifies them as non-cancerous,
our algorithm highlights three regions which are predicted as cancer-prone.

Fig. 3. A sample image and its 16 patches

Fig. 4. An output image obtained after highlighting the patches
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5 Conclusion

The proposed approach of identifying the most significant patches of images to classify
them into cancerous and non-cancerous ones gives an intuitive justification by high-
lighting them and thus, makes the decisions more reliable. The accuracy of the algo-
rithm can be increased by incorporating more such images in the training which have
been misclassified. The RoI highlighted in the noncancerous images signify that there
is a need to improve the training process by incorporating such misclassified images
and to cover the sample space, which can further increase the accuracy of the algorithm
as well.
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Abstract. Documentation is one of the elements of reusability. A good docu-
mentation can make the software module more reliable since it makes it easier to
understand [8]. Design Patterns are software modules that are proven solutions to
common design problems. They improve many qualities of software like
Reusability. If better reusability is required for existing software where design
patterns are used, then an approach that can detect design pattern in the existing
software will be useful. The result of detection approach gives occurrences of
specific design pattern in existing software. In this paper we propose a tool DPVO
for design pattern detection and a case study in JHotDraw (existing software) with
documentation. This documentation provide location (class name) of design pattern
in JHotDraw and helpful to improve reusability of this existing software.

Keywords: Reusability � Design pattern � Sub-graph isomorphism
Vertex ordering � Documentation

1 Introduction

Design pattern discovery in object oriented software will improve the reusability of
existing software. It is a good solution to reduce the burden of software developers and
maintainers. Design Patterns are proven solution to common recurring design prob-
lems. Knowledge of design patterns availability in existing software for reuse will
improve software reusability. Design patterns are frequently used by software devel-
oper and maintainers. The availability of patterns related information, implemented in
existing software is not well documented, and result of that it is not available for reuse.
Therefore, a reliable design pattern discovery approach is required. Design pattern
detection is one of the useful works in reverse engineering. Sufficient work has been
done in this area by the researchers but still lot of possibilities exists to improve further.
In this paper, we propose a design pattern detection tool “DPVO” (Design Pattern
Vertex Ordering). This tool deals with vertex ordering concept and graph matching
using sub-graph isomorphism conditions. “DPVO” tool has three components.
First component of “DPVO” is our previous developed tool “TXGR” [5]. “TXGR”
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generates a complete UML design structure [1] of specific design pattern in graph
format as well as gives structural information (such as class type and relationship
among classes) about existing application domain in graph view. Second component of
DPVO provides an ordered sequence of vertices for specific design pattern. However,
this sequence is independent from application graph that minimizes the search space in
the application graph and thus it shortens the time of overall detection process. Further,
third component of DPVO is a matching algorithm which is verifies existence of design
pattern structure in application software according to sub-graph isomorphism condi-
tions. In DPVO, output of one component will be used as input of another component
respectively. In this work, an open source project JHotDraw 7.0 [7] is used as domain
software and consider the class structure of design patterns proposed by Gamma [1].
The process of vertex ordering and graph matching is described in our previous paper
[4]. In this paper we summarized the conditions for vertex ordering of design pattern
graph and conditions for graph matching between specific design patterns and existing
software as propose in [4]. The main Objective of this paper is to explore the outcomes
of the algorithm.

The rest of the paper is organized as follows: Methodology of algorithm is pro-
posed in Sect. 2. Section 3 explore algorithm with an example. Section 4 proposed a
case study with outcomes using existing software JHtDraw 7.0. and proposes Docu-
mentation for outcomes of algorithm as an instance of different design pattern in
JHtDraw. Section 5 defines related work. Finally the conclusion is given in Sect. 6.

2 Methodology

The idea for design pattern detection is based on sub-graph isomorphism search. This
search algorithm is detecting all possible occurrences of specific design pattern graph
(DPg) in existing software graph (or model graph Mg) where design pattern graph is
sub-graph of existing software graph. Moreover, before applying search algorithm on
both graphs, we propose a vertex ordering process on design pattern graph and as
outcomes we got an ordered sequence of specific design pattern graph vertices. The
node to node mapping between both graphs start according to this ordered sequence.
The flow of this detection process is shown in (Fig. 1).

2.1 Rules for Vertex Ordering of Design Pattern Graph

We apply a greedy algorithm Greatest Constraint First [2] to find an ordered sequence
of vertices of design pattern graph [4]. Greatest Constraint First visits the design pattern
graph based on a scoring function. It starts from a vertex u0 in the design pattern graph
that has the maximum number of neighbors among vertices in the design pattern graph.
If more than one vertex has maximum number of neighbors then we choose arbitrarily
one of them. The algorithm iteratively proceeds until all vertices in the design pattern
graph are inserted in ordered sequence µ. Moreover this process consider two list, first
list µ include vertices that satisfied the condition of vertex ordering and second list um
includes vertices that are candidate for vertex ordering list. The value of um find out
using below mention three conditions..
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1. Vm;vis¼ set of vertices in µ that are neighbors of um
2. Vm;neig = set of vertices that are neighbors of um and connected to µ, but not in µ.
3. Vm;unv = set of vertices that are not in µ, not even neighbors of µ but are neighbors

of um.

2.2 Rules of Graph Matching Algorithm

After getting an ordered sequence of design pattern graph vertices, we apply a graph
matching algorithm between design pattern graph and existing software graph based on
sub-graph isomorphism conditions, describe in [4]. These conditions discard unnec-
essary vertex and edges from existing application graph and reduce the search space.
These matching conditions are as follows:

1. Neither the vertex of Design Pattern graph nor vertex of existing software graph is
already matched in the current path.

2. The label of vertex of Design Pattern graph is matched with label of vertex of
existing software graph.

3. Number of incoming edges to vertex of Design Pattern graph is less than or equal
to, number of incoming edges to vertex of existing software graph.

4. Number of outgoing edges from vertex of Design Pattern graph is less than or equal
to, number of outgoing edges from vertex of existing software graph.

5. Label of edge connected to vertex of Design Pattern graph is same as the label of
edge connected to vertex of existing software graph.

6. The constraints deriving from the topology (class and relationship structure) of
design pattern graph up to this point in the path are met in existing software graph
and edges label are also matched in this topology.

Fig. 1. Flow of design pattern detection approach
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3 Example

The algorithms have been described with the help of an example. Here, we have taken
an example of existing software graph (called model graph Mg) shown in Fig. 2(a) and
command design pattern graph (DPg) shown in Fig. 2(b) which is detected in Model
graph. In these graphs, there are three types of node (vertex) label which defines class
type such as (a) Abstract class denoted by (1, 0, 0). (b) Concrete subclass denoted by
(0, 1, 0) and (c) Concrete class denoted by (0, 0, 1) and edge label define four types of
relationships such as (a) Dependency denoted by “1” (b) Generalization/Inheritance
denoted by “2” (c) Association denoted by “3” and (d) Aggregation denoted by “4”.

Fig. 2. (a) Model graph (Mg) corresponding to existing software design. (b) Command Design
Pattern Graph (DPg).

Fig. 3. Snapshot of result of vertex ordering of command design pattern graph
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3.1 Implementation of Vertex Ordering of Design Pattern Graph

First we apply vertex ordering condition describe in Sect. 2.1, on command design
pattern graph shown in Fig. 2(b).
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If vertices of the command design pattern graph are matched in this order it will be
fast to match/search the graph of command design pattern in the system design (ex-
isting application software) graph. Because in this vertex ordering technique, according
to conditions we choose vertex at different step randomly (if required), so that more
than one sequence of vertex ordering possible but all sequences are define specific
design pattern structure.

3.2 Implementation of Graph Matching Algorithm

Now for simplicity, we modified graph matching rules proposed in [4] and further
explore our example for command design pattern. In previous section we got an
ordered sequence µ = {c, b, a, d, e} for command design pattern graph. Now,
according to this vertex ordering sequence, we apply graph matching algorithm
between command design pattern graph shown in Fig. 2(b) and Model graph
(Mg) corresponding to existing software design shown in Fig. 2(a) based on sub-graph
isomorphism conditions descried in Sect. 2.2 for design pattern detection as follows.

1. The first vertex (node) in the order vertices is node “c”. Only node “3” is compatible
to node “c” as labels of both nodes are same. Number of incoming edges of node
“c” � number of incoming edges of node “3”. As well as number of outgoing
edges of node “c” � number of outgoing edges of node “3”. Labels of incoming
edges are 1 and labels of outgoing edges are 2 and 3 in both design pattern graph
and model graph. Thus the mapping is {(c, 3)}.

2. The next vertex in the order of vertices is “b”. It is compatible to three nodes in the
model graph: node “4”, “5”, and “6”. But number of incoming edges of node
“b” � number of incoming edges of node “5” and labels of these incoming edges
are also same, while number of incoming edges of node “b” > number of incoming
edges of node “4” and node “6”, so this condition is not true for node “4” and node
“6” and node “5” is only candidate for mapping. Now there is no outgoing edge
from node “b” as well as from node “5”. Thus node “b” can be mapped to node “5”.
Now we will check the condition (6) to identify whether this pair (b, 5) should be
added into the mapping M or not. There is only one edge from node “c” to node “b”
with label 3 and there is a single edge from node “3” to node “5” with label 3. Thus
we will include this pair in the mapping and mapping till now is {(c, 3) (b, 5)}.

3. The next vertex in the order of vertices is “a”. Label of node “a” is matched with
label of node “4”, “5” and “6”. Node “5” is already considered so there are two
nodes, “4” and “6” will be applicant for mapping. Number of incoming edges to
node “a” is � number of incoming edges to node “4” and node “6”. Number of
outgoing edges from “a” is � number of outgoing edges from node “4” and labels
of these edges are also same. But number of outgoing edges from “a” is > number
of outgoing edges from node “6”, so this condition is not true for node “6”. Thus
only node “4” is mapped to node “a”. Now we will check the connectivity (con-
dition 6) among node “a” and node “c” and node “b”. Similarly the connectivity
among node “4” and node “3” and node “5”. There is one edge from node “a” to
node “b” with label 3 and one edge from node “a” to node “c” with label 1. There is
one edge from “4” to node “5” with label 3 and one edge from node “4” to node “3”
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with label 1. Thus we will add pair (a, 4) in the mapping and mapping till now {{c,
3) (b, 5) (a, 4)}.

4. Next vertex in the order of vertices is “d”. The label of node “d” is matched with
labels of node “1” and node “2”. Number of incoming to node “d” � number of
incoming edges to node “2”. But number of incoming edges to “d” > number of
edges to node “1”, this condition is not true for node “1”. Thus only candidate node
for mapping is “2”. Label of incoming edges on both node are also same. Number
of outgoing edges neither from node “2” nor from node “d”. Thus node “d” is
mapped to node “2”. Now it is to be checked that whether pair (d, 2) can be added
in mapping M or not. Again we will do this by checking condition (6). So we will
check whether all the edges from node “d” to nodes “c”, “b”, “a” in design pattern
graph is present in edges from node “2” to nodes “3”, “5”, “4”. There is only one
edge from node “c” to “d” with label 2. There is no edge between node “b” and
node “d”, and between node “a” and node “d”. Similarly there is only one edge
from node “3” to node “2” with label 2. There is no edge between node “5” and
node “2”, and between node “4” and node “2”. Thus this pair (d, 2) will be added in
the mapping.

5. The last node in the sequence is “e”, which is compatible with two nodes “1” and
“2”. But node “2” is already considered for mapping, thus we will check either node
“e” can be mapped to node “1” or not. Number of incoming edges to node
“e” � number of incoming edges to node “1”. Number of outgoing edges of node
“e” � number of outgoing edges of node “1”. Edge label of these outgoing edges
are same that is 4. Thus node “e” is mapped to node “1” of the model graph. Now
we will check the connectivity (condition 6) among node “e” and node “c”, “b”,
“a”, and “d”. Similarly the connectivity among node “1” and node “3”, “5”, “4”,
and “2”. There is no edge from node “e” to node “c”, node “b”, and node “a”. Only
one edge from node “e” to node “d” with label 4. Similarly there is no edge from
node “1” to node “3”, node “5”, and node “4”. Only one edge from node “1” to
node “2” with label 4. Thus this pair (e, 1) will be added in the mapping. Thus
design pattern graph (DPg) is found in model graph (Mg) according to mapping {(c,
3) (b, 5) (a, 4) (d, 2) (e, 1)}.

4 Case Study

In this work, we apply design pattern detection technique on an open source project
JHotDraw 7.0 as existing software domain. JHotDraw is a drawing editor that allows
user to create and manipulate 2D vector figures. It was originally developed in 1998 by
Gamma and Eggenschwller as a showcase for the use of design pattern [3]. Source code
of this JHotDraw project is converted into graph format by our previously developed
tool TXGR [5].The graph of JHotDraw project and all 23 GoF design pattern graphs
are presented in our previous paper [5].

4.1 Outcomes of Vertex Ordering Algorithm

Vertex ordering algorithm generates a sequence of vertices of specific design pattern
graph. This algorithm applicable for all 23 design pattern proposed by Gamma et al.
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[1]. Using vertex ordering sequence of specific design pattern graph, the graph
matching algorithm reduces the search space in existing software domain and speed up
the process of design pattern detection. Vertex ordering sequences of participating
classes for all 23 GoF [1] design patterns are shown in Table 1.

4.2 Outcomes of Graph Matching Algorithm

By simulating this graph matching algorithm between different GoF design patterns
graphs and existing software domain (JHotDraw) graph, we found instance of 10
different type of design patterns [1]. In this section we explain result of graph matching
algorithm in documented form using UML where we shows complete class structure
(Topology) of design pattern in existing software JHotDraw (Fig. 4).

Table 1. Sequence of participating classes of design pattern after vertex ordering

Design pattern
name

Sequence of participating classes of design pattern

Abstract factory (Concrete Factory, Product, Abstract Product, Abstract Factory, Client)
Builder (Builder, Concrete Builder, Director, Product)
Factory method (Concrete Product, Concrete Creator, Creator, Product)
Prototype (Prototype, Concrete Prototype, Client)
Singleton (Singleton)
Adapter class (Adapter, Target, Adaptee, Client)
Adapter object (Target, Adapter, Client, Adaptee)
Bridge (Implementer, Abstraction, redefine Abstraction, Concrete Implementer)
Composite (Component, Leaf, Composite, Client)
Decorator (Component, Decorator, Concrete Component, Concrete Decorator)
Facade (Façade, Sub-system Class)
Flyweight (Flyweight, Concrete Flyweight, Unshared Concrete Flyweight,

Flyweight Factory, Client)
Proxy (Real Subject, Subject, Proxy)
Chain of
responsibility

(Handler, Concrete Handler, Client)

Command (Concrete Command, Receiver, client, Command, Invoker)
Interpreter (Abstract Expression, Client, Context, Terminal Expression, Non-

Terminal Expression)
Iterator (Concrete Aggregate, Concrete Iterator, Iterator, Aggregate, Client)
Mediator (Colleague, Mediator, Concrete Colleague, Concrete Mediator)
Memento (Memento, Originator, Caretaker)
Observer (Concrete Subject, Concrete Observer, Observer, Subject)
State (State, Context, Concrete State)
Strategy (Strategy, Context, Concrete Strategy)
Template method (Abstract Class, Concrete Class)
Visitor (Visitor, Client, Object Structure, Element, Concrete Element, Concrete

Visitor)
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4.2.1 Documentation for Location of Design Pattern in JHotDraw
Software

I. Façade Design Pattern
Façade design pattern has two classes. One is façade class which is matched with
Composite Figure class and second is sub-system class which is matched with
Attributed key of JHotDraw. The relationship between JHotDraw classes makes an
instance of Façade design pattern class structure (Fig. 5).

II. Singleton Design Pattern
In Singleton design pattern, singleton class is concrete class and makes a self-loop with
association relationship. In JHotDraw, Pert Panel class is only one class that is concrete
class and has self-looped with association relationship. This structure form an instance
of Singleton design pattern in JHotDraw (Fig. 6).

Fig. 4. Snapshot of input of JHotDraw graph and command design pattern graph.

Fig. 5. Façade design pattern in JHotDraw
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III. Proxy Design Pattern
In Proxy design pattern subject class is matched with Abstract Handle class, Real
Subject class is matched with Bezier node Handle class and Proxy class is matched
with Bezier Figure Class of JHotDraw. The relationships between JHotDraw classes
make an instance of Proxy design pattern class structure (Fig. 7).

IV. Builder Design Pattern
In Builder design pattern, Director Class is matched with Tool Event class; Builder
class is matched with Drawing View class and Concrete Builder class matched with
Default Drawing View class of JHotDraw. The relationships between JhotDraw classes
make an instance of Builder design pattern class structure (Fig. 8).

Fig. 6. Singleton design pattern in JHotDraw

Fig. 7. Proxy design pattern in JHotDraw

Fig. 8. Builder design pattern in JHotDraw
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V. Prototype Design Pattern
In prototype design pattern, Client class matched with Floating Text Area class and
Prototype class matched with Figure Listener class and Concrete Prototype class
matched with Default Drawing class of JHotDraw. The relationships between JHot-
Draw classes make an instance of prototype design pattern class structure (Fig. 9).

VI. Memento Design Pattern
In Memento design pattern, Originator class is matched with Drawing Panel class,
Memento class is matched with Drawing View class and Caretaker is matched with
Tool Event class of JHotDraw. The relationships between JHotDraw classes make an
instance of Memento design pattern class structure (Fig. 10).

VII. Adaptor Object Design Pattern
In Adaptor Object Design Pattern, Client class is matched with Floating Text Field
class, Target class matched with Figure Listener class, Adapter class is matched with
Bidirectional Connector class and Adaptee class of this design pattern is matched with
Attributed Key class of JHotDraw. The relationships between JHotDraw classes make
an instance of Adaptor Object design pattern class structure (Fig. 11).

Fig. 9. Prototype design pattern in JHotDraw

Fig. 10. Memento design pattern in JHotDraw
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VIII. Observer Design Pattern
In Observer design pattern, Subject class is matched with Abstract Connector class,
Observer class is matched with Figure class, Concrete Observer class matched with
Chop Eclipse Connector class and Concrete Subject class is matched with Chop box
connector class of JHotDraw. The relationships between JHotDraw classes make an
instance of Observer design pattern class structure (Fig. 12).

IX. Strategy Design Pattern
In strategy design pattern structure, Context class is matched with Drawing Panel class,
Strategy class is matched with Drawing Editor and Concrete Strategy class is matched
with Default Drawing Editor class of JHotDraw. The relationships between JHotDraw
classes make an instance of strategy design pattern class structure. The class structure
of State design pattern is same as strategy design pattern so that Fig. 13 is also shows
an instance of State design pattern in JHotDraw.

Fig. 11. Adaptor object design pattern in JHotDraw

Fig. 12. Observer design pattern in JHotDraw
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X. Command Design Pattern
In Command design pattern, Client class is matched with Bezier class, Receiver class
of command pattern is matched with Bezier path class, Command class is matched with
Connection Figure class, Concrete Command class of command design pattern is
matched with Line Connection figure class and Invoker class is matched with Abstract
Figure class of JHotDraw. The relationships between JHotDraw classes make an
instance of Command design pattern class structure (Fig. 14).

5 Related Work

We are also proposed another approach for design pattern detection [6] where we use
genetic algorithm. In this algorithm we consider two graphs, one for existing software
and second for specific design pattern and applying genetic operations based on sub-
graph isomorphism conditions. If any sub graph of existing software graph is iso-
morphic to specific design pattern graph than we found an instance of that design
pattern. This algorithm is works for only those design patterns having at most three
classes in the UML class diagram.

Fig. 13. Strategy design pattern in JHotDraw

Fig. 14. Command design pattern in JHotDraw
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6 Conclusion

Design pattern detection is one of the approaches that improve the reusability of
existing software. We developed a reverse engineering tool TXGR [5] that generates
graph for all 23 design pattern proposed by Gamma et al. [1] as well as graph of
existing software JHotDraw. Using resultant graphs of TXGR we proposed an algo-
rithm based on sub-graph isomorphism concept for design pattern detection where
design pattern graph is pattern graph and existing software graph is target graph (where
design pattern is detected). In this paper we proposed a new concept “vertex ordering of
design pattern graph” and therefore we named this tool DPVO (i.e. Design Pattern
Vertex Ordering). Moreover this tool first finds out vertex ordering of pattern graph
which is an ordered sequence of design pattern vertices (or node). Using this ordered
sequence DPVO perform node to node mapping between design pattern graph and
existing software graph and search complete class structure of specific design pattern in
existing software. Vertex ordering of design pattern graph is reducing the search space
in existing software and speedup the detection process. As a result of this algorithm we
got complete topology (or class structure) for Façade, Singleton, Proxy, Builder,
Prototype, Memento, Adapter Object, Observer, Strategy, Command design patterns.
For improving reusability of existing software, we proposed outcomes in documented
form where a UML class diagram shows complete class structure of specific design
pattern.
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Abstract. Analysis of time series data requires extracting hidden patterns and
accurate detection of outliers and anomaly. Long Short Term Memory based
neural network’s ability to hold relevant information for extended time makes it
suitable for such analysis. A single network increases the prediction accuracy
but is limited by the group of similar patterns it can learn which results in
overfitting. Ensemble of thinned networks using dropout regularization solves
this problem but due to lack of efficient aggregation method, its capability gets
restricted. In this paper, we explore two intelligent ensemble aggregation
methods which allows to maximize the thinned networks’ performance.
Extensive experiments on Yahoo! benchmark dataset show that both aggrega-
tion techniques are capable of handling unwanted effects in data to improve the
average performance by �52% as compared to single network.

Keywords: Time series prediction � LSTM � Ensemble �Weighted aggregation
Window based aggregation

1 Introduction

Successive equally spaced data instances varying against time is defined as time series
data e.g. IoT [1], health care monitoring [1], financial monitoring, anomaly detection
[2], scene labeling [3] etc. Time series data analysis requires behavioral study of the
data by extracting the underlying pattern for accurate predictions on future values.
Presence of anomaly and outliers pose major challenges in time series analysis. An
accurate identification of anomaly and outliers conditions would allow underlying
model to plan preventive or reactive measures accordingly. As time series data is non-
stationary and frequently varying, multiple conditional behaviors can be observed [4].
It is very important to build a robust and reliable model which is able to handle different
aspects of data and make accurate predictions accordingly. At the same time underlying
model should not be biased to some specific behaviors.

A RNN (Recurrent Neural Network) [5] uses its internal memory to process
sequence of inputs unlike feedforward neural network which makes them efficient for
time series analysis. A basic RNN can be constructed using single instance of the
model but it may not be capable of extracting all patterns inside the given data. Time
series analysis remains delay intolerant and needs real time prediction. One network
overloaded with whole analysis takes more time to process and give result which
makes it inefficient. A possible solution would be create multiple instances of the
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model but since identical models will learn similar functions and would extract same
patterns, this also becomes inefficient. Thus, a generalized model can be constructed by
creating separate basic models optimized for different patterns and thereafter creating
an ensemble of them. The predictive performance and the generalizability of the model
is improved significantly with ensemble learning [6].

LSTM (Long Short Term Memory) [7] is one of the most frequently used RNN
model used for time series analysis, natural language processing, sequence modelling
and learning. RNN taps into the temporal and sequential aspects of the data in a fixed
number of computational steps making them fast and suitable for delay intolerant
applications. Along with advantages of traditional RNN, LSTMs simple model,
capability to handle potentially infinite dynamic data and ability to store important
information for a significantly longer duration makes it preferable model for time series
analysis e.g. time series prediction [8], event forecasting [9], anomaly detection [10]
etc. Multiple LSTM networks replacing single deep LSTM network [2, 5] increase the
accuracy by analyzing single or a group of similar behaviors. Ensemble LSTM inde-
pendently trains each of the component models such that no two models are identical.

Final prediction from ensemble LSTMs require aggregation. A basic aggregation
technique can be done by averaging prediction of different networks. As different
LSTM networks are trained for different functions, giving them equal importance leads
to inaccurate predictions. In this paper, we propose two weighted aggregation tech-
niques which gives appropriate importance to different LSTM networks which further
increases the models accuracy. Rest of the paper is organized in following sections,
Sect. 2 describes the problem faced in ensemble LSTM aggregation followed by
Sect. 3 containing the proposed intelligent aggregation methods. Results obtained from
extensive experiments are shown in Sect. 4. Conclusion and findings of the proposed
work is described in Sect. 5.

2 Problem Description

Given time series data set xi; yif gt�1
i¼1 containing labels or predictions uptil time instance

ðt � 1Þ. Time ðtÞ onwards, for a given data instance fxtg, we need to predict accurate
fytg. Ensemble LSTM network containing n differently trained LSTMs Lkf gnk¼1 are
built. The existing aggregation is done by

yt ¼ 1
n

Xn
k¼1

LkðxtÞ

As this aggregation gives equal weight to all networks hence, even the least
accurate network is able to adversely affect the final prediction. Our aim is to develop
aggregation technique to give appropriate importance to underlying LSTMs based on
their individual performance. Additionally the aggregation should be able to give
higher preference to recent instances in order to extract the current trend.
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3 Aggregation of Ensemble Thinned LSTMs

A time series predictor harness the power of LSTM and takes advantage of ensemble
networks to provide accurate next time instance prediction. Given a time series data till
ðt � 1Þ, the point at time step ðiÞ is represented by fxig, the next predicted data point
fxtg at time t is given by

xt ¼ f ðx1; x2; . . .xt�1 : /
�
t�1Þ ð1Þ

Here f is the function responsible for capturing the behavior of the time series and
/ðt � 1Þ are the parameters of the trained model till ðt � 1Þ. The parameters get
updated with each new observation. As a data instance arrives, the loss function of the
model is updated by

/�
t�1 ¼

argmin
/t�1

k xt�1 � f x1; x2; . . .xt�2 : /
�
t�2

� � k22 ð2Þ

3.1 Long Short Term Memory

LSTM is an advanced version of RNN which is capable of remembering the extracted
information for an extended interval of time as compared to the basic RNN used for
Deep Learning. LSTM has the capability to store relevant or indicative information for
a sufficiently long time. It also selects important and reduces irrelevant features auto-
matically to avoid curse of dimensionality [11].

A single LSTM unit consists of current, input, output and forget gate. A single layer
of LSTM consist of multiple such units and the whole LSTM network contains several
such layers.

• Current Memory
It is the currently stored information present in the LSTM cell which is used to
make predictions. The update that is made on the previous cell state Ct-1 which
results in the new cell state Ct

Ct ¼ ft � Ct�1 þ it � Ct ð3Þ

Output from the current time step is prediction for the immediately following
step. LSTM also stores the necessary cell state and information for the future
predictions thereafter. After the cell state is updated for the future time instance, the
output prediction for the immediate time step is given using a Sigmoid function

Ot ¼ W0 � ht�1; xt½ � þ b0 ð4Þ

here, with respect to output gate, Wo is its weight, bo represents bias, and Ot is the
output given by the cell at time (t).
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• Forgetting Mechanism
It enables the model to decide whether to remember or discard the previously
acquired information. The sigmoid function is used for forget gate is as described

ft ¼ rðWf � ht�1; xt½ � þ bf Þ ð5Þ

here, Wf is the forget gate’s weight, bf denotes bias, and ht-1 represents the output of
previous time instance(t − 1).

• Saving Mechanism
It allows the model to extract new information from just arrived data. The logic used
for the function is

it ¼ rðWi � ht�1; xt½ � þ biÞ ð6Þ

here, Wi and bi represents weight and bias of the input gate respectively. A tanh
activation function is used for updating state of the LSTM cell. The vector of new
values as stored in the LSTM can be defined as

Ct ¼ tanhðWc � ht�1; xt½ � þ bcÞ ð7Þ

here, Wc and bc are the weight and bias of the current memory gate respectively.

The architecture used for prediction is an LSTM network is similar to the baseline
[12] as shown in Fig. 1.

3.2 Ensemble LSTM

As a single network specializes in specific or group of similar patterns, they tend to
become less accurate as time grows. Ensemble of weak models make more powerful
model than individual deep models. As a single deep model takes more time to train

Fig. 1. LSTM representation
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and predict, latency intolerant analysis get adversely affected from this. It may also
become particularly overfitted according to some peculiar trend in the data. Presence of
outliers and anomaly also have a higher impact on single instance. On the other hand a
collection of independent models, each differently trained are able to solve the above
problems. Independent models are also capable of controlling the biasness by bringing
in variance and making overall model independent of both the training data as well as
the model’s architecture.

In a time series prediction using LSTM neural networks, variance among the
different models of the ensemble is done by using dropout regularization [13]. Dropout
regularization allows neural network layers to drop units along with their connections
during training as shown in Fig. 2b. These thinned networks are hence trained inde-
pendently and differently from each other as different neurons are dropped from each of
them. As due to different trainings, the models do not co-adapt together. Also, dropping
different neurons helps avoiding function overfitting problem.

The final prediction from such thinned networks need an aggregation technique to
improve the performance. The simple possible way to aggregate a fixed-sized model is
to average the predictions of all possible settings of the parameters [14]. This increases
the combined model’s error as the least accurate network also gets the same importance
to affect the prediction as that of highly accurate network.

3.3 Intelligent Aggregation

In multiple thinned network Lkf gnk¼1, each Lk gives its prediction for fxtg. The final
prediction is done by aggregating those individual predictions. A simple aggregation is
done by averaging the predictions. Equal importance to all networks defies the logic
behind ensemble LSTM. As worst performing LSTM also gets the same power to affect
the final result as compared to best performing network. Also, not all the functions
learnt through thinned networks contains the same information gain hence, giving then
equal weight does no t always increase the model’s accuracy.

Weighted Aggregation. Rather than simply taking the mean of all the predictions and
giving equal importance, an alternative technique is to give them weights according to
their current performance and take a weighted mean of all the predictions to generate

(a) A typical LSTM neural network (b) LSTM with dropouts

Fig. 2. Dropout regularization
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the output. The models which are performing better in terms of accuracy as measured
by low 1=RMSE (Root Mean Square Error) should be given higher weight than those
with higher 1. Hence, the importance coefficient maintains inverse proportional rela-
tionship with 1. Given labeled data xi; yif gt�1

i¼1 till time (t � 1Þ, it is divided in two parts
for training and coefficient calculation respectively.

xi; yif gt�1
i¼1¼ xi; yif gt�l

i¼1 [ xj; yj
� �t�1

j¼t�lþ 1

Each Lk 2 Lkf gnk¼1 is trained using ðt � lÞ labeled data xi; yif gt�l
i¼1. A prediction is

obtained from all thinned LSTMs using l labeled data xj; yj
� �t�1

j¼t�lþ 1 as

ŷkj ¼ Lk xj
� �

where ŷkj is the label predicted by LSTM Lkf gnk¼1 for data xj; yj
� �t�1

j¼t�lþ 1, 1 is cal-

culated from

1k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPt�1

j¼t�lþ 1 k ŷkj � yj k2
t � l

s

Weighted m Window Aggregation. In weighted aggregation, we consider the whole
prediction of thinned networks but in time series analysis, recent data have more
importance than previous data. By keeping the k fixed based on previous experience
may lead to erroneous prediction. The models training is done similar to previous
method using t − 1 instances. Labeled data from t – l + 1 to t − 1 is divided in m sized
time windows. k is calculated on a these m sized time windows and accordingly the
coefficients are changed for enhancing recent trend prediction. After each m instances,
the 1 is calculated using

1k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPt�1

j¼t�m�1 k ŷkj � yj k2
m

s

As each 1 is on different scale, it needs to be normalized for both aggregation methods.
The normalized & is obtained by

) 1k ¼
1k � l1

r1

where, l1 is the mean of all n LSTMs and r1 is its standard deviation. Importance
coefficient k for each thinned network is calculated from

) kk ¼ 1
1k
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where, kk is coefficient of kth LSTM and 1 � k � n. Aggregation of data instance
from time instance t onwards is obtained using this k weighted LSTMs

ŷt ¼ 1
n

Xn
k¼1

kkLkðxtÞ ð8Þ

where, ŷt is the final prediction of weighted aggregation (Fig. 3).

4 Result and Analysis

The analysis was conducted on the Yahoo! Webscope [15], a time series benchmark
dataset. It consist of four (A1–A4) benchmark data. In our analysis, real [1–3] and
synthetic [1–3] dataset were used. Each dataset contains �1500 entries distributed
among three fields (timestamp, value and is anomaly).

The Real dataset from A1 benchmark is based on real production traffic to the
Yahoo! Properties while the synthetic is generated from artificial time-series with
random seasonality, trend and noise. Former dataset has a periodic interval of one hour
while the outliers in the later dataset are inserted at random positions. The underlying
base architecture consists of three layered LSTM network [12]. A performance com-
parison of the proposed ensemble architectures weighted and m window with the
baseline and simple mean aggregation model has been done using both real world and
synthetic dataset. Various parameters taken for experiment are shown in Table 1.

Fig. 3. Weighted aggregation of LSTM

Table 1. Parameters

Parameter Value

Total instances 1500
t − 1 500
l 100
n 3
m 7
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Figure 4 shows the result obtained from different aggregation techniques on the
A2-synthetic 2 dataset when mapped with the actual data. Performance of single LSTM
is shown in Fig. 4a, as the graph shows that this method is not able to predict the
ground values hence gives an error 1 = 173:439. Simple mean aggregation on the other
hand is able to predict more accurate values as shown in Fig. 4b. The convergence with
the actual values is much better than the single model. It increases accuracy by �45%
than single LSTM. Weighted aggregation further enhances the prediction accuracy
by �67% and gives better prediction as shown in Fig. 4c than simple mean aggre-
gation. An m window performs even better than weighted aggregation based LSTM by
about �65%. As can be seen in the case of real data in the given table, giving pref-
erence to recent data window does not go well since the recent trend does not follows
well with the underlying actual annotation.

A comprehensive comparison of the results can be seen in Table 2. As evident from
the result, weighted and m window clearly outperform baseline and simple mean
aggregation. Among overall result, basic single model gives least performance fol-
lowed by simple mean aggregation. On real dataset, weighted aggregation performs
best among all as it is able to do a better approximation on inconsistent manual
annotation. A window based aggregation on the other hand works best on synthetic
data as extracting recent trend helps tackle random seasonality and noise.

Weighted and m window aggregation helps restrict model uncertainty, misspeci-
fication and inherent noise [16] to tolerable limits. Incorrect or ignored parameters
based model leads to uncertainty. Dropout regularization helps solve uncertainty as it
makes each of the models different from one another. The probability based neurons
dropping in each network remains different. These thinned models makes the overall
ensemble avoid wrongly trained or overfitted parameters.

(a) Single model (b) Simple mean

(c) Weighted (d) Weighted m window 

Fig. 4. Aggregation result of synthetic time-series
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A training dataset containing non-uniform samples that does not cover the whole
sample space leads to model misspecification. Proposed methods considering the local
performance of each thinned network and ne tune their importance helps build a
generalized model which removes model misspecification. The uncertainty in data
results in inherent noise. It is something which cannot be solved at the model level
since the problem is with the data being given as input rather than the model itself. It is
solved by systematically incorporating the feature of online Learning. It allows the
model to learn with each prediction and fine tune its parameters for better result on
upcoming dataset. Thus, the dynamic nature of the data is automatically considered
during model training.

5 Conclusion

The study proves that single LSTM gives unsatisfactory predictions and ensemble of
thinned LSTMs is able to increase the accuracy. The simple mean aggregation of
ensemble LSTMs gives better results than single LSTM but with equal importance to
all individual networks, the performance degrades. Proposed weighted aggregation
method is able to define appropriate importance to each thinned network by analyzing
their correctness. Especially in manual annotated real data, importance based on
exhaustive past data counters the inconsistency in annotation. Weighted aggregation’s
performance degrades in presence of random outliers and noise. A m window based
aggregation solves this problem by calculating thinned networks’ importance based on
last m data instances. Recent trend based importance factor is able to segregate outliers
and noise accurately.
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Abstract. Dense connectivity in latent variable models, recommender systems
and deep neural networks make them resource intensive. As the data keeps on
growing, the memory and processing requirements also increases. It is not
always feasible to extend these physical units hence, tensor methods are used to
optimize and improve their performance in a resource constrained environment.
Tensors make them fast, accurate and scalable in machine learning however, this
results in trade-off between accuracy and resource requirement. In this paper, we
explore the feasibility to convert the dense matrices to tensor train format such
that number of parameters are reduced and the expressive power of layers are
preserved. Based on tensor rank effect observation, a novel decomposition
method is proposed which preserves the underlying model’s accuracy along
with time and space optimization by tensor methods.

Keywords: Tensor decomposition � Neural networks
Time and space optimization

1 Introduction

High dimensional data generated from domains like image classification [15], speech
recognition, latent variable models [3, 4] etc. are difficult to analyze due to redundant
features and noise in the data. Model’s discriminative power in given dimension gets
diluted as most of the instances lie on its periphery. Dimensionality reduction solves
this problem by preserving most relevant features such that the data changes to max-
imum discriminative dimension which makes analysis easy. A user defined dimension
in dimensionality reduction technique may lead to information loss.

To overcome this problem of possible information loss, another solution is to feed
given data to deep neural network where the model is capable of identifying most
relevant features itself. The deep neural network extracts the important features at
various stages (each stage identifies specific feature(s)), this natural way of extraction
increases the model accuracy and avoids information loss. A Deep neural network
consists of multiple layers (>3 layers). A CNN (Convolutional Neural Network) [1, 16]
contains deep layers of networks and are trained using huge data instances. Each layer
consists of multiple nodes which in turn are connected to every node of next layer. This
fully connected graph results in dense weight matrix which requires large amount of
memory space and processing capability (Fig. 1).
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As the data grows, the resource requirement also increases but it is not always
feasible to upgrade hardware as per requirement. Data compression has been a primary
method to tackle such a dense graphs. Many experiments have been performed to
adjust weights of fully connected network in a more compact manner. Another way of
handling this is to use weight matrix with minimal ranks. Weight matrix analysis
proved that it contains redundant weights and by using minimal rank matrix, it can be
optimized (Fig. 2).

Tensor methods are used to optimize the dense matrix for resource constrained
environment without degrading the underlying model’s performance. Tensors are used
to represent the given high dimensional data into multilinear format called as Tensor-
Train [7, 12, 14]. It uses only few parameters to represent CNN’s dense weight matrix
without compromising accuracy or impacting the layers’ functionality [8, 10, 13]. The
layer’s built using tensor methods are called Tensor-Train-Layers and respective net-
work is referred as TensorNet (Fig. 3).

Fig. 1. A typical neural network with one hidden layer

Fig. 2. Architecture of Convolutional Neural Network

Optimal Low Rank Tensor Factorization for Deep Learning 477



The decomposed weight matrix in TensorNet reduces the time and space com-
plexity resulting in faster CNNs [9, 11] however, features of TensorNet remains
unexplored as existing model lacks in analyzing the effect of decomposed tensor’s rank
with respect to the data class, dimension, instances and model’s accuracy.

In this paper, we analyzed the effects of tensor rank and propose a novel decom-
position function to unlock the features of TensorNet which further increases the
underlying model’s accuracy. The paper further proceeds with proposed decomposition
method in Sect. 2 followed by experimental results and detailed analysis in Sect. 3.
Section 4 concludes the findings of this paper.

2 Proposed Methodology

Tensor decomposition results in low rank tensors with removed redundant features.
This makes the underlying CNN model faster while maintaining the accuracy but due
to lack of rank’s effect analysis, existing methods remain unable to use the extensive
features of tensor decomposition.

2.1 Tensor

Tensor is algebraic structure which is generalized as a geometric object that describes a
linear relation between vectors, scalars and other tensors. It consist of high dimensional
arrays and are denoted by T. The tensor elements are represented using A(i) = A(i1,
i2,…, id) where, d is the dimensionality of the tensor. The following is representation of
a d-dimensional tensor elements:

T l1; . . .; ldð Þ ¼ K1 l1½ �K2 l2½ �. . .Kd ld½ �: ð1Þ

where Kk lk½ � are matrices defined for each dimension as well as for every value in each
dimension. All matrices Kk lk½ � of same dimension k has to be of same size rk�1 � rk.
[7]. The values r0 and rd are kept 1 so that the matrix product should of size 1 � 1 [7],
this is referred as tensor decomposition. The sequence rk�1 � rk. is the tensor train

Fig. 3. Tucker decomposition of tensor where tensor is decomposed into low rank tensors called
as Cores.
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ranks and the collection of matrices corresponding to same dimension are called the
cores [7].

The mathematical procedures such as summation and product of tensors; and
computation of global characteristic of tensor can be effectively performed with the
help of decomposed tensors. The format of tensor decomposition is equivalent to a low-
rank matrix.

On a large vector, a tensor is defined by v 2 R
N , where N =

Qd
k¼1 nk. A mapping l

between the coordinate 1 2 1; . . .::;Nf g of v and d-dimensional vector-index
l lð Þ ¼(l1 lð Þ; . . .; ld lð Þ) of the corresponding tensor B has performed, where l lð Þ ¼
ðl1 lð Þ; . . .; ld lð ÞÞ [6, 7]. The tensor B is then defined by the corresponding vector
elements: Bðl lð ÞÞ ¼ vl. A compact format of vector i.e. tensor train vector [7] is
obtained. A tensor train representation of matrix is defined as W 2 R

P�Q, where
P =

Qd
k¼1 pk and Q =

Qd
k¼1 qk. The bijections u ið Þ ¼(u1 ið Þ; . . .; ud ið Þ) and l jð Þ ¼

ðl1 jð Þ; . . .; ld jð ÞÞ map row and column indices i and j of matrix W to the d dimensional
vector indices whose k-th dimensions are of size pkqk and is indexed by the tuple (uk(i),
lk(j)) [7]. The tensor W is then converted into the tensor train format by

W i; jð Þ ¼ W u1f ið Þ; l1 jð Þð Þ; . . .; ud ið Þ; ld jð Þð Þð Þ
¼ K1 u1 ið Þ; l1 jð Þ½ �. . .Kd½udðiÞ; ldðjÞ�

: ð2Þ

where, the matrices Kk½ukðiÞ; lkðjÞ�, k = 1,…,d serve as the cores with tuple (uk(i),
lk(j)) is the index. The efficiency of tensor depends on the mapping between the vector
element and tensor element. Column major reshape command has been used to make
d dimensional tensor from given data sample.

A deep neural network with fully connected layer consumes more time and space.
As the training data set is large and computational complexity is high, tensors based
neural network models are used to reduce time and space complexity with less number
of hidden parameters. Tensor Layer is built by linking fully connected layer where the
weight matrix for each layer is stored as tensor format. This kind of neural network is
known as tensor neural network.

Linear Transformation of typical neural network can be written as:

y ¼ Wxþ b: ð3Þ

where, W 2 R
M�N contains the weights, b 2 R

M represents bias and x is N-
dimensional input vector and y is M-dimensional output vector. The major benefit of
tensor Layer is optimization of space as compared to a normal neural network. The
above linear equation when defined using tensor form gives

Y i1; . . .; idð Þ ¼
X

j1;...;jd
K1 i1; j1½ �. . .Kd id; jd½ �K j1; . . .; jdð ÞþB i1; . . .; idð Þ: ð4Þ

The time complexity using proposed methodology in forward pass is
Oðr2mdmaximumfM;NgÞ which is better than OðMNÞ. The space complexity is
Oðr maximumfM;NgÞwhich is better thanOðMNÞ, where r ismaximal rank,m1 x… xmd

is shape of input tensor, n1 x… x nd is shape of output tensor and m is maxk=1, … ,dmk.
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2.2 Neural Learning

Stochastic gradient descent algorithm is used for training neural network. The
parameters’ gradients are calculated from back-propagation procedure [5]. The process
initiates from the last layer and sequential proceeds to next layer in reverse order. The
gradients of current layer are computed using precomputed gradient of previous layer.
The gradients is calculated using

@L
@x

¼ WT @L
@y

;

@L
@y

¼ @L
@y

xT;

@L
@b

¼ @L
@y

:

ð5Þ

In the next step of stochastic gradient descent calculation, the derivative of loss
function is calculated with respective to weight matrix which uses the above mentioned
gradients. It is given by

Wkþ 1 ¼ Wk þ ck
@L
@W

: ð6Þ

Direct computation of @L
@W requires OðMNÞ memory which is optimized by com-

puting these gradient directly from the cores of tensor of W. The indices are obtained
by

i�k :¼ ði1; . . .; ik�1Þ ; iþk :¼ ðikþ 1; . . .; idÞ ; i ¼ ði�k ; ik; iþk Þ
P�k i�k ; j

�
k

� �
:= K1 i1; j1½ �. . .Kk�1 ik�1; jk�1½ �;

Pþ
k iþk ; jþk
� �

:= Kkþ 1 ikþ 1; jkþ 1

� �
. . .Kd id; jd½ �:

ð7Þ

The tensor layer transformation for k = 2,…,d − 1 is obtained from [7]

Y ið Þ ¼ Y i�k ; i; i
þ
k

� � ¼
X

j�k ;j;j
þ
k

P�k i�k ; j
�
k

� �
Kk ik; jk½ �Pþ

k iþk ; jþk
� �

X j�k ; j; j
þ
k

� �þB ið Þ:
ð8Þ

The gradient of the loss function L with respect to the k-th core in position ½ik; jk]
can be computed using the chain rule as [7]

@L
@Kk ik; jk½ � ¼

X
i

@L
@YðiÞ

@YðiÞ
@Kk ik; jk½ �: ð9Þ

The gradient @YðiÞ
@Kk ik ;jk½ � is computed from
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@Y i�k ; ik; i
þ
k

� �

@Kk ik; jk½ � ¼
X

j�k ;j
þ
k

ðP�k i�k ; j
�
k

� �ÞTðPþ
k iþk ; jþk
� �ÞTX j�k ; j; j

þ
k

� �
: ð10Þ

This partial product sum that has been calculated above is saved for future com-
putations. We have applied dynamic programming for precomputed stored product.

The time complexity using proposed methodology in backward pass is
Oðr4 md2 maximumfM;NgÞ which is better than OðMNÞ. The space complexity is
Oðr3 maximumfM;NgÞ which is better than OðMNÞ, where r is maximal rank, m1 x…
x md is shape of input tensor, n1 x… x nd is shape of output tensor and m is maxk=1,…,

dmk.

3 Discussion and Analysis

3.1 Implementation Details

All experiments have been carried out on MATLAB 2015b and MATCONVNET for
CNN implementation. TensorTool box library has been used for tensor and its related
operations. CNN has been trained by the forward and backward pass algorithm for
neural network developed by (Alexander Novikov, 2015) [2].

3.2 Experimental Results

The main focus of this work is to analyze the properties of tensor layer. We also found
different approaches for fixing parameters: Dimensions of tensors which represent the
input/output of the layers and ranks of tensors. By analyzing different policies we can
compress the weight matrix. We also tested various ways of reshaping the input-output
tensors and try various ranks of tensor layer.

As a standard measure we consider neural network where there are two fully
connected layers and one rectified linear unit for testing purpose. We resize original
image 28 � 28 to 32 � 32 wherever required.

CIFAR-10 Dataset
We have performed experiment on CIFAR-10 dataset which is basically a classification
dataset that consists of 10 classes with 6000 images per class. Images have been
grouped for training and testing as 50000 images for training and 10000 for testing.
The dataset is divided into five training batches and one test batch, each with 10000
images. The 10 classes are: air-plane, automobile, bird, cat, deer, dog, frog, horse, ship,
truck.

Then we preprocess the image by subtracting the mean and performing normal-
ization. Here as a standard measure we use the CIFAR-10 CNN, which consists of
convolutional, pooling and ReLu layers [7]. There are also two fully-connected layers
of sizes 1024 � 1024 and 64 � 10. The convolution part of this network is fixed but we
substitute fully-connected part by 1024 � N Tensor-layer followed by ReLU and by a
N � 10 fully connected layer. We used input mode size 4 � 4 � 4 � 4 � 12 and
second mode size 5 � 5 � 5 � 5 � 15 with all ranks as 1. The train error that we got is
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23% which is slight better than train error that (Alexander Novikov, 2015) [2] has got;
that is 24.39% where they have treated input and output vectors as 4 � 4 � 4 � 4 � 4
and 5 � 5 � 5 � 5 � 5 tensors respectively with all ranks as 8. And the validation error
that we got is 22%.

By all the other experiments that we have conducted we conclude that better
accuracy can be obtained by increasing the dimensions and decreasing the rank of
tensors (Fig. 4).

4 Conclusion

In deep learning, Tensor methods are proved to have better efficiency than other low
rank matrix ideas. Time and space complexity can be optimized by using TensorNet
with particular ranks thus instead of using matrix rank, Tensor rank provides much
better accuracy and flexibility. In future, we can attempt to reduce the parameters of
neural network with the help of tensors and without compromising accuracy.
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Abstract. The term like intelligent systems, knowledge based systems, expert
systems, and so forth., are meant to express message that it is possible to
construct machines that can exhibit intelligence just like people in doing a little
easy tasks. In these tasks we search for the final result of the performance of the
machine for evaluation with the overall performance of a human being. We
characteristic intelligence to the machine if the overall performance of the
machine and human being are the identical. In the recent trends soft computing
algorithms with the data mining techniques are applied in the different appli-
cation domain for the prediction, knowledge extraction and performance eval-
uation tasks. Healthcare is one of them. In this paper a Naïve-Bayes soft
computing algorithm is used with the data mining technique for investigating the
performance of the blood bank and blood donors in a particular city on the idea
of real-world datasets. Naive-Bayes computing algorithm has the capability of
supervised learning in addition to the statistical learning. Performances of
Naive-Bayes algorithm on the idea of varied parameters are evaluated and
results are collected.

Keywords: Naïve Bayes � Soft computing � Blood-donors � Neural network
Dataset

1 Introduction

Recently using of soft computing techniques as an excellent tool for knowledge dis-
covery in huge amounts of data. These hybrid combinations have the potential to
handle large amount of data in a very quick and effective manner. Since the data to be
analyzed is having with inexact and uncertainty. Therefore traditional techniques are
not adequate. Properties of the same kind are typical of soft computing. Therefore the
application of soft computing techniques results in systems that have high device ratio.
Recently most widely used soft computing techniques are as follows:
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1.1 Genetic Algorithm

Genetic algorithms are adaptive seek algorithms based totally on the evolutionary
thoughts of natural choice and genetics. As such they constitute a sensible exploitation
of a random are seeking used to resolve optimization hassle. The simple techniques of
the genetic algorithm are designed to simulate manner in herbal structures vital for
evolution, in particular people who examine the principles of nice survival. Genetic
algorithms are higher than the tough computing algorithms in that they are more robust.
In looking a large nation location a genetic algorithm may additionally offer substantial
blessings over greater widespread optimization techniques. In famous, genetic set of
rules starts as follows. An initial population is created which consist of randomly
generated regulations. Every rule can be represented via a string of bits. Based at the
belief of survival of the fittest, a ultra-modern populace is common to encompass the
fittest regulations within the modern-day populace, as well as offspring of those sug-
gestions. Normally, the fitness of a rule is classed through the usage of its class
accuracy on set of education samples. Offspring are created by means of making use of
genetic operators including crossover and mutation. In crossover, substrings from pairs
of tips are swapped to shape new pairs of rules. In mutation, randomly selected bits in a
policies string are inverted. The technique of producing new populations primarily
based on in advance populations of guidelines keeps till a populace, P, evolves in
which each rule in P satisfies a pre-particular health threshold. Genetic algorithms are
without troubles parallelizable and had been used for class as well as extraordinary
optimization troubles. In information mining, they will be used to evaluate the health of
other algorithms [1].

1.2 Neural Networks

New models of computing to participate in pattern recognition tasks are influenced with
the aid of the constitution and performance of our organic neural community. A set of
processing models when assembled in a intently interconnected community, offers a
wealthy structure exhibiting some features of the organic neural community. This kind
of constitution is known as an artificial neural network. Considering ANNs are applied
on computer systems, it is valued at evaluating the processing capabilities of a com-
puter with these of the brain. Neural networks are sluggish in processing under-
standing, on the grounds that cycle time akin to a neural event promoted by using an
outside stimulus happens in milliseconds range therefore the pc method expertise
virtually one million time faster. Neural networks can participate in massively parallel
operations for the reason that prompted from organic networks where mind operates
with hugely parallel operations each and every of them having comparatively fewer
steps. Neural networks have gigantic number of computing elements and the com-
puting isn’t restrained to within neurons. Neural networks retailer expertise within the
strengths of the interconnections. In a neural community new understanding is added
via adjusting the interconnections strengths, without destroying the historic informa-
tion. Consequently expertise in the brain is adaptable whereas in the laptop it’s strictly
replaceable. Neural networks exhibit fault tolerance considering that the expertise is
dispensed within the connection throughout the network. There’s no significant manage
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for processing expertise within the brain. In a neural network each and every neuron
acts established on the neurons connected to it. Accordingly there is not any specified
manipulate mechanism outside to the computing undertaking [2].

1.3 Support Vector Machine

Support vector machine, a promising new approach for the category of each linear and
nonlinear data. An SVM is a set of rules that works as follows. It uses a nonlinear
mapping to transform the authentic training records into a higher measurement. Within
this new dimension, it searches for the linear greatest keeping apart hyper aircraft. With
the ideal nonlinear mapping to a sufficiently excessive measurement, information from
instructions can usually be separated through a hyper plane. The SVM reveals this
hyper plane using help vectors and margins. the first paper on SVM became offered in
1992 through Vladimir Vapnik and colleagues, even though the ground work for SVM
has been around because the Sixties. Although the training time of even the fastest
SVM may be extremely sluggish, they’re noticeably correct, due to their capacity to
model complex nonlinear decision obstacles. They are a lot less susceptible to over
fitting than different methods. The guide vector additionally offer a compact description
of the discovered version. SVMs can be used for prediction as well as class. They had
been carried out to some of areas, consisting of handwritten digit popularity, object
recognition, and speaker identity, in addition to benchmarks time series prediction
checks.

1.4 Fuzzy Logic

The concept of fuzzy sets was first introduced by Zadeh in 1965 to represent vagueness
present in human reasoning. Fuzzy sets can be considered as a generalization of the
classical set theory. In a classical set an element of the universe either belongs to or
does not belong to the set. Thus the belongingness of an element is crisp. In a fuzzy set
the belongingness of an element can be a continuous variable. Mathematically, a fuzzy
set is a mapping from the universe of discourse to [0, 1]. The higher the membership
value of an input pattern to a class, the more is the belongingness of the pattern to the
class [3]. The membership function is usually designed by taking into consideration the
requirements and constraints of the problem. Fuzzy logic deals with reasoning with
fuzzy sets and fuzzy numbers. it’s far to be noted that fuzzy uncertainty isn’t the same
as probabilistic uncertainty. In the network outputs are interpreted as fuzzy membership
values. Learning laws are derived by minimizing a fuzzy objective function in a
gradient descent manner. In the concept of cross entropy was extended to incorporate
fuzzy set theory. Incorporation of fuzziness in the objective functions led to better
classification in many cases. In Kohonen’s clustering network has been generalized to
its fuzzy counterpart. The merits of this approach is that the final weight vectors do not
depend on the sequence of presentation of the input vectors. The method uses a
systematic approach to determine the learning rate parameter and size of the
neighbourhood.
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1.5 Rough Sets

In many type tasks the aim is to shape lessons of objects which might not be con-
siderably unique. These indistinguishable objects are beneficial to construct knowledge
base concerning the task. For instance if the objects are classifieds consistent with color
(red, black) and shape (triangle, square and circle) then the indiscernible classes are red
triangles, black squares, red circles, and so on. As a result these attributes make a
partition in the set of objects. Now if red triangles with distinct regions belong to
different classes, then it is not possible for anybody to classify these two red triangles
primarily based on the given attributes. This form of uncertainty is known as rough
uncertainty. Pawlak formulated the rough uncertainty in terms of rough sets. The rough
uncertainty is absolutely prevented if we will successfully extract all of the important
capabilities to represent distinct objects. But it may now not be feasible to guarantee
this as our knowledge about the system generating the records is limited. It should be
stated that rough uncertainty is different from fuzzy uncertainty. Using rough sets it
could be feasible to lower the dimensionality of the input without dropping any
statistics. A set of features is enough to categorize all of the input patterns if the rough
ambiguity, for this set of capabilities is equal to 0. The use of this quantity it’s far
possible to pick a right set of features from the given data.

2 Literature Review

Nowadays there is a huge amount of information being collected and confine databases
everywhere across the globe. There are valuable information and information “hidden”
in such databases; and while not automatic ways in which for extracting this infor-
mation it’s much impossible to mine for them. Throughout the year’s many algorithms
were created to extract what is referred to as nuggets of knowledge from huge sets of
information. There are several methodologies to approach this drawback.

Boonyanusith and Jittamai [4] on this studies the sample of blood donors’ beha-
viours based on elements influencing blood donation choice is accomplished the usage
of on line questionnaire. The surveyed records are used for device studying techniques
of synthetic intelligence to classify the blood donor company into donors and non-
donors. the accuracy finding out of the surveyed facts is achieved the usage of the
synthetic neural network (ANN) and choice tree techniques on the way to are looking
ahead to from a series of individual Blood conduct information whether or not or now
not each character is a donor. The consequences suggest that the accuracy, precision,
and do not forget values of ANN method are better than those of the choice tree method
[4].

Classification is an information analysis technique to extract models describing
necessary knowledge classes and predict future values. Processing uses classification
techniques with machine learning, image process, language method, applied mathe-
matics and visualization techniques to seek out and gift info in a clear format. Most of
the classification algorithms in literature are memory resident, usually presumptuous a
little info size. Recent processing analysis has designed on such techniques, developing
ascendable and durable classification techniques capable of handling huge disk-resident
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knowledge. The classification has varied applications in addition to flight classification,
fraud detection, target promoting, performance prediction, manufacturing, and identi-
fication. The performance of the classification techniques is measured by the metrics
like accuracy, speed, robustness, quality, comprehensibility, time and interpretability.
Classification technique depends on the inductive learning principle that analyzes and
finds the patterns from the knowledge. If the character of an environment is dynamic,
then the model ought to be adaptive i.e. it got to be able to learn and map with
efficiency.

Bhardwaj et al. [5] focuses on data mining and trends associated with it. In this
paper, the main purpose of the system is to increase blood donor’s rate as well as to
attract more blood donors to donate blood. The work has been made to classify and
predict the number of blood donor’s according to their age and blood group. In this
work, the WEKA data mining tool and the J48 algorithm is used to classify the data and
evaluation of the data. Limère et al. Presented a model for firm growth with call tree
induction principle. It offers fascinating results and fits the model to economic info like
growth competence and resources, growth potential and growth ambitions.

Shilton and Palaniswami printed a unified approach to support vector machines.
This unified approach is developed for binary classification and after extended to one-
class classification and regression. Takeda et al. projected a unified durable classifi-
cation model that optimizes the prevailing classification models like SVM, minimax
likelihood machine, and Fisher discriminate analysis. It provides several blessings like
well-defined theoretical results, extends the prevailing techniques and clarifies rela-
tionships among existing models.

Yee and Nursingd Haykin viewed the pattern classification as an ill-posed disad-
vantage, it is a demand to develop a unified theoretical framework that classifies and
solves the unwell expose problems. Recent literature on classification framework has
reportable higher results for binary class datasets alone. For multiclass datasets, there’s
an absence of accuracy and lustiness. So, evolving an economical classification
framework for multiclass datasets remains an open analysis downside. The evaluation
of the parameters which influence the psychology of blood donors has been conducted
largely because of the numerous effect of blood insufficiency at the continuance of
patients [6]. The approach in discovering new styles of huge statistics units is recorded
processing. It is able to be accustomed extract information from a present information
set and redecorate into a character’s perceivable structure for any use [7]. It utilizes
techniques on the intersection of information, facts systems, gadget mastering, and
computing. ANN might be a way of facts processing it really is accustomed predict or
classify records inside the area of ideas or emotions and behaviors of customers effi-
ciently [8]. It is fashioned in getting to know styles of the statistics [9]. To resolve the
difficulty of category and grouping records are effective to investigate the promoting
databases [10]. Multi-layer Perceptron may be a giant and useful feed-forward ANN
version, which might be accustomed examine dataset to categories the focused cluster
[11]. Moreover, choice Tree is one many of the useful strategies in type by way of
getting to know patterns of the dataset. it will display end result diagrammatically as a
tree model a good way to factor every step of concluding process from input to output
[12].
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Borkar and Deshmukh [13] planned using Naïve Thomas Bayes classifier for
detection of swine-flu disease. The method starts with finding likelihood for every
attribute of swine flu against all output. The probabilities of every attribute are then
increased. Choosing the most likelihood from all the possibilities, the attributes belong
to the category variable with the most worth. The promising results of the planned
theme is used for investigation more the swine flu disease in patients using info
technology. Patil et al. [14] worked within the direction of diagnosis whether or not a
patient along with his given info relating to age, sex, pressure, blood glucose, chest
pain, electrocardiogram reports etc. will have a cardiovascular disease later in life or
not.

The experiments involve taking the parameters of the medical tests as inputs. The
proposal is effective enough in getting used by nurses and medical students for training
functions. the data mining technique used is Naive Thomas Bayes Classification for the
event of decision network in cardiovascular disease Prediction System (HDPS). The
performance of the proposal is additional improved employing a smoothing operation.

Kharya et al. [15] proposed detecting in patients the chances of having Breast
Cancer later in life. The severity of Breast Cancer is necessary seeing it becoming the
second most cause of death among women. A Graphical User Interface (GUI) is
designed for entering the patient’s record for the prediction. The records are mined
through the data repository. Naïve Bayes classifier, being simple and efficient is chosen
for the prediction. The results obtained by the Naïve Bayes classifier are accurate, have
low computational effort and fast. Implementation of the proposal is done through Java
and the training of data is done using from UCI machine repository [16]. Another
advantage of the proposed system is that the system expands according to the dataset
used.

Hickey [17] proposed using Naïve Bayes soft Classifier for public health domain.
The public health data are used as an input and the purpose of the study was to analyze
one or several attributes that predict a target attribute without the need for searching the
input space exhaustively. The proposal achieved its goal with the increase in accuracy
of classification. The target attributes were related to diagnosis or procedure codes.

Ambica et al. [18] developed an efficient decision support system for Diabetes
disease by using Naïve-Bayes soft computing algorithm. The developed classification
system contains two steps. The first step explains analysis of optimality of the dataset
and accordingly extraction of the optimal feature set from the training dataset.

The second step create the new dataset as the optimal training dataset and the
developed classification scheme is now applied on the optimal feature set. The mis-
matched features from the training data are ignored and the dataset attributes are used
for the calculation of posterior probability. The proposed procedure, therefore, shows
elimination of unavailable features and document wise filtering.

3 Proposed Methodology

The proposed methodology used to accomplish the various task is shown by following
Fig. 1.
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3.1 Working Methodology of the Naive Bayes Classifier

Naïve Bayes Classification method starts with text document as an input. For mea-
suring the relative degree of association between the class-word pairs, the classifier
makes a log-linear decision rule that assigns an independent parameter to each class-
word pair. The two steps of the classifier include Calculation of class conditional
probability and Calculation of classification or posterior probability. For each term
t and class cj, the class conditional probability (ti|cj) taking into consideration only one
training set is represented as follows:

bpðti=cjÞ ¼ Rtf ðti; d 2 cjÞþ a
RNd2cj þ a:M

ð1Þ

UNPROCESSED DATASET

REPROCESSING

SOFT COMPUTING TECHNIQUES FOR
CLASSIFICATION

KNOWLEDGE EXTRACTION 
PERFORMANCE EVALUATION

USEFUL (DESIRED) 
KNOWLEDGE

NN
NAIVE
BAYES

SVM FUZZY 
LOGIC

GA

Fig. 1. Knowledge extraction process with soft computing techniques
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Where Rtf ðti; d 2 cjÞ is the total sum of the term frequencies of the word from all
documents in the training samples belonging to a class CJ, a, is a smoothing parameter.
And RNd2cj is the sum of all term frequencies in the training dataset for class Cj, and M
is the number of terms.

Once the conditional probability is calculated for each term and class, the trained
classifier is able to predict the class of any upcoming new document. Let the document
to be queried query is with feature vectors represented by term frequencies. The
posterior probability of a document which belongs to a class cj is the product of
individual class conditional probabilities of all terms contained in the query document.

bpðd /cjÞ ¼ bpðt1/ cjÞ � bpðt2/ cjÞ. . .bpðtm= cjÞ

¼
YM

i¼1

bpðti= cjÞtf ðti;dÞ
ð2Þ

After the calculation of both the probabilities, the highest probability of class ck
which show that the queried document d belongs to class ck is given by k = argmaxj.

As long as the underlying assumption of independence is true, the Naïve Bayes
classifier works fine. The independence here refers to the idea that the underlying
category should be a better predictor of the options, the features that are independent
given the class. The other benefits of the classifier embody simplicity, quick to classify,
not sensitive to extraneous options and simple implementation that create it a promising
technique to be tried for a brand new classification issue. However, the underlying
assumption isn’t each and every time feasible as per the real world situation. Perfor-
mances of naive bayes classification technique on the idea of varied parameters are
evaluated and results collected. There are a lot of merits of this algorithm some of them
are as follows:

1. When the input variables are unconditional this algorithm plays nicely.
2. This classifier converges quicker requiring fairly less training data than different

discriminative models such as logistic regression.
3. It is less difficult to expect the class of the test dataset in this algorithm. This

classifier is an excellent guess for multi-class predictions also.
4. This algorithm has offered excellent performance in numerous application areas in

spite of conditional independence assumption.
5. There are different flavours of Naive Bayes algorithms such as Gaussian naïve

bayes, Multinomial naïve bayes, Bernoulli naive bayes.
6. It is best suited for text classification problems. Generally it is used for spam email

classification problem
7. This algorithm can also be used to train small dataset.

There are numerous areas where naive bayes algorithm are used some of them are
as follows.

1. To check whether your email is junk mail or not.
2. For characterizing news articles about entertainment, politics, sports, technology

etc. this algorithm is used.
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3. It is used by social sites such as face book to break down announcements com-
municating positive or negative feelings.

4. It is also used as a document classification for indexing the document in a database.

4 Experimental Evaluation

The blood donor’s information collected from the Kota blood bank having 5656
instances with 12 attributes. In principle, the usage of big data set to construct the
classifier version will increase the performance while classifying new statistics due to
the fact it would be less complicated to assemble an extra trendy model and subse-
quently finding a suitable match for our dataset. The dataset used to construct the
classifier model is dependent on a variety of things which include the scale of the type
of problem, the classifier algorithm used and the statistics set. The blood donor clas-
sification model was evaluated using a Naive-Byes classification technique. There are
two categories of the blood donor’ male and female. There are 5656 Instances of the
blood donors dataset and there are seven attributes which are Bag-no, Age, Date Group,
Available, Tested and Sex. The Testing mode is set at 10-fold cross-validation. The
total execution time to build model is 0.02 s. The results of blood donors dataset for
Naïve Bayes Classification technique is shown in the Table 1.

In the following step of the experiment we have calculated the classification
accuracy in the Table 2.

Where MAE, RMSE, RAE, RRSE are Mean absolute, Root mean squared, Relative
absolute and Root relative squared errors respectively. According the male and female
class accuracy is given in the following Table 3.

Table 1. Classified/unclassified instances

Truly classified instances 5515 97.5588%
Badly classified instances 138 2.44412%
Unknown instances 03
Total instances 5526

Table 2. Classification accuracy

MAE 0.04890
RMSE 0.1574
RAE 102.9244%
RRSE 102.3834%
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The following graph shows the Accuracy of Male and Female class (Fig. 2).

In the Table 4 we have shown the classified male and female blood donors
according their blood groups.

Table 3. Male and female class accuracy

Class Male Female

True positive rate 1 0
False positive rate 1 0
Precision 0.976 0
Recall 1 0
F-measure 0.988 0
ROC-area 0.634 0.63

0

0.2

0.4

0.6

0.8

1

1.2

True Positive
Rate

False
Positive Rate

Precision Recall F-Measure ROC-Area

MALE

FEMALE

Fig. 2. Accuracy of male and female class
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The following output screen generated when we run Naive Bayes computing
algorithm is shown in the following Fig. 3.

5 Conclusion

There are so many parameters comparing the performance and accuracy of an algo-
rithm. The objective of this research paper is for the classification and prediction of
blood donors according their sex and blood group. In this paper we have discussed that
how a Naive-Bayes soft computing algorithm can be used in knowledge discovery for
classification and prediction. During this work a data mining model is developed and
tested for extracting knowledge of blood donor’s classification which can be used to
support certain kind of decisions in blood bank organization. The blood donor’s dataset

Table 4. Classified male and female blood donors

Blood group Male Female

A+ 1332 30
AB+ 415 20
O+ 1587 370
B+ 1930 53
O− 690 1
B− 113 1
A− 581 1
AB− 20 2
Total 5524 145

Fig. 3. Classified and unclassified instances
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collected from an authentic government blood bank centre. The experimental outcomes
represents that the generated classification rules carried out perfectly with accuracy rate
97.5588%. In the next paper the soft computing techniques with KDD will be
implemented on the real world dataset for predicting the blood donor’s conduct and
mindset.
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Abstract. This paper presents a single-ended eight-transistor (8T) static
random-access memory (SRAM). The proposed cell achieves enhanced write
ability by weakening the pull up transistor during write ‘0’. Feedback loop
cutting approach is employed for successfulwrite ‘1’ operation. Unlike the
conventional 6T cell, proposed 8T cell employs separate transistors for read and
write operations to eliminate conflicting design requirement on access transistor.
Simulation is done on 180 nm CMOS technology on Cadence. Write static
noise margin (WSNM) of the proposed SRAM cell is 9% largerthan that of the
conventional 6T cell at 400 mV. The proposed cell consumesless leakage power
0.94x as that of the conventional 6T cell at 400 mV.

Keywords: Leakage power � Read disturbance � SRAM � Write ability

1 Introduction

SRAM is one of the critical blocks of modern portable devices such as laptops,
biomedical instruments and other handheld devices. These devices strongly require low
power dissipation for longer battery life. SRAM is the primary consumer of power of
the total chip power as it occupies a significant portion of the silicon chip [1–3]. Hence,
designing an SRAM that consumes low power is desirable. An effective technique of
lowering power dissipation is to scale down the supply voltage. However, cell stability
degrades as supply voltage is scaled down [4]. Also, transistor dimensions continue to
scale down for achieving higher integration density. However, down-scaling of
MOSFETs to sub nanometre range leads to variation in threshold voltage which results
in dramatic reduction in cell stability [5].

Schematic of the conventional 6T bit cell is shown in Fig. 1. The 6T cell offers
simple structure but it suffers from read disturbance problem and conflicting read
versus write design requirement. Let us assume that logic ‘1’ (Q = ‘1’) is stored in the
cell. During read operation, access transistor tries to raise voltage at node QB towards
VDD while pull- down transistor tries to maintain QB at ‘0’. Thus, there is contention
between pull-down and access transistors. The bit flip can take place if, access tran-
sistor wins the fight. This is referred to as read disturbance problem. To mitigate the
read disturbance problem, access transistor is required to be weaker than the pull-down
transistor. However, stronger access transistor and weaker pull-up transistor is required
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for a successful write operation [6]. Therefore, it is difficult to operate conventional 6T
cell at lower supply voltage due to conflict design requirement on access transistor.

To overcome the problems of the conventional 6T cell, various SRAM cell
structures are proposed by the researchers. SRAM cell proposed in [7–9] offer
enhanced RSNM but these cells use more control signal which results in increased
switching power and area. In [10], a separate read buffer is used to eliminate the read
disturbance but this cell has poor write ‘1’ ability as this cell employs two series NMOS
write access transistors. Since an NMOS passes a logic ‘1’ weakly. In [11, 12], suc-
cessful write operation is performed by weakening pull-up and pull-down network of
the cells. A single ended read disturb-free 8T SRAM cell is proposed which is based on
cells proposed in [11] and [12]. The proposed design offers enhanced write ability and
consumes lesser switching power as it employs single bit line.

2 Proposed 8T SRAM Cell

Figure 2 depicts the schematic of the proposed 8T bit cell. Transistor M2–M4 and M5–
M6 form the latch. The write word line (WWL) and word line (WL) control transistors
M1 and M3, respectively. The write access transistor M7passes data from bit line BL to
storage node Q when enabled by WWL. The read access transistor M8 is controlled by
RWL. Table 1 gives the Truth table of the proposed 8T bit cell.

2.1 Read Operation

To read the cell content, bit line BL is precharged to VDD. RWL is raised to high while
WWL and WL are forced to ground. The bit line BL is discharged conditionally
through M6 and M8. For instance, if Q = ‘0’, then M6 is OFF which keeps BL at its
precharged level VDD. However, high Q turns ON transistor M6 which discharges bit
line BL through transistors M6 and M8.

Fig. 1. Conventional 6T cell
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2.2 Write Operation

To write a ‘0’ in the cell, BL is pulled down to the ground. Control signals WWL and
WL are forced to VDD while RWL is forced to ground. As a result, transistor M1 is
turned OFF which weakens the pull up transistor M2. Consequently, node Q discharges
quickly to ground through ON transistor M7. At the same time M5 is turned ON to
raise the voltage at node QB. Thus, node Q holds data ‘0’ when the cell returns to hold
mode by forcing WWL to ground. For writing a ‘1’ in the cell, BL is loaded with data
‘1’. Now, WWL is forced to VDD while WL and RWL are pulled down to ground
which results in flow of current from BL to node Q through M7. Low WL turns OFF
transistor M3 which allows charge accumulation at node Q resulting in voltage hike at
Q. As a result, M6 is turned ON and QB is discharged to ground (QB = ‘0’). Con-
sequently, node Q = ‘1’ when the cell returns to standby mode (WWL = ‘0’
WL = ‘1’).

2.3 Hold Mode

In the hold or standby mode WWL and RWL are forced to ground while WL is raised
to VDD. The cross-coupled inverters hold the stored data if supply is ON.

Fig. 2. The proposed cell

Table 1. Truth table of the proposed 8T cell

Operation WWL WL RWL BL

Read ‘0’ ‘0’ ‘1’ ‘1’
Write ‘0’ ‘1’ ‘1’ ‘0’ ‘0’
Write ‘1’ ‘1’ ‘0’ ‘0’ ‘1’
Hold ‘0’ ‘1’ ‘0’ ‘1’
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3 Simulation Results and Discussion

Important design parameters of the proposed 8T and conventional 6T cells are simu-
lated and compared in this section. Simulation is done on 180 nm CMOS technology
on Cadence. For comparison, the authors also designed and simulated the conventional
6T cell. For the 6T cell, width of the pull-down, access and pull-up transistors is chosen
as 800 nm, 600 nm and 400 nm, respectively. Width of pull-down, write access and
pull-up transistors in the proposed 8T cell is equal to 720 nm, 540 nm, and 400 nm,
respectively. Width of read access and other transistors is equal to 400 nm.

3.1 Hold Stability

The metric static noise margin (SNM) is used to measure the stability of a bit cell. SNM
is defined as the minimum noise voltage at internal node of the cell that can alter the
cell content. SNM during hold mode is referred to as the Hold SNM (HSNM). Figure 3
shows the graphical method for finding the HSNM. It is the side length of the largest
square fit inside the lobe butterfly curve. Higher value of the HSNM is desirable for
better cell stability. The proposed cell shows HSNM = 142 mV at 0.4 V.

3.2 Read Stability

Read stability is expressed in terms of RSNM. RSNM indicates the ability of the cell to
retain the stored data during read operation. The conventional 6T cell shows poor
stability due to degraded RSNM (Fig. 4). During read operation, a non- zero voltage is
developed at the ‘0’ storing node due to voltage division action between access and
driver transistors. This rise in voltage can alter the contents of 6T cell. In the proposed
cell, transistor M3 cuts off the feedback loop dynamically during read operation.
Therefore, node Q is isolated from BL and therefore, the cell content does not altereven
if voltage at node QB becomes equal to the trip point voltage of the left inverter [12].
Thus, the proposed cell offers higher read stability and is free from read disturbance.

Fig. 3. Butterfly curve during hold mode
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3.3 Write Ability

Metric WSNM is used to measure write ability. WSNM indicates the ability of a
SRAM cell to pull down the voltage of the inverter storing logic ‘1’ below the trip point
voltage of inverter storing logic ‘0’. Figure 5 shows the voltage transfer curves of the
cell during write ‘0’ operation. In Fig. 5 two curves intersect at only one point. This
means that the proposed cell exhibits monostable behaviour during write operation
[12]. Thus, successful write ‘0’ operation is performed.

Figure 6 shows the variation in the WSNM with the supply voltage for conven-
tional 6T and proposed cells. From Fig. 6 it is observed that our cell offers 9% larger
WSNM than that of the conventional 6T cell. Higher value of the WSNM means the
proposed cell has better write ability than the conventional 6T cell. Enhancement in
WSNM of the proposed cell is due to the use of power gated transistor M1 which
weakens the pullup transistor M2 during write ‘0’ operation. The proposed cell also

Fig. 4. HSNM versus RSNM of the conventional 6T cell

Fig. 5. Write ‘0’ VTC of the proposed cell
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exhibits higher write ‘1’ ability due to use of transistor M3. During write ‘1’ operation,
OFF transistor M3 disconnects the node Q from the ground which results in faster
accumulation of the charge sat node Q. Consequently, faster discharge of node QB to
ground. Thus, the proposed cell achieves higher write ability. Figures 7 and 8 show the
simulated waveforms for write ‘0’ and write ‘1’ operations, respectively. From the
graphs, it is observed that proposed cell performs successful write operation at 0.4 V.

3.4 Read/Write Delay

Read delay for a double ended cell is the time difference between assertion of word line
and the instant when 100 mV difference is reached between bit lines. For a single-
ended SRAM cell, this 100 mV difference is considered between BL and VDD.
Table 2 compares the read delay of proposed and conventional 6T cells at VDD =
400 mV. Our cell shows penalty in the read delay.

Write ‘0’ delay is the time elapsed in falling the ‘1’ storing node voltage to 10% of
its initial high level after initiation of word line. Similarly, write ‘1’ delay is the time
elapsed in rising the ‘0’ storing node voltage to 90% of its initial low level after
initiation of word line [13, 14]. Due to single ended write operation, proposed cell
shows larger write delay than that of the conventional 6T as shown in Table 2.

3.5 Read/Write Power

Because of the single ended structure, bit line in the proposed 8T cell is discharged
only if Q = ‘1’ (or QB = ‘0’). For Q = ‘0’ (or QB = ‘1’) bit line BL remains at its
precharged level. Therefore, our cell consumes less switching power as compared to
double ended 6T bit cell in which one of the bit lines is always discharged [15]. Table 3
shows the power consumption of the proposed cell during read operation. This power
consumption is the average of read ‘0’ and read ‘1’. From the Table 3, it can be
observed that the read power consumption of the proposed 8T cell is 0.63x of the
conventional 6T cell. Proposed 8T cell employs single bit line for the write operation.
Therefore, low power is consumed in charging and discharging of single bit line as

Fig. 6. WSNM (write ‘0’) versus supply voltage
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compared to differential bit lines [16]. Table 3 records the write power consumed by
the proposed 8T cell. It is observed that the proposed cell consumes lesser power
during write operation.

Fig. 7. Simulated waveform during write ‘0’

Fig. 8. Simulated waveform during write ‘1’

Table 2. Read and write delay at VDD = 0.4 V.

Operation Conventional 6T cell (ns) Proposed 8T cell (ns)

Read 155 580
Write 15 22

Table 3. Read and write power consumption at VDD = 0.4 V.

Operation Conventional 6T cell (nW) Proposed 8T cell (nW)

Read 72.33 45.4
Write 74.7 50
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3.6 Leakage Power

A major portion of an SRAM remains idle for most of the times. However, leakage
current flows through idle portion of the SRAM. Among various leakage currents, the
sub-threshold leakage is the dominating component. The sub-threshold leakage current
can be found by following equations [16]:

ISub ¼ k
W
L
e
VGS�VTH

nVT 1� e
�VDS
VT

� �
ð1Þ

Where, VGS is Gate to source voltage, VDS is Drain to Source voltage, VTH is
threshold voltage n is sub-threshold swing coefficient, VT is the thermal voltage and W
and L are the channel width and length, respectively. In the proposed 8T cell, left
inverter consists of series combination of the four transistors M1, M2, M3 and M4.
Therefore, stacking effect results in reduced subthreshold current and hence low
leakage power dissipation [16]. Figure 9 shows the transistor status of the proposed cell
in the hold ‘0’ mode.

As shown in the figure, BL leakage current flows through stack of the three tran-
sistors M7-M3-M4 resulting in reduced leakage current. Also, drain and source of
transistor M8 are at the same potential (VDS = 0) which results in zero leakage current
through M8. Thus, total leakage current due to the cell is reduced. Leakage power of
the proposed and conventional 6T cells is illustrated in Fig. 10. It can be noticed that
leakage power of the proposed 8T cell is 0.94x lesser as compared to the conventional
6T cell.

3.7 Area

The layouts of the conventional and proposed 8T cells using 180 nm design rules is
shown in Figs. 11 and 12, respectively.

Fig. 9. Leakage current during hold ‘0’ mode
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Fig. 10. Leakage power versus supply voltage

Fig. 11. Layout of conventional 6T cell

Fig. 12. Layout of proposed 8T cell
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The proposed design occupies approximately 1.6x larger area as compared to the
conventional 6T cell. Since the leakage power of the proposed 8T cell is lesser than 6T
cell therefore, more number of cells per bit line and hence higher density of SRAM
using proposed cell is possible. Also, the proposed design does not use additional write
assist circuit hence the proposed cell saves area and power consumption.
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Abstract. In today’s world one of the major concerns for the electronics
engineers and scientists is how to reduce the power consumption of the elec-
tronics devices. To overcome this problem we come across different technolo-
gies. Radio Frequency (RF) Microelectromechanical (MEMS) switches are one
of the leading technologies for past two decades. But the main concern with
RF MEMS switches is its high actuation voltage and high switching time. This
paper generally concentrates on the simulation of RF MEMS contact switch
having Y-shaped cantilever beam to obtain low actuation voltage with less
switching time. The simulation and results are obtained by the Intellisuite 8.7v
software. The actuation voltage depends on the air gap, Young’s modulus,
thickness of the beam etc. The “pull-in” voltage is found to be 1.2 V and the
switching time is about 52.3 µs.

Keywords: RF MEMS � Cantilever beam � Actuation voltage
Air gap � Young’s modulus

1 Introduction

Micro Electro Mechanical system or Micro system is a multidisciplinary topic which
generally comprises of electronics, mechanical, biomedical etc., it generally miniaturize
the device. By miniaturization we mean reducing the value, reducing the cost, reducing
the size etc., but there should not be any effect on the function of the device i.e.,
functionality should be constant. The RF MEMS switch is one of the most studied and
one of first in RF MEMS technology. The physics behind the RF MEMS switch is
similar to as ‘mechanical relay’, but on size it resembles with semiconductor switches
[1]. The RF MEMS based switches out-shine the traditional semiconductor switches
such as PIN diodes, HEMTs, FETs. The main problem with RF MEMS switches are its
high switching time, its power handling capacity is less, its actuation voltage is high,
and its reliability is less as compared to solid state counterpart [2]. In 2017, Raman,
Shanmuganantham design a serpentine spring structure RF MEMS switch whose
actuation voltage comes around 4 V [3]. In 2015, Attaran and Rashidzadeh, proposed a
novel design to reduce the actuation voltage and the switch structure is helical and its
actuation voltage is as low as 0.5 V [4]. In 2017, Khan and Shanmuganantham design
an arc shape cantilever beam RF MEMS switch and its actuation voltage is about 1.4 V
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[6], in this paper the main focus is to reduce the actuation voltage. This paper generally
discusses about the Y- shaped cantilever beam for lower the actuation voltage and
decreases the transient response of the switch.

2 Proposed Design

The RF MEMS switches are generally divided into two parts: Static analysis and
Dynamic analysis. It is a Y-shape cantilever beam which is anchored at one end and
another end is freely hanging over the CPW transmission line. The design parameter of
the beam such as its length, width, thickness, air gap and width of lower electrode is
given in Table 1.

Whereas the silicon substrate thickness is 50 µm and a bias voltage is given
between the lower electrode and the cantilever beam as the cantilever beam gets
deflects by 1 µm we get the actuation voltage. The material used for making the switch
is aluminum (Al) [5] (Figs. 1, 2 and 3).

Table 1. Parameters of dimensions

Design parameters Measurements

Length of beam, l 300 µm
Width of beam, w 100 µm
Thickness of beam, t 1 µm
Width of lower electrode, W 100 µm
Air gap, g0 1 µm

Fig. 1. Top view of Y shaped cantilever beam
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3 Mathematical Modeling

3.1 Static Analysis

In the static analysis we generally give attention to the mechanical behavior of the
beam and the physics behind the electrostatic actuation of the beam (Fig. 4).

Fig. 2. Side view of Y shaped cantilever beam

Fig. 3. Schematic representation of cantilever beam

Y-Shaped Cantilever Beam RF MEMS Switch 511



Mechanical Analysis. In this we generally give attention the mechanical parameters
of the beam such as its Young’s modulus, spring constant, moment of inertia and
Poisson’s ratio etc.

When a force F is applied at the free end of the beam it gets deflected by Δx and it is
given by

F ¼ K Dx ð1Þ

Where K represents spring constant of cantilever and is given by [8]

K ¼ 2Ew
t3

l

� �
1� x

l

3� 4 x3
l

� �þ x4
l

� � ð2Þ

Where E represents Young’s modulus and the moment of inertia of the rectangular
cross-section is defined as [8]

I ¼ wt3

12
ð3Þ

Electrostatic Analysis. The concept behind the electrostatic actuation is simply the
electrostatic force between the two parallel plates. The capacitance between two plates
is given by

C ¼ EWw
g

ð4Þ

Where g represents beam height above the lower electrode and E represents the
permittivity of the medium. The electrostatic force is given by the [9]

Fig. 4. Simple cantilever beam
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Fe ¼ � eWwV2

2g2
ð5Þ

Where V represents the applied bias voltage between the beam and the lower
electrode and Fe represents electrostatic force. So when we equate the electrostatic
force with the spring force we get

eWwV2

2g2
¼ k g0 � gð Þ ð6Þ

Where g0 is the beam height for zero bias voltage. By solving Eq. (6) for voltage
we get

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kg2 g0 � gð Þ

eWw

r
ð7Þ

At (23) g0 mechanical restoring force becomes more than the electrostatic force
resulting cantilever beam becomes unstable then beam collapse to down state position.
By putting the value of g in the Eq. (7) we get [9]

Vp ¼ V
2g0
3

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8kg30

27eWw

r
ð8Þ

Where Vp is known as “pull-in voltage” or “actuation voltage”.

3.2 Dynamic Analysis

The dynamic analysis of the switch is generally used to find out the transient response
of the switch i.e., the switching time. The frequency of the beam is given by

w0 ¼
ffiffiffiffi
K
m

r
ð9Þ

Where m is mass of the cantilever beam and quality factor of the beam is given by

Q ¼ K
w0b

ð10Þ

Where b is the damping coefficient and it can be reduce by using holes in the
cantilever beam. It is found from experiments that if Q � 0.5 then shows slow
switching time and if Q � 2 then it shows long settling time when it released. So for
better performance Q = 1. For Q � 0.5 the switching time is given by the [10]
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ts ¼
9V2

p

4w0QV2
s
for Vs [[Vp ð11Þ

Now when the Q � 2 and damping coefficient is very small (b = 0) then the
switching time is given by the [10]

ts ¼ 3:67
Vp

Vsw0
for Vs � 1:3Vp ð12Þ

4 Fabrication Process

The virtual surface micromachining process is used here for fabrication in Intellisuite
8.7v software in Intellifab module. First silicon is defined then three masks are used for
building the device. First aluminum is deposited by conformal deposition for making
lower electrode and CPW transmission line. Second anchor is build by depositing a
sacrificial layer then last cantilever beam is mounted on the anchor and the sacrificial
layer which is used for providing air gap is completely removed [7].

5 Simulations and Results

The simulation has been done in the Intellisuitev8.7 software in the thermo elec-
tromechanical (TEM) module. First of all simulation is set then material is selected then
boundary conditions were applied for fixing the anchor and the substrate. Then load is
given in terms of voltage between the lower electrode and the beam so as to get pull-in
voltage. From the Fig. 5 it can be seen that switch shows a deflection of 1.0526 µm and
from the Fig. 6 it can be seen that mises stress is about 2.1962 Mpa. From the sim-
ulation we get the vertical displacement of the cantilever with applied voltage is shown
in the Fig. 7 and it is found to be about 1.2 V. From Fig. 8 it is clear that the switching
time is about 52.3 µs.

Fig. 5. Switch displacement
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Fig. 6. Mises stress

Fig. 7. Voltage V/s beam vertical displacement
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6 Conclusion

The switch was designed in the 2-D layout then it is fabricated in the Intellifab and then
simulated in the TEM analysis module. From the simulated results we can say that pull-
in voltage is found to be 1.2 V and switching time is about 52.3 µs. So from the
Table 2 we can say that though the actuation voltage of Ref. [4] is 0.5 V, which is
better than this design but transient response of this design is far better than Ref. [4]
which is about 0.5 ms. From the analysis we can say that some parameters are crucial
in determining the pull-in voltage and the switching time of the switch. Since these
switches show very good results so it is widely used as defense and research appli-
cations. We can further wok on its S-parameters, reliability, power handling etc., for
overall better performance.

Fig. 8. switching time of the switch

Table 2. Comparison table

Parameters Ref. [4] Ref. [6] Proposed design

Displacement (µm) 1.5 1 1
Pull in voltage (V) 0.5 1.4 1.2
Switching time 0.5 ms 56.04 µs 52.3 µs
Size 1264 � 635 lm2 350 � 100 lm2 350 � 100 lm2
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Abstract. In this paper, the concentric circular ring arc patch antenna is pre-
sented. The circular ring slots and arc slot is presented in circular patch. The
proposed antenna is resonated at two frequencies are 13 GHz, 16.6 GHz with
return loss −24.9 dB and −27 dB for Ku band applications. The maximum gain
of resonant frequencies are 3.84 dB, 3.94 dB. The co polarization and cross
polarization of E plane and H plane and impedance bandwidth of proposed
antenna measured at resonant frequencies.

Keywords: Circular ring antenna � Arc shaped slot
Co polarization and cross polarization

1 Introduction

Now a days the dual band multi band antenna configurations are increased due to their
attractive features like less cost, low complexity, easy to design for Ku band and
satellite applications. The microstrip antenna are essential design in communication
and radar systems used in ultra wide band applications (3.1 GHz–10.6 GHz).

[1] Karli proposed a rectangular patch antenna for dual band antenna with band-
width of 0.4 in upper band and lower band and used for wireless communications. [2]
Guha proposed circular patch with arc shaped defected ground structure (DGS) for
improve the suppressing the XP (cross polarization). [3] The parasitic stubs and slots
are slots in rectangular antenna for wide bandwidth and wireless local area networks.
[4] A circular feed circular ring slot antenna was designed for wide bandwidth and gain
of 5.7 dBi, the circular ring microstrip patch antenna with coupled-fed stacked
microstrip for dual-frequency has considered. The researchers proposed different
antennas for improve the bandwidth of the circular antenna [4, 5]. [4] A center fed
circular ring patch with annular ring introduced for monopole radiation pattern, gain of
5.7 dB at resonant frequency 5.8 GHz. The researchers are proposed different types of
split ring resonator (SRR) [6], aperture coupled annular ring [7], annular ring slot
antenna [8] for circular polarization.

Coupled-fed stacked microstrip monopolar patch antenna for monopole like radi-
ation pattern are obtained in the dual bands (2.28–2.55 GHz, 5.15–5.9 GHz) for
wireless local area network (WLAN) applications [9]. Soodmand [10] proposed breach
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coupled circular ring patch with four port dual band dual polarized for global system
for mobile communication (GSM) and distributed control system (DCS) applications.
Compact circular ring patch antenna for dual and triple band antennas resonate at fourth
generation (4G) band [5]. The two appended coin shaped patches with ring shaped feed
strip for Ultra-high frequency (UHF) radio frequency identification (RFID) applications
[11].

The traditional antennas like rectangular patch antenna, circular, square and semi
circle antennas has less bandwidth, low radiation characteristics. The proposed antenna
has operated at dual frequencies and used for Ku band applications. The maximum gain
is 3.94 dB, 3.84 at two operating frequencies and co polarization and cross polarization
of E plane and H plane are designed.

2 CCAP Antenna Design

The Fig. 1 depicts the Concentric Circular ring Arc Parch (CCAP) for Ku band
applications. The substrate of CCAP is designed with FR4 epoxy material and relative
permittivity (er) is 4.4. The substrate is designed with length (L1) and width (W2). The
copper coated metallized circle is placed on top of the substrate with radius (R1) The
outer ring (R2) and inner ring (R3) radii has thickness of t1 and outer ring (R4) and inner
ring (R5) radii has thickness t2. The inner ring slot (t1) and outer ring slot (t2) are slotted
on circle (R1) for improve the bandwidth of the CCAP antenna. The 100 of arc (a1) is
slotted on circle (R1) with input impedance of CCAP is 50 X and feed line is connected
to circular ring with length (L2), width (W2). The optimized parameter values of CCAP
are shown in Table 1.

Fig. 1. (a) The concentric circular ring arc patch antenna (b) concentric circular slots
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2.1 Antenna Configuration

The antenna configurations of the concentric circular arc patch is shown in Fig. 2. The
design begin with single circular patch with feed line, the concentric circular slots are
added to the circular patch to improve the impedance bandwidth of the proposed
antenna. The 100 of arc is placed on the concentric circular slot antenna to improve the
radiation characteristics of E plane and H plane of the proposed antenna. The cross
polarization is reduced by the arc is slotted on circular ring patch.

3 Results and Discussion

The Fig. 3 shows the circular ring with arc and without arc of CCAP. The 100 arc is
slotted on concentric ring to improve the impedance bandwidth, and radiation char-
acteristics of CCAP antenna. The circular ring with arc is resonate at two frequencies
13 GHz, 16.6 GHz with return loss of −24.9 dB and −27 dB. The bandwidth of lower
band is 550 MHz (13.25–12.70 GHz), upper band is 740 MHz (16.90–16.16 GHz).
The parametric analysis of CCAP antenna with varying the thickness of concentric

Table 1. The parameter values of proposed CCRA patch antenna

Parameter Values (mm) Parameter Values (mm)

L1 48 W3 1
W1 44 R1 16
L2 12 R2 10
W2 2 R3 9
L3 3.8 R4 5
a1 100 R5 4

Fig. 2. Antenna configurations of CCAP antenna (a) antenna 1 (b) antenna 2 (c) antenna 3
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rings are t1 and t2 are shown in Fig. 3 and comparison of antenna 1, antenna 2 and
antenna 3 shown in (Figs. 4 and 5).

Fig. 3. Circular ring with arc and without arc of CCAP

Fig. 4. Comparison of proposed antenna 1, antenna 2, antenna 3.
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3.1 Parametric Analysis and Radiation Patterns of CCAP Antenna

The radiation characteristics of co polarization and cross polarization of E plane and H
plane of proposed antenna is resonate at two frequencies 13 GHz and 16.6 GHz are

Fig. 5. Return loss of CCAP antenna for different values of (a) t1 (b) t2
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shown in Fig. 6. The co polarization of E plane radiates in omnidirectional and cross
polarization is quasi omnidirectional at resonant frequency 13 GHz. The co polariza-
tion of H plane in quasi omnidirectional and H plane has radiates bi directional at
13 GHz. At resonant 16.6 GHz the cross polarization of E plane has very low com-
pared to cross polarization of E plane at resonant frequency 13 GHz.

E plane H plane
(a) 

E plane H plane
(b)

Fig. 6. The co polarization and cross polarization of E plane and H plane (a) 13 GHz
(b) 16.6 GHz.
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3.2 Field Distributions of CCAP Antenna

The field distributions of the concentric circular arc patch antenna at E field, H field and
J field is shown in Fig. 7. The maximum E field distributions of the proposed antenna
at feed line of 101 V/m. The maximum magnetic field and J field of proposed antenna
observed has 10 A/m, the arc shape of slot on circular ring has improve the maximum
E field distributions of proposed antenna.

Fig. 7. Field distributions of concentric circular arc patch antenna at (a) E field (b) H field (c) J
field.
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3.3 Maximum Gain

The maximum gain of CCAP at two resonant frequencies are shown in Fig. 8. The gain
is 3.84 dB at resonant frequency 13 GHz and 3.95 dB gain at 16.6 GHz. The arc shape
of slot is improve the maximum of proposed antenna. The proposed antenna has
improve the maximum gain, impedance bandwidth and reduce the cross polarization.

Fig. 7. (continued)

Fig. 8. The maximum gain at resonant frequencies (a) 13 GHz (b) 16.6 GHz.
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4 Conclusion

The concentric circular ring arc patch antenna designed for dual band and Ku band
applications. The proposed antenna has operated at two resonant frequencies are
13 GHz, 16.6 GHz with maximum gain of 3.84 dB, 3.94 dB. The co polarization and
cross polarization of E plane and H plane of proposed antenna is measured. The
proposed antenna is used for radar and satellite communications.
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Abstract. A Spider shaped microstrip patch antenna has been designed for IoT
application. The evolution of the spider shape from a hexagonal structure
microstrip patch antenna is analyzed here. The Defected Ground Structure
(DGS) is introduced to enhance the bandwidth of the antenna. The simulated
impedance bandwidth is found to be 280 MHz at every resonant band. The
proposed multiband antenna has the resonant frequencies at 1.48 GHz, 2.5 GHz
and 3.72 GHz with S11 = −31.14 dB, −11.7 dB, −16.1 dB respectively which
found in the working ranges of GPS, Bluetooth and WiFi hence enables the IoT
application.

Keywords: Spider shaped microstrip patch antenna � Hexagonal structure
Defected ground structure (DGS) � IoT

1 Introduction

Recent research works are concentrating on incorporating more than one wireless
technology due to the high demand for the virtual world. Now a day the concept of the
communication between the physical world to the virtual world and vice versa is
defined by the term Internet of Things (IoT). Internet of Things (IoT) is the combi-
nation of more than one technology which makes the virtual world in to reality [1]. The
components of IoT are categorized as per intelligence, sensing and communication. It is
a smart network interconnection of wireless sensor network, software and wireless
communication network [2]. The wireless communication is enabled by antennas
which could have multiband of resonant frequencies. The proposed antenna is a
multiband antenna and which works in the frequency ranges of different wireless
communication modules. Since IoT promotes only low data rates, so the bandwidth of
the multiband antenna is restricted to the range which less than 1 GHz.

2 Antenna Design

The substrate of the proposed antenna is FR4 material of dielectric constant 4.4 and
dimension 29 mm � 40 mm � 1.6 mm. The antenna is fed by microstrip line feed
method of width of 4 mm. The principle of area equivalent is taken for the design of
the Spider shaped antenna. The design of the resonant frequency depends on the
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surface area of the microstrip patch antenna. Since the antennas which have same
resonant frequency will be having same equivalent area and vice versa.

Initially the rectangular microstrip patch antenna is designed for 3.6 GHz and the
total surface area is calculated. Then the microstrip patch antenna of hexagonal shape
of equivalent area that of rectangular patch is taken for analysis. The next step is to
divide the area of the hexagonal microstrip patch in to different shapes which evolved
in to the spider shape microstrip patch antenna. The design of these antennas is done by
the aid of the following equations.

W ¼ v0
2fr

ffiffiffiffiffiffiffiffiffiffiffiffi

2
er þ 1

r

ð1Þ

ereff ¼ er þ 1
2

þ er � 1
2

1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 12h
W

q

0

B

@

1

C

A

ð2Þ

DLeff
h
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ereff þ 0:3
� �
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W
h þ 0:8
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2fr

ffiffiffiffiffiffiffiffi
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3
ffiffiffi
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2
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ffiffiffi
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p

2
a21h þ

3
ffiffiffi

3
p

2
a22h þ 8a21r þ 8a22r ð6Þ

W – width of the rectangular patch
er – dielectric constant of the medium
h – thickness of the substrate
L – Actual length of the patch
Ah= side length of hexagonal patch
a1h, a2h – the side length of the hexagons

Vo – the light velocity in free space
ereff – effective dielectric constant
ΔLeff – effective change in the length of the patch
Ar – area of the rectangular patch
A – The total area of the proposed antenna
a1r, a2r – the side length of the rectangles

The equations from (1)–(4) is used for the design of rectangular patch antenna.
After calculating its width and length, we can find its area. This area made to equal with
the hexagonal patch area (5) and finding its dimension. The total area of the hexagonal
patch is divided into the sum of area of two hexagons and sixteen rectangles (6).
Introducing different shapes in the geometry of the antenna alters the phase of the
surface current flow and hence enables multi-band response [3, 4]. By introducing
Defected area in the ground structure disturbs the surface wave distribution in the
substrate material and which in turn enhances the bandwidth [5, 6]. As well as intro-
ducing slots and parasitic stubs in the surface geometry of the antenna results improved
gain of the antenna [7]. The development of surface geometry of the proposed
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microstrip patch antenna from the rectangular to the Spider shape is given in the
following figures.

Initially rectangular microstrip patch antenna in Fig. 1 is selected for the devel-
opment of the proposed antenna at 3.6 GHz and the surface area of the antenna is
calculated. Using the area equivalent principle, the side length of the hexagonal
microstrip patch antenna in Fig. 2 is designed (Tables 1 and 2).

The total area of the hexagonal microstrip patch antenna is divided in to the sum of
two hexagons and 16 rectangles area and the shape of spider shape is developed for the
proposed microstrip patch antenna in Fig. 3. Making truncations in the effective area of
the antenna changes the normal distribution of the surface current thus changes the
phase of the current flow. The dependency of the resonant frequency to the phase of the
current distribution enables multiband response of the antenna (Fig. 4 and Table 3).

Table 1. Dimension of the rectangular microstrip patch antenna (mm)

L1 L2 L3 (mm) L4 L5 L6

40 29 4 19.4 5 25.35

Table 2. Dimension of the hexagonal antenna (mm)

L1 L2 L3 L4 L5

40 29 13.76 4 3

L1

L2 

L4

L5 

L3 

L6 

Fig. 1. Rectangular microstrip patch antenna

L1

L2 

L3 

L4 
L5 

Fig. 2. Hexagonal microstrip patch antenna
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To improve gain and reflection coefficient of the developed antenna, introduced
slots of hexagon and rectangle shapes in the surface of the microstrip patch antenna
(Table 4).

L1

L2 

L3 

L4 

L5

L6

L7

L8 

Fig. 3. Rectangular microstrip patch antenna

L1 

L5 

L3 

L4 L2 

L6

L7

S1

S3

S2
S4

Fig. 4. The proposed antenna microstrip patch antenna

Table 3. Dimension of the hexagonal antenna (mm)

L1 L2 L3 L4 L5 L6 L7 L8

29 40 5 6 8 4.79 1 4

Table 4. Dimensions of proposed microstrip patch antenna (mm)

L1 6 L4 2 L7 1 S3 0.2 � 0.2

L2 3 L5 13 S1 0.3 � 0.3 S4 0.2 � 0.2
L3 10 L6 9 S2 0.2 � 0.2 - -
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The Defected Ground Structure (DGS) introduced in the proposed antenna, disturbs
the distribution of the surface wave in the substrate of the antenna and which in turn
enhances the bandwidth of the antenna (Fig. 5 and Table 5).

3 Simulation Results and Discussion

HFSS 15.0 is selected for the simulation of the proposed work. The gradual devel-
opment of the antenna from the rectangular patch to desired model is analysed using
this software.

L1 L2 

L3 
L4

Fig. 5. The modified ground structure of the proposed antenna

Table 5. Dimensions of the modified ground structure of the developed antenna (mm)

L1 L2 L3 L4

10 40 10.4 2

Proposed MPA                      Rectangular MPA              Hexagonal MP

Fig. 6. S parameter of the developed antennas
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The variation of the resonant frequencies in the different structure of the MPA is
shown in the Fig. 6. Since the rectangular microstrip patch antenna gives the designed
resonant frequency response. Coming to hexagonal shape resonant frequency variation
starts and multi band response is achieved in the proposed antenna without modifi-
cation in the developed structure (Fig. 7).

Fig. 7. S parameter of the proposed MPA without ground modification

Fig. 8. S parameter of the developed antenna with DGS
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After introducing slots and parasitic stubs in the surface geometry of the proposed
antenna structure gives multiband response with better reflection coefficient is given in
the Fig. 8.

Since the introduction of defected ground structure in the developed model of the
antenna results better reflection coefficient as well as better gain of performance.

According to the simulation results, the proposed antenna is having resonant fre-
quencies at 1.48 GHz, 2.5 GHz and 3.72 GHz with improved S11 values of
−31.135 dB, −11.7 dB and −16.05 dB respectively (Fig. 9).

From the simulated results of the VSWR plot of the proposed antenna, it is evident
that the antenna is having perfect impedance matching at the resonant frequencies.

The 2-D Radiation patterns at the simulated resonant frequencies of the proposed
antenna are shown in the above figures from Figs. 10, 11, 12.

Fig. 9. The VSWR plot of the proposed antenna

Fig. 10. The radiation pattern of the
antenna at 1.48 GHz

Fig. 11. The radiation pattern of the
antenna at 2.5 GHz
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The simulated gain of the proposed antenna in 3-D is given in the figures from
Figs. 13, 14 and 15. According to these results of the proposed antenna, for every
resonant frequency the antenna is having the gain of more than 2 dBi and it exhibits
maximum gain of 6.337 dBi at 2.5 GHz (Table 6).

Fig. 12. The radiation pattern of the antenna at 3.72 GHz

Fig. 13. The 3-D plot of the gain of the antenna at 1.48 GHz

Fig. 14. The 3-D plot of the gain of the antenna at 2.5 GHz
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4 Conclusion

The Spider Shaped Microstrip Patch Antenna (SSMPA) is gradually developed in this
work. The designed multiband antenna fulfills the requirements of Internet of Things
which incorporates the applications of GPS, Bluetooth and WiMAX. The antenna is
working in the frequency band of (1.35–1.63) GHz, (2.35–2.63) GHz and (3.55–
3.83) GHz with impedance bandwidth of 280 MHz and the resonant frequencies at
1.48 GHz, 2.5 GHz and 3.72 GHz respectively. The design principle of the antenna is
based on the dependency of frequency to the surface area of the antenna as well as the
equal area concept. The Defected Ground Structure as well as parasitic patches
enhances better performance of the antenna.
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Abstract. A Microstrip polygon shaped patch antenna is proposed in this work
for Internet of Things (IoT) application. The antenna has multiband response at
2.39 GHz, 4.39 GHz, 5.8 GHz and 6.56 GHz with bandwidth of 230 MHz,
380 MHz, 390 MHz and 350 MHz respectively. The partial ground structure is
developed for bandwidth enhancement of the proposed model. The FR4 material
is selected as the substrate of the antenna. The antenna operates over the fre-
quency ranges of Bluetooth and WiFi as well as RF Devices and Radio Location
applications.

Keywords: Microstrip polygon shaped patch antenna � Partial ground structure
Bluetooth � WiFi � RF devices � Radio location � Internet of Things (IoT)

1 Introduction

Internet of Things (IoT) is an emerging sprawling set of technology. The working
frame of IoT consists of network connected devices which is embedded in the physical
environment. The advantage of IoT simply improves some existing process or enables
new scenario which was not previously reliable. The sensors, actuators and software
together bring the IoT in to reality. Each component which can be accessed through
IoT is identified by a unique IP address [1, 2]. The interconnection between the devices
to the host and vice versa is done by various wireless communication modules like
WiFi, WiMax, Bluetooth etc.

For a smart scenario, the combination of more than one wireless communication
technology is required. So the antenna that used for IoT applications should be a
multiband antenna and the resonant frequencies should be in the ranges of prerequisite
frequency bands. The IoT module prefers the compact size for the components, so that
the power consumption and memory of the devices should be reduced [3, 4]. As well as
the low rate of data transfer is currently possible through this virtual communication.
Hence the antennas that required having the limits of bandwidth less than 1 GHz. Thus
the requirements of the antenna that using in IoT technology is should have multiband
response and bandwidth less than 1 GHz.
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2 Antenna Design

The designed antenna should be fabricated on a grounded substrate of FR4 material,
which has the dielectric constant of 4.4. The Microstrip line feeding mechanism is
selected for the feeding of the antenna. The analysis of the antenna for the prerequisite
resonant frequencies is gradually emerged from the simple circular shaped Microstrip
patch antenna (CSMPA). The calculation of the dimensions of the CSMPA is done by
using the following equations.

F ¼ 8:791� 109
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The parameter fr is the resonant frequency, er is the dielectric constant, h is the
substrate height and a is the radius of the CSMPA. ereff is the effective dielectric
constant and ae is the effective radius of the CSMPA [5]. Since the surface area of
microstrip patch antenna is inversely proportional to the resonant frequency. Thus for a
defined area, there should be a fixed resonant frequency. So for a particular resonant
frequency response can be obtained by changing the planar geometrical shapes of the
antenna which shares same equivalent surface area. A Hexagonal shaped Microstrip
patch antenna (HSMPA) is evolved from the CSMPA by this equal area concept.

pa2e ¼
3

ffiffiffi

3
p

2
a2h ð5Þ

Where ah is the side length of the HSMPA. Then the proposed polygonal shape is
introduced as the combinations of six rectangles with a single hexagon. The area of the
HSMPA is made to the equivalent of sum of area of six rectangles and the area of
single hexagon.

AH ¼ Ah þ Ar ð6Þ

AH is the area of HSMPA and Ah and Ar are the area of single hexagon and six
rectangles respectively in the proposed structure. The evolution of the proposed
Microstrip polygonal shaped patch antenna from the CSMPA is given in the following
figures.
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The substrate dimension of the Microstrip patch antenna is 45 mm � 55 mm
1.6 mm. The Figs. 1, 2, 3 and 4 gives the gradual development of the proposed
antenna for same equivalent area. Figure 1 represents CSMPA is considered the basic
antenna structure for the evolved antenna. The HSMPA in the Fig. 2 has the same
equivalent surface area of CSMPA. The prior stage of the proposed antenna structure is
given in Fig. 3 and the proposed antenna with slotted structure for gain enhancement
[6, 7] is shown in Fig. 4 (Table 1).

The modified ground structure is also introduced in the proposed antenna which is
shown in the following figure (Fig. 5).

Table 1. Dimensions of the proposed antenna (mm)

L1 L2 L3 S1

7 11 10.8 1 � 1

L1 

Fig. 1. The circular shaped microstrip
patch antenna with L1 = 15.94 mm

L1 

Fig. 2. The hexagonal shaped MPA
with L1 = 17.5 mm

L1 

Fig. 3. The derived geometry of
the MPA with L1 = 14.9 mm

L3 S1

L2

L1 

Fig. 4. The proposed antenna
structure
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The partial ground structure in the proposed antenna gives improved impedance
bandwidth as well as reflection coefficient due to the disturbance in the distribution of
surface waves in the substrate of the antenna.

3 Simulation Results and Discussion

The simulated results of the each stages of the antenna is discussing here. The change
in the resonant frequencies and the reflection coefficient of each stage of the antenna is
shown in the given figure (Fig. 6).

L1 

L2 

Fig. 5. The partial ground structure of the proposed antenna With L1 = 55 mm and L2 = 35

The proposed antenna without ground modification
The derived structure of the MPA
The hexagonal MPA

S 11
(d

B
)

Fig. 6. The S parameter of the antenna
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The simulated results of the reflection coefficient of the each stage of the antenna
gives the changes in the resonant frequencies according to the geometry. The tuning of
the resonant frequency in to the prerequisite frequencies is done by the each evolve-
ment stage of the proposed antenna (Fig. 7).

After the introduction of the partial ground structure the antenna performance is
improved as the resonant frequencies obtained at 2.39 GHz, 4.39 GHz, 5.8 GHz and
6.56 GHz. The antenna is working in the ranges of Bluetooth and WiFi is obtained
with relevant reflection coefficient (Fig. 8).

Fig. 7. The S parameter of the microstrip polygon shaped patch antenna with partial ground
structure.
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The VSWR values of the respective resonant frequencies are simulated as less than
2 which indicate that perfect impedance matching at the simulated resonant
frequencies.

The 2-D radiation pattern of the antenna is simulated with the values of azimuthal
angle (phi) at zero and 90° respectively is given in Figs. 9 and 10.

Fig. 8. The VSWR plot of the proposed antenna

Fig. 9. The radiation pattern of the antenna at phi is 0°
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The simulated gain result of the proposed antenna at each resonant frequency is
given in the figures from Figs. 11, 12, 13 and 14. These results show that the maximum
gain of the antenna is obtained 11.3 dBi at 2.39 GHz.

Fig. 10. The radiation pattern of the antenna phi is 90°

Fig. 11. The 3-D plot of gain of the antenna at 2.39 GHz
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Fig. 12. The 3-D plot of gain of the antenna at 4.39 GHz

Fig. 13. Gain of the antenna at 5.8 GHz
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4 Conclusion

A Microstrip polygon shaped patch antenna is for IoT application is introduced in this
work. The resulted multiband antenna is having resonant frequencies at 2.39 GHz,
4.39 GHz, 5.8 GHz and 6.56 GHz with impedance bandwidth of 230 MHz, 380 MHz,
390 MHz and 350 MHz respectively. The maximum gain of the antenna is 11.3 dBi at
2.39 GHz is also obtained. The antenna operates over the frequency ranges of Blue-
tooth and WiFi as well as the application extends in the ranges of RF Devices and
Radio Location.
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Abstract. An Elliptical CSRR patch antenna has been proposed. Analysis for
this antenna has been carried out in each stage of the antenna design. The U-
Shaped patch along with two circular rings on the patch resulted in Quad-Band
resonance. The analysis result proved that replacing the two elliptical rings by a
single ring elliptical CSRR in ground plane resulted in a multiband resonance at
1.4 GHz, 3.2 GHz, 3.9 GHz, 5 GHz, 7.1 GHz, 8.6 GHz, 11.1 GHz, 12.9 GHz,
14.7 GHz which are used as an application for WiMax, WLAN, RFID, earth
exploration satellites, microwave communication and space research.

Keywords: Elliptical � CSRR � U-Shaped � Multiband � Microwave
Space research

1 Introduction

The microstrip patch antennas are the customarily used antennas due to their Eloquent
features such as reduced size, cheaper cost, enhanced gain and better radiating features
[1, 2]. One of the salient features of these antennas is their multiband operation along
with compatible design [3–5]. These antennas are used in various applications like
passive earth exploration satellites, reduced range wireless devices, aeronautical
radionavigation, fixed microwave communication [6, 7]. The Proposed elliptical
metamaterial based Complementary Split Ring Resonator (CSRR) antenna is a
multiband antenna capable of producing nine bands of resonance covering almost all
the devices in wireless application, as well as satellite and radar communication.

2 Antenna Design

The proposed antenna is a 30 mm � 40 mm antenna with a Microstrip feed line width
of 3 mm. The customarily used FR4 substrate with an increased thickness of 3.2 mm is
employed. A pair of Elliptical CSRR rings are introduced in the ground plane to widen
the narrowband. The U-Shaped patch produced a single band resonance (Figs. 1, 2 and
Tables 1, 2).
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Fig. 1. Design evolvement of the proposed antenna
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The equations from [7] are for analyzing elliptical patch antenna to find resonant
frequencies (fe, fo) from the input:

aeff ¼ a 1þ 2h
pera

ln
a
2h

� �
þð1:41er þ 1:77Þþ h

a
0:268er þ 1:65ð Þ

� �� �1=2
ð1Þ

qe11 ¼ �0:0049eþ 3:7888e2 � 0:727e3 þ 2:314e4 ð2Þ

Fig. 1. (continued)
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q011 ¼ �0:0063eþ 3:8316e2 � 1:1351e3 þ 5:2229e4

f e;011 ¼ 15
peaeff

ffiffiffiffiffiffiffi
qe;011
er

s
ð3Þ

Where,

a-semi-major axis
h-height of dielectric substrate
er-Permittivity of dielectric substrate
aeff-effective semi-major axis
e-eccentricity of elliptical patch
f11
e,0-dual-resonance frequency
q11
e,0-approximated Mathieu function of the dominant TM11

e,0 mode

Further by adding the rectangular string to this U-Patch a dual band was produced.
The feeding to this antenna is given uniformly at the centre of the patch. While the

Fig. 2. Patch and ground design of single elliptical CSRR antenna

Table 1. Dimensions of antenna (mm)

L W LF WF LRS R1 R2
40 30 9 3 24.5 5 3

Table 2. Dimensions of CSRR (mm)

MR1 MR2 MR3 MR4 G/G1 G2
9.3 7.3 5.3 3.3 4 4
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metamaterial is introduced beneath the substrate to widen the narrowband. The
metamaterial employed is a pair of Elliptical rings and the inner ring is spaced 4 mm
away from the outer ring. Now by using a rectangular strip at centre of the U-Patch
along with two circular rings on it and removing a CSRR from it produced multiband
resonance.

3 Simulation Results and Discussion

A stage by stage analysis for the Elliptical CSRR antenna is performed and as in the
above figure the design A is a U-Shaped patch with a pair Elliptical CSRR in the
ground plane which resulted in a single resonance at 9.2 GHz (Fig. 3).

In the design B, a rectangular strip added to the patch was responsible for the
resonance at 2.9 GHz, so it produced a dual band resonance.

In the design C, a single circular ring was introduced in the U-Patch, which resulted
in a triple band resonance at 4.1 GHz, 8.8 GHz, 11.2 GHz. In the design D, another
circular ring added produced a Quadband resonance.

In the proposed design, the two elliptical CSRR rings were replaced by a single
larger Elliptical ring which improved the band performance to nine resonance bands at
1.4 GHz, 3.2 GHz, 3.9 GHz, 5 GHz, 7.1 GHz, 8.6 GHz, 11.1 GHz, 12.9 GHz,
14.7 GHz.

Fig. 3. S parameter of U-Patch CSRR antenna
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The VSWR of the proposed antenna is minimum at the resonant frequencies,
indicating perfect impedance matching of the antenna (Fig. 4).

The radiation pattern of the antenna was observed at the resonant frequencies in
which it exhibited a bidirectional radiation pattern at the lower frequencies, and has the
frequency increased its bidirectional pattern was changed (Figs. 5, 6, 7, 8, 9, 10, 11, 12,
13 and 14).

Fig. 4. VSWR graph of proposed single elliptical CSRR U-Patch antenna

Fig. 5. Radiation pattern at 1.4 GHz
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Fig. 6. Radiation pattern at 3.2 GHz

Fig. 7. Radiation pattern at 3.9 GHz

Fig. 8. Radiation pattern at 5 GHz
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Fig. 9. Radiation pattern at 7.1 GHz Fig. 10. Radiation pattern at 8.6 GHz

Fig. 11. Radiation pattern at 11.1 GHz Fig. 12. Radiation pattern at 12.9 GHz

Fig. 13. Radiation pattern at 14.7 GHz

Fig. 14. Gain vs frequency graph of proposed single elliptical CSRR U-Patch antenna
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The gain of 4.25 dB was the maximum gain that was obtained by the antenna at the
higher resonating frequency of 12.9 GHz while the minimum gain of 1.02 dB was
obtained at the lower resonating frequency at 1.4 GHz. Thus the antenna is suitable for
multiband applications.

4 Conclusion

The elliptical U-Shaped CSRR antenna was initially designed and by making stage by
stage analysis of the antenna certain conclusions were made such as the U-Shaped
patch produced a single band resonance and the rectangular strip added at centre of the
patch was responsible for the dual band further another circular ring on the patch
created a triple band, thus the two circular rings were responsible for the Quadband
resonance, however the smaller Elliptical CSRR ring degraded the performance of the
antenna hence by removing it, the single Elliptical CSRR ring produced a multiband
profile with nine resonating frequencies ideal for WiMax, WLAN, space research,
microwave and satellite communication.
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Abstract. The circular ring antenna patch with defected ground structure for
triple band applications. The concentric circular rings introduced to improve the
impedance bandwidth, high gain. The proposed antenna operate at three dif-
ferent frequencies are 8.3 GHz, 11.8 GHz and 14.5 GHz with 10 dB return
losses are −24.48 dB, −35.50 dB and −21.90 dB. The co polarization and cross
polarization (XP) are observed and XP are found at is 00, −15 dB (co pol) and
−33 dB (cross pol) at 8.3 GHz. The radiation patterns are observed at is 00 and
is 900 in xz and yz plane for three resonance bands. The co and cross polar-
ization has presented and cross polarization is found below 20 dB at one plane
of each angle and operating frequency. The simulation results measured results
have good agreement.

Keywords: Defected ground structure � Circular ring patch antenna
Slots in ground plane

1 Introduction

The microstrip patch antennas (MSPA) is a essential device in the modern commu-
nication and radar systems. The provocative characteristics of MSPA are low cost, easy
to design and conformability of the object. However the multi-band antennas has
widely used in wireless and satellite communications.

A center fed circular ring patch with annular ring introduced for monopole radiation
pattern, gain of 5.7 dB at resonant frequency 5.8 GHz [1]. Coupled-fed stacked
microstrip monopolar patch antenna for monopole like radiation pattern are obtained in
the dual bands (2.28–2.55 GHz, 5.15–5.9 GHz) for wireless local area network
(WLAN) applications [2]. Soheyl Soodmand [3] proposed breach coupled circular ring
patch with four port dual band dual polarized for global system for mobile commu-
nication (GSM) and distributed control system (DCS) applications. Compact circular
ring patch antenna for dual and triple band antennas resonate at fourth generation (4G)
band [4]. The two appended coin shaped patches with ring shaped feed strip for Ultra-
high frequency (UHF) radio frequency identification (RFID) applications [5]. [6–11]
the different shape of defected ground structures (DGS) at ground plane to improve the
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impedance bandwidth, integration of microstrip lines and reduce the cross polarization.
Liu proposed the planar monopole antenna with inverted L shaped DGS for wireless
local area networks (WLAN) 2.4/5.2/5.8 GHz, WiMAX 3.5/5.5 GHz applications [6].
The spiral shape of the defected ground structure for dual polarized isolation, high
input impedance 75 X, 150 X, and 100 X effectively [7], the monopole antenna with
double U shaped DGS for improve impedance bandwidth of 112.4% over the tradi-
tional design [8]. The arc shape of DGS [9] and rectangular patch of asymmetric DGS
[10] for reduce the cross polarization. The Zig Zag shaped rectangular patch with
circular DGS for 2.45/5.28-GHz WLAN bands and the 3.5-GHz WiMAX and resonate
at three resonant frequencies with gain of 4–6 dB [11]. Liu et al. [11] has reported tri-
band monopole antenna with protrudent strips cross-shaped DGS for operate at UWB,
WiMAX, WLAN and using for low pass filters [12–14].

In the view of that the ring antennas has been proposed to operate with high gain.
But the ring patch has cross polarization problem. So, to improve that two concentric
rings has been consider in this proposed design. The proposed concentric circular patch
antenna with geometric series DGS has operated with triple bands are 8.3 GHz,
11.8 GHz and 14.5 GHz with return loss of −24.48 dB, −35.50 dB, −21.90 dB at
three resonant frequencies. This triple bands are very much useful at WLAN, WiMAX
applications to protect the cross polarization.

2 Antenna Design

Figure 1 shows the proposed concentric circular patch with geometric series factor
DGS. The substrate dimensions has consider length (L1) and width (W1) are
30 � 30 mm2 shown in Fig. 1. The substrate dielectric constant Fr4 epoxy (er = 4.4)
with thickness is 1.6 mm. The top layer of substrate is patch and ground patch with
geometric series defected ground structure.

The concentric circles are patch with outer circle and inner circle of radius (R1)
10 mm, radius (R2) 5 mm, radius (R3) 1.6 mm, radius (R4) 1.6 mm, width of the ring.
The input impedance of feed line is 50 ohms and length (L2) and width (W2) of feed
line is 5 � 2 mm2.The ground patch has equally subdivided into three parts with length
(L3) 9.993 mm, width (W3) 9.993 mm is shown in Fig. 1(b), again second part and
third part equally subdivided into three parts with length (L4) and width (W4) are
3.324 �3.324 mm2. To improve bandwidth, reduce size of antenna, again the third part
is equally subdivided into three part with length (L5) 1.101 mm and width (W5)
1.101 mm shown in Fig. 1(b) for equally subdivided the ground plane. The with DGS
and Without DGS are shown in Fig. 2.
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Fig. 1. (a) Patch of the concentric circular ring (b) Ground patch of geometric series factor DGS
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3 Results and Discussion

3.1 Parametric Analysis

The concentric circles patch with geometric series DGS shown in Fig. 1(a). The ground
plane is equally subdivided into three parts is shown in Fig. 3(a). The simulation results
of RCUS with 3 � 3 cells ground plane shows the multi bands with lower bandwidth.
The triple band is obtained for 9 � 9 cells ground plane and triple bandwidths are
1 GHz, 0.6 GHz, 1.86 GHz with lower gain at resonant frequencies is shown in Fig. 4.
In order to improve the bandwidth and gain of proposed antenna with ground 3 has
dual bands.

Fig. 2. Comparison of with DGS and without DGS of rectangular circular slot antenna

Fig. 3. The proposed antenna configurations (a) ground 1 (b) ground 2 (c) ground 3
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Fig. 4. Return loss of proposed antenna for different ground planes.

Fig. 5. Parametric analysis of proposed antenna by varying R3 = R4
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3.2 Effect of R3 = R4

Figure 5 shows the parametric analysis of proposed antenna by varying the ring
(R3 = R4) width as 1 mm, 1.6 mm, and 2 mm. When the slot size is increases,
bandwidth of proposed antenna is decreases. From the observation slot size 1.6 mm
shows the better result compared to 1 mm and 2 mm.

3.3 Radiation Patterns

The co polarization, cross polarization of E plane and H plane of the proposed antenna
radiation characteristics shown in Fig. 6. The proposed antenna operated with three
resonant frequencies are 8.3 GHz, 11.8 GHz, 14.5 GHz and The co polarization and
cross polarization (XP) are observed and cross (XP) are found at is 00, −20 dB(xz
plane) and −18 dB (yz plane) at is 900 for 8.3 GHz. The radiation patterns are observed
at is 00 and is 900 in xz and yz plane for three resonance bands. The co and cross
polarization has presented and cross polarization is found below 20 dB at one plane of
each angle and operating frequency. The solid (black), dot (red) indicates the co and
cross polarizations. The bi directional, omnidirectional radiation characteristics at
resonant frequency of 8.3 GHz (Fig. 7).

3.4 Field Distributions and Maximum Gain of Proposed Antenna

The maximum gain of the proposed antenna at three resonant frequencies are shown in
Fig. 8. The gain of 7.42 dB, 4.92 dB and 6.42 dB at resonant frequencies are 8.3 GHz,
11.8 GHz and 14.3 GHz. The maximum gain observed at 8.3 GHz compared to the
other two frequencies. The U shaped slot rectangular patch with concentric circular slot
for increasing the maximum gain of proposed antenna, the impedance bandwidth is
increased by using geometric series defected ground structure.

The field distributions of the proposed antenna at E field, H field and J field is
shown in Fig. 8. The maximum E field distributions of the proposed antenna for adding
concentric circular ring. The maximum electric field is 206 V/m at three resonant
frequencies. The magnetic and J field are 6.92 A/m, 6.60 A/m.
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E plane H plane
(a) 

E plane H plane

    E plane H plane(c) 

(b)

Fig. 6. The co polarization and cross polarization of E plane and H plane (a) 8.3 GHz
(b) 11.8 GHz, (c) 14.5 GHz. (Color figure online)
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Fig. 7. The maximum gain at three resonant frequencies (a) 8.3 GHz (b) 11.8 GHz
(c) 14.5 GHz
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Fig. 8. The field distribution of star polygon antenna at (a) E field, (b) H field, (c) J field.
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4 Conclusion

In this paper the geometry shaped DGS is introduced for wide bandwidth and triple
band applications. The concentric circular patch antenna with geometric series DGS is
operating at three resonant frequencies are 8.3 GHz, 11.8 GHz, 14.5 GHz with return
loss of −24.48 dB, −35.50 dB and −21.90 dB. The use of new geometric series DGS
for improve the bandwidth, reduction size of antenna. The field distributions, radiation
characteristics of the proposed antenna has been measured with minimum cross
polarization and used for multi band, UWB, Ku band applications.
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Abstract. In this paper U shaped slotted on rectangular patch with geometric
series defected ground structure (DGS) has been proposed. The proposed
antenna has operated at three different operating frequencies of 8.3 GHz,
11.8 GHz, 14.3 GHz with return losses are −20.67 dB, −22 dB, −45.23 dB.
The triple band has wide impedance bandwidth and maximum gain at operating
frequencies. The co polarization and cross polarization of E plane and H plane
are measured, the current distributions of U slotted rectangular patch antenna is
measured.

Keywords: Defected ground structure � Circular ring patch antenna
Slots in ground plane

1 Introduction

The microstrip patch antennas (MSPA) is a essential device in the modern commu-
nication and radar systems. The provocative characteristics of MSPA are low cost, easy
to design and conformability of the object. However the multi-band antennas has
widely used in wireless and satellite communications.

[1–6] the different shape of defected ground structures (DGS) at ground plane to
improve the impedance bandwidth, integration of microstrip lines and reduce the cross
polarization. Liu proposed the planar monopole antenna with inverted L shaped DGS
for wireless local area networks (WLAN) 2.4/5.2/5.8 GHz, WiMAX 3.5/5.5 GHz
applications [1]. The spiral shape of the defected ground structure for dual polarized
isolation, high input impedance 75 X, 150 X, and 100 X effectively [2], the monopole
antenna with double U shaped DGS for improve impedance bandwidth of 112.4% over
the traditional design [3]. The arc shape of DGS [4] and rectangular patch of asym-
metric DGS [5] for reduce the cross polarization. The Zig Zag shaped rectangular patch
with circular DGS for 2.45/5.28-GHz WLAN bands and the 3.5-GHz WiMAX and
resonate at three resonant frequencies with gain of 4–6 dB [6]. The center fed circular
ring patch with annular ring introduced for monopole radiation pattern, gain of 5.7 dB
at resonant frequency 5.8 GHz [7]. Coupled-fed stacked microstrip monopolar
patch antenna for monopole like radiation pattern are obtained in the dual bands
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(2.28–2.55 GHz, 5.15–5.9 GHz) for wireless local area network (WLAN) applications
[8]. Soodmand [9] proposed breach coupled circular ring patch with four port dual band
dual polarized for global system for mobile communication (GSM) and distributed
control system (DCS) applications. Compact circular ring patch antenna for dual and
triple band antennas resonate at fourth generation (4G) band [10]. Liu et al. [11] has
reported tri-band monopole antenna with protrudent strips cross-shaped DGS for
operate at UWB, WiMAX, WLAN and using for low pass filters [12–14].

In commercial antennas such as rectangular, triangular and other shapes are having
low gain. In the view of that the ring antennas has been proposed to operate with high
gain. But the ring patch has cross polarization problem. So, to improve that two
concentric rings has been consider in this proposed design. The proposed U shaped
slotted rectangle patch antenna with geometric series DGS has operated with triple
bands are 8.3 GHz, 11.8 GHz and 14.3 GHz with return loss of −20.67 dB, 11.80 dB,
14.3 dB at three resonant frequencies. This triple bands are very much useful at
WLAN, WiMAX applications to protect the cross polarization.

2 Antenna Design

Figure 1 shows the proposed U shaped slot on rectangular patch with geometric series
factor DGS. The RCUS substrate dimensions has consider length (L1) and width (W1)
are 70 � 50 mm2 shown in Fig. 1. The substrate dielectric constant Fr4 epoxy (er =
4.4) with thickness is 1.6 mm. The top layer of substrate is patch and ground patch
with geometric series defected ground structure.

The rectangular patch length (L2) is 40 mm and width (W2) is 30 mm and con-
centric circles are slotted on the rectangular patch with outer circle and inner circle of
radius (R1) 13 mm, radius (R2) 11.5 mm, radius (R3) 6.5 mm, radius (R4) 5.5 mm,
width of the ring (d1 = d2) 1.5 mm. The U shaped slots are placed at corners of
rectangular patch for improve the bandwidth of proposed antenna and length (L4),
width (W4) of U shape are 3.8 mm, 3.8 mm and thickness (d3) of slot is 0.5 mm is
shown in Fig. 1(a). The input impedance of feed line is 50 ohms and length (L3) and
width (W3) of feed line is 20 � 2 mm2. The ground patch has equally subdivided into
three parts with length (L5) 23.2 mm, width (W5) 16.53 mm is shown in Fig. 1(b),
again second part and third part equally subdivided into three parts with length (L6) and
width (W6) are 7.6 �5.38 mm2. To improve bandwidth, reduce size of antenna, again
the third part is equally subdivided into three part with length (L7) 2.40 mm and width
(W7) 1.66 mm shown in Fig. 1(b). Slot (S1 = S2) of 0.2 mm for equally subdivided the
ground plane. The each rectangle is connected to another rectangle with equal
dimensions (S3 = S4 = S5 = S6) of 0.2 mm. The with DGS and Without DGS are
shown in Fig. 2.
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Fig. 1. (a) Patch of the rectangle circular with U shaped slots (b) Ground patch of geometric
series factor DGS
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3 Results and Discussion

3.1 Parametric Analysis

The rectangular of concentric circles and U shaped slots (RCUS) patch shown in Fig. 1
(a). The ground plane is equally subdivided into three parts is shown in Fig. 3(a). The
simulation results of RCUS with 3 � 3 cells ground plane shows the multi bands with
lower bandwidth. The triple band is obtained for RCUS with 9 �9 cells ground plane
and triple bandwidths are 1 GHz, 0.6 GHz, 1.86 GHz with lower gain at resonant
frequencies is shown in Fig. 4. In order to improve the bandwidth and gain of proposed
antenna with ground 3 has dual bands. The reflection coefficients of ground 3 are
−37.5 dB (7.8 GHz), −15.8 dB (15.2 GHz) with lower bandwidth compare to ground
1 and ground 2 is shown in Fig. 4.

Fig. 2. Comparison of with DGS and without DGS of rectangular circular slot antenna

Fig. 3. The proposed antenna configurations (a) ground 1 (b) ground 2 (c) ground 3
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3.2 Effect of S1

Figure 5 shows the parametric analysis of proposed antenna by varying the slot (S1)
width as 0.2 mm, 0.3 mm, and 0.4 mm. When the slot size is increases, bandwidth of
proposed antenna is decreases. From the observation slot size 0.2 mm shows the better
result compared to 0.3 mm and 0.4 mm.

Fig. 4. Return loss of CCAP antenna for different values of (a) t1 (b) t2

Fig. 5. Parametric analysis of proposed antenna by varying S1
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3.3 Effect of D1

The width of ring (d1) is decreases, bandwidth and gain of proposed antenna decreases.
The parametric analysis on proposed antenna by varying ring (d1) width as 1.1 mm,
1.3 mm and 1.5 mm. From the observation ring size of 1.5 mm shows the better result
compare to 1.1 mm and 1.3 mm is shown in Fig. 6.

3.4 Radiation Patterns

The co polarization, cross polarization of E plane and H plane of the proposed antenna
radiation characteristics shown in Fig. 7. The proposed antenna operated with three
resonant frequencies are 8.3 GHz, 11.8 GHz, 14.3 GHz and The co polarization and
cross polarization (XP) are observed and cross (XP) are found at is 00, −20 dB(xz
plane) and −18 dB (yz plane) at is 900 for 8.3 GHz. The radiation patterns are observed
at is 00 and is 900 in xz and yz plane for three resonance bands. The co and cross
polarization has presented and cross polarization is found below 20 dB at one plane of
each angle and operating frequency. The solid (black), dot (red) indicates the co and
cross polarizations. The bi directional, omnidirectional radiation characteristics at
resonant frequency of 8.3 GHz.

Fig. 6. Parametric analysis of proposed antenna by varying d1
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3.5 Field Distributions of Proposed Antenna

The field distributions of the proposed antenna at E field, H field and J field is shown in
Fig. 8. The maximum E field distributions of the proposed antenna for adding

E plane H plane
(b)

    E plane H plane
(c) 

E plane H plane
(a) 

Fig. 7. The co polarization and cross polarization of E plane and H plane (a) 8.3 GHz
(b) 11.8 GHz, (c) 14.3 GHz. (Color figure online)
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Fig. 8. The field distribution of star polygon antenna at (a) E field, (b) H field, (c) J field.
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Fig. 9. The maximum gain at three resonant frequencies (a) 8.3 GHz (b) 11.8 GHz
(c) 14.3 GHz
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concentric circular slot, U shaped slots. The maximum electric field is 101 V/m at three
resonant frequencies. The magnetic and J field are 10 A/m, 50 A/m.

3.6 Maximum Gain

The maximum gain of the proposed antenna at three resonant frequencies are shown in
Fig. 9. The gain of 7.42 dB, 4.92 dB and 6.42 dB at resonant frequencies are 8.3 GHz,
11.8 GHz and 14.3 GHz. The maximum gain observed at 8.3 GHz compared to the
other two frequencies. The U shaped slot rectangular patch with concentric circular slot
for increasing the maximum gain of proposed antenna, the impedance bandwidth is
increased by using geometric series defected ground structure.

4 Conclusion

In this paper the geometry shaped DGS is introduced for wide bandwidth and triple
band applications. The U shaped slot on rectangular patch antenna with geometric
series DGS is operating at three resonant frequencies are 8.3 GHz, 11.8 GHz,
14.3 GHz with return loss of −20.67 dB, −22 dB and −45.23 dB. The use of new
geometric series DGS for improve the bandwidth, reduction size of antenna. The field
distributions, radiation characteristics of the proposed antenna has been measured with
minimum cross polarization and used for multi band, UWB, Ku band applications.
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Abstract. The coplanar concentric ring patch (CCRP) to operate at dual band
for ku band applications. Two concentric rings has considered on the patch with
ground plane. The proposed antenna has worked at 13.98 GHz and 16.54 GHz
with 8.15 dB, 8.44 dB gain. The radiation patterns are observed at h is 450 and
is 900 at two operating bands. The co polarization and cross polarization
(XP) are observed and XP are found at is 450, −50 dB(xy plane) and −60 dB
(xz plane) at is 900 for 13.98 GHz. For 16.54 GHz, the XP at is 450, −40 dB (xy
plane) and 900, −40 dB (xz plane). The radiation patterns are observed at is 450

and is 900 in xy, yz and zx plane for two resonance bands. The co and cross
polarization has presented and cross polarization is found below 40 dB at one
plane of each angle and operating frequency. The measurement has been carried
out with simulation results of return loss of proposed antenna.

Keywords: Concentric ring circular patch antenna � Ground plane
Ku band

1 Introduction

The microstrip patch antennas (MSPA) is a essential device in the modern commu-
nication and radar systems. The provocative characteristics of MSPA are low cost, easy
to design and conformability of the object. However the multi-band antennas has
widely used in wireless and satellite communications.

A center fed circular ring patch with annular ring introduced for monopole radiation
pattern, gain of 5.7 dB at resonant frequency 5.8 GHz [1]. Coupled-fed stacked
microstrip monopolar patch antenna for monopole like radiation pattern are obtained in
the dual bands (2.28–2.55 GHz, 5.15–5.9 GHz) for wireless local area network
(WLAN) applications [2]. Soodmand [3] proposed breach coupled circular ring patch
with four port dual band dual polarized for global system for mobile communication
(GSM) and distributed control system (DCS) applications. Compact circular ring patch
antenna for dual and triple band antennas resonate at fourth generation (4G) band [4].
The two appended coin shaped patches with ring shaped feed strip for Ultra-high
frequency (UHF) radio frequency identification (RFID) applications [5]. Guha [6]
proposed circular patch with arc shaped defected ground structure (DGS) for improve
the suppressing the XP (cross polarization). The researchers are proposed different
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types of split ring resonator (SRR) [7], aperture coupled annular ring [8], annular ring
slot antenna [9] for circular polarization. [10] Karli proposed a rectangular patch
antenna for dual band antenna with bandwidth of 0.4 in upper band and lower band and
used for wireless communications. [6] Guha proposed circular patch with arc shaped
defected ground structure (DGS) for improve the suppressing the XP (cross polariza-
tion). [11] The parasitic stubs and slots are slots in rectangular antenna for wide
bandwidth and wireless local area networks. [1] A circular feed circular ring slot
antenna was designed for wide bandwidth and gain of 5.7 dBi, the circular ring
microstrip patch antenna with coupled-fed stacked microstrip for dual-frequency has
considered.

In commercial antennas such as rectangular, triangular and other shapes are having
low gain. In the view of that the ring antennas has been proposed to operate with high
gain. But the ring patch has cross polarization problem. So, to improve that two
concentric rings has been consider in this proposed design. The proposed coplanar
concentric ring patch has operated with dual bands are 13.98 GHz and 16.54 GHz with
8.15 dB, 8.44 dB gain at two resonant frequencies. This dual bands are very much
useful at Ku band applications to protect the cross polarization.

2 Antenna Design

Figure 1(a) shows the proposed structure of coplanar concentric ring patch antenna
(CCRP) with ground patch is shown in Fig. 1(a). The proposed antenna is designed
with FR4 as substrate material with dielectric constant (er) 4.3. The dimensions of the

Fig. 1. (a) Geometry of the proposed coplanar concentric ring patch antenna.
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substrate is 30 � 30 � 1.6 mm3. The outer ring patch thickness is p1 with radius R1

and R2. Similarly, inner ring patch thickness is p2 with radius R3 and R4. A feed line of
length L2 and with W2 is added to the outer ring patch. The prototype of the proposed
antenna top and bottom view is shown in Fig. 2(a)–(b). The optimized dimensions of
the proposed antenna is listed in Table 1.

2.1 Antenna Configuration

See Fig. 3.

Fig. 2. Fabrication of the proposed coplanar concentric ring patch antenna (a) Top view
(b) Bottom view.

Fig. 3. Antenna configurations of CCRP antenna
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3 Results and Discussion

The proposed antenna model is designed and simulated in CST Microwave studio. The
fabricated antenna is feed with 50 X impedance. The measurements have been carried
out on antenna testing facility laboratory with anechoic chamber and vector network
analyzer (ZNB-20, Rohde and Schwarz). Figure 4 shows the simulated and measured
return loss of the proposed antenna at two resonant bands. The observed two resonance
frequencies are 13.98 GHz and 16.54 GHz with return loss −18.68 dB and −21.56 dB.
The comparison of impedance bandwidth with respect simulated is tabulated in
Table 2.

Table 1. The optimized CCRP antenna parameters.

Parameter Values (mm) Parameter Values (mm)

L1 30 R2 8.4
W1 30 R3 6.6
L2 5 R4 5
W2 2 P1 1.6
R1 10 P2 1.6

Fig. 4. Simulated and measured results of CCRP patch antenna.
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3.1 Parametric Analysis

The parametric study of the proposed antenna is carried out by varying the thickness of
the two concentric rings. Figure 5(a) to (c) shows the return loss plot of the proposed
antenna by varying the thickness as 1.4 mm, 1.6 mm, 1.8 mm at three conditions as p1,
p2, and p1&p2. The results are shown in Fig. 5(a) to (c) for these three conditions.
However, the proposed model thickness 1.6 mm has optimum return loss (Table 3).

3.2 Radiation Patterns and Field Distributions of CCAP Antenna

The radiation pattern plots of the designed antenna are shown in Figs. 6 and 7. The
radiation pattern with respect to X-Y plane, X-Z plane and Y-Z plane is shown in
Fig. 6 at h is 450 and 900. From these plots the coplarization and cross polarizationhas
presented three planes. Elevation angle 450 the cross polarization has observed below
60 dB at XY plane and 900 the cross polarization has observed −50 dB at XZ plane.
The radiation pattern is shown in Fig. 7 at 16.54 GHz for three planes. The co and
cross polarization has observed −40 dB at 450 in XY plane and 900 in XZ plane.

The field distribution of the proposed antenna at two resonant frequency is shown
in Fig. 8. Where the maximum field distribution is observed at outer ring patch. The
field distributions of 115A/m and 80.8 A/m are observed at two resonance frequencies.

3.3 Maximum Gain

The maximum gain of CCAP at two resonant frequencies are shown in Fig. 9. The gain
is 8.15 dB at resonant frequency 13.98 GHz and 8.44 dB gain at 16.54 GHz. The
proposed antenna has improve the maximum gain, impedance bandwidth and reduce
the cross polarization.

Table 2. Simulated results data

Frequency
(GHz)

Return
loss (dB)

Simulated
bandwidth (MHz)

Measure
bandwidth (MHz)

Gain
(dB)

VSWR

13.98 −18.68 490 MHz (13.724–
14.214 GHz)

484 MHz (13.74–
14.224 GHz)

8.15 1.25

16.54 −21.56 491 MHz (16.22–
16.64 GHz)

350 MHz (16.23–
16.58 GHz)

8.44 1.20
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Fig. 5. S11 (dB) for CCRP antenna for different values of (a) ring (p1) (b) ring (p2) (c) ring
(p1 = p2).
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Table 3. parametric results of CCRP antenna

Variable P1 P2 P1 = p2

1.4 mm −10.23 dB (14.25 GHz) −9.65 dB (14.2 GHz) −10.06 dB (14.2 GHz)
−16.03 dB (16.69 GHz) −18.15 dB (16.7 GHz) −16.71 dB (16.7 GHz

1.6 mm −18.68 dB (13.98 GHz) −18.68 dB (13.98 GHz) −18.68 dB (13.98 GHz)
−21.56 dB (16.54 GHz) −21.56 dB (16.54 GHz) −21.56 dB (16.54 GHz)

1.8 mm −14.68 dB (14.3 GHz) −14.63 dB (14.3 GHz) −14.68 dB (14.3 GHz)
−10.63 dB(16.70 GHz) −11.21 dB(16.8 GHz) −11.01(16.80 GHz)

Fig. 6. Simulated radiation pattern at frequency 13.98 GHz (a) h = 450, (b) h = 900.
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Fig. 7. Simulated radiation patterns at 16.54 GHz (a) h = 450, (b) h = 900.
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Fig. 8. The field distributions of CCRP antenna at (a) 13.98 GHz, (b) 16.54 GHz.
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4 Conclusion

The proposed antenna has work at two operating bands with 8.15 dB and 8.44 dB gain.
The cross polarization is observed at 450 and 900 for these bands and found that less
than −40 dB on the one plane only. So, this analysis is very much useful for satellite
applications to transmitter and receiver the signals.

Fig. 9. The maximum gain at resonant frequencies (a) 13.98 GHz (b) 16.54 GHz.
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Abstract. A metaheuristic search algorithm named Whale Optimization
Algorithm (WOA) is presented in this paper to optimally design most commonly
used yet important analog circuits i.e., Complementary metal-oxide semicon-
ductor (CMOS) differential amplifier circuit and two-stage CMOS operational
amplifier circuit. The WOA algorithm is the basic impersonation of the hunting
and foraging mechanism observed in humpback whales’ natural behavior.
Searching for, encircling and bubble-net attacking method are the three main
steps of hunting, which are implemented in this algorithm. The sizes of tran-
sistors are optimized using WOA to improve the design specifications of the
circuit by reducing the area occupied by the transistors. The simulation results
and convergence plots demonstrate the superiority of WOA over some of the
other algorithms such as Particle Swarm Optimization (PSO), Sine Cosine
Algorithm (SCA), for analog circuit design.

Keywords: CMOS circuit sizing � Electronic design automation
Whale Optimization Algorithm � Operational amplifier

1 Introduction

An Integrated circuit comprises of analog, digital and mixed signal circuits. Analog
circuits form one of the prominent blocks in modern electronic systems that serve as an
interface between the signals from real world and digital realm. The importance of
analog circuits cannot be neglected as the large size of the analog circuits in ICs
imposes a major restriction on the design performance and overall cost. The automation
of digital circuits has become a successful attempt as a result of the research since few
decades, but analog circuit automation is challenging due to perplexed design [1].
Analog circuit automation is a complex, monotonous, time consuming, iterative,
composite and tedious process, due to three degrees of design freedom i.e., channel
width, channel length and drain current. Hence, new strategies need to be introduced to
assure optimal solutions in terms of design specifications such as gain, Unity Gain
Frequency (UGB), Slew Rate (SR), area, etc., for an amplifier.

A typical analog circuit design process comprises of three phases: topology
selection, component sizing and layout extraction [2]. Simple circuits, constituting less
number of components, can be designed by utilizing the experience and perception of
expert designers [3]. However, in the case of complex circuits with large search space,
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it is one of the time consuming and difficult tasks for designers to generate an optimal
solution. In optimization of transistor sizes, the ability to design analog circuits with
high performance is one of the important issues [4]. The reliability and smoothness of
an optimization technique depends on the aspect ratios of the transistors in CMOS
analog circuit design. Hence, effective optimization techniques are important in optimal
sizing of analog circuits. In the recent past, several methods have been proposed for the
automation of analog circuits which utilize a set of rules depending on the knowledge
of the circuits for automated designing with respect to specification set [5]. Since,
creation of new set of rules for different topologies requires lot of labor, these methods
are proven less fruitful. As an advancement, many other tools and techniques have been
proposed for analyzing analog circuit design problem, which include ANACONDA
[6], APE [7], geometric programming [8], equation engines based on symbolic analysis
[9], optimization engines based on evolutionary algorithms [10], etc. Geometric pro-
gramming uses additional computational steps before having the input at the opti-
mization engine, for deriving specific set of mathematical equations [11]. In equation
based symbolic analysis, circuit topology is used for the translation of analog circuit
design problem into function based optimization problem at an expense of additional
computational steps and accuracy. On the other hand, heuristics based evolutionary
algorithms that mimic the behavior of natural entities are employed to derive optimal
solution. Metaheuristic algorithms have gained significant interest in the field of
optimization due to four reasons: derivation free mechanism, avoidance of local
minima, simplicity and flexibility.

Metaheuristics are classified as single solution based and population based [12].
Single solution approach involves iteration of one parameter to achieve the target
specifications. Whereas, a population based approach uses a set of solutions which are
initialized randomly and the same population is enhanced through iterations. Popula-
tion based metaheuristics enjoy the advantages of information sharing, avoidance of
local minima through proper coordination and greater exploration, over single solution
based metaheuristics. One of the interesting derivatives of metaheuristics is Swarm
Intelligence (SI), whose origin is from natural behavior of swarm of entities such as
colonies, schools, herds and flocks. Some of the advantages of swarm intelligence are:
less number of operators, ease in implementation and few parameters to adjust. One of
the properties in SI is that it saves the best solution obtained so far, unlike evolutionary
algorithms, before searching the new best solution.

This paper deals with the second phase of the circuit design process i.e., component
sizing. For the validation of the performance of the proposed optimization technique,
two of the most commonly used analog circuits i.e., CMOS differential amplifier
(CMOSDA) and two-stage CMOS operational amplifier (CMOSOA), with reduced
MOS area, lower power consumption and higher gain. The application of WOA to
obtain optimal design parameters is considered as a design problem with given tech-
nology parameters. The optimal sizing of CMOS transistors yielding minimum area is
considered as the major objective of this work. In literature, different heuristic algo-
rithms were applied for analog circuit design problem, but to the best of the authors’
knowledge this is the first time that the WOA algorithm is applied to analog circuit
design problems. The results obtained verify that the application of WOA for designing
amplifiers yield less area, lower power consumption and higher gain when compared to
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those reported in recent literature. This proves that applying WOA to analog circuits is
proven to better than using some other optimization algorithms for analog circuit
design problem.

The organization of the paper is as follows: Sect. 2 gives the overview of WOA
algorithm. In Sect. 3, design of CMOS amplifiers and formulation of cost function is
discussed. Section 4 discusses the comprehensive and demonstrative results and their
validation is presented followed by conclusion in Sect. 5.

2 Whale Optimization Algorithm

In this section, the inspiration of the proposed method is first discussed. Then, the
mathematical model is provided.

Whales are considered to be the largest mammals in the world weighing around 180
tons. They are assumed to be one of the highly intelligent animals on earth and most
attentive predators. The social behavior observed in humpback whales is interesting
that deals with foraging and hunting their favorite prey such as, small fish and krill
herds. The special hunting method observed in humpback whales is bubble-net feeding
method. This process starts with diving into ocean up to 12 m deep and creating
bubbles with spiral and upward movement towards the prey. The following maneuver
includes coral loop, lobtail and capture loop which are explained in [13]. The math-
ematical modelling, for optimization, is done based on the spiral bubble-net maneuver
in humpback whales.

The hunting process or exploitation phase starts with encircling the prey after
recognizing its position as a target or close to optimum solution. After defining the best
search agent, search agents update their positions towards the best solution, which is
mathematically represented as follows:

~D ¼ C
!
:X
!

p tð Þ � X
!

tð Þ
��� ��� ð1Þ

X
!

tþ 1ð Þ ¼ Xp
�!

tð Þ � A
!
:D
! ð2Þ

where t is current iteration, Xp
�!

is the best solution position vector obtained, X
!

is

position vector and A
!
, C
!

are coefficient vectors. The position Xp
�!

must be updated in

each iteration to obtain better solution. The vectors A
!

and C
!

are calculated using
following equations:

A
!¼ 2 a!:r1

!� a! ð3Þ

C
!¼ 2r2! ð4Þ

where r1; r2 are random vectors within range [0, 1] and a! has its components
decreased linearly from 2 to 0 during the iterations.
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The mathematical modelling of the bubble-net behavior is done based on two
approaches i.e., shrinking circles mechanism and spiral position update. The behavior
of shrinking circles mechanism is obtained by reducing the value of a! as shown in

(3) which eventually reduces the fluctuation range of A
!

i.e., A
!

is a random value in a

range [−a, a]. If the value of A
!

is set randomly between [−1, 1], the new position is
anywhere between current best position and original position of an agent. The spiral
position update firstly calculates the distance between whale and prey. Then a spiral
equation is created whale and prey to mimic the helix-shaped movement as shown
below:

X
!

tþ 1ð Þ ¼ D0:
�!

ebl: cos 2plð Þþ Xp
�!

tð Þ ð5Þ

where ~D ¼ jX!p tð Þ � X
!

tð Þj is the distance between the prey and ith whale, b is the
logarithmic spiral defining constant and l takes any random number in range [−1, 1].
Both of these phenomena are merged to depict the behavior of the humpback whales
which is modelled as follows:

X
!

tþ 1ð Þ ¼ Xp
�!

tð Þ � A
!
:D
!

if p\0:5

D0:
�!

ebl: cos 2plð Þþ Xp
�!

tð Þ if p� 0:5

(
ð6Þ

Besides bubble-net method, the humpback whales follow random search, according

to each other’s position, for searching prey. This process depends on the value of A
!

i.e., when A
!

is less than −1 or greater than 1, the search agent is forced to move away
from the reference whale. Here in exploration phase, the position update is done
according to the randomly chosen search agent instead of best search agent so far. The
exploration phase is mathematically modelled as follows:

~D ¼ C
!
:X
!

r tð Þ � X
!

tð Þ
��� ��� ð7Þ

X
!

tþ 1ð Þ ¼ Xr
!

tð Þ � A
!
:D
! ð8Þ

where Xr
!

is a random search agent from current population.
The pseudo code for WOA algorithm is shown in Fig. 1. Similar to most of the

algorithms, WOA starts with a set of random search agents. A search agent updates its
position according to best solution obtained so far or randomly selected search agent.
The exploration and exploitation are decide using the parameter which is reduced from
2 to 0. When ~A

�� ��[ 1, random search agent is selected and when ~A
�� ��\1, best solution

obtained so far, are selected for updating the position of search agents. The movement
of the whale i.e., circular or spiral is decided using the parameter ‘p’. Finally, the WOA
algorithm is terminated when the termination criteria is satisfied.
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3 Design of Analog Circuits

The design of CMOSDA and CMOSOA, using WOA as an optimization algorithm, is
presented in this paper. The design specifications considered for designing CMOSDA
and CMOSOA are unity gain bandwidth (UGB), voltage gain (Av), power dissipation
(Pd), input common mode range (VICmin and VICmax), and slew rate (SR). Besides
design specifications, we also have design parameters i.e., aspect ratios (W/L) of all the
transistors in circuits and load capacitance (CL), which are crucial in designing an
analog circuit. The schematics for CMOSDA and CMOSOA are shown in Figs. 2 and
3, respectively.

The performance specifications for designing CMOSDA are SR, f3dB, VICmin,
VICmax and Pd. The variables that are initialized before starting the iterative opti-
mization process include: power supply (Vdd), threshold voltage inputs for NMOS and
PMOS (Vtn and Vtp), gate to source voltage (VGS) of MOS transistor, drain to source
voltage (VDS) of MOSFET, transconductance parameter of PMOS and NMOS
(K

0
p ¼ lp:Cox, and K

0
n ¼ ln:Cox), mobility of charge carriers (µn for electrons and µp for

holes), gate oxide capacitance (Cox), channel length modulation parameters (kp for
PMOS and kn for NMOS), transconductance (gm), output conductance (gds), output

Fig. 1. Pseudo code for Whale Optimization Algorithm [12].

594 M. A. M. Majeed and P. Sreehari Rao



resistance (Rout) and drain current (ID). The design flow for both circuits is done using
the methodology in [14] as shown in Appendix A.

The initial population size for the WOA algorithm is considered to be a matrix of
size (P � Q), where P = 60 and Q = 7, where P is number of particles and Q is the
particle vector. The particle vectors for the CMOSDA and CMOSOA are as follows:

Xdiffamp ¼ AV; CL; SR; VICmin; VICmax; f3dB; Pd� ð9Þ

Xopamp ¼ AV; CL; SR; VICmin; VIcmax; UGB; Pd
� � ð10Þ

Vdd

M3 M4

M1 M2

M5M6

Ibias

V- V+

C1

Vss

Vout

Fig. 2. Schematic for CMOS differential amplifier.

Vdd

M3 M4

M1 M2

M5
M8 M7

Ibias

V- V+

C1

Cc

M6

Vss

Vout

Fig. 3. Schematic for two-stage CMOS operational amplifier.
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Cost function or fitness function is a mathematical function that evaluates the
design requirements to obtain its minimum (or maximum) value using design variables.
Here, the cost function is derived to achieve the optimum aspect ratios of all transistors
in the circuit so as to reduce the total MOS area, using the relationships between
different parameters used in the design. The population is computed by fitness of each
vector. Usually, many parameters can be optimized in analog circuit optimization tasks.
Hence, cost function is necessary for determining the fitness of the circuit. In this paper,
cost function is characterized as the total MOS area occupied (sum of widths �
lengths) by all the transistors because the objective that is considered for optimization
(or minimization) is area occupied by the circuit. Therefore, the cost function is given
by

CF ¼
XN

i¼1
Wi � Lið Þ ð11Þ

where, N is the total number of transistors in a circuit whose desired value is less than
300 µm2 for both the circuits. Hence, the WOA algorithm is used to obtain the optimal
value of the cost function.

4 Simulation Results

The WOA algorithm is used to find the optimal aspect ratios of all the transistors using
MATLAB 2014a on CPU Intel core (TM) i7-4790 at 3.60 GHz. These amplifiers are
implemented using MATLAB and then the aspect ratios obtained are used to simulate
the amplifiers in CADENCE analog design environment. The technology parameters
are chosen from 180 nm CMOS standard process. The constants considered for
designing above discussed amplifiers are VDD = 1.8 V, VSS = 0 V, Vtp = −0.4523 V,
Vtn = 0.3215 V, Kp = 80.6 µV/A2 and Kn = 351.56 µV/A2. The aspect ratios are
considered to be in the range (0.5 µm, 10 µm). The length of transistors is fixed as 0.75
and 0.54 (� 3 � minimum length of transistor i.e., 180 nm) for CMOSDA and
CMOSOA, respectively. The design specifications for CMOSDA and CMOSOA are
summarized in Table 1.

The ac performance of the CMOSDA is shown in Fig. 4. The CMOSDA achieves a
gain of 46.06 dB and a phase margin of 89.54o. The amplifier has a CMRR of
85.495 dB, PSRR of 92.12 dB and slew rate of 14.79 V/µsec, as shown in Figs. 5, 6
and 7 respectively. Similarly, the ac response of CMOSOA shows the DC gain of
80.13 dB and phase margin of 62.66° with UGB of 4.293 MHz as shown in Fig. 8.
The CMRR and PSRR of 91.29 dB and 80.07 dB, obtained through the ac analysis, are
shown in Figs. 9 and 10, respectively. The slew rate of 13.44 V/µsec obtained through
transient analysis is shown in Fig. 11.

The design parameters, including the aspect ratios of transistor and load capacitor
(CL), attained after the optimization of CMOSDA and CMOSOA using WOA algo-
rithm are illustrated in Table 2.

The convergence plot for the differential amplifier using WOA algorithm is shown
in Fig. 12, which is also compared with convergence plots of SCA and PSO algorithm.

596 M. A. M. Majeed and P. Sreehari Rao



Similarly, the convergence plot for two-stage operational amplifier and its com-
parison with convergence plots of PSO and SCA are shown in Fig. 13. These plots
show the convergence to globally optimal solution which is much faster than other
competing algorithms. The number of iterations considered for all the three algorithms
is 500 (termination criteria) with the population size of 60 and vector size of 7.

Table 1. Target specifications for the design of differential amplifier and two-stage operational
amplifier.

Parameters Differential amplifier Operational amplifier

Av (dB) > 40 > 70
Pd (µW) � 200 � 500
SR (V/µs) � 10 � 10
UGB (MHz) � 4 � 4
CL (pF) � 3 � 7
Phase Margin (°) � 45 � 60
CMRR (dB) � 60 � 70
PSRR (dB) � 70 � 80
Area (µm2) � 50 � 150

Fig. 4. DC gain of CMOS differential amplifier.

Fig. 5. CMRR of CMOS differential amplifier.
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These plots show that the WOA algorithm converges much faster than SCA and
PSO algorithms i.e., at 72 iterations and 115 iterations for CMOSDA and CMOSOA,
respectively. The minimum area after optimizing the CMOSDA using WOA is
19.83 µm2 and after optimizing the CMOSOA is 33.442 µm2.

Tables 3 and 4 summarize the results obtained after circuit level implementation in
CADENCE SPECTRE environment using the aspect ratios shown in Table 2, for

Fig. 6. PSRR of CMOS differential amplifier.

Fig. 7. Slew rate of CMOS differential amplifier.

Fig. 8. DC gain of two-stage CMOS operational amplifier.
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CMOSDA and CMOSOA, respectively. These results are also compared with those
from the recent literature [14–16] using PSO, [17] using Artificial Bee Colony
(ABC) and [18] using Convex Optimization (CO) and Geometric Programming
method. It is observed from the comparison that the performance of WOA is better than

Fig. 9. CMRR of two-stage CMOS operational amplifier.

Fig. 10. PSRR of two-stage CMOS operational amplifier.

Fig. 11. Slew-rate of two-stage CMOS operational amplifier.
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other algorithms for its application in optimizing analog circuits for area giving the area
of 19.83 µm2 and 33.442 µm2. Besides optimizing the area, WOA also gives better
results i.e., high gain, low power consumption, high CMRR and high PSRR, with
slight reduction in SR and UGB.

Table 2. Design parameters obtained after optimization of differential amplifier and two-stage
operational amplifier.

Heading level WOA
Differential amplifier Operational amplifier

Ibias (µA) 12 13
W1/L1 (µm/µm) 7.25/0.75 17.54/0.54
W2/L2 (µm/µm) 7.25/0.75 17.54/0.54
W3/L3 (µm/µm) 1.55/0.75 0.75/0.54
W4/L4 (µm/µm) 1.55/0.75 0.75/0.54
W5/L5 (µm/µm) 5.27/0.75 2.65/0.54
W6/L6 (µm/µm) 3.12/0.75 6.20/0.54
W7/L7 (µm/µm) Not required 16.50/0.54
W8/L8 (µm/µm) Not required 0.95/0.54
CL (pF) 3 7

Fig. 12. Convergence plots for differential amplifier using WOA, PSO and SCA.
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Fig. 13. Convergence plots for two-stage operational amplifier using WOA, PSO and SCA.

Table 3. Comparison of design parameters for CMOS differential amplifier

Design criteria ABC [15] PSO [16] PSO [17] WOA

CL (pF) 5 5 14.83 3
SR (V/µs) 15.67 22.40 49.06 14.79
Pd (µW) 830 1260 408 70.20
Phase Margin (°) 91.24 83.80 90.20 89.544
F-3dB(KHz) 112 100 - 153.87
Gain (AV) 42.045 42 29.11 46.06
CMRR (dB) 79.67 84.2 46.47 85.492
PSRR (dB) 68.42 68 - 92.12
MOS area (µm2) - 296 46.43 19.83

Table 4. Comparison of design parameters for CMOS two-stage operational amplifier

Design criteria CO [18] PSO [16] PSO [19] WOA

CL (pF) 3 10 - 7
SR (V/µs) 88 11.3 18 13.44
Pd (µW) 5000 2370 184 266
Phase Margin (°) 60 66.55 63.53 62.66
UGB (MHz) 86 5.526 20.03 4.293
Gain (AV) 89.2 63.8 59.19 80.13
CMRR (dB) 92.5 83.74 67.08 91.29
PSRR (dB) 98.4 78.27 63.84 80.07
MOS area (µm2) 8200 265 28.52 33.44
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5 Conclusion

Automation of analog CMOS circuits is one of the challenging and time consuming
tasks. An evolutionary optimization technique based on WOA algorithm is applied to
optimize two analog circuits i.e., CMOS differential amplifier and two-stage CMOS
operational amplifier circuits, aiming to meet the design specifications such as slew
rate, dc gain, phase margin, PSRR, CMRR and power consumption in MATLAB, and
the same are validated using CADENCE. The WOA is proved to be better than other
optimization algorithms, as the convergence of WOA algorithm is much faster than that
of PSO and SCA algorithms. Here, a single objective optimization technique is used to
optimize the total MOS area of circuits. But, to overcome tradeoffs analog circuit
design that arise while using the single objective optimization technique, it is effective
to apply multi objective optimization techniques to obtain the optimal solution.

Appendix: A

The design process considered for the design of amplifier circuits is as follows:

(1) CMOS Differential Amplifier:
(a) The range of ID5 is obtained to satisfy SR.

SR ¼ ID5
CL

ð1Þ

f3dB ¼ 1
RoutCL

ð2Þ

(b) S1 (=S2) is determined in order to satisfy AV, where

AV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4K

0
nS1

q
kn þ kp
� � ffiffiffiffiffiffiffi

ID5
p ð3Þ

(c) Determine S3 (=S4) to satisfy the maximum value of VICmax.

VICmax ¼ VDD � VSG3 þVtn1 ð4Þ

S3 ¼ 2ID5

K 0
p VSG3 þVtp
� �2 ð5Þ

(d) The value of S5 is determined to satisfy minimum VICmin.

VICmin ¼ VSS þVDS5sat þVSG1 ð6Þ
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S5 ¼ 2ID5
K 0
n VDS5satð Þ2 ð7Þ

(e) The current ID5 is determined to satisfy Pd, where

Pd ¼ ID5 VDD þ VSSj jð Þ ð8Þ

Where Si = Wi/Li

(2) Two stage CMOS Operational Amplifier:
(a) The small value of CC is chosen such that the second pole is placed about 2.2

times greater than the UGB and to get the phase margin of 60º; the right-hand
plane zero is assumed to be about ten times beyond UGB.

CC [ 0:22CL ð9Þ

p2 ¼ � gm6
CL

ð10Þ

z1 ¼ gm6
CC

ð11Þ

(b) The range of ID5 is obtained to satisfy SR

ID5 ¼ SR:CC ð12Þ

(c) The input transconductance of transistors M1 and M2 is determined from
UGB and CC.

gm1 ¼ 2p:UGB:CC ð13Þ

(d) Determine S1 (=S2) using following equation

S1 ¼ gm1
K 0
nID5

ð14Þ

(e) Maximum value of ICMR is used to determine S3(=S4)

S3 ¼ ID5

K 0
p VDD � Vinmax � Vtpmax

�� ��þVtnmin
� �2 ð15Þ

(f) Minimum value of ICMR is used to determine S5 (=S8)

S5 ¼ 2ID5
K 0
n VDS5satð Þ2 ð16Þ

where,
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VDS5sat ¼ Vinmin � VSS � Vinmax �
ffiffiffiffiffiffiffiffiffiffi
ID5
K 0
nS1

s
ð17Þ

(g) To estimate S6 we have

S6 ¼ S4gm6
gm4

ð18Þ

Where gm6 � 6 gm1 and gm4 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K 0
pS4ID5

p
(h) The current ID6 is required for power dissipation (Pd)

ID6 ¼ ðgm6Þ2
2K 0

pS6
ð19Þ

(i) In order to attain the current ratio between ID5 and ID6, we evaluate the value
of S7 as follows,

S7 ¼ S5ID6
ID5

ð20Þ

(j) The values of gain and power dissipation are estimated using following
equations

AV ¼ 2gm2gm6

ID6:ID5: kn þ kp
� �2 ð21Þ

Pd ¼ ðID5 þ ID6Þ VDD þ VSSj jð Þ ð22Þ
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Abstract. In this research, we focus on analytical reliability assessment. The
reliability of meticulous conditions of voltage, temperature and degradation will
be reported to device bounds. Such as the same effect on analogue or digital
device performance like Comparator cell and combined circuits. In this research
article, we are challenged with some explore methodologies to scrutinize the
impact of reliability on comparator circuits. The reliability evaluation under the
parameters of “Positive Bias Temperature Instability (PBTI), Negative Bias
Temperature Instability (NBTI) and Hot Carrier Injection (HCI)” are performed.
In this analysis, we considered which MOSFET was the utmost pretentious and
slightest pretentious by the comparator circuit. Like all analogue and digital
circuits, reliability is a major issue has instigated in a circuit that does fades
performances because it enhances the trap concerning the source and the drain
of every specific MOSFET. Large-scale assessment reliability has shown that
the effect of every single MOSFET leads to the misleading conduct of com-
parator and ultimately causing damages. The precision of the comparator is
exposed to this research with varying aspects. The total simulation work is
performed using the 45 nm technology cadence virtuoso.

Keywords: Reliability � Comparator � CMOS technology � HCI
NBTI � PBTI and ageing

1 Introduction

A serious threat to the expansion of Bias Temperature Instability (BTI) which alters the
execution of the VLSI circuit designed by CMOS Technology. NBTI greatly affects the
temperature performance parameters such as reliability problems, and the tolerance
voltage of a transistor, and the saturation transconductance of PMOS current. Similarly,
NMOS transistors are affected by PBTI, but the effect PBTI, VLSI circuit chip is less
important compared to the effect of NBTI, in particular in the Si02 layer case.
Including NBTI and PBTI have another reason to compromise the reliability of the Hot
Carrier Injector (HCI). Reducing the device reduces the duration of PMOS and NMOS
transistors and their functionality is significantly degraded.

As technology grows, the performance of the device is increased by decreasing the
size of the transistors that affect the life of design. Reliability involves the capability of
methods to preserve distinct behaves in wholly conditions. At this nanometre age, most
manufacturing faults are contemporaneous and guilty for the destruction of the useful
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life of the emblem. The procedure deviation requires changes in the properties of the
transistor (length, width and thickness of the oxide in the manufacture of the emblem).
In the variant of the process, there are labour constraints because of nanoscale tech-
nology identical degradation condition to 250 nm,180 nm and 45 nm, we have to
moderate the screen, but we cannot proficient to reduce the screen as it is static by
135 nm screening scale.

This research paper deals with reliability, many problems to be identified mainly by
the variation of PBTI, HCI and NBTI. In HCl, mutually PMOS and NMOS are con-
cerned, in PBTI merely NMOS is distressed and PMOS influences traps merely in
NBTI. Useful life is greatly reduced by the outflow current generated in the device and
maximum of the circuits are confidence in the dispersion temperature. HCl affects the
reliability of CMOS devices; causing the voltage rise below the threshold and reducing
the carrier mobility, which is additional in NMOS transistor. While device layout is
biased high Vds devices, HCI is a very reliant aspect. At NBTI once the voltage is
pragmatic to the port of the PMOS designs, the tolerance voltage will increase. It
quickens the rise in temperature and rises the dispersion current and the transverse
current. PBTI is likewise a problem of reliability, although is less important in the
performance of the design.

In technology, VLSI expands portable design applications such as mobile phones,
laptops, PDAs, electronic instruments and systems. The comparator means that it is
used to compare two binary words for equality. Parameters, such as response speed and
maximum bandwidth usage, are paid by operating amplifier architecture. The use of an
op-amp as a comparator principal to an inefficient condition where the current trans-
mission fraction is truncated. The reliability analysis has proven that it does contribute
towards increasing the sensitivity of the comparator. Reliability has also proven that it
could increase the vulnerability of the least sensitive parts of the comparator as dis-
closed in Fig. 1.

Fig. 1. CMOS design of comparator

Reliability Analysis of Comparator: NBTI, PBTI, HCI, AGEING 607



2 Impact of PBTI on MOSFET

PBTI mainly occurs in NMOS devices since the operating voltage of the NMOS gate
drain is largely positive or we can say that the NMOS device is affected positively
(Vgs > 0) and has temperature dependence. PBTI effect is negligible compared to
NBTI and HCI. It presents itself as a technology problem and metal gate High-K gate
stack.

This problem occurs when negative carriers are trapped in the silicon/ oxide
interface because the oxide or the voltage (Vgs > 0), a temperature dependence. You
can see the support of negative movements.

PBTI (Positive Bias Temperature Instability) is alike to the simulated (hot-carrier
injection) HCI, but there are different sets of model parameters and degradation life. If
the parameters defined life PBTI, PBTI then the effects are simulated; On the other
hand, they skipped. Both of these effects can be simulated HCl and PBTI together or
separately. To stimulate PBTI, the following models are required of the oxide layers
(Fig. 2).

3 Impact of NBTI on MOSFET

NBTI (Negative Bias Temperature Instability) affects the drain current, Vth, etc., of the
PMOS transistors. Due to the variance in uniform band voltage, the NMOS transistor
devises an insignificant even of holes accessible the feed and consequently, performs
not endure from NBTI degradation.

In a PMOS transistor, here dualistic segments of NBTI contingent upon the bias
ailment of the gate. During the phase 1 when Vg = 0 (i.e., Vgd = −Vdd), boundary traps
are generated diffusing the hydrogen atoms broken from Si-H bonds near to the gate.
This segment is stated as “stress” or “static NBTI”. In segment 2, when Vg = Vdd (i.e.,
Vgs = 0), the PMOS device is under pure recovery as hydrogen atoms closer to the
interface dispersed in return to the boundary and strengthen the wrecked Si-H bonds.

Fig. 2. Movement of carrier due to PBTI

608 S. V. S. V. Prabhu Deva Kumar and S. Akashe



This segment is stated as “recovery” and has a momentous effect on the appraisal of
NBTI during the forceful interchanging in digital operations. However, in analogue
applications recovery is unlikely to happen as the transistors are always undergoing
stress when operating (Fig. 3).

Based on this reaction-diffusion model and considering the simplest case, in which
the gate is under a constant stress with a DC voltage, the shift of threshold voltage can
be given by

DVt ¼ ðK2
vtÞn ð1Þ

where n is the period interpreter for NBTI which indicates the dilapidation rate. For a
H2 centered dissemination standard, n ¼ 1=6 and for an H centered ideal, n ¼ 1=4. Kv
has an exponential necessity dependency on temperature (T) and electric field in the
dielectric and this is called the static model.

Kv ¼ qtox
Eox

� �3

K2Cox Vgs � Vth
� � ffiffiffiffi

C
p

exp
2Eox

E0

� �
ð2Þ

Where q is electron charge, k is Boltzmann constant, Cox is the oxide capacitance per
unit area, Eox is the vertical electric field across the oxide and tox is the oxide
chunkiness.

4 Impact of HCI on MOSFET

Hot carrier injection is a further deprivation mechanism perceived in MOSFETs. The
main source of heat on MOSFET’s channel during circuit operation, rather than “an-
ode”, as anode-hole injection models. These powerful carriers can penetrate into the
oxidation of the surface and the engendered electrons or holes privileged the channel or
heating conductors. In this method, inoculated carriers spawn boundary or bulk oxide

Fig. 3. Movement carrier due to NBTI
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deficiencies, and as a result, the MOSFET features such a way of as the initial voltage,
etc. are reduced over time.

Hot carrier pressure circumstances are intrinsic in the CMOS circuit operation.
Figure 1(a) illustrations the CMOS inverter with feedback terminal A and output ter-
minal. When the Va is increased (VDD), the PMOS off experiences NMOS, TDDB
pressure. NMOS’s gate terminal, Vg = Va, low to high (= 0 V) switches, canal bias,
Vd = Vb, increases. Vg * Vd/2 (not VDD/2!), The NMOS goes through the maxi-
mum heat carrier pressure situation (given below). Finally, when the Va is low, the
NMOS off and the PMOS belongs to NBTI and TDDB. This is a high-to-low low Va
(which is not a constant DC component) which can contribute to HCI during inverter
operation (Fig. 4).

The degradation of hot-carrier models in MOS transistors includes:

• A model to calculate the current substrate (NMOSFET, PMOSFET) and gate
(PMOSFET).

• A life model that calculates the Hot-carrier circuits that operate under experimental
results in accelerated test conditions.

• Ageing model that describes the degradation characteristics of transistors in the
voltage function: this model type parameters cadence model for simulation of
degraded circuit performance degraded.

5 Simulated Reliability Graphs and Results

Reliability results are simulated for each NMOS & PMOS used in the simulated circuit.
In this paper we simulated the parameters like NBTI, HCI and Ageing below the stress
circumstances of Voltage, current and temperature. The result of PBTI was negligible
so it has been neglected in the paper. Only HCI & NBTI effects are discussed. The
circuit of comparator consists of 10 MOSFETS which are of 06 NMOS and 04 PMOS.
This designed technology is known as CMOS technology.

Fig. 4. Flow of carrier due to HCI
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5.1 Effect in PMOS Due to NBTI

From Table 1 it can be concluded that increasing supply voltage increases each PMOS
transistor Vg & Vd values, which affects the threshold value Vth & saturation value
Vsat of the circuit and its transistors (Figs. 5, 6, 7, 8, 9, 10, 11 and Tables 2, 3, 4).

Table 1. Presents the maximum absolute Vgs & Vds values of PMOS used in circuit at 0.7 V,
1 V & 1.5 V supply voltages for transistors under NBTI condition.

Max Vg (V) Max Vd (V)

Volts! 0.70 V 1.0 V 1.20 V 0.70 V 1.0 V 1.20 V
PMOS#
PM1 7.01E−01 1.01E+00 1.21E+00 1.62E−01 2.81E−01 3.69E−01
PM2 1.6E−01 2.76E−01 3.62E−01 1.61E−01 2.81E−01 3.69E−01
PM3 1.64E−01 2.81E−01 3.69E−01 1.6E−01 2.76E−01 3.69E−01
PM4 7.01E−01 1.01E+00 1.21E+00 1.59E−01 2.76E−01 3.69E−01
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Fig. 5. Indicates the maximum absolute Vgs of PMOS
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Fig. 6. Indicates the maximum absolute Vds of PMOS
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Table 2. Presents the degradation of PMOS used in circuit at 0.7 V, 1.2 V supply voltages for
transistors at the duration of 1Y, 5Y & 10Y under NBTI condition.

0.7 V 1.2 V

Time! 1Yrs 5Yrs 10Yrs 1Yrs 5Yrs 10Yrs
PMOS#
PM1 7.71E−01 4.51E−01 8.2E−01 7.1E−01 1.41E−01 9.2E−01
PM2 4.6E−02 3E−02 1.91E−01 7.32E−02 3.5E−01 5.5E−01
PM3 5.01E−02 4.01E−02 1.9E−01 8.52E−02 3.52E−01 5.71E−01
PM4 7.69E−01 4.51E−01 8.21E−01 7.22E−01 1.5E−01 9.31E−01

0.00E+00

2.00E-01

4.00E-01

6.00E-01

8.00E-01

1.00E+00

0 1 2 3 4 5
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Fig. 7. Indicates the NBTI degradation of PMOS at 0.7 Volts
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Fig. 8. Indicates the NBTI degradation of PMOS at 1.2 Volts
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Table 3. Presents the ageing of PMOS used in circuit at 0.7 V, 1.2 V supply voltages for
transistors at the duration of 1Y, 5Y & 10Y under NBTI condition.

0.7 V 1.2 V

Time! 1Yrs 5Yrs 10Yrs 1Yrs 5Yrs 10Yrs
PMOS#
PM1 2.18E−09 1.09E−08 2.18E−08 8.49E−08 4.25E−07 8.49E−07
PM2 4.60E−02 1.52E−10 3.04E−10 1.13E−10 5.63E−10 1.13E−09
PM3 3.11E−11 1.55E−10 3.11E−10 1.20E−10 5.99E−10 1.20E−09
PM4 3.04E−11 1.09E−08 2.19E−08 8.57E−08 4.29E−07 8.57E−07
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Fig. 9. Indicates the ageing on PMOS at 0.7 Volts
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Fig. 10. Indicates the ageing on PMOS at 1.2 Volts
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5.2 Effect in PMOS Due to HCI

See Table 5 and Figs. 12, 13.

Table 4. Presents the Lifetime of PMOS used in circuit at 1.2 V supply voltages for transistors
at the duration of 1Y, 5Y & 10Y under NBTI condition.

Time! 1 Yrs 5 Yrs 10 Yrs

PMOS#
PM1 5.210E+03 5.210E+03 5.210E+03
PM2 3.740E+05 3.740E+05 3.740E+05
PM3 3.660E+05 3.660E+05 3.660E+05
PM4 5.200E+03 5.200E+03 5.200E+03

0.00E+00

2.00E+05

4.00E+05

0 1 2 3 4 5

Life me of PMOS

1 Yrs 5 Yrs 10 Yrs

Fig. 11. Indicates the lifetime of PMOS

Table 5. Presents the degradation of PMOS used in circuit at 0.7 V & 1.2 V supply voltages for
transistors at the duration of 1Y, 5Y & 10Y under HCI condition.

0.7 V 1.2 V

Time! 1Yrs 5Yrs 10Yrs 1Yrs 5Yrs 10Yrs
PMOS#
PM1 1.77E−02 2.450E−02 2.820E−02 3.72E−02 5.150E−02 5.92E−02
PM2 7.46E−03 1.03E−02 1.19E−02 9.73E−03 1.35E−02 1.55E−02
PM3 7.50E−03 1.04E−02 1.19E−02 9.85E−03 1.36E−02 1.57E−02
PM4 1.77E−02 2.45E−02 2.82E−02 3.720E−02 5.160E−02 5.930E−02
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5.3 Effect in NMOS Due to HCI

See Tables 6, 7 and Figs. 14, 15, 16, 17.
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Fig. 12. Indicates the HCI degradation of PMOS at 0.7 V
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Fig. 13. Indicates the HCI degradation of PMOS at 1.2 Volts

Table 6. Presents the degradation of NMOS used in circuit at 0.7 V, 1.2 V supply voltages for
transistors at the duration of 1Y, 5Y & 10Y under HCI condition.

0.7 V 1.2 V

Time! 1Yrs 5Yrs 10Yrs 1Yrs 5Yrs 10Yrs
PMOS#
NM1 8.50E−27 1.59E−26 2.08E−26 0.0E+00 0.0E+00 0.0E+00
NM2 1.22E−29 2.29E−29 3.00E−29 2.17E−27 4.06E−27 5.32E−27
NM3 6.89E−27 1.29E−26 1.69E−26 6.22E−28 1.16E−27 1.53E−27
NM4 1.16E−26 2.18E−26 2.86E−26 5.79E−24 1.08E−23 1.42E−23
NM5 2.60E−29 4.86E−29 6.37E−29 0.0E+00 0.0E+00 0.0E+00
NM6 3.82E−22 7.15E−22 9.37E−22 1.89E−18 3.54E−18 4.64E−18
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Table 7. Presents the ageing of NMOS used in circuit at 0.7 V, 1.2 V supply voltages for
transistors at the duration of 1Y, 5Y & 10Y under HCI condition.

0.7 V 1.2 V

Time 1Yrs 5Yrs 10Yrs 1Yrs 5Yrs 10Yrs
NMOS
NM1 1.29E−67 6.43E−67 1.29E−66 0.0E + 00 0.0E + 00 0.0E + 00
NM2 6.54E−75 3.27E−74 6.54E−74 3.87E−69 1.94E−68 3.87E−68
NM3 7.50E−68 3.75E−67 7.50E−67 1.57E−70 7.84E−70 1.57E−69
NM4 2.89E−67 1.44E−66 2.89E−66 2.39E−60 1.20E−59 2.39E−59
NM5 4.54E−74 2.27E−73 4.54E−73 0.0E+00 0.0E+00 0.0E+00
NM6 1.12E−55 5.58E−55 1.12E−54 3.36E−46 1.68E−45 3.36E−45
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5.00E-22
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Fig. 14. Indicates the HCI degradation of NMOS at 0.7 Volts
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Fig. 15. Indicates the HCI degradation of NMOS at 1.2 Volts
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6 Conclusion

Here, PBTI, NBTI and HCI represent a challenge for reliability issues with nano-scale
CMOS technologies. Concerning this article we explored the consequences of NBTI,
PBTI and HCI on the Comparator under the conditions of degradation, lifetime and
aging in the altered years with various stressed voltages. We have concluded that the
effect of HCI and NBTI increases the time and voltage output and respectively is an
increase in Vth value that reduces the lifetime of PMOS and NMOS transistors and
degrades them to some values that say changes in Isub, Ig, and lifetime.

Acknowledgment. I would like to thanks ITM University for providing the Cadence Virtuoso
Tool of 45 nm Technology.
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Abstract. Sag in the transmission line is defined as the different in level
between points of supports and the lowest point on the conductor. In order to
permit safe tension in the conductor, conductors are not fully stretched; rather
they are allowed to have sag. Therefore, sag is mandatory in transmission line
conductor suspension. Therefore, this paper focuses on calculating the sag
produced by transmission lines under different conditions such as with supports
at same level in planes, supports at different levels at mountains, river crossings
with and without wind and ice loads etc. for different physical parameters. In
this paper, different factors are explained which are affected the transmission
line sag. Effect of loading on the development of conductor sag will also be
considered in this paper. After this, there are presents the mathematical for-
mulation responsible for sags of parabolic and catenary shape and analyze the
difference of magnitude between them using results of MATLAB programming.

Keywords: Sag � Transmission line �Wind zone � Stability and soft computing

1 Introduction

The design of a transmission line has to be satisfactory from electrical as well as
mechanical considerations [1]. The line should have sufficient current carrying capacity
so that the required power transfer can take place without excessive voltage drop or
overheating [2]. The line conductors, supports and cross arms should have sufficient
mechanical strength to cope with the worst probable weather condition. The line
conductor supports and cross arms must be strong enough to give satisfactory service
over a long period of time without the necessity of too much maintenance. The tension
in the conductor should be well below the breaking load. Adequate clearance between
the lowest point on the line and ground must be maintained.

In the previous research [3–7], we have observed that whenever the conductor is
erected between two supports or towers it is impossible to maintain the straight tension
between the two supports as the effect of gravitational pull plays its part. Also since the
conductors are also very heavy and there is span between the towers ranging 200 m to
800 m depending upon the area in which it is being erected and the high voltage supply
which it is carrying; it is impossible to assume a zero sag condition. Hence to safe
guard the community, the ground clearance safety norms has been established and
implemented.
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In the simple language sag can be defined as vertical dip or drop in the straight line
(imaginary) joining the transmission or distribution towers [2]. When both the towers
are at same ground level, the sag is calculated at the centre of the distance between the
towers, but when the towers are at different levels (which is generally the case in hilly
areas), we consider two sags i.e., the vertical distance from the respective ground
levels.

The factors which affect the sag were taken; for example span or the distance
between the towers (or line supports), tension in the line, line supports, weight of the
conductor, various conductor configuration and its effects [8]. The limits for ground
clearance and conductor spacing table were referred as per the Indian electricity rules
1956 [6]. This will be followed by problem formulation for different conditions taking
as case studies [9] in which wind speed data was taken from Devgarh, Chittorgarh wind
power plant [10]. In one of the case studies requiring different parameters which were
not considered earlier this paper has referred Indian standard code of practice for
design, installation and maintenance of overhead lines by Indian Standard Institution,
New Delhi (copyright 1986) [11] and design data from 132 kV substation Sodala,
Jaipur [12].

This paper is discussed the factors on which the sag mainly depends for example
weight of the conductor (including the loading due to ice and/or wind), span or the
distance between the supports and the conductor tension. Section 2 represents the main
factors, which are affected the sag. Section 3 shows the case studies and problem
formulation. In this section, it includes the sag calculations under different conditions
and parameters, data table for standard conductor and MATLAB graphical output of
different cases. Finally, Sect. 4 concludes this paper.

2 Factors Affecting the Sag

The Sag is affected by mainly the following factors:

2.1 Weight of Conductor

Sag is directly proportional to weight per unit length of conductor [12]. It acts
downwards due to gravity, hence proper selection of conductor material is very
important, it should be mechanically very strong so that it doesn’t slack due to its own
weight neither it is much affected by the surrounding air/wind, which can not only
cause the swinging or dancing conductors but it can also result it the conductors
touching among themselves.

2.2 Span

A longer span causes more sag, simple logic behind is that as the span increases the
weight of the conductor increases resulting in more sag [12]. But there are unavoidable
circumstances due which we are forced to increase the spans which are also mentioned
above mainly due to unavailability of land. Also there can be interference due to flying
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objects aero planes, birds etc. Since sag is proportional to square of span, an increase of
25% in span increase the sag by 56.25% [2].

2.3 Conductor Tension

Sag is inversely proportional to conductor tension. And an increase in conductor
tension causes more stresses in the conductor and more load on insulators and towers.
In the conventional conductor made of ACSR the tension varies from 3 � 104 to
3.8 � 104N [13]. The maximum tension in the conductor should not exceed half the
breaking load (so as to allow the factor of safety as 2) [12].

Binomial theorem and neglecting the higher terms we get the erection tension such
that the tension under worst probable conditions will not exceed the safe limit of
tension. Using this value of tension, the sag for erection condition can be calculated.
Using the normal sag expression and this modified expression the graph of tension vs.
temperature and sag vs. temperature can be plotted. Graph is plotted for a fixed span
and is known as stringing chart as shown in Fig. 1.

3 Case Studies and Problem Formulation

In this section, there is calculated sag for different cases considering various arrange-
ments i.e. supports at same and different levels. Effect of loading on the development of
conductor sag will also be considered in this chapter. We will also discuss the math-
ematical formulation responsible for sags of parabolic and catenary shape and analyze
the difference of magnitude between them using results of MATLAB programming
[14].

3.1 Case1: Sag Calculation Without Any Load for Supports at the Same
Level at Given Span

Sag in the transmission line even under congenial conditions could lead to disastrous
results so we need to take measures for sag reduction and control which makes it
indispensable to go for sag calculation. Given below calculates the sag in transmission

Temperature in centigrade from 0 to 60 

Sag in m
Tension (N) 

Sa

Tension

Fig. 1. Stringing chart.
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line attached between the two supports at same level with no wind or ice loading.
Suppose an overhead line suspended between two supports A and B at the same level.
The line is assumed to be flexible and sags below the level AB due to its weight. The
exact shape of the line is that of a catenary. Except for lines with very-very long span
and large sag, it is sufficiently accurate to assume that the shape of the line is that of a
parabola y = ax2 where a is constant for a given line, P(x, y) be any point on the curve
and O is the origin in the Fig. 2. Required data for sag calculation for this case is given
in Table 1. Output of the sag due to the weight of the conductor alone is shown in
Fig. 3.

When sending your final files, please include a readme informing the Contact
Volume Editor which of your names is/are your first name(s) and which is/are your
family name(s). This is particularly important for Spanish and Chinese names. Authors
are listed alphabetically according to their surnames in the author index.

Fig. 2. Sag (without any load) for supports at same level.
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Fig. 3. MATLAB output of the sag due to the weight of the conductor alone.
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3.2 Case 2: Sag Calculation in India’s I Wind Zone (Wind Pressure Is
� 100 Kg/M2 for Tower Height 30 m or Less)

This case is the extension of the case 1, in which sag is calculated for the different wind
zone in India which has the wind pressures of 100 kg/m2. This pressure is based on the
wind velocity in km per hour in respective zone and is helpful especially while setting
up a wind power plant. Data required for the wind zone is given in Table 2. This data is
also helpful in deciding the safe spacing between the conductors as these wind can
cause the conductors to touch each other causing a faults in power system such as
double line fault or double line to line fault etc. It is the data which is used while
erecting the transmission as well as the distribution lines.

These data for wind pressure zones for tower height 30 m and below too are
provided to various state electricity boards as design parameters by Indian standard
code of practice for design, installation and maintenance of overhead lines by Indian
Standard Institution, New Delhi [9]. This wind data is very helpful especially when the
survey of wind power plant site is done. To verify this we have compared the wind data
as was available from wind power plant at Devgarh [10], Chittorgarh Rajasthan.

Here we calculate the sags for these three zones for catenary as well as parabolic
shape as given below and compare with the sags produced under the weight of the
conductor alone:

S = {H/W}[cosh (WL/H) - 1]
But this sag will act in the different plane (at an angle c from the vertical load).
where W = [(Wc)

2 + Ww
2 ]1/2

and Ww = P � D = Weight of wind per metre acting horizontally.
D is the diameter of the conductor.
P = 0.006 V2, where P is wind loading in kg/metre2

V = velocity of wind in km/hr.
H = Horizontal tension.
Wc = Weight of the conductor per unit length.
W = Resultant weight of the conductor per unit length.
L = Half span between the supports.

The conductor take the form of a catenary using above equation in the new plane,
although we can get the parabolic shape if we neglect the higher powers on expanding
the hyperbolic function as given below:

Table 1. Data for sag calculation (without any load) for supports at same level.

S. no. Input Output (in m)

1 Length of span 350 m Sag between supports at same
level

3.8969
2 Conductor tension 33400 N
3 Conductor weight per

unit length
8.5 N=m

4 Line voltage 220 kV The spacing between the
conductor lines

3.4407
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Sag ¼ H=Wf g 1þ 1=2!ð Þ � W2L2=H2� �þ 1=4!ð Þ � W4L4=H4� �þ . . .. . .� 1
� �

� WL2=2H

¼ WL2=2T Since T Tension in the conductorð Þ is very nearly equal toHð Þ

MATLAB outputs of this case for the three wind zones are shown in Fig. 4.
Figure 4(a) and (b) give the value of sag under the effect of weight of the conductor
alone with catenary and parabolic shape respectively. Whereas, Fig. 4(c) and (d) give
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Fig. 4. Outputs of the comparison of sags for I wind zone in India.

Table 2. Data for sag calculation in India’s I wind zone (wind pressure is � 100 kg/m2 for
tower height 30 m or less).

S. no. Input Output (in m)

1 Conductor weight per
unit length

0.85 kg=m Sag with catenary shape (with no
wind), Fig. 4(a)

4.7829

2 Diameter of conductor 0.0195 m Sag with parabolic shape (with no
wind), Fig. 4(b)

4.7716

3 Horizontal tension at
centre point of curve

2000 kg Total sag with catenary shape
(with wind load)

11.9910

4 Half span length 150 m Sag with parabolic shape (with
wind load)

11.9413
5 Maximum wind velocity

(up to 30 m height)
129.1 km=hr

Vertical Sag with catenary shape
(with wind load), Fig. 4(c)

4.7914

Vertical sag with parabolic shape
(with wind load), Fig. 4(d)

4.7716
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the value of sag under the effect of weight of the conductor and wind both with
catenary and parabolic shape respectively. Outputs of this case are also shown in
Table 2.

3.3 Case 3: Sag Calculation in India’s II Wind Zone

The regions in India where the wind pressure on the conductor caused by the wind flow
is � 150 kg/m2 for tower height of 30 m or less; is classified as II wind zone. Here we
have taken a data of the conductor to calculate the sag in this region as shown in
Table 3. This table also shows the outputs of this case. The comparison of sags for II
wind zone is shown in Fig. 5.

Table 3. Data for sag calculation in India’s II wind zone (wind pressure is � 150 kg/m2 for
tower height 30 m or less).

S. no. Input Output (in m)

1 Conductor weight per
unit length

0.85 kg=m Sag with catenary shape (with
no wind), Fig. 5(a)

4.7829

2 Diameter of
conductor

0.0195 m Sag with parabolic shape (with
no wind), Fig. 5(b)

4.7716

3 Horizontal tension at
centre point of curve

2000 kg Vertical sag with catenary shape
(with wind load), Fig. 5(c)

4.8021

4 Half span length 150 m Vertical sag with parabolic
shape (with wind load),
Fig. 5(d)

4.7716
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Fig. 5. MATLAB output showing the comparison of sags for II wind zone in India.
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3.4 Case 4: Sag Calculation in India’s III Wind Zone

The regions in India where the wind pressure on the conductor caused by the wind flow
is � 200 kg/m2 for tower height of 30 m or less; is classified as III wind zone. Here we
have taken a data of the conductor to calculate the sag in this region such as given in
Table 4. Figure 6 shows the comparison of sags for III wind zone in India. These
results are also given in Table 4.

Table 4. Data for sag calculation in India’s III wind zone (wind pressure is � 200 kg/m2 for
tower height 30 m or less).

S. no. Input Output (in m)

1 Conductor weight per
unit length

0.85 kg=m Sag with catenary shape (with
no wind), Fig. 6(a)

4.7829

2 Diameter of
conductor

0.0195 m Sag with parabolic shape (with
no wind), Fig. 6(b)

4.7716

3 Horizontal tension at
centre point of curve

2000 kg Vertical sag with catenary shape
(with wind load), Fig. 6(c)

4.8171

4 Half span length 150 m Vertical sag with parabolic
shape (with wind load),
Fig. 6(d)

4.7716
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Fig. 6. MATLAB output showing the comparison of sags for III wind zone in India.
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3.5 Case 5: Sag Calculation Considering the Parameters like Young’s
Modulus of Elasticity and Ultimate Tensile Strength
with Temperature Change

In this case the sag calculation is done with the different conditions of temperature,
considering the parameters like Young’s modulus of elasticity, ultimate tensile
strength, linear expansion of the given conductor. These are the same design calcu-
lations which are carried out in Rajasthan State Electricity Board and are authenticated
by Indian Standard Institution, New Delhi (copyright 1986) under the manual of Indian
standard code of practice for design, installation and maintenance of overhead
lines [11].

For everyday day temperature = 32.2 °C
Let maximum conductor temperature = 75 °C
Let minimum conductor temperature = −2.25 oC

First Condition: For everyday day temperature = 32.2 °C.

Subscript 1 is used for first condition.
L = Basic span between towers = 350 m.
A = Area of cross section of conductor = 4.845 cm2.
UTS = Ultimate tensile strength of conductor = 13290 kg.
FOS = Factor of safety (at 32.2 °C) = 4.
Therefore, Working tension (T1) = UTS=FOS = 13290=4 = 3322.5 kg.
w = Weight of conductor = 1.621 kg=m.
Weight of conductor per unit area (d) = w=A.
or d = 1.621=4.845 = 0.334571723 kg=m=cm2.
Ef = Final value ofYoung’smodulus of elasticity of conductor = 0.4675 � 106 kg=cm2.
a = Coefficient of linear expansion = 19.3 � 10−6 per °C.
Working Stress = f1 = T=A = 3322.5=4.845 = 685.75851 kg=cm2.
Loading factor (q1) = [(P2 + w2)1=2=w] = 1.
The loading factor is always one when wind pressure P is zero.
Now we calculate the working stress:
f1
2[f1-k] = [(L2 d2 q1

2 Ef)=24]
k = f1-[(L

2 d2 q1
2 Ef)=(24 f1

2) = −147.70198
FOS = Factor of safety (other than 32.2 °C) � 2

Second Condition: For maximum conductor temperature = 75 °C.

Subscript 2 is used here for second condition.
Loading factor (q2) = [(P2 + w2)1=2=w] = 1
Difference in temperature: t = 75 °C − 32.2 °C = 42.8 °C
Working stress = f2
f2
2[f2-(k-atEf) = [(L2 d2 q2

2 Ef)=24]
or f2 = 555.553321 kg=cm2

Working Tension T2 = A � f2 = 2691.656 kg.
Maximum sag = [(L2 d q2)=8 f2] = 9.22 m.
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Third Condition: For minimum conductor temperature = −2.5 °C.

Subscript 3 is used here for third condition.
Loading factor (q3) = [(P2 + w2)1=2=w] = 1
Difference in temperature: t = −2.5 − 32.2 = −34.7 °C
Working stress = f3
f3
2[f3-(k-atEf) = [(L2 d2 q3

2 Ef)=24]
or f3 = 851.8511701 kg=cm2

Working Tension T3 = A � f3 = 4127.219 kg.
Therefore, factor of safety = 13290=4127.2 = 3.22, hence it is OK.
Maximum sag = [(L2 d q3)=8 f3] = 6.01 m.
Now we can calculate sag of any span,
Sag of any span = Sag at basic span � [(span length)2=(basic span)2]

Working tension, loading factor, working stress and maximum sag is calculated for
different conditions according to the temperature of different places with different
parameters, which are given in Table 5. Output result of this case is shown in Fig. 7.

Table 5. Data for sag calculation considering the conductor parameters like Ef, UTS, a and
temperature for a given and required span.

S. no Input Output (in m)

1 Basic span 350 m Sag at the given
span length

9.2217
2 Ultimate tensile strength of

conductor
13290 kg

3 Overall diameter of
conductor

28.62 mm

4 Weight of conductor per
metre length

1.621 kg=m

5 Wind pressure 0 kg=m2

6 Co-efficient of linear
expansion

0.0000193=°C

7 Final Young modulus of
elasticity of conductor

686000 kg=cm2

8 Conductor temperature 75 °C
9 Everyday temperature 32.2 °C
10 Area of cross section of

conductor
4.845 cm2

11 Factor of safety 4 Sag at the span
length of 500 m

18.819
12 Second value of span 500 m
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4 Conclusions

This paper is discussed the factors on which the sag mainly depends for example
weight of the conductor (including the loading due to ice and/or wind), span or the
distance between the supports and the conductor tension. While calculating the sag for
designing any power system; the ground clearance standards, conductor configurations
and spacing between the conductors must be met satisfactorily in accordance with the
Indian Electricity rules. After that, this paper takes up various case studies in which the
sag calculation is done using different conditions such as calculating sag with supports
at same level and with supports at different level. Sag calculation using different
loading such as ice and wind acting solo or collectively. Sag calculation for different
shapes for example parabola and catenary with and without loading conditions. Sag
calculation using normal conditions or using different parameters such as Young’s
modulus of Elasticity, Ultimate tensile strength and linear expansion of conductor
under different temperature conditions with and without loading. This paper reaches to
a conclusion with respect to the parabolic and catenary shape of the sag developed that
the sag produced with parabolic shape is approximately 98%–99% of that due to
catenary shape.
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Abstract. Proposed array antenna is designed with a rectangular patch antenna
with slots made at patch for better result. Its application is in K Band and in X
Band frequency range because it is dual band antenna. The design and concept
is based on microstrip patch design for radiation.
There is an array designed with the help of single element radiation result and

so array of the antenna gives the better result and that is required for the radar
application. It gives 6.27 dB gain. The material used for the substrate is FR4
dielectric with relative permittivity 4.4 and loss tangent of 0.02. There is
0.5 GHz bandwidth obtained at 10.75 GHz and 1.5 GHz bandwidth at
18.85 GHz. The proposed antenna has design and simulated using Ansys HFSS
tool.

Keywords: Array antenna � Patch antenna � High gain � Bandwidth, dual band
Slotted patch

1 Introduction

For getting high gain and high performance from an antenna then array of antenna is
preferred over single element of antenna. There is interference phenomenon in the
waves of different antenna which are used to make an array, so that a required
directional gain and result as needed is obtained.

There is a problem of mutual coupling for required antenna performance [3]. For
improved loss, narrow bandwidth, polarization distortion, multi patches in array are
used for this purpose, there will be problem of scan blindness action and scattering.
This problem can be countered by using thick substrate and more separation between
ground and patch.

To minimize collateral negative effects, defected ground structure can be used for
this ground plane irregularity and etching because of this the current distribution will be
disturbed. So, by using modification in the characteristics of transmission line and
DGS, also inductive and capacitive characteristics increment will give better result [1].
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2 Antenna Design

The proposed antenna is an array antenna of slotted patch. The patch of the antenna has
been designed by creating different slots. The circular slot of radius 1 mm has been cut
from patch and rectangular slot of different dimensions has been cut in the patch. The
excitation given to the antenna is lumped port. The line feeding technique is used for
feeding the antenna.

For the array of the antenna, there are different single elements has been used. The
spacing used between these elements is k/4. The proposed antenna is array of 2x2 size.
Each element of array are given different excitation. Lumped port is given to each and
every element and line feeding is given to every element (Fig. 1).

As shown in the above figure, it represents array element of microstrip slotted patch
array antenna, which consists of FR4 substrate of dielectric constant of 4.4. As shown,
patch element is slotted with different structure that is circular and rectangular in
shaped (Fig. 2).

A Single rectangular patched antenna is described in figure. This structures consists
of slotted rectangular patch with line feeding. Material used for substrate is FR4 with
dielectric constant of 4.4 (Fig. 3).

As shown above, 2x2 array antenna elements are combine to form microstrip array
antenna. k/4 spacing is given between array elements. Line feeding is provided to each
and every elements of the proposed array antenna design (Table 1).

The different parameters that are used for the design of antenna is described in the
table. The above table also describe the corresponding values of corresponding
parameters of the proposed microstrip patch array antenna.

Fig. 1. Slotted patch element of microstrip array antenna
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Fig. 2. A single slotted rectangular microstrip patch antenna

Fig. 3. A 2x2 slotted rectangular patch microstrip array antenna
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3 Result and Discussion

As shown in the figure for the proposed single patched antenna, dual band in X-band
and in K-band as well with good bandwidth of 0.5 GHz and 1.5 GHz respectively is
obtained (Figs. 4 and 5).

As shown in above figure, 2x2 rectangular patch microstrip array antenna’s return
loss is shown. The return loss obtain is very high for the K band. 41.3 dB is the return
loss obtained at 18.8 GHz frequency with having a bandwidth of 1.5 GHz in K-Band
range and return loss obtain in X-band is 20.5 dB at 10.75 GHz with band-width of
0.5 GHz.

VSWR plot for the designed single patched antenna and for the antenna array has
been shown in the given plot (Fig. 6).

Table 1. Design considerations for proposed array antenna

Parameters Values

Dielectric constant (substrate) 4.4
Substrate length 23 mm
Substrate width 19 mm
Substrate height 1.57 mm
Size of array 2x2

Fig. 4. Return loss of designed single patch antenna
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The radiation pattern is shown in figure for both single patched antenna and for
designed antenna array at different degree is shown below (Figs. 8, 9, 10, 11 and 12).

Fig. 5. Return loss of designed antenna array

Fig. 6. VSWR plot for single patched antenna
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Fig. 7. VSWR plot for designed antenna array

Fig. 8. Radiation pattern for single patched antenna
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Fig. 9. Radiation pattern for single patched antenna

Fig. 10. Radiation pattern for designed antenna array
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The 3D polar plot for single rectangular patched antenna for proposed design as
shown in the figure is described and the gain obtained for the proposed antenna is
6.27 dB (Fig. 13).

As shown above in Fig. 7, it shows the 3D polar plot of array antenna design. For
the proposed microstrip array antenna obtained a high gain of 6.4 dB. By using 2x2

Fig. 11. Radiation pattern for designed antenna array

Fig. 12. For single patched microstrip antenna 3D Polar plot
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array, the results in terms of bandwidth of 1.50 GHz in K band and 0.5 GHz in X-band
is obtained.

4 Conclusion

The proposed antenna is simulated on Ansys HFSS software. The array antenna has a
return loss of 20.5 dB at 10.75 GHz and bandwidth of 0.5 GHz. Also the return loss is
41.3 dB at 18.85 GHz and the bandwidth is 1.5 GHz. The simulated result is obtained
with 2x2 array antenna design. The total gain obtained for single patch antenna is
6.27 dB and for the array antenna it was 6.4 dB. By using Array antenna, the return
loss is obtained is high and gain obtained is slightly increased.

References

1. Midasala, V., Siddaiah, P., Bhavanam, S.N.: Rectangular patch antenna array design at
13 GHz frequency using HFSS 14.0. In: Gupta, S., Bag, S., Ganguly, K., Sarkar, I., Biswas,
P. (eds.) Advancements of Medical Electronics. LNB, pp. 263–270. Springer, New Delhi
(2015). https://doi.org/10.1007/978-81-322-2256-9_24

2. Herd, J.S., Fenn, A.J.: Design considerations for space-based radar phased arrays. In:
Proceeding IEEE MTT-S International Microwave Symposium Digest, p. 4 (2005)

3. Alexopoulos, N.G., Rana, I.E.: Mutual impedance computation between printed dipoles.
IEEE Trans. Antennas Propag. 29(1), 124–128 (1981)

4. Clark, T., Jaska, E.: Million element ISIS array. In: IEEE International Symposium on Phased
Array System Technology, pp. 29–36 (2010)

Fig. 13. For microstrip array antenna design 3D polar plot

640 R. Kushwaha and R. K. Chauhan

http://dx.doi.org/10.1007/978-81-322-2256-9_24


5. Sego, D.J.: System and methods for radar and communication applications. U.S. Patent 7,782,
255 (2010)

6. Pozar, D.M., Kaufman, B.: Increasing the bandwidth of a microstrip antenna by proximity
coupling. Electron. Lett. 23(8), 368–369 (1987)

7. Prasad, T.D., Kumar, K.V.S., Kumar, V.S.: Comparisons of circular and rectangular
microstrip patch antennas. Int. J. Commun. Eng. Appl. 2(4), 187–197 (2011)

8. Garg, R., Bhartia, P., Bahl, I., Ittipiboon, A.: Microstrip Antenna Design Handbook. Artech
House (2001)

Dual Band Slotted Patch Microstrip Antenna Array Design 641



A 6-Bit Low Power SAR ADC

K. Lokesh Krishna1(&) , K. Anuradha2, and Alfakhri M. Murshed3

1 S.V. College of Engineering, Tirupati, Andhra Pradesh, India
kayamlokesh78@gmail.com

2 L.B.C.E.W., Visakhapatnam, Andhra Pradesh, India
3 S.V.C.E.T., Chittoor, Andhra Pradesh, India

Abstract. The design of a 6-bit, 100 MHz successive approximation register
(SAR) analog to digital converter (ADC) is presented in this paper. The
implemented SAR ADC is realized by using SAR logic, a 6-bit DAC, a sample
and hold circuit and a comparator circuit. The fully realized system is measured
under different input frequencies with a sampling rate of 100 MHz and it
consumes 36.7 µW from a 1.8 V power supply. The ADC implemented in
130 nm CMOS technology exhibits signal-to-noise plus distortion ration SNDR
of 64.2 dB and occupies a die area of 0.14 mm2.

Keywords: Data converter � High linearity � Low power � Time-interleaving
Comparator � Amplifier

1 Introduction

Physically most data in the real world is described by analog signals. In order to
control/process the data using a microprocessor or microcontroller, a data converter
circuit is very much indispensable. A data converter is a microelectronic circuit that is
used to transform analog signal to digital signal or a digital signal to analog signal.
Currently, there has been rapid progress in the design of electronic systems for various
applications. The prominence of data converter circuits in the implementation of digital
computers and signal processing in communications, image processing, instrumenta-
tion and industrial control systems is increasing by leaps and bounds. Hence data
converter circuits are extensively used as interface between analog and digital circuits.
In general there are two different types of data converter circuits. They are (i) Analog to
Digital Converter (ADC) and (ii) Digital to Analog Converter (DAC). Analog to
Digital Converter converts an analog signal (continuous time and continuous magni-
tude) into digital signals (discrete time and discrete magnitude).

ADCs are used in various applications such as Wireless Telecommunication cir-
cuits, Medical Imaging technologies, Audio and Video Processing Systems, Software
radio and Instrumentation. Broadly there are numerous ADC architectures available to
be used for these applications. But selection of an ADC is determined by the appli-
cation and its specifications. However no single ADC architecture is found to be
appropriate for all these applications. At present the major advances in consumer
electronics are reflected in smart phones, notebook computers, camcorders, tablets and
portable storage devices. All these devices employ various wireless technologies. Also
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wireless infrastructural systems such as satellite communication systems, cellular base
stations, and various electronic warfare systems require the direct digitization of analog
signal in the giga-hertz range. High resolution, High speed and low power consumption
are the essential requirements in many wireless portable applications.

Different ADC architectures such as Flash type, Two-step flash type, Integrating
type, Sigma-Delta, Pipeline and Interleaving are being used to deliver these require-
ments for various applications. The performance of an ADC is often affected by the
nature of the input signal they process. Because the input analog signal is continuous in
nature, ADCs suffer numerous problems such as clock jitter, nonlinear input impe-
dance, number of bits, signal and clock skew, number of components, chip size, power
dissipation etc. These problems limit the use of ADC architectures for various appli-
cations. Flash ADCs are very fastest converters and are well suitable for large band-
width applications. But the main problem is that they consume lot of power as the
resolution of the converter increases which in turn reflects in the increase in the size of
the chip. Also as the chip size increases, more problems associated with signal and
clock routing becomes noticeable.

Two step ADCs also well known as subranging converters is a cross between a
flash ADC and pipeline ADC can be used to realize higher resolution and small power.
Pipelined ADC architecture is a more specialized application of the two-step archi-
tecture and has been developed to be the most popular architecture for sampling rates
from a few mega samples per second (MS/s) to 500 MS/s, with resolutions ranging
from 8 bits to 12 bits.

Sigma-Delta (
P

-D) ADC architecture are used in low speed applications with
resolution ranging from (12–24) bits. Integrating ADCs provide increased resolution
and can offer good line frequency and noise rejection. Time interleaved ADCs uses
several identical analog to digital converters to process regular sampled data series at a
faster rate than the operating rate of each individual ADC. Time inter leaving technique
will relax the power-speed tradeoffs of ADC and minimizes metastability error rate
while increasing the input capacitance.

Presently Successive Approximation Register (SAR) ADCs are being used in many
applications, due to the innovations in architectural design and process scaling tech-
niques of the transistors, which in turn lead to the improvements in low power con-
sumption and high speed operation. SAR analog to digital converters are highly power
efficient. Also in recent years, time interleaving of SAR ADCs have led to operate in
the giga hertz range. One of the reasons SAR ADCs are doing better is because they
use simple logic circuitry (both analog and digital) that tend to scale well and benefit
from the evolving newer technologies day by day.

Lai et al. [1] presented a SAR analog-to-digital converter implemented in TSMC
0.18-um CMOS process which can be used as a part of the biological signal acquisition
system. It employs single-sided switching method that reduces DAC switching energy,
thereby achieves low power consumption. Yan et al. [2] proposes a two channel
interleaved 6-bit 2GS/s SAR ADC design, that employs different comparators using
small sized capacitor for each stage, which eliminates digital control delay. Zhu et al.
[3] presents a high-speed and low-power SAR ADC, that uses a common-mode based
charge recovery switching method. Kull et al. [4] presents a single-channel SAR ADC
which operates at high-speed by converting each sample with two alternate
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comparators clocked asynchronously and a redundant capacitive DAC with constant
common mode to improve the accuracy of the comparator. Kuo et al. [5] propose a new
structure namely the charge redistribution DAC to reduce the area cost and power
consumption and to enhance the bandwidth. Yang et al. [6] proposed an asynchronous
ADC realized by time interleaving two ADCs based on the binary successive
approximation (SA) algorithm using a series capacitive ladder circuit. Lee et al. [7]
implemented an ultra-low power SAR ADC for biosignal acquisition systems which
utilized a passive sample-and-hold circuit, and an op-amp free, capacitor-based DAC.
Compared to the previous related works, a 6-bit low power and medium resolution
successive approximation register ADC is designed and simulated in this work.

The outline of the work is as follows. Section 2 discusses the theoretical back-
ground of successive approximation register ADC architecture and various parameters
associated with the proposed work. Section 3 describes the implementation of the
proposed SAR ADC. The simulation results are presented in Sect. 4. Finally conclu-
sions are provided in Sect. 5.

2 Successive Approximation Register ADC Architecture

An SAR analog to digital converter works on the principle of binary search algorithm.
This algorithm requires exactly N steps for converting the analog input voltage to an N-
bit digital output. Figure 1 shows the block diagram of 6-bit SAR analog to digital
converter. It includes a SAR control logic block which is realized using D-flip flop with
set and reset controls, a sample and hold circuit, 6-bit digital to analog converter and a
comparator circuit [8]. Initially the most significant bit of 6-bit control logic block has
been set to 100000. The output of the SAR logic block is connected to 6-bit DAC. This
in turn produces equivalent analog output voltage. The output of the 6-bit DAC is
compared with the output of the Sample and Hold (S/H) circuit. If the DAC output is
higher than the sample and hold output, then the comparator produces a logic zero
output, else the comparator produces logic high.

Based on the output of comparator circuit, the SAR control logic will remains the
same or reset the control logic block [9]. Recently the design of SAR ADCs has been
enhanced considerably in terms of speed, power, resolution, signal to noise ratio and
dynamic performance. The important specifications considered in this design are res-
olution = 6 bits, power supply voltage = 1.8 V, input bandwidth = upto 1 GHz,
sampling rate = 100 MHz, power dissipation less than 2 mW and fabricated in 130 nm
CMOS technology.
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3 System Implementation

This section discusses the design of the individual building blocks of the SAR ADC.
The performance of these blocks will govern the performance of each stage and then
finally the performance of the 6-bit converter. All these blocks are implemented on the
HSPICE and Cadence schematic editor.

3.1 Sample and Hold Circuit

The S/H circuit is a key analog building block in many applications. The purpose of the
sample and hold circuit is to sample an input analog signal and hold the analog input
value over a certain interval of time for sub sequent processing. Here input signal is
sampled based on the clock frequency. Figure 2 shows the schematic diagram of
sample and hold circuit. It consists of a transmission gate circuit and a sampling
capacitor. As long as the clock signal is high i.e. VDD output voltage is same as the
input voltage. When the clock signal becomes low, the input signal is sampled and the
output voltage is same as the voltage across the sampling capacitor. The input to the
sample and hold circuit is a sine wave having amplitude of 1.2 Vp-p, power supply is
±1.8 V, and clock frequency is 100 MS/s. A voltage follower circuit is connected at
the output side, in order to avoid the loading effect.

Fig. 1. Block diagram of 6-bit SAR analog to digital converter
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3.2 Comparator Circuit

A CMOS Comparator circuit is used for comparing the input voltage with a known
reference voltage. If the input voltage is greater than reference voltage the comparator
output is one, else if the input voltage is less than reference voltage the comparator
output is zero. Here transistors M1 and M2 act as a differential pair. The source of
transistors M1 and M2 are connected with the current sink for biasing. The transistors
M3 and M4 are PMOS based current mirror, used to realize the load. The transistor M8

is connected in common source configuration which helps to improve the gain of the
complete stage. The comparator schematic is shown in Fig. 3.

Fig. 2. Sample and hold circuit schematic diagram
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3.3 6-Bit Digital to Analog Converter Circuit Using Transmission Gates

The Fig. 4 shows the 6-bit DAC circuit implemented using resistive ladder network
and transmission gates. The resistive ladder network consists of 64 resistors. Based on
the values of SAR registers, the distributed voltage is compared with the sample and
hold circuit output by comparator.

Fig. 3. Comparator schematic
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4 Simulation Results

The performance of the proposed 6-bit SAR ADC was simulated using Cadence
spectre. The entire SAR ADC is designed in 130 nm CMOS technology. The simu-
lation results of sample and hold circuit is shown in Fig. 5. The input to the sample and
hold circuit is a sine wave having amplitude of 1.0 Vp-p, power supply is ±1.8 V, and
clock frequency is 800 MHz. The input signal is sampled based on the clock signal
frequency.

Fig. 4. Schematic of 6-bit DAC

648 K. L. Krishna et al.



The final simulation results of 6-bit SAR ADC are shown in Fig. 6. The entire
design of the SAR ADC is carried out using 130 nm CMOS technology.

The results obtained are summarized in Table 1.

Fig. 5. Simulation results of sample and hold circuit

A 6-Bit Low Power SAR ADC 649



Fig. 6. Simulation results of 6-bit SAR ADC
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5 Conclusion

In this paper, a 6-bit 100 MHz successive approximation register ADC is designed and
implemented in a 130 nm CMOS process technology. The ADC is operated at a power
supply of 1.8 V and the simulated power consumption is only 36.7 µW. The sampling
rate of the proposed ADC is 100 MHz. The ADC with an active die area of 0.14 mm2

shows a maximum signal to noise distortion ratio (SNDR) of 64.2 dB. The designed
SAR ADC can be used in applications requiring lower power dissipation, resolution
requirement is medium and speed required is also not high which is MHz to KHz range
such as in ultrasonic medical imaging and wireless transmission sensor networks.
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