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1 Introduction

Even before the advent of mainstream computers, data security has been one of
the topics of vital importance. Over the past few years, more computers have been
plugged to the Internet, while many are being networked together, thereby increasing
the risk of security threats to these systems.

A network intrusion can simply be defined as any activity considered illegal,
unauthorized, unapproved, and unethical to the smooth running of computer network
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activities. In an effort to detect intrusion, the defender must have a very clear and
precise understanding of the attack process, how it works and penetrates [1].

Usually, whenever there is a network intrusion, some of the available and valuable
network resources meant for authorized user are completely absorbed and trampled
upon. Therefore, the need to design and deploy an efficient network intrusion system
which will prevent the intruders and hackers is essential [2].

An intrusion detection system therefore can simply be defined as an application
that controls, monitors, manages, and directs a network of system from malicious
and unauthorized activities that might violate various established network [1].

A network intrusion detection system is a type of intrusion detection technique
that combines outputs from multiple sources and uses different approaches to detect
these activities and distinguish the unwanted activity from authentic ones [3]. A lot
of works have gone into developing efficient systems to detect and predict network
intrusions [4].

Fromwritten literature on the development of computer framework, one notewor-
thy is the work of [5], who proposed a model of intrusion-detection by monitoring
and statistically analyzing the auditing of system’s records should in case there is
abysmal and abnormal style in system usage and application. This approach is known
as misuse-based detection which can detect only the known attack, but new attacks
cannot be identified [6].

2 Literature Review

As available in many publications (both old and recent), it is very evident that many
works have been carried out in the area of network intrusion [7]. In this section, there-
fore, efforts are made to review related works carried out by prominent researchers.

In an attempt to finding lasting solution to network intrusion [8, 9], applied a
method that made use of k-means clustering to produce numerous training subsets.
Neuro-fuzzymodelswere employed, andfinally, an SVMclassificationmodel known
as the radial SVM model to demonstrate the ability to attain a higher intrusion
detection rate.

The result of the demonstration showed a higher performance against back-
propagation and decision tree machine learning algorithms. The data used in this
procedure was the KDD Cup 99 datasets.

A multiclass chi-square feature selection was proposed by [10] to reduce the
number of feature to an optimal set. Also, the proposed method was chosen due to
the lack of works using multiclass SVM in intrusion detection [11]. The results of
the analysis show a better performance in the reduced number of false alarm when
compared to other techniques.

Nidhi et al. [12] proposed the use of a four-layer framework of consecutively
preprocessing, encoding, and classifying the data while integrating with a neural
network to effectively detect intrusion attacks.
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The experiment was conducted using KDD Cup 99 dataset. The result showed a
better performance than the most existing system. In the second model, there was an
increase in the accuracy of attack while significantly reducing the time.

Mahalanobis distance characteristic rankingwas used byZhao et al. [13] to choose
important and vital features as well as improved search algorithm to select a variety
and combination of features. The procedure adopted was very helpful to identify and
decrease useless and unimportant features with the aim of improving the accuracy
and precision of the results. Both the KNN and SVM algorithms were used for
evaluating the techniques on the 99 datasets of KDD CUP. The experimental results
showed that false rate is low, especially with the reduced feature subsets.

Bayesian network classifier was used by Fengli and Dan [14] to carry out an
efficient and effective feature selection with NSL-KDD dataset. The aim of this
approach was to carry out a comprehensive comparative analysis with other feature
selection techniques. The results obtained show that Bayesian network classifier used
low time rate for attack detection and provide an increased precision rate of detection.

Zhao et al. [13] proposed a framework to reduce redundant features, thereby
reducing computational cost on the intrusion detection process. This approach uses
the information gain algorithm together with chi-square for feature selection after
which maximum entropy classifier was used to analyze the data. The dataset used for
this procedure is the KDD CUP 99. The results show a 100% accuracy even though
some features have been removed.

Fengli and Dan [14] proposed a hybrid feature selection framework based on
principal component analysis (PCA) and fuzzy adaptive resonance theory (FART)
for improving the detection accuracy of intrusion attacks especially the root2 local
attacks. The PCA algorithm was used to reduce the dimensionality of the dataset
attributes without losing vital information. The fuzzy adaptive resonance theory was
used for classifying the resulting dataset after the feature selection process. The
procedure was carried out on the benchmark data from KDD Cup 99 dataset.

The results of the proposed framework as compared to the result of procedures for
both [15] and [16] show that the method outperforms the two in terms of detection
rate and false alarm rate.

Poojitha et al. [17] proposed an approach based on multiple classifier systems.
It uses a pattern recognition approach to extract suitable feature based on the char-
acteristics that distinguish each network activity to produce three main classes. The
classification problem was then subdivided into smaller classification tasks of each
task related to one of the three classes. The classification result of each task was
then fused into a single output based on three fusion techniques, namely voting rule,
average rule, and the belief function. The procedure was carried out on UCI KDD
dataset by DARPA, and the results show that the error rates of most attacks were
kept very low also with low false alarm rate.

A multi-layered scheme was proposed by Adel and Mohsen [18], for intrusion
detection. They adopted genetic algorithms, neuro-fuzzy networks, and fuzzy infer-
ence approach for the effective analysis of KDD Cup 99 dataset. The scheme has
two main layers, with the first layer utilizing a neuro-fuzzy classifier to produce a
distinct class labeled result, while the second layer utilizes a fuzzy inference module.
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The result of the experimentation showed a high precision and a good performance
in DOS attacks analysis [19].

3 Methodology

3.1 Data Exploration

1999 KDD cup dataset was used for the implementation. This dataset was formed
by processing portions of the 1998 DARPA IDS evaluation dataset which was also
established by MIT Lincoln Lab. A close network was used to generate the artificial
data. Hand-injected attacks were used to produce many different types of attack with
normal activity in the background.

As the initial goal was to produce a large training set for supervised learning
algorithms, there is a large proportion (80.1%) of abnormal data which is unrealistic
in real world and inappropriate for unsupervised anomaly detection which aims at
detecting “abnormal” data. The KDD 99 dataset generated over the span of 7 weeks
is made up of half a billion records, 42 features, and 23 different types of attack.
There are three main types of features in this dataset.

There are nine (9) recognized features of individual TCP connections, and con-
tent feature has thirteen (13) standard features within a connection, while there are
nineteen (19) traffic features when a two-second time window is computed (Table 1).

3.2 Classification Models

Basically, three different models were used to evaluate the KDD dataset and demon-
strate performance. So, what are the classification models?

A classification model is a data mining operation that attempts to draw some
conclusion by observing a set of tuples. Given one or more tuples, a classification
model will try to predict the value of one or more outcomes.

Native Bayes, decision tree, and random forest classification models were used
in this analysis.

Decision was reached on the first three algorithms because of their popular-
ity along with observable contradictory results obtained on them from previous
researches. What is more, they can provide relatively good performance on the clas-
sification task.
Naïve Bayes. It is considered as one of the prominent machine learning algorithms
for data classification with belief of independence between a pair of features. This
theorem basically tries to use a known outcome to predict a sequence of events that
may have led to that outcome. It is basically used for text classification and involves
the use of high-dimensional training dataset.
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Table 1 Feature description

Name Description

Basic features

Duration Length (number of seconds) of connection

Protocol_type Type of protocol, e.g., tcp, udp

Service Network service on the duration, e.g., http, telnet

src_byte Number of data byte from the source to destination

dst_byte Number of data bytes from destination to source

Flag Normal or error status of the connection

Land 1 if connection is from the same host/port, 0 otherwise

Wrong_fragment Number of “wrong” fragments

Urgent Number of urgent packets

Content features

Hot Number of “hot” indicators

num_failed_logins Number of failed login attempts

logged_in 1 if login successful else 0

num_compromised Number of compromised conditions

root_shell 1 if root shell is obtained else 0

su_attempted 1 if “su command” attempted else 0

num_root Number of “root” accessed

num_file_creation Number of file creation operation

num_shells Number of shell prompts

num_access_files Number of operation on access control files

num_outbound_cmds Number of outbound commands in an ftp session

is_hot_login 1 if the login belongs to the hot else 0

is_geust_login 1 if login as guest else 0

Traffic features

Count Number of connection to the same host as the current connection in the
past 2 s

serro_rate % of connections that have “SYN” error

rerror_rate % of connection that “REJ” error

same_srv_rate % of connection to the same service

diff_srv_rate % of connection to different services

srv_count Number of connections to the same service as the current connection in
the past 2 s

srv_serror_rate % of connection that have “STN” error

srv_rerror % of connection that have “REJ” error

srv_diff_host_rate % of connection to different hosts
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There are several applications attributed toNaïve Bayes algorithm. The prominent
among them are document categorization, email spam detection, sexually explicit
content detection, personal email sorting aswell as language and sentiment detection.

This is regarded as a formof simple probabilistic classifiers that depends onBayes’
theoremwith independence belief and assumption between the pair of features. With
Naive Bayes algorithm, training of dataset can be done efficiently and reliably. With
it, one canmake accurate and fast predictions on the dataset [20]. It assists to compute
the conditional probability distribution of each feature in a given dataset. NaïveBayes
is majorly used in some areas of application such as text retrieval, text categorization,
and the problems related to judging documents. It is mathematically represented as:

ρ(A|B) � ρ(B|A)ρ(A)
ρ(B)

(1)

ρ(A): Likelihood that A and B occur independent of each other.
ρ(B|A): Likelihood that B occurs given that A also occurs.
ρ(A|B): Likelihood that A occurs given that B occurs.

Decision Tree Model Algorithm. Decision tree assists in building classification
recursively by dividing a given dataset into subsets. It uses a tree-like graph for
decision making where the possible consequences include but not limited to resource
cost, chance event outcomes, and utility. It is usually used in decision analysis to
identify a technique that can be best used to achieve a goal [19].

Algorithm 1: Algorithm for decision tree model

start
• Begin at the root
• Carry out the test
• Follow and trace the edge corresponding to the outcome
• Go to 2 except leaf
• Forecast the outcome associated with the leaf
stop

Decision trees used in data mining are of two main types:

• Classification tree which evaluates different combinations of features of an
instance to determine the class to which the instance belongs.

• Regression tree is used when the outcome of the evaluation is a numeric value
(e.g., the price of a good).

The term classification and regression tree (CART) was first introduced by
LEO BREIMAN in 1984. This is a simple method for building both classifiers and
regressors. The input space is partitioned into two dimensions.

Decision tree learning is a machine learning algorithm that uses the tree models
to try to predict a set of outcomes base on an input. This is one of the prominent and
important techniques for data classification. It has a structure of flowcharting with
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each internal node connotes a status test on an attribute. Each of the branches stands
for the outcome of a test, while each node embraces a class label. The root node
is regarded as the topmost node. There are many types of decision tree algorithms.
Among them are 4.5 (this is an extension of the basic ID3 algorithm), chi-squared
automatic interaction detector (CHAID), classification and regression tree (CART)
and Iterative Dichotomiser 3 (ID3), conditional inference trees, and multivariate
adaptive regression splines (MARS) [19].
Random Forests. These are knownmachine learning algorithms that ensemble deci-
sion trees. They are majorly used for regression and classification. One of the main
benefits of random forests is in their capability to reduce the risk of overfitting after
combining many decision trees. Random forests have similar features like decision
trees which include capturing feature interaction and nonlinearity. What is more?
They also handle categorical features. Random forests train a set of decision trees in
parallel. They do this by injecting randomness into the process of training. Combi-
nation of predictions from different trees enhances the performance on test data.

3.3 Data Analysis

The KDD Cup 99 consists of both training (labeled) and test (unlabeled) datasets.
Because these datasets contain over a billion records, only 10% subset of each was
used for this analysis. The raw data at this point is messy and cannot be used directly
for this work. This data must undergo data clean up and feature engineering steps to
make it suitable for analysis.

These two steps addressed the quality issue in these datasets which are as follows:

• Inconsistent values
• Duplicate records
• Missing values
• Invalid data
• Outliers
• Bias data
• Low variance data (irrelevant features).

4 Implementation

4.1 Cleaning up the Data

The training dataset was too large and time-consuming for building models, so only
10%of thedatawasused amounting to about 494,021 records in the dataset.Duplicate
rows were removed from the dataset resulting in a total of 145,586 of the training
data and 77,291 of the testing data.
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The distribution of the training data shows that about 60% of the training data
has been labeled as normal which makes this dataset bias. A biased data like this
will have a large impact on the analysis, especially where the analysis is focused
on classifying intrusion. To resolve this, the data was normalized by reducing the
number of records labeled as normal.

4.2 Feature Engineering

This helps to reduce the data amount because there are a lot of features in this
dataset. There are 41 features in total, and some of these features are either useless
or irrelevant to the intrusion detection problem, so by selecting only useful features,
any meaningless calculation can be avoided.

This also helps to improve the accuracy by removing misleading or unrelated
features. Some feature correlated with each other can cause overfitting. Also, the
variance of the values of each feature is calculated; this is done to remove features
in the dataset that have the same set of values and therefore reducing the amount of
unnecessary work to be done in training the dataset.

Finally, feature normalizationwas done on the dataset. Some features have a range
of vales which are very high. For example, in the dataset, the features src_byte and
src_dest have their values ranging from 0 to more 50,000, while many features have
their values ranging from 0 to 1. It is wise to normalize the features so that all the
features will have influence on the result.

Also, there are other methods to reduce noise in the output values like early
blockage. In achieving this, we use algorithms for identifying noisy training and
completely eliminate the likely and suspected noisy training. This is good as early
detection is good and not expensive to implement. At the end of the preprocessing
stage, there are 39 features and 145,586 records left for classification.

The experiment was set up on Intel Core i7 processors, 8 GB RAM, 1 TB HDD,
Windows 10 PC, and Weka machine learning workbench was utilized for the classi-
fication task. The classification was performed based on the 22 attack categories. The
testing of dataset was processed using the Naive Bayes, decision tree, and random
forest classifiers.

Inmeasuring theperformanceof eachof the techniques used,weadopted accuracy,
precision, sensitivity, and specificity rate with expressions hereunder:

Accuracy � TP + TN

TP + TN + FP + FN
(2)

Sensitivity � TP

TP + FN
(3)

Specificity � TN

FP + TN
(4)

FScore � 2TP

2TP + FP + FN
(5)
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Table 2 Confusion matrix

Predicted classes

a b c

Actual classes a TP

b TP

c TP

Table 3 Accuracy for training dataset for each algorithm

Accuracy (%)

First run Second run Third run Average

Naïve Bayes 77.04 76.77 75.41 76.41

Decision tree 99.86 99.85 99.83 99.85

Random forest 99.93 99.91 99.92 99.92

Precision � TP

TP + FP
(6)

where FN is false negative, TN is true negative, TP is true positive, and FP is false
positive. The accuracy is determined by finding the probability of a correct classi-
fication which is calculated by dividing the total number of attacks detected by the
total number of attacks in the dataset.

The sensitivity is the ability of the system to detect an anomaly, and specificity is
the ability of the system to correctly rule out an attack in a normal connection.

A “confusion matrix” in most cases can be used to signify the result, as shown in
Tables 2. This table correlates all the actual classes in the row against the predicted
classes in the columns. Each class is represented by a short character. For example,
the class “back” is represented by the character “a”. In confusion matrix, a cell which
has the same class for both the row index and column index is the true positive, while
other cells are either false positive or false negative.

The total accuracy of the algorithm was calculated from the confusion matrix.
The accuracy is the ratio of a number of correctly classified instances or record to
the total number of instances or record set.

From Tables 1, 2, 3 and 4, it can be deduced that the diagonal cell shows the num-
bers of correctly classified records (instances) which are known as the true positives,
while the rest of the cell holds are miss-classification count for the corresponding
class. The miss-classified instances can be referred to as either false negative or false
positive depending on context. The total accuracy is the ratio of sum of TP divided
by the total number of records

Total Accuracy �
∑

TP

Total
� TP + TN

Total
(7)
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5 Results and Discussion

Table 3 shows the accuracy of each classifier for each run and a computed average.
Naïve Bayes classifier performed the worst in detecting most of the attacks with
an average accuracy of 76.41%, while random forest algorithm is the best with an
average accuracyof 99.92 followedbydecision treewith 99.85%accuracy in average.

The test result for each classifier is summarized in Table 4. The table represents
the measure in terms of average precision, sensitivity, specificity, and accuracy for
the three classifiers. The averages are computed from the three different test runs
labeled as NB for Naïve Bayes, DT for decision tree, and RF for random forest.

Figure 1 shows the average precision of each algorithm against all the attack
types. Naïve Bayes scores the least in this evaluation. Also, Fig. 1 shows a very low
precision loadmodule, rootkit, spymeaning the algorithm falsely flag them as attacks
especially Naïve Bayes.

Figure 2 also shows the average sensitivity of each algorithm. Again, there is very
low sensitivity loadmodule, rootkit, spy, meaning the algorithm could not correctly
flag them as attacks.

Figure 3 shows the average specificity of each algorithm. This figure shows that
all three algorithms could to some degree correctly specify which attack it was, and
Naïve Bayes still scores the least in this evaluation.

Figure 4 shows a good performance on the accuracy of the algorithm, especially
the random forest which had the best accuracy across all attacks, while Naïve Bayes
still performed the least.

0.00%
20.00%
40.00%
60.00%
80.00%

100.00%
120.00%

Precision

Precision NB Precision DT Precision RF

Fig. 1 Precision evaluation of each model for all classes
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Fig. 2 Sensitivity evaluation of each model for all classes

88.00%
90.00%
92.00%
94.00%
96.00%
98.00%

100.00%
102.00%

Specificity

Specificity  NB Specificity  DT Specificity  RF

Fig. 3 Specificity evaluation of each model for all classes
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6 Conclusion

This work reviewed and evaluated the performance of three of the commonly used
machine learning algorithms for intrusion detection. These algorithmswere evaluated
using a big data and machine learning data processing tool developed by University
ofWaikato, New Zealand, calledWeka. The authors used a real-time artificial dataset
generated by MIT Lincoln Lab by simulating a closed network and hand-injected
attacks. There are three runs in the procedure of which the dataset was split into
different ratios (60 : 40, 50 : 50, 40 : 60) for both training and test data for each run.
To improve the performance of the result, a lot of preprocessing was carried out on
the data to remove correlated and useless features, overfitted, duplicate, biased and
noisy data. This procedure also improved the time taken to classify the attacks. The
accuracy of the all the algorithms was improved as the ratio of training data to test
data was increased. This procedure saw a very good performance across the three
runs for decision tree and random forest while experiencing a poor performance from
Naïve Bayes algorithm.
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