
Advances in Intelligent Systems and Computing 847

Lakhmi C. Jain · Valentina E. Balas   
Prashant Johri    Editors 

Data and 
Communication 
Networks
Proceedings of GUCON 2018



Advances in Intelligent Systems and Computing

Volume 847

Series editor

Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences,
Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl



The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually all
disciplines such as engineering, natural sciences, computer and information science, ICT, economics,
business, e-commerce, environment, healthcare, life science are covered. The list of topics spans all the
areas of modern intelligent systems and computing such as: computational intelligence, soft computing
including neural networks, fuzzy systems, evolutionary computing and the fusion of these paradigms,
social intelligence, ambient intelligence, computational neuroscience, artificial life, virtual worlds and
society, cognitive science and systems, Perception and Vision, DNA and immune based systems,
self-organizing and adaptive systems, e-Learning and teaching, human-centered and human-centric
computing, recommender systems, intelligent control, robotics and mechatronics including
human-machine teaming, knowledge-based paradigms, learning paradigms, machine ethics, intelligent
data analysis, knowledge management, intelligent agents, intelligent decision making and support,
intelligent network security, trustmanagement, interactive entertainment,Web intelligence andmultimedia.

The publications within “Advances in Intelligent Systems and Computing” are primarily proceedings
of important conferences, symposia and congresses. They cover significant recent developments in the
field, both of a foundational and applicable character. An important characteristic feature of the series is
the short publication time and world-wide distribution. This permits a rapid and broad dissemination of
research results.

Advisory Board

Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil@isical.ac.in

Members

Rafael Bello Perez, Faculty of Mathematics, Physics and Computing, Universidad Central de Las Villas, Santa
Clara, Cuba
e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es

Hani Hagras, School of Computer Science & Electronic Engineering, University of Essex, Colchester, UK
e-mail: hani@essex.ac.uk

László T. Kóczy, Department of Information Technology, Faculty of Engineering Sciences, Győr, Hungary
e-mail: koczy@sze.hu

Vladik Kreinovich, Department of Computer Science, University of Texas at El Paso, El Paso, TX, USA
e-mail: vladik@utep.edu

Chin-Teng Lin, Department of Electrical Engineering, National Chiao Tung University, Hsinchu, Taiwan
e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, Faculty of Engineering and Information, University of Technology Sydney, Sydney, NSW, Australia
e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Graduate Program of Computer Science, Tijuana Institute of Technology, Tijuana, Mexico
e-mail: epmelin@hafsamx.org

Nadia Nedjah, Department of Electronics Engineering, University of Rio de Janeiro, Rio de Janeiro, Brazil
e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wrocław University of Technology, Wrocław, Poland
e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl

Jun Wang, Department of Mechanical and Automation, The Chinese University of Hong Kong, Shatin,
Hong Kong
e-mail: jwang@mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156

mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
http://www.springer.com/series/11156


Lakhmi C. Jain • Valentina E. Balas
Prashant Johri
Editors

Data and Communication
Networks
Proceedings of GUCON 2018

123



Editors
Lakhmi C. Jain
University of Technology Sydney
Sydney, Australia

and

University of Canberra
Canberra, Australia

and

Liverpool Hope University
Liverpool, UK

and

KES International
Shoreham-by-Sea, UK

Valentina E. Balas
Aurel Vlaicu University of Arad
Arad, Romania

Prashant Johri
School of Computing Science and
Engineering

Galgotias University
Greater Noida, Uttar Pradesh, India

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-981-13-2253-2 ISBN 978-981-13-2254-9 (eBook)
https://doi.org/10.1007/978-981-13-2254-9

Library of Congress Control Number: 2018960207

© Springer Nature Singapore Pte Ltd. 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-13-2254-9


Preface

The book constitutes selected high-quality papers presented in International
Conference on Computing, Power, and Communication Technologies 2018
(GUCON 2018) organized by Galgotias University, India, in September 2018. It
discusses issues in electrical, computer, and electronics engineering and technolo-
gies. The selected papers are organized into three sections—cloud computing and
computer networks; data mining and big data analysis; and machine learning and
systems. In-depth discussions on various issues under topics provide an interesting
compilation for researchers, engineers, and students.

We are thankful to all the authors that have submitted papers for keeping the
quality of the GUCON 2018 at high levels. The editors of this book would like to
acknowledge all the authors for their contributions and the reviewers. We have
received an invaluable help from the members of the International Program
Committee and the chairs responsible for different aspects of the workshop. We
appreciate also the role of Special Sessions Organizers. Thanks to all of them, we
had been able to collect many papers on interesting topics, and during the con-
ference, we had very interesting presentations and stimulating discussions.

Our special thanks go to Janus Kacprzyk (Editor in Chief, Springer, Advances in
Intelligent Systems and Computing Series) for the opportunity to organize this
guest-edited volume.

We are grateful to Springer, especially to Dr. Thomas Ditzinger (Senior Editor,
Applied Sciences and Engineering, Springer-Verlag), for the excellent collabora-
tion, patience, and help during the evolvement of this volume.

We hope that the volume will provide useful information to professors,
researchers, and graduated students in the area of soft computing techniques and
applications, and all will find this collection of papers inspiring, informative, and
useful. We also hope to see you at a future GUCON event.

Australia/UK Lakhmi C. Jain
Romania Valentina E. Balas
India Prashant Johri
Sep 2018
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A Novel Hash-Based Mutual RFID Tag
Authentication Protocol

Mansi Saxena , Rabindra Nath Shaw and Jitendra Kumar Verma

Abstract Radio frequency identification (RFID) is an integral part of our life. This
term is coined for short-range radio communication technology. It is used to send
and receive the digital information between stationary location and non-stationary
object or between movable objects. It automates the wireless technology using radio
waves to identify an object. This technology has widespread applications in the
field of security, access control, transportation, etc. In this paper, we analyze an
existing RFID-based protocol and demonstrate that it is insecure against imperson-
ation attack, man-in-middle attack, server-masquerading attack, insider attack, and
denial-of-service. We also propose a novel protocol, namely Encrypted Tag Identity
and Secret Value Protocol, to overcome the shortcomings and loopholes existing in
the surveyed protocols.

Keywords Impersonation attack · Server masquerading · Mutual authentication
Public and private keys · Secret value · Random numbers

1 Introduction

Inmodernworld, radio frequency identification (RFID) has become an important and
integral part of human life for promoting productivity and convenience [1, 2]. RFID is
awireless technology that uses radio frequency electromagnetic fields to transfer data
from aTag attached to an object and thus provides non-contact system for the purpose

M. Saxena
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of automatic identification and tracking of moving objects. It has multidimensional
applications like transportation, automated payment system, object traceability, and
access control. RFID refers to a technology where digital data encoded in RFID Tags
are captured by a RFID Reader via radio waves. An RFID system contains three key
components which are as follows.

(i) RFID Tags: It is attached to the object which has to be identified by the help
of carrying identification data.

(ii) RFID Readers: It reads or writes the identification information on Tags using
Radio waves.

(iii) Back-end database: It collect the records related to tagged objects and associate
them with the information that is going to be read by the Reader.

RFIDhas drawn a significant attention in recent years.Many researchers have con-
tributed a lot of research and products to this technology. In recent years, manyRFID-
based protocols are proposed for secure implementation and deployment of this tech-
nology. Srivastava et al. [3] proposed a secure and robust hash-based mutual RFID
Tag authentication protocol in telecare medicine information system. They claimed
that their protocol provides mutual authentication and is secure against eavesdrop-
ping and replay attacks. But after analyzing we demonstrate that the given protocol
is vulnerable to impersonation attack, insider attack, server-masquerading and man-
in-middle attack. Therefore, we introduce a new protocol, namely, Encrypted Tag
Identity and Secret Value Protocol (ETISVP) which fills the loopholes of the exist-
ing protocol and proved to be safe against the impersonation, server-masquerading,
denial-of-service and man-in-middle attacks.

Rest of the paper is organized as follows. Section 2 presents related work, Sect. 3
presents state-of-the-arts of hash-based Tag authentication protocol, Sect. 4 provides
possible security threats from attacks and loopholes of the protocol under observa-
tion followed by proposed protocol and its security analysis along with proposed
comparison of results of existing protocols and proposed protocol in Sects. 5 and 6.
Section 7 concludes the paper.

2 Related Work

Most of the protocols developed for mutual authentication between the Tag and the
Reader in RFID system are based on hash functions. Despite of being not very secure
and containing loopholes, these protocols are easily exploited by the attackers. Many
schemes have been proposed to counter the privacy issues in RFID System. Few of
them are as follows.

Okubhu et al. [4] proposed a hash-based protocol, which was the improved ver-
sion of “Kill Command Feature”-based protocols introduced by Auto-ID Center [5].
However, the high cost of searching tags remained the major flaw of this protocol.
Weis et al. [6] proposed “Hash Lock Technique” which was the improved version of
this protocol. Meanwhile, many protocols have been proposed such as randomized
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hash lock scheme by MIT, anonymous ID scheme by NTT, external re-encryption
scheme by RSA Laboratory and XOR based onetime pad scheme by RSA Labora-
tory. Tsudik [7] proposed an improved authentication protocol, namely, Yet-Another
Trivial RFID Authentication Protocol (YATRAP), in order to provide tracing resis-
tance Tag authentication through monotonically increasing time-stamps on the Tag.
Furthermore, they proposed a new protocol [8] which was found vulnerable to replay
attack due to lack of Reader’s authenticity.

Similarly, Chatmon et al. proposed an anonymous RFID authentication protocol
in [9]. Sun et al. [10] proposed a RFID technology to guard inpatient medication
safety. In 2009, Huang and Ku [11] proposed the RFID protocol for medication
safety of inpatient, which was found to be vulnerable to denial-of-service and replay
attacks.

Chien et al. [12] proposed improved version of [11] which was still remained vul-
nerable to the impersonation and replay attacks. Peris-Lopez et al. [13] introduced
a new concept of IS-RFID system; however, it is vulnerable to easy manipulation
[14–16]. Chen et al. [17] proposed tamper resistant protocol which fails to guaran-
tee the safety against impersonation, desynchronization attacks and traceability. To
overcome the desynchronization problem, Cho et al. [18] followed by Kim [15, 16]
proposed hash-based RFID Tagmutual authentication protocols. Suja et al. proposed
an RFID authentication protocol based on cyclic redundancy check (CRC) and ham-
ming distance calculation between Reader to Tag. They claimed that their protocol
resists against tracing and cloning attacks in the most efficient way [19].

Considering the great success of RFID technology in Telecare sector, Srivastava
et al. [3] proposed a hash-based mutual RFID Tag authentication protocol in telecare
medicine information system. We have reviewed and cross-examined their protocol
against all possible attacks, and we have shown possible loopholes of this protocol
in subsequent section (Table 1).

Table 1 Preliminaries

Symbol details

Ik
‖
N
N r
N t
S
Sj
H(·)
⊕
DB

Identity of the kth Tag
Concatenation operation
Random number
Random number of Reader
Random number of Tag
Secret value
Secret value used in the jth session
Hash function
Bitwise XOR
Database
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3 State-of-the-Arts

This section presents state-of-the-arts of hash-basedmutual RFIDTag authentication
protocol and its functioning. The underlying work is the basis of our proposed work
in this paper. The hash-based Tag authentication protocol constitutes three phases
that are as follows.

3.1 Pre-phase

Initially, the Tag and Data server share the Tag identity Ik , hash functionH(·), and the
secret value Sj. The Tag and the Reader have their own random number generators.

3.2 Reader’s Request

The Reader generates the random number N r and sends a request to Tag with this
random number.

3.3 Tag’s Response

On receiving request from the Reader, Tag is invoked and Tag generates a random
number N t and subsequently perform the following computations:

• X = H(Sj ‖ Ik)⊕N t

• Calculate Y �X ⊕H(Ik ‖ N r ‖ N t), and then
• Z �H(Y ⊕T 1 ⊕N t).

Tag sends the response message (X; Z; T 1) to the Reader and Reader sends the
response message (X; Z; T 1; N r) to the Data server after adding N r to it.

3.4 Data Servers Response and Tag Authentication

Data server after extracting the Tag identity (Ik) and shared Secret value (Sj) from
the database performs the following computations:

• If the expected legitimate time interval for transmission delay, �T <(T 2 − T 1)
the server rejects the login request, where T 2 is current time-stamp at server.

• Computes N*
t �X ⊕H(Sj ‖ IK ).

• Check Z* �H(X ⊕H(Ik ‖ N r ‖ N*
t )⊕N* ⊕T 1)≈Z .
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• Checks until Z* is equal to Z as extracted from response message sent by Reader.
• Computes W �H(X ⊕H(Ik ‖ N r ‖ N t)⊕T 2 ⊕Sj).

When Z* ≈Z, the Data server sends the Tag data to the Reader. It sends the
message U �DATA ‖ W to the Reader. DATA is the information of Tag that needs
to be transmitted.

3.5 On Receiving U, Reader’s Response

On receiving U from Data server, Reader extracts the DATA from U and sends the
remaining part to the Tag for further communication.

3.6 Data Server Authentication and Secret Value Updation

If �T <(T 3 − T 2), where T 3 is the current time-stamp and �T is the expected
legitimate time interval for transmission delay then Tag rejects the request.

• Tag computes W* �H(Y ⊕Sj ⊕T 2).
• IfW* ≈W , Tag authenticates the Data server.
• Updates the Sj to Sj+1 �H(Sj ⊕N r ⊕N t) on both Tag and server side.

4 Security Analysis against Possible Attacks and Loopholes

We perform security analysis of the protocol which emphasizes that the protocol is
not secure and is vulnerable to various attacks such as any attacker can invoke the
Tag by sending the random number N r. The Tag performs following operations:

• X �H(Sj ‖ Ik)⊕N t

• Calculates Y �X ⊕H(Ik ‖ Nr ‖ N t)
• Z �H(Y ⊕T 1 ⊕N t).

Furthermore, the Tag sends the response message (X; Z; T 1) to the Attacker
assuming him to be the correct Reader. The attacker sends the response message (X;
Z; T 1; N r) to the Data server adding N r to it. Now with these values, the attacker can
easily fetch the DATA from the message U �DATA ‖ W sent by the Data Server
assuming the attacker to be the correct Reader.
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4.1 Impersonation Attack

In the first step of protocol, the Reader sends the request to the Tag along with a
random number N r. At Tag’s side, there is no verification mechanism to ensure that
request is made by the correct Reader.

4.2 Server-Masquerading Attack

Since, the Tag identity (Ik) and the Secret value (Sj) are stored as plaintext in the
database. Any privileged insider having access to database can easily get these values
and behave as the Data server by intercepting the response message (X; Z; T 1; N r)
send by the Reader. The Attacker with values (Ik; Sj; X; Z; T 1; N r) computes:

• N*
t �X ⊕H(Sj ‖ Ik)

• W�H(X ⊕H(Ik ‖ N r ‖ N t)⊕T 2 ⊕Sj)
• U � InvalidDATA ‖ W.

In this way, the Attacker can send the invalid data to the Reader. The Reader will
accept the message U from the Attacker, assuming him to be the Data server. Since,
there is no mechanism for the verification of the correct Data server at the Reader’s
side.

4.3 Denial-of-Service Attack

The protocol is not fail-safe against the computation exhaustive attacks. At Data
Server, there is an authentication step to verify the Reader.

• Check Z* �H(X ⊕H(Ik ‖ N r ‖ N*
t )⊕N*

t ⊕T 1)≈Z .

But there is no limit on the number of wrong messages can be sent to the Data
server. The Attacker can send number of fake messages to the server which leads to
the excessive computation on the server side keeping the server busy and unable to
process any request.

4.4 Man-in-Middle Attack

All themessages between theTag,Reader, andData server are transmitted as plaintext
on the communication channels. These messages can be intercepted and used by the
Attacker as done in server-masquerading attack. Also the attacker can change these
messages on the communication channel in order to invoke the denial-of-service
attack by sending the fake messages to the Data server.
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4.5 Insider Attack

Insider attacker is one who is having the administrative access to the server. Tag iden-
tity (Ik) and secret value (Sj) are stored as the plaintext to the server. The privileged
insider, who has direct access to the server, can get these parameters and use the
secret information for personal benefit as discussed in server-masquerading attack.

5 Encrypted Tag Identity and Secret Value Protocol:
Proposed Work

We propose Encrypted Tag Identity and Secret Value Protocol (ETISVP) with the
objective to fill the loopholes of the existing protocol. Our protocol uses the encryp-
tion scheme to safely communicate the messages between the Tag, Reader, and Data
server. Encryption makes it impossible for the Attacker to intercept or modify the
message during the transmission on communication channel. Table 1 shows the ter-
minologies which are frequent in ETISVP.

The Tag identity (Ik) and Secret value (Sj) are stored as the hash function cipher
in the database. So, the any privileged insider or attacker cannot hack and use these
values from the database. The functioning of ETISVP is shown in Table 2.

5.1 Pre-phase

Initially, Tag, Reader, and Data server have their private keys for encryption and
share their public keys with each other for decryption.

Hash function H(·), Tag identity (T ) and secret value (Vj) are shared by Tag and
Server. T and Vj are stored as H(T ) and H(Vj) in the database. Vj is the secret value
of Tag in jth session.

5.2 Readers Request

The Reader generates the random number N r and performs the following computa-
tions.

• Encrypt N r using its private key, KR[PR]{N r}.
• Sends a request to Tag with KR[PR]{N r} on secure communication channel.
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5.3 Tags Response

Decrypt the message received from Reader using Reader’s public key: KR[PU]{N r}.
Generates a random number N t and performs the following computations:

• X � (H(Vj) ‖ H(T ))⊕N t

• Calculates Y �X ⊕H(H(T ) ‖ N r ‖ N t), and then
• Z�H(Y ⊕T 1 ⊕N t) where T 1 is the time-stamp at the Tag.

Table 2 Encrypted tag identity and secret value protocol



A Novel Hash-Based Mutual RFID Tag Authentication Protocol 9

Tag generates the responsemessage (X, Z, T 1) and encrypts it using its private key:
KT[PR]{X, Z, T 1}. Tag sendsKT[PR]{X, Z, T 1} to the Reader on secure communication
channel.

5.4 Reader’s Side

On receiving response of Tag on secure communication channel, the following oper-
ations take place on Reader’s side.

• Decrypt the message received from Tag using Tag’s public key: KT[PU]{X, Z, T 1}.
• Add N r and encrypt the message using its private key: KR[PR]{X, Z, T 1, N r}.
• Reader sends KR[PR]{X, Z, T 1, N r} to the Data server on secure communication
channel.

5.5 Data Server Response and Tag Authentication

Decrypt message received from Reader using Reader’s public key: KR[PU]{X, Z, T 1,
N r}. Extracts H(T) and H(Vj) from database and performs the following computa-
tions:

If the expected legitimate time interval for transmission delay, �T <(T 2 − T 1)

• The server rejects the login request, where T 2 is current time-stamp at server.
• Computes N*

t �X ⊕ (H(Vj) ‖ H(T )).
• Check Z* �H(X ⊕H(H(T ) ‖ N r ‖ N*

t )⊕N t ⊕T 1)≈Z .
• Checks until Z* is equal to Z .
• Computes W �H(X ⊕H(H(T) ‖ N r ‖ N t)⊕T 2 ⊕Vj)
• If Z* ≈Z the Data server generates the message: DATA ‖ W .
• Encrypt it using its private key: KD[PR]{DATA ‖ W}.

5.6 Reader’s Response

On receiving the encrypted data from Data server, Reader performs the following
operations.

• Decrypt the message using Server’s public key: KD[PU]{DATA ‖ W}.
• Extract DATA from {DATA ‖ W}.
• Encrypt W using its private key: KR[PR]{W}.

And sends KR[PR]{W} to the Tag on secure communication channel.
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5.7 Data Server Authentication and Secret Value Updation

On receiving encrypted data from Tag, the following operations take place on Data
server side.

• Decrypt the message using Reader’s public key: KR[PU]{W}.
• Tag rejects the request if, �T <(T 3T 2), where T 3 is the current time-stamp and

�T is the expected legitimate time interval for transmission delay.
• Tag computes W* �H(Y ⊕H(Vj)⊕T 2).
• IfW* ≈W , Tag authenticates the Data server.
• Updates the Vj to Vj+1 �H(H(Sj)⊕N r ⊕N t) on both Tag and server side.

6 Security Analysis

Proposed protocol ETISVP overcomes the loopholes of the existing protocol hash-
based Tag authentication protocol, and hence, is highly safe against most com-
mon attacks like man-in-middle attack, eavesdropping attack, impersonation attack,
server-masquerading attack and Insider Attack. The analysis of these attacks is pro-
vided in the following subsections.

6.1 Man-in-Middle Attack

In the proposed ETISVP protocol, during the message exchange, sender encrypts
the message using the private key before transmitting it on communication channel.
This message can only be decrypted by the corresponding public key. Therefore,
any Attacker cannot modify the message without having the public key. Since, the
attacker do not have the public key, he cannot use the message to harm the system.

6.2 Impersonation Attack

The Reader in the first step sends the random number to the Tag by encrypting it with
the private key asKR[PR]{N r}. The Tag can decrypt themessage by the corresponding
public key. Therefore, theAttacker cannot send the randomnumber to theTagwithout
knowing the private key ofReader to encrypt themessage.Hence, theAttacker cannot
fool the Tag by behaving as Reader.
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Table 3 Performance Evaluation

Protocol Computation cost
(Tag)

Computation cost
(Reader)

Communication
rounds

YA-TRAP [13] 2H+3RNG RNG 4

Suja and Arivarasi
[19]

3H+2MOD+RNG RNG 5

Existing Protocol [3] 2H+RNG RNG 5

ETISVP 4H+RNG+
Encryption

RNG+Encryption 5

6.3 Server-Masquerading Attack

According to the proposed protocol, Tag identity (T ) and secret value (Vj) are stored
in the encrypted form in database. Therefore, any privileged insider cannot fetch
these values from database. Also, themessage sent by the Reader to the Data server is
encrypted by private key of Reader. Hence, cannot be decrypt by theAttacker without
the corresponding public key. So the Attacker cannot get the required information
for server masquerading.

6.4 Eavesdropping Attack

The proposed protocol is safe against the eavesdropping attack. Since, all the mes-
sages on the communication channel are in encrypted form. Therefore, any attacker
cannot get the valuable information without knowing the corresponding public key
for decryption. Hence, the proposed protocolmeets the required challenges (Table 3).

7 Conclusion

In this paper, we have analyzed the hash-based mutual Tag authentication protocol
based on random numbers and synchronized secret value. The protocol proved to
be insecure against the eavesdropping attack, man-in-middle attack, impersonation
attack, denial-of service attack, and insider attack. The protocol is vulnerable to
these attacks due to the secret value, tag identity, and hash function stored in the
database as plaintext. Also, the protocol requires safe communication mechanism
for transferring intermediate computed values over the communication channel.

Proposed ETISVP protocol filled these loopholes by using encryption for mes-
sage exchange and by storing the Tag identity and secret value in the database in
encrypted form. The protocol introduced is secure against these attacks and hence,
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strengthen the security of RFID technology. The ETISVP provides immunity from
several attacks; hence, it is safe to deploy in the industry. However, encryption of data
delays the attack only rather than making it fool proof. In the modern world, we have
several machines which are capable of holding huge computation power which poses
threat to the proposed protocol for decrypting the encrypted information. Therefore,
we are intended to work upon strengthening ETISVP as a future direction of work.
Apart from this, we are also intended to work upon quantum computing environment
as existing protocol are easily deciphered in quantum computing environment due
to its immense computing power.
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Analysis of Binary PSK Modulations
Over the Line-of-Sight Plus Scatter
Fading Model

Veenu Kansal and Simranjit Singh

Abstract In this paper, the average bit error rate (ABER) performance of binary
coherent and non-coherent modulation is investigated over a new fading channel
which is well known as Beaulieu-Xie fading channel. This fading model consists of
multiple no. of line-of-sight (LOS) components with some diffuse power. Specifi-
cally, the closed-form expressions are derived for the exact ABER of binary phase-
shift keying (BPSK) and differential phase-shift keying (DPSK) by using the prob-
ability density function (PDF) approach. The final exact expression for BPSK is
obtained in the form of infinite series which needs a reasonable number of terms
to converge and the final expression for DPSK is expressed in terms of elementary
functions. It is observed that ABER decreases with increase in specular power and/or
with decrease in fading severity. The obtained results are applied to general scenarios
for various values of fading parameters by adjusting the specular power and fading
severity. The numerical results plotted by using the derived expressions show a close
agreement with the results obtained by Monte Carlo simulation.

Keywords Average BER (ABER) · Binary phase-shift keying (BPSK)
Femtocells · High-speed trains

1 Introduction

In wireless communication system, bit error rate (BER) is the important performance
metric to measure the quality of transmission over the fading channels. Over the past
years, several mathematical models such as Rayleigh, Rician, Nakagami-m, k–μ,
and two-wave with diffuse power (TWDP) [1–7] have been used to analyze the
small-scale fading. However, none of the above-mentioned distributions are suitable
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for modeling the fading channel where multiple dominant specular components are
present in addition to the diffuse scatter power. To model such a scenario, a fading
model was recently proposed by Beaulieu and Jiandong [8]. This fading is based on
non-central chi distribution (just like generalized Rician and k–μ fading); however,
it is much more flexible than aforementioned distributions for modeling practical
scenarios with multiple dominant specular waves. This model can be obtained from
the non-central chi distribution as in similar way by which the Nakagami-m fading
is obtained from the central chi distribution. While the Nakagami-m fading is ide-
ally suitable to model scatter fading wireless channels, the Beaulieu-Xie fading is
uniquely efficient to characterize practical LOS channels. It is reported that this new
fading distribution is especially suitable for modeling high-speed trains and future
femtocells channels. One major difference between typical fading channels and the
fading channels of the train station for the high-speed railway is that the K-factor of
the later is considerably smaller [9]. The existing fading models such as Rayleigh
and Rician can be obtained from the Beaulieu-Xie fading channel by adjusting the
parameters K and m.

In the literature, the ABER analysis of wireless fading channels such as Rayleigh,
Rician, andTWDP, etc. can be found in [1–7]. In [1], the authors provide a generalized
approach to analyze BER performance for different types of modulation techniques,
with or without diversity reception over additive white Gaussian noise (AWGN) and
also, same analysis is presented for generalized fading models. An analysis with
DPSK modulation scheme over Rician fading channel is presented in [2]. Further,
error probability for uncoded BPSK is investigated in TWDP fading in [5]. By using
moment-generating function (MGF) approach, the performance of an average symbol
error rate of quadrature amplitude modulation (QAM) is studied over TWDP fading
by deriving the analytical expressions in [6]. TheABERanalysis ofM-ary phase-shift
keying (MPSK) in the presence of TWDP fading is provided in [7]. In [10], the second
order statistics for Beaulieu-Xie fading is investigated. Furthermore, the analysis of
this fading channel is donewith selection combining and equal combining techniques
in [11, 12]. To the best of our knowledge, the exact ABER analysis of Beaulieu-Xie
fading with BPSK and DPSK modulations is not reported in the literature yet. The
exact BER analysis of BPSK and binary DPSK is presented in this paper with an
aim to gain a better understanding about this fading channel.

The remaining paper is organized as follows: The description of PDF of fading
model is provided in Sect. 2. The exact analytical expressions for ABER of BPSK
and DPSK are derived in Sect. 3. Section 4 presents the discussion of analytical and
simulation results. Section 5 contains the concluding remarks of this paper.

2 System Model

Anovel fadingmodel has been proposed by Beaulieu and Jiandong [8] whichmodels
multiple dominant specular components with some diffused power. The PDF of the
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SNR can be evaluated by applying a square transformation [13] in (1). The resulting
expression of PDF of SNR can be given by:

pγ (γ ) �
√

ηm+1 exp(−mK − ηγ )
( γ

mK

)(m−1)/ 2
Im−1

(
2
√
mKηγ

)
, (1)

where η � Lm−1
1 (−mK )/γ̄ , K � λ2/�, Lα

n (·) is the associated nth-order Laguerre
polynomial [11], and γ̄ is the average SNR, Im−1(·) is the modified Bessel function
of the first kind and (m−1)th order, m is the shape factor, � defines the spread of
the model, and λ represents the height and location of the PDF. The Beaulieu-Xie
fading behaves as Rician fading, when the fading parameter ‘m’ is equal to 1 for any
value of ‘K’. Also, it can be reduced to Rayleigh fading when m � 1, K � 0.

3 Performance Evaluation

Average Bit Error Rate The exact closed-form expressions for BPSK and DPSK
modulation techniques over Beaulieu-Xie fading are derived in this section. The
ABER for various modulation techniques over a fading model can be derived by
integrating the conditionalBERof anymodulation techniques and thePDFof a fading
model. The ABER, Pe of a modulation technique can be computed mathematically
as:

Pe �
∞∫

0

Pe(γ )pγ (γ )dγ, (2)

3.1 ABER of BPSK Modulation Scheme Over
the Beaulieu-Xie Fading Channel

The conditional BER of BPSK over an AWGN channel [5] is given by:

Pe(γ ) � 1

2
erfc

(√
γ
)
, (3)

To calculate the exact expressions for ABER of BPSK over the Beaulieu-Xie
fading channel, substitute the values ofPe(γ ) andpγ (γ ) from (3) and (1), respectively,
in (2). By using ([14], 3.381.9) in (3), we obtain the expression:
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Pe �
∞∫

0
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√
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√
(η)m+1 exp(−mK − ηγ )

×
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mK

)(m−1)/2
Im−1

(
2
√
mKηγ

)
dγ, (4)

By expressing the modified Bessel function of the first kind and (m−1)th order
in the form of an infinite series, and by using identity ([14], 6.455.1), the resulting
expression for unconditional ABER of BPSK is given as:

Pe � 1

2
√

(1 + η)π
exp(−mK )

∞∑

g�0

�(m + g + 0.5)

g!�(m + g + 1)

(mK )g

(
1 + 1

η

)m+g

2F1

(

1,m + g + 0.5,m + g + 1,
1

1 + 1
η

)

, (5)

where 2F1(q; x ; y; z) is a Gauss hypergeometric function.

3.2 ABER of DPSK Modulation Over the Beaulieu-Xie
Fading Channel

The ABER for the DPSK modulation can be derived by integrating the conditional
BER of the DPSK modulation with the PDF of the Beaulieu-Xie fading model as in
(2). The conditional BER of DPSK over an AWGN channel [10] is given by:

Pe(γ ) � 1

2
exp(−γ ), (6)

To obtain the ABER of the DPSK modulation scheme over the Beaulieu-Xie
fading channel, substitute the values ofPe(γ ) andpγ (γ ) from (6) and (1), respectively,
into (2), the expression is obtained as:

Pe � 1

2

∞∫

0

exp(−γ )(η)(m+1)/ 2 exp(−mK − ηγ )
( γ

mK

)(m−1)/ 2
Im−1

(
2
√
mKηγ

)
dγ,

(7)

Now by applying the identity ([14], 6.643.2), integral in (7) can be solved as:

Pe � exp(−mK )

2

(
η

mK (1 + η)

)m

exp

( −mKη

2(1 + η)

)
M−m,0

(−mKη

1 + η

)
, (8)
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With the help of ([14], 9.220.2) and Mu,s(z) �
exp

(−z
2

)
zs+1/ 2M

(
s − u + 1

2 ; 1 + 2s; z
)
, the expression in (8) can be simplified

as:

Pe � exp(−mK )

2
(
1 + 1

η

)m M

(
m,m,

mKη

1 + η

)
, (9)

where M(a, b, c) is a confluent hypergeometric function.
Further, by using the property M(a, a, c) � exp(c) in (9), the final expression for

the unconditional ABER of DPSK as:

Pe � ηm

2(1 + η)m
exp

(
− mK

1 + η

)
. (10)

4 Numerical Results and Discussion

The final ABER expressions for BPSK and DPSK in (5) and (10) are calculated
analytically and curves are drawn for various combinations of fading parameter, ‘K’
and ‘m’, respectively. To validate the accuracy of analytical results, they have been
compared with simulation results. The simulation values at very low BER have been
eliminated since their accurate simulation requires a large amount of time.

Figures 1 and 2 show the results for ABER of BPSK over the Beaulieu-Xie fading
channel with constant total power of 6.98 dB. Figure 1 depicts the ABER of BPSK
against SNR per bit, γ̄ for a constant value of K � 2 and various values of m. It
can be demonstrated that for a constant K , the performance of system improves as
m increases. It is observed from the results that m � 5 gives a SNR advantage of
1 dB over m � 3 and m � 3 gives a SNR advantage of 13 dB over m � 1 case to
achieve an ABER of 10−3. With increase in the value of ‘m’, the SNR advantage
decreases because of decrease in the fading severity. The above observation comes
from system, because fading severity decreases with increase in m. The numerical
results are closely matched to the simulation results. Figure 2 shows similar results
as Fig. 1 but for constant m � 3 and by varying K . On comparing the results for K
� 0 with curves for K � 2, it is observed that K � 2 has a SNR advantage of 2 dB
over K � 0 to achieve an ABER of 10−3. This effect is because of the increase in
specular power with increase in K .

Figure 3 shows the ABER of DPSK for several values ofK andm. The simulation
results obtained for the special case of Beaulieu-Xie fading as Rayleigh and Rician
fading are also provided in Fig. 3. The obtained results are in accordance with the
numerical results plotted by using final closed-form expressions of ABER of DPSK.
It is clear that for an ABER of 10−2, the SNR improvement for curves shown in
Fig. 3, corresponding tom� 1,K � 2 over curves form � 1,K � 0 is approximately
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Fig. 1 ABER of BPSK over
the Beaulieu-Xie fading for
fixed K � 2 and various
values of m

Fig. 2 ABER of BPSK over
the Beaulieu-Xie fading for
fixed m � 3 and various
values of K

3 dB. The results presented in this section are useful to analyze the effects of fading
parameters ‘K’ and ‘m’ on the ABER performance.

5 Conclusion

This paper presents exact analytical expressions for the ABER of BPSK and DPSK
that are obtained over the Beaulieu-Xie fading. In particular, the final expressions
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Fig. 3 ABER of DPSK over
the Beaulieu-Xie fading for
various combinations of K ,
m with constant total power
of 6.02 dB

for BPSK and DPSK are in the form of infinite series and elementary functions,
respectively. Various scenarios for different combination of ‘K’ and ‘m’ have been
examined and discussed by which it is found that the ABER decreases as specular
power, ‘K’ and/or fading severity parameter, ‘m’ increases. The analytically obtained
expressions in this paper are verified through simulations.
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Approximate Bit Error Rate of DPSK
with Imperfect Phase Noise in TWDP
Fading

Veenu Kansal and Simranjit Singh

Abstract This study provides closed-form expressions for average bit error rate
(ABER) of differential phase shift keying (DPSK) with phase error in two-wave
with diffuse power (TWDP) fading. It is considered that the envelope of phase error
is Gaussian distributed. The effect of phase synchronization on wireless system
is studied for different values of TWDP fading parameters and phase error. The
analytical results are evaluated to study the impact of phase error on the system
performance. Also, the results are compared with the case of perfectly synchronized.

Keywords BER · DPSK · TWDP

1 Introduction

The performance of PSK with noisy phase reference has been a topic of interest
for many researchers since the 1960s. Initial work on modeling the phase error was
done by Tikhonov and Viterbi. Since then a lot of work has been done to study the
effect of phase error on different digital modulation schemes over various fading
models such as Rayleigh, Nakagami-m and Rician [1–7]. In all these papers, the
effects of imperfect carrier synchronization have been studied by assuming the phase
distribution either Gaussian or Tikhonov. However, phase synchronization errors can
have a significant effect on the receiver’s capability to make the correct decisions.
The problem gets more severe as data rates increase due to phase error. In 2002, a
fading model was proposed by Durgin et al. which could be used to model fading
scenarios having two specular paths in addition to the diffusely propagating power
[8]. This fading model is known as TWDP and can be used to characterize the fading
scenarios which are more severe than Rayleigh fading. The practical significance
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of this model comes from modern uses of wireless channels in applications such as
data transmission in dynamic environments such as mobile personal devices (such
as smartphones or smart/connected automobiles) and Internet service in aircraft that
have become pervasive in recent years.

The existing fading models such as Rayleigh and Rician fading are included in
TWDP fading as special cases. The error performance analysis of various digital
modulation schemes in TWDP fading is reported in the literature [9–12]. However,
till date no work is available on the analysis of modulation schemes with phase noise
error in TWDP fading model. In this paper, we derive the approximate closed-form
expression for average BEP of DPSK with noisy phase reference in TWDP fading
channel. In Sect. 2, the PDF of TWDP fading model is presented. In Sect. 3, the
PDF approach is used to derive the ABER of DPSK with noisy phase reference over
TWDP fading model. The numerical results are evaluated and discussed in Sect. 4.
Section 5 holds the conclusion of the paper.

2 TWDP Fading Model

The TWDP fading model is having two specular components with some Rayleigh
distributed diffuse power. The instantaneous signal-to-noise ratio (SNR) is defined
as γ � r2Eb/N0, and the average SNR is defined as γ̄ � E

(
r2

) Eb
N0
. The PDF of

SNR (γ ) for TWDP fading channel can be evaluated as [9]:

pγ (γ ) � η

2

L∑

i�1

ai

1∑

j�0

exp
(−P2i− j − ηγ

)
I0

(
2
√
P2i− jηγ

)
, (1)

where η � K +1/γ̄ , P2i− j � K
[
1 + (−1) j� cos

(
π

(
i−1
2L−1

))]
, � denotes the relative

strength of two specular components,K is defined as ratio of specular power to diffuse
power, and L is the order of PDF. The TWDP fading can be reduced to special cases
[9] of fading such as Rayleigh fading (K=0) and Rician fading (K>0, ��0).

3 Performance Analysis

The conditional BER of DPSK with noisy phase reference over AWGN channel can
be expressed as [13]:

P(e|γ, φ) � 1

2
exp

(−γ cos2 φ
)
, (2)

where φ represents the phase error. It is considered that φ is Gaussian distributed
with zero mean and 2σ 2 variance, i.e., C (0, 2σ 2). The PDF of φ can be given by:



Approximate Bit Error Rate of DPSK with Imperfect Phase Noise … 23

pφ(φ) � 1√
2πσ 2

exp

(−φ2

2σ 2

)
, (3)

The ABER of a modulation scheme with phase noise error over a fading channel
can be obtained by performing a twofold integration, first over the PDF of φ and
second over the PDF of fading model [2],

Pe �
∞∫

0

π∫

−π

P(e|γ, φ)pφ(φ)pγ (γ )dφ dγ , (4)

To derive the ABER of DPSK with Gaussian distributed phase error over TWDP
fading model, first solve the inner integral of (4) as:

P(e|γ ) �
π∫

−π

P(e|γ, φ)pφ(φ)dφ, (5)

Substitute P(e|γ, φ) and pφ(φ) from (2) and (3), respectively, into (5), and we
get:

P(e|γ ) �
π∫

−π

1

2
exp

(−γ cos2 φ
) × 1√

2πσ 2
exp

(−φ2

2σ 2

)
dφ, (6)

By using the small angle approximation, cos(�φ) ∼� 1− (�φ)2

2 , (6) can be rewritten
as:

P(e|γ ) � exp(−γ )

2
√
2πσ 2

π∫

−π

exp

(
−φ2

(
1

2σ 2
− γ

))
dφ, (7)

Now by employing the general formula, i.e.,
∫ π

−π
exp

(−x2
)
dx � √

π , the condi-
tionalBERofDPSKwithGaussian phase error overAWGNchannel canbe expressed
as:

P(e|γ ) � exp(−γ )

2
√
1 − 2σ 2γ

, (8)

Now solving the outer integral of (4) over PDF of TWDP fading, we get

Pe �
∞∫

0

P(e|γ )pγ (γ )dγ , (9)

By substituting P(e|γ ) and pγ (γ ) from (8) and (1) into (9), we get:
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Pe �
∞∫

0

exp(−γ )

2
√
1 − 2σ 2γ

× η

2

L∑

i�1

ai

1∑

j�0

exp
(−P2i− j − ηγ

)
I0

(
2
√
P2i− jηγ

)
dγ,

(10)

Put σ 2
φ � (Cγ )−1 in (10), and rearrange (10) as:

Pe � η

4

L∑

i�1

ai

1∑

j�0

exp
(−P2i− j

) 1
√
1 − 2

C

∞∫

0

exp(−γ (1 + η))I0
(
2
√
P2i− jηγ

)
dγ,

(11)

By using the formula given in the appendix, the final ABER expression is calcu-
lated as:

Pe � η

4

L∑

i�1

ai

1∑

j�0

exp
(−P2i− j

)(
1 − 2

C

)−1/ 2
× 1

1 + η
M

(
1; 1;

P2i− jη

1 + η

)
, C > 2.

(12)

where M(a; b; c) is confluent hypergeometric function.

4 Numerical Results and Discussion

The numerical results are provided for the ABER of partially coherent differential
PSK over TWDP fadingmodel. By using (12), the results are plotted in Figs. 1, 2, and
3. As mentioned in (12), these results are valid only for value ofC greater than 2. The
results are taken for different parameters such asC,�, andK . The value of imperfect
synchronization factor (C) is taken to be 3, 10, and ∞. When C � ∞, the DPSK
modulation is considered to be having no phase error. For low values of C, the phase
error is more, and as expected, the degradation is severe. As value of C increases, the
degradation becomes less severe and closer to the perfectly synchronization case.

In Fig. 1, results are plotted for a combination of different values of C and � and
for fixed value of K . It is observed that the performance of system deteriorates as �

approaches 1.
Similarly, in Fig. 2, results are plotted for fixed value of�with different values of

C and K . The results demonstrated that the ABER decreases as the value of specular
power (K) increases.

Figure 3 shows the results for ABER versus C for fixed values of �, K, and SNR
(in dB). The plot depicts that the performance of system improves as the value of C
increases; i.e., as the phase error decreases, the ABER also decreases.
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Fig. 1 ABER versus SNR
for DPSK with phase error
with fixed K and varying C
and �
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Fig. 2 ABER versus SNR
for DPSK with phase error
with fixed � and varying C
and K
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5 Conclusion

This paper analyzed the performance of ABER of partially coherent DPSK in TWDP
fading channels. The closed-form expressions are derived for ABER which is a
convenient tool for error performance analysis. The final expression of unconditional
ABER of DPSK along with Gaussian phase error over TWDP fading is valid only for
value of C greater than 2. The analysis depicted that if the imperfect synchronization
factor, ‘C’ increases; the system performance is improved and is closed to perfectly
synchronization case.



26 V. Kansal and S. Singh

Fig. 3 ABER versus C (in
dB) for DPSK modulation
for fixed K , SNR, and �
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Appendix

The expression in (11) can be further solved by using identity given in ([14], 6.6.14.3)
as:

∞∫

0

exp(−αx)I2v
(
2
√

βx
)
dx � 1√

αβ
exp

(
β

2α

)

(v + 1)


(2v + 1)
M−1/2,v

(
β

α

)

Now, (11) can be simplified as:

Pe � η

4

L∑

i�1

ai

1∑

j�0

exp
(−P2i− j

)(
1 − 2

C

)−1/2

exp

(
P2i− jη

2(1 + η)

)

× 1
√

(1 + η)P2i− jη
M−1/2,0

(
P2i− jη

1 + η

)
(13)

Use Mk,s(z) � exp
(−z

2

)
zs+1/2M

(
s − k + 1

2 ; 1 + 2s; z
)
[14] in (13), and the final

equation can be obtained as given in (12).
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Analysis of Workloads for Cloud
Infrastructure Capacity Planning

Eva Patel and Dharmender Singh Kushwaha

Abstract Workload analysis and characterization are the first steps toward effec-
tive cloud infrastructure capacity planning. Identifying workload patterns based on
resource utilization not only enables informed decisions about mapping of current
request to available capacity, but also serves as a meaningful indicator for future
resource requirements. Of paramount concern is the optimal utilization of data cen-
ter server capacity, i.e., the CPU, I/O, and memory. The compute capacity of modern
servers can be further harnessed by optimal utilization of individual CPU cores. A
precise CPU core-level usage monitoring and provisioning can lead to cumulative
benefits of optimal CPU utilization, efficient VM placement, reduced VM migra-
tions, and energy efficiency through lower power consumption. In this paper, we
make a preliminary analysis of usage patterns of CPU cores in the case of CPU-
and memory-intensive workloads on an experimental cloud setup in our laboratory.
The aim is to make a comparative analysis of the utilization of individual CPU
cores with that of aggregated CPU usage to explore the feasibility of incorporat-
ing a fine-grained usage detail for resource scheduling and VM provisioning. Initial
experiments reveal observable differences between the utilization of individual CPU
cores and that reported by aggregate CPU usage. Usage difference ranges from 1 to
29% below and between 4 and 20% above the aggregate. Incorporating such finer
details can leverage the vast compute capacity of multicore servers and effective
power usage.

Keywords Workload analysis · Workload characterization · Capacity planning
Server capacity planning · Workload intensity · Job inter-arrival patterns
Multicore scheduling
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1 Introduction

Scalability, agility, guaranteed quality of service, the illusion of infinite computa-
tional resources, and access to high-end computing infrastructure on a pay-as-per-
usage basis, without the painstaking exercise of setting up a private IT infrastructure,
have led to the relentless adoption of cloud computing solutions for a range of
computing requirements—business intelligence, engineering design, scientific com-
puting, social networking, and content delivery. These services are hosted on data
centers that house hundreds of thousands of servers and supporting infrastructure.
For instance, Amazon, which made the IT infrastructure available via the Internet in
2006, a technology termed cloud computing [1], has around 450,000 servers spread
across seven different data centers around theworld [2] that provide the infrastructure
services—compute, storage, and networking. Google data center caters to the diverse
requests of its cloud users through 900,000 plus servers hosted in data centers in 16
different geographical locations [2]. The envisioned growth in computing and storage
requirements, diversity of services, and emergence of innovative server technologies
that also entail growing power consumption and increasing carbon footprints calls
for adoption of capacity planning of cloud data centers as a continual process.

Data center capacity planning aims to determine a system configuration for given
service requests that comply with the service-level agreement (SLA) [3] with min-
imal over- or under-provisioning of resources. The first step to effective capacity
planning is the analysis of resource usage patterns of cloud workloads to identify
associated challenges and their implications on resource provisioning and overall sys-
tem performance. A vast body of literature records design of scheduling algorithms
with CPU utilization as the primary performance metric [4–10]. With several CPU
cores crammed into a single socket, and multisocket servers with massive compute
capacity, the use of individual core usage as decision parameter for VM scheduling
is one possible approach to effective utilization of server compute capacity.

Driven by the observation that aggregate CPU usage is not always reflective of
the usage of individual CPU cores, we conduct a preliminary analysis of utilization
of CPU cores in case of CPU-intensive and memory-intensive workloads. Through
this study, the aim is to achieve following objectives:

1. Effective utilization of compute capacity of all the cores of a multicore server by
considering individual CPU core capacity rather than the aggregate CPU usage.

2. Identify and segregate cores that are underutilized, to schedule to incomingwork-
load thereby reducing energy wastage.

3. Mitigate situations of overloaded CPU cores to maintain desired performance
and sustainable energy consumption levels.

The rest of this paper is organized as follows. Section 2 gives a brief overview of
related work on workload analysis and characterization. Section 3 discusses some
background concepts and findings from past research that reveal suboptimal use
of CPU cores. Experimental setup and results are discussed in Sect. 4. Section 5
concludes with directions for future work.
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2 Related Work

Resource requirements of applications deployed on the cloud depend on their pro-
cessing needs. Consequently, each workload has different challenges which guide
the analysis and characterization process.

Based on behavioral characteristics, Mahambre et al. [4] identify five cloud
workload patterns, i.e., periodicity, threshold, relationship, variability, and image
similarity, for capacity planning decisions such as migration, re-provisioning,
load balancing, and initial placement of the workloads. Moreno et al. [5] present a
comprehensive analysis ofworkload characteristics to studyheterogeneity due to user
behavior and task resource usage. Their study shows that users are responsible the
most for introducing heterogeneity in the cloud as compared to task diversity which
is a consequence of diverse service requests due to the illusion of infinite resources
to the users. Authors in [6] characterize the interactive behavior of Web applications
in terms of number of instructions executed per second, and CPU, memory and disk
utilization. Peng et al. [7] develop a classification scheme based on computational
needs of the workloads for compute-intensive, I/O-intensive, and network-intensive
applications. Zhang et al. [8] consider both the heterogeneity of machine hardware
and workload diversity for dynamic capacity provisioning. Cloud infrastructure is
heterogeneous due to the presence of machines frommultiple generations, heteroge-
neous processor architectures and speed, and different memory and disk capacities.
Singh and Chana [9] characterize workloads based on QoS requirements for dif-
ferent workload types such as scientific computing, online transaction processing,
performance testing, and storage and backup services. Authors in [10] classify cloud
workloads based on their functional characteristics, into six categories—scientific
processing, Big Data application, OLTP, caching, streaming, and Web serving. The
aim is to customize the resource requirements with the actual utilization of a specific
workload for effective cloud monitoring.

Fromour study of the abovework and the conclusions drawnbyLozi et al. [11],we
infer that compute capacity of data center servers can be harnessed more effectively
by considering per-core CPU usage rather than the aggregated utilization.

3 Related Concepts

3.1 Capacity Planning

Capacity planning is the process of determining computing infrastructure (hardware,
software, and connection interface) and the floor area to house these components to
cater to services for a future time period [12]. Data center capacity planning involves
server capacity planning as well as network capacity planning. This work focusses
on server capacity planning in which an IT department determines the amount of
server hardware resources required to provide the desired levels of service for a given
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workload mix for the least cost [12]. The central objective is to provision resources
in compliance with SLA.

The notion of capacity planning as perceived by cloud actors depends on their
corresponding role. National Institute of Standards and Technology (NIST) [13]
defines five cloud actors: consumer, provider, auditor, broker, and carrier. Of interest
for server capacity planning are the roles of cloud consumer and cloud provider.
The main aim of a cloud provider is to provision resources in a way that maximizes
returns on investment, whereas a cloud user is concerned with quality of service
that would justify rental cost. These benefits can be fully realized through optimal
utilization of compute capacity of server.

3.2 Workload Analysis and Characterization

Workloadanalysis involves a detailed investigationofworkload features of interest, to
identify their behavioral characteristics, intra- and inter-dependencies, and impact on
systemperformance.Workload characterization is the process of precisely describing
the system’s global workload in terms of its main components. Workload analysis
measures cloud services along different dimensions including infrastructure capacity
planning, energy efficiency, performance, reliability, and security. Two fundamental
issues with workload analysis specific to infrastructure capacity planning [3] are:

1. Workload arrival pattern
2. Workload intensity

Workload arrival patternmeasures the rate at which jobs arrive for service.Work-
load intensity refers to the amount of work done over a unit of time. Job arrival
patterns are highly unpredictable and exhibit different behavioral patterns—diur-
nal, seasonal, and flash crowd [14]. Additionally, workloads may have either steady
resource demands or may manifest temporal patterns such as periodic, bursting,
growing, and on-and-off. An effective server capacity planning scheme should ensure
resource availability on demand and provisioning for required time duration.

Job Arrival Patterns as Non-homogeneous Poisson Process. Non-
homogeneous Poisson process is one way to model real-world job arrival patterns.
Formally, given the occurrence of events at a constant rate λ, over a period T , the job
inter-arrival time can be modeled as a Poisson process with exponential distribution
which is governed by Eq. (1) below:

P(N (t) � k) � (λt)k

k!
e−λt , k � 0, 1, 2, . . . (1)

where the randomvariableN(t) denotes the number of events that occur in t timeunits,
P is the probability of occurrence of k events, and λ, known as the rate parameter,
measures the number of events that occur per unit of time. Variability in job arrival
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can be captured using non-homogeneous Poisson process in which the rate parameter
λ changes with time.

3.3 Multicore Scheduling

Multicore processors are the consequence of unsustainable power consumption and
heat dissipation resulting from increasedCPU clock frequency for performance gains
[15]. The layout of a typical quad-core processor chip is shown in Fig. 1. Each core
has a separate Level 1 (L1) cache for data and instructions and a Level 2 (L2) cache
that holds both instruction and data, which are private. L2 cache is either united
or distributed. L2 cache is usually physically distributed with a united Level 3 (L3)
cache. Somemulticores have an off-chip Level 4 (L4) cache. Two central issueswhen
scheduling on multicore servers are contentions due to access to shared resources
and efficient utilization of individual cores. The vast processing capability of modern
multicore processors can be tapped, by keeping all the cores busy to the maximum.
This has been achieved by adapting the operating system scheduler for single-core
systems to that of scheduling large number of cores.

The Linux Scheduler. Completely Fair Scheduler (CFS), introduced in Octo-
ber 2007, is the default process scheduler in Linux since kernel version 2.6.23 and
supersedes the O(n) scheduler and O(1) scheduler. O(n) scheduler was used in ker-
nel versions from 2.4 to 2.6 and was replaced by O(1) scheduler in 2001, due to
non-scalability issues. The O(1) scheduler maintains a constant scheduling time
irrespective of the number of jobs in the system and uses average sleep time of a
process to distinguish between interactive and non-interactive jobs. However, this

Fig. 1 A multicore chip



34 E. Patel and D. S. Kushwaha

heuristic makes the scheduler complex with incidental cases of non-interactive jobs
being identified as interactive jobs. CFS uses the concept of execution time and alle-
viates such miscalculations by organizing the jobs as red–black tree. The job with
lowest execution time is the leftmost node of the tree and is picked up by CFS when
invoked to schedule a process. CFS is a work-conserving scheduler which implies
that the cores are prevented from being idle if there are processes ready for execution.
However, experimental studies conducted by Lozi et al. [11] reveal that the Linux
scheduler leaves cores idle while threads are waiting in run queues. This is revealed
by performance degradation.

4 Results and Discussion

To make a comparative analysis of individual core usage with that of aggregate CPU
utilization, we monitor per-core CPU utilization for workload types given below:

• A CPU-intensive workload is one that involves massive computation such as in
financial modeling and scientific applications.

• Memory-intensive workloads involve high memory activity such as pushing of
large volumes of data into and out of memory and frequent and long durations
of memory read and write operations. Such workloads need not necessarily bloat
memory usage and involve minimal CPU processing.

4.1 Experimental Cloud Setup

Usage of CPU cores is collected on a cloud setup in the laboratory. The experimental
cloud consists of a controller node, a Network File System (NFS) server node, and
two compute nodes. The configuration and software environment details are given
in Table 1.

Table 1 Node configuration

Node Configuration Environment

Server and compute Intel core i7 4790 3.60 GHz
quad-core CPU, 16-GB
1600 MHz DDR3 RAM

Linux Kernel Version
4.4.0-116-generic,
QEMU-KVM Version 2.5.0

Controller Intel core i7 4770 3.40 GHz
quad-core CPU, 16-GB
1600 MHz DDR3 RAM

Linux Kernel Version
4.4.0-116-generic
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4.2 Design of Experiments

Applications used to generate different workload types are listed in Table 2, and dif-
ferent test cases are given in Table 3. Experiments are conducted on VMs running on
a single host that uses full virtualization with Kernel-based Virtual Machine (KVM).
The core virtualization infrastructure is implemented as a loadable kernel module
(kvm.io). The modules, kvm-intel.ko and kvm-amd.ko, correspond to processors
specific to Intel and AMD, respectively. Virtualization with KVM leverages basic
mechanisms of CPU scheduling, memory management, and I/O access, provided by
the Linux kernel.

To emulate real-world service request scenario, we generate variable job arrival
times using a non-homogeneous Poisson process. Workloads are executed through a
Bash script according to the generated job arrival times. Resource utilization log is
collected for 1 hour at 3 seconds interval using System Activity Report (sar) system
monitoring tool for both the guest and the host. Usage statistics extracted from the
collected log are analyzed using R programming environment.

Baseline Resource Usage. To obtain CPU utilization for running basic system
services and virtualization overheads, we run two VMs with no other workload on
the guest or the host. A plot of the aggregated CPU usage is shown in Fig. 2, and
usage statistics are given in Table 4. Spikes in the graph indicate some high CPU
activity for a short duration. Mean value indicates that only 1–3% of the core usage
accounts for running operating system as well as virtualization software.

CPU-IntensiveWorkload on Single VM. Per-CPU core usage of host and guest
machines when running CPU-intensive workload on a single machine is depicted in
Fig. 3. Summary statistics for host and guest are given in Tables 5 and 6, respectively.

Table 2 Workload generation

Workload type Real-world application

CPU intensive Prime factorization, Fibonacci series
generation, factorial calculation

Memory intensive Swap two integers, array copy

Table 3 Test cases for usage monitoring

Test case Measurement objective

Baseline resource usage Overhead due to basic system services and
virtualization

CPU-intensive workload on single VM Individual CPU core usage

Memory-intensive workload on single VM Individual CPU core usage

CPU-intensive workload on one VM,
memory-intensive workload on second VM

CPU core usage for workloads with
complementary computational requirements

CPU-intensive workloads on three VMs CPU core usage for workloads having similar
computational requirements
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Fig. 2 Baseline aggregate
host usage

Table 4 Summary statistics of baseline host CPU core usage

CPU usage Min. Median Mean Max. Standard
deviation

Aggregate 0.15 2.05 2.15 48.34 2.53

Core 0 0.00 2.40 2.35 39.28 2.55

Core 1 0.00 2.20 1.99 64.87 3.13

Core 2 0.00 2.40 1.80 80.49 3.91

Core 3 0.00 1.00 2.24 44.42 2.51

Table 5 Summary statistics for host CPU core usage with CPU-intensive workload

CPU usage Min. Median Mean Max. Standard
deviation

Aggregate 1.96 75.48 70.60 80.53 13.01

Core 0 0.00 04.00 41.57 100.00 44.97

Core 1 0.34 100.00 80.73 100.00 33.48

Core 2 0.00 100.00 90.54 100.00 20.21

Core 3 0.34 100.00 68.12 100.00 41.44

Mean utilization of the cores lies between 41 and 90%, whereas aggregate usage is
70% with core 2 being highest utilized and core 0 being the least utilized than what
is given by the aggregate usage. High values for standard deviation show the widely
varying usage levels of individual cores. Core usage by the VM as given in Table 8
reveals near equal usage of all the vCPUs for executing the workload.
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(a) (b)

(c)

Fig. 3 CPU utilization for CPU-intensive workload. a Host aggregate, b per-core host, and c per-
core guest

Memory-Intensive Workloads. Figure 4 shows a plot of per-core CPU usage
for host and guest, running memory-intensive workloads on a single VM. The plots
reveal that CPU activity is low with memory-intensive workloads as compared to
CPU-intensive workloads, as the case should be. The cores either are mostly idle or
have very low utilization as the median values in Table 7 reveal.

In this case, utilization of core 1 is 2% lesser than the aggregate and utilization of
core 2 is 5% higher as given in Table 6.

Memory- and CPU-Intensive Workloads. The usage plots for this case are
shown inFig. 5, andTable 8 contains the usage statistics.Whilemean aggregatedCPU
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Table 6 Summary statistics for guest CPU core usage with CPU-intensive workload

CPU usage Min. Median Mean Max. Standard
deviation

Aggregate 2.11 100.00 92.11 100.00 17.28

Core 0 3.01 100.00 92.22 100.00 17.06

Core 1 1.67 100.00 92.09 100.00 17.32

Core 2 1.67 100.00 92.11 100.00 17.27

Core 3 1.33 100.00 92.08 100.00 17.34

(a) (b)

Fig. 4 Memory-intensive workloads a Aggregate CPU usage, b per-CPU core host usage, and c
per-core guest usage

usage is close to 21%, core 0 and core 1 have higher mean usage. Such a usage detail
can be detrimental when scheduling pCPUs to vCPUs in a virtualized environment.
Also, since computational requirements of CPU- and memory-intensive workloads
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Table 7 Summary statistics of host and guest CPU core usage for memory-intensive workload

CPU usage Min. Median Mean Max. Standard
deviation

Host usage

Aggregate 1.40 11.59 11.84 28.85 03.76

Core 0 0.00 1.97 13.135 96.20 20.81

Core 1 0.00 0.60 08.389 98.00 21.59

Core 2 0.00 1.60 15.485 100.00 22.10

Core 3 0.00 0.200 10.446 77.110 08.22

VM usage

Aggregate 5.51 45.05 45.76 100.00 14.74

Core 0 4.19 45.80 45.92 100.00 16.33

Core 1 1.60 45.20 45.59 100.00 16.23

(a) (b)

Fig. 5 Compute- and memory-intensive workloads: a host aggregate usage and b host per-core
utilization

are complementary, the workloads do not contend for compute capacity of cores as
can be seen from Fig. 6.

Compute-Intensive Workloads on three VMs. To study CPU core usage with
workloads having similar computational requirements, we run two VMs, each with
compute-intensive workloads, on a single host. Figure 7 contains the usage plots,
and utilization values are given in Table 9.

From Table 9, we make similar observations as in the previous cases that in the
case of multiple VMs running workloads in terms of similar resource requirements,
core utilization is not uniform.Mean utilization of Core 1 is higher than that reported
by the aggregate usage while that of Core 3 is below the aggregate value.



40 E. Patel and D. S. Kushwaha

Table 8 Summary statistics of host CPU Core usage for memory- and CPU-intensive workloads

CPU usage Min. Median Mean Max. Standard
deviation

Aggregate 3.23 20.62 20.95 53.79 6.23

Core 0 0.00 17.14 24.63 100.00 22.34

Core 1 0.00 18.30 25.02 100.00 24.93

Core 2 0.00 25.27 19.95 100.00 24.43

Core 3 0.00 13.21 19.17 100.00 21.94

(a) (b)

Fig. 6 Guest per-core utilization. a Memory-intensive workload and b CPU-intensive workload

Table 9 Summary statistics of host with CPU-intensive workloads on three VMs

CPU usage Min. Median Mean Max. Standard
deviation

Aggregate 53.36 73.85 75.08 100.00 10.51

Core 0 07.12 94.67 74.70 100.00 25.18

Core 1 07.38 72.65 82.02 100.00 26.16

Core 2 08.45 96.67 75.52 100.00 23.61

Core 3 10.03 94.64 67.95 100.00 22.37

Table 10 summarizes the percentage difference in utilization of individual cores
from that of the aggregated usage. With compute-intensive workloads on single VM
(Case II), a core usage of 29% below and 20% above the aggregate usage is recorded.
When running only memory-intensive workloads (Case III), individual core usage is
3% above and below the aggregate usage. Similarly, in case of CPU- and memory-
intensive workloads (Case IV) and CPU-intensive workloads onmultiple VMs (Case
V), the core usage varies between 1% below and 4% above the aggregate usage
for Case IV and 7% above and below the aggregate usage in Case V. Knowledge
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(a) (b)

Fig. 7 CPU-intensive workloads on three VMs. a Host aggregate usage and b per-core host usage

Table 10 Usage comparison of CPU cores with aggregate usage

Aggregate Core 0 Core 1 Core 2 Core 3

Case II 70.60 41.57 80.73 90.54 68.12

Case III 11.84 13.14 8.40 15.48 10.45

Case IV 20.95 24.63 25.02 19.95 19.17

Case V 75.08 74.70 82.02 75.52 67.95

of individual core usage can be instrumental in effective scheduling and resource
utilization.

5 Conclusion and Future Scope

In this work, we conducted an empirical study of utilization of CPU cores of a
multicore server to analyze core-level CPU usage to verify our observations that
aggregated CPU usage is not reflective of utilization at the core level. We collected
CPU usage for five test cases—baseline usage and CPU core usage in case of CPU-
intensive workload on single VM, memory-intensive workload on single VM, CPU-
intensive workload on one VM and memory-intensive workload on the other, and
CPU-intensive workloads on two VMs. We observe that basic system services and
virtualization software incur someoverhead in terms ofCPUusage, as the case should
be. The remaining four cases clearly bring out differences between aggregated CPU
usage and individual coreswhich ranges from1 to 29%below and between 4 and 20%
above the aggregate usage. A precise knowledge of individual core usage will help in
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identifying cores that are underutilized and making informed scheduling decisions.
Additionally, it will also be a vital input for reducing the load of overloaded cores
and devising policies to prevent aggravating of the overload situation.

As future research, we would study core usage for I/O- and network-intensive
workloads. A model based on the usage measurements of the four workload type-
s—CPU, memory, I/O, and network intensive—would then be developed for work-
load characterization and prediction at the level of individual CPU cores. We would
delve deeper into the varied usage levels of the CPU cores to study their criticality
and impact on overall performance on different workload types. Scheduling policies
that consider usage of CPU cores and account for inferences derived from the investi-
gations would be developed, the impact of such a fine-grained scheduling on overall
system performance would be analyzed, and approaches to mitigate performance
loss would be investigated.
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Trust-Based Scheme for Location
Finding in VANETs Using
Trustworthiness of Node
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Abstract The purpose of vehicular ad hoc networks is to improve the traffic condi-
tions and mitigate the problems occurred during ply. Any wrong decision taken by
the vehicle may lead to hazardous problems and may create various serious issues.
Thus, they need to be handled very carefully. Here, we have used trust-basedmethod-
ology to find location with the help of trustworthiness of the node. In our proposed
trust-based scheme, firstly calculation of trustworthiness of each vehicle exists in
the network. After using trustworthiness, the location information of a vehicle is
calculated. The purpose of calculating trustworthy is that higher the value of trust-
worthy of a node, higher the chances of providing the most accurate response. We
have implemented the scheme in Java. The result shows that proposed scheme solves
problem in the previously existing scheme.
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1 Introduction

The vehicular ad hoc networks (VANETs) is used to provide information that is
critical in the decision-making process of vehicles at the time of hazardous situa-
tions like congestion, earthquake, floods, and jams to the users. This network helps
minimize road accidents, fuel wastage, time, and provide much safer, economical,
and more fruitful environment for driving [1]. In VANET, there are various appli-
cations that will provide security to information that is being exchanged between
the vehicles. This helps in overcoming problems related to accidents, traffic condi-
tion, etc. The trust management scheme is a very important and basic requirement to
maintain a safe and trustworthy exchange of communication in VANET. This helps
maintain a reliable and secured communication among vehicles during their journey
[2]. The reputation and trust issues are very important aspect in this environment for
the decision-making process. The reputation is basically the opinion of vehicles on
each others [3]. We have introduced the concept of evaluation the trustworthiness of
the vehicle on the basis of their responses. Trust is basically the confidence on the
messages that are passed to establish communication in VANETs [4].

The paper is organized as follows: In Sect. 2, we have discussed the work-related
trustworthiness proposed by researchers and academicians. In Sect. 3, various algo-
rithms for computing the trust percentage and trusted location using trustworthi-
ness are discussed. In Sect. 4, computation of trustworthiness of node is presented.
Section 5 discusses the simulation environments and result analysis. Finally, we have
concluded the paper with future direction for further research in Sect. 6.

2 Related Work

The geographical constraint restricts the movement of the vehicles in VANETs.
Furthermore, the vehicles, due to dependent velocities, are spatially dependent on
each other. As a result, the quality of connectivity largely depends upon the quality
of communication link [5–8]. When a new node (i.e., vehicle) joins the network, its
validation is essential to maintain security of the network. A trust-based evaluation is
proposed in [6, 9, 10] based on security authenticationmechanisms. The authors have
classified themas direct authentication and indirect authentication. The directmethod
is based on the historical security event records. Whenever nodes and authority unit
communicate each other, the events relating to security are recorded in their database.
The authentication units (AUs) that belong to a particular organization can easily
share the same database. The recorded data is very much useful in determining
credibility of a newly joined node. When a group of nodes are communicating,
it solely depends on their decision to accept a new node or not. The acceptance
of a new node depends on trust value and recommendation given by other nodes.
If selfish nodes exist in the network, it is possible that they may deny the new
vehicle node. This condition of the network is undesirable, and this degrades the
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overall performance of the network. So, the presence of malicious nodes needs to
be identified before computing the indirect trust value in the indirect method. In
this scheme, correlation coefficient of the recommendation trust value is used for
distinguishing malicious nodes. This helps in discarding the recommendation of
trust values received from malicious nodes. Trust evaluation based on the historical
security events and recommendation is discussed in [11].

There is a huge scope of work in trust management for point-to-point networks,
wireless sensor networks (WSNs), VANETs, mobile ad hoc networks (MANETs),
etc. The trust establishments for VANETs discussed in [12–14] are very less. In [12],
authors discussed a trust computation method based on Perron–Frobenius theorem
for VANETs. The trust management based on AHP [13] provides a secure alternative
to replace the current security mechanism. A trust and reputational infrastructure-
aided approach TRIP for VANETs is discussed in [14]. The trust value is computed
with the help of reputation score given by other vehicles. In [15], authors discussed
the intrusion detection system by using watchdog scheme for evaluating them. In
[16], authors devise two techniques that improve throughput for ad hoc network. In
[5] introduce an intrusion detection scheme, which produces a more realistic system,
this system is more reliable in handling malicious nodes. The currently available
trust management schemes and works focus on evaluating and protecting the privacy
of messages.

3 Methodology

We have proposed the following schemes for finding the trusted location of vehicle.
Firstly, trust percentage of information is computed by using the responses received
from vehicles. Based on this, we have calculated the trust percentage of the informa-
tion on the basis of the number of request and number of positive responses. In this
particular case, the trust percentage of the information is calculated. Each vehicle
giving the positive response about the information will be rewarded as points for its
true information providing, thus calculating the trustworthiness of each node present
in the network. In the second case when the trust is below 50%, then instead of going
to RSU or TA the vehicle will ask the trustworthiness of the each node in the network
and take the response of the most trustworthy node.

3.1 Computation of Trust Percentage of Vehicles

In this case, vehicle wants to find that whether the location information is present
or not. It could be about anything like nearby hospitals and hotels. So the source
vehicle broadcast the request (REQ) message to its neighbor vehicles. The neigh-
boring vehicles of the source vehicle reply to REQ with reply (REP) messages. The
source node received REP messages from its neighbour nodes, depending upon true
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responses vehicle will be rewarded a (+1) point and its number of true response will
be updated. The trust value is computed by source node based on REP messages.
In our work, we have proposed four cases for calculating the trust percentage of
whether the location is present or not.

Case 1 (Computation of trust percentage of location present using vehicle): The
source node received REP messages from its neighbour nodes and compute ratio of
trusted information about a location. If source vehicle receives REP messages from
10 nodes and 6 nodes replied that the location information is present and 4 nodes
replied with no information is available i.e. false reply. Every true response received,
and the vehicle will be rewarded one point thus increasing its trustworthiness. In this
scenario, the ratio is [(6/10) * 100] � 60% of the trusted information about location.
The source vehicle may trust broadcast location till it is above 50%; otherwise, a
vehicle can compute location using case 2.

Case 2 (Computation of trusted location using trustworthiness of themost trust-
worthy node): In this case, we have assumed that at every true response of the vehicle,
we will count the total number of true responses of the vehicles and the total number
of the responses of the vehicle. Thus, we will calculate the trustworthiness of each
node present in the network by dividing the total number of true responses by the
total number of responses multiplied by 100. Now, thus, when the trust percentage
of the information is below 50%, source node will directly ask the most trustworthy
node and the response from the most trustworthy node will be more reliable.

Case 3 (Computation of trusted location using RSU): In sparsely populated
network scenario, sometimes it is possible that source vehicle is alone plying. In this
scenario, the particular vehicle collects information from Road-Side Units (RSUs).
The location information received from RSU is fully trusted. In case there is no
neighboring node andRSUavailable to the source node, then the location is computed
with the help of Case 4.

Case 4 (Computation of Trusted Location Using Trust Authority (TA)): The
source vehicle asks for the location information from trusted authority (TA) (e.g.,
police vans, ambulance, and post office vehicles).

4 Computation of Trustworthiness of Node

For the calculation of the trustworthiness of the node, a buffer is maintained at every
node. This buffer will maintain the information regarding the trustworthiness of the
node. On the basis of the buffer information, the source vehicle will choose the
most trustworthy node among the various vehicles in the range of the source vehicle.
Source vehicle, when found the trust percentage of the information and ask the most
trustworthy node and the reply from the most trustworthy node, will be final. The
proposed working of the scheme involves these steps.
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Table 1 Trustworthiness of nodes

Total number of responses by
the vehicle

Total number of true responses
by the vehicles

Trustworthiness of the
vehicles in percentage

50 50 100

50 45 90

50 40 80

50 35 70

50 30 60

Step 1

Source vehicle broadcast REQ message to its neighboring vehicles and vehicles
responding with positive reply will be awarded one point. A buffer is used for stor-
ing these awarded points. Also, two different counters are used to keep record of
responses received from vehicle. One of the counters stored the total number of true
responses received from the vehicle, and the other keeps the record of total number
of responses received.

The trustworthiness of a node computed according to Eq. 1

Trustworthiness �
(
Total Number of True Response

Total Number of Response

)
× 100 (1)

Step 2

At each response, there is always update among the counters of the nodes regarding
their total true response and total responses, thus updating the trustworthiness of each
node.

Step 3

If at a certain point of time trust percentage of information is below 50%, then the
vehicle will ask the trustworthiness of the nodes within the communication range,
thus sharing the buffer data stored at each node among all the nodes present in the
communication range (Table 1).

Table 2 Simulation
parameters

Parameter Value

Number of nodes 10, 20, 30, 40, 50

Simulated area 1000 × 1000

Antenna Omnidirectional

Transmission range of node 150 m

Simulation time (in seconds) 1000

IDE) NetBeans 8.0.2 J2SE
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Table 3 Number of node exists within the transmission range of different source node

Node density Number of node within the range

Source node: 2 Source node: 3 Source node: 7

10 6 9 9

20 13 19 19

30 20 29 29

40 27 39 39

50 34 47 46

Table 4 Trust percentage of source nodes with variable node density

Number of nodes Trust percentage source nodes

2 3 7

10 33.33 67 55

20 46.15 57 42

30 40.00 51 41

40 44.44 43 48

50 44.11 38 43

5 Simulation and Result Analysis

In this paper, we are implementing our scheme onNetBeans IDE 8.0.2 J2SE. VANET
scenario composed of 10–50 vehicles distributed in an area of 1000× 1000 units, and
the maximum range of vehicles is 150 m. Vehicles are considered to be at a traffic
point situation. Here, we have arbitrarily considered nodes 2, 3, and 7 as source
nodes and with a different number of nodes present in the range. The network size
gradually increases from 10, 20, 30, 40, and 50. The source nodes (i.e. node 2, 3, 7)
are broadcast messages to know whether a location is present or not. The number of
nodes within the transmission range of source node for a particular time shown in
Table 3. The trust percentage of the information computed after getting the response
from other nodes fall within the transmission range. In different node densities, the
trust of source nodes 2, 3, and 7 is computed as shown in Table 4. In Table 5, we have
computed the trustworthiness of the each node present in the simulation scenario
with various source nodes as 2, 3, and 7 (Table 2).

5.1 Scenario 1 (Source Node Is 2)

Figure 1 shows the node deployment of various nodes considered for simulation.
Figure 2 shows the trust percentage of source node 2 under different node densities.
The trust percentage obtain is always below 50% in different node density. For source
node 2 in Table 5 and Fig. 9, nine nodes present in the network whose trustworthiness
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Table 5 Trustworthiness of each node

Node ID Source node Node ID Source node

2 3 7 2 3 7

1 41 47 66 26 30 66 77

2 0 47 50 27 40 46 55

3 41 0 41 28 0 40 80

4 66 47 58 29 0 46 77

5 66 52 33 30 0 60 55

6 50 41 58 31 44 57 37

7 33 58 0 32 55 42 62

8 0 41 58 33 55 60 62

9 0 64 58 34 44 66 50

10 0 29 41 35 40 50 75

11 36 62 63 36 66 42 87

12 69 56 45 37 44 64 25

13 63 56 45 38 0 71 50

14 63 43 63 39 0 57 50

15 45 43 45 40 0 35 62

16 36 43 45 41 75 46 100

17 45 37 18 42 37 38 50

18 0 51 81 43 37 69 50

19 0 68 45 44 66 46 0

20 0 31 45 45 37 38 50

21 40 46 66 46 37 53 100

22 30 68 55 47 37 53 0

23 30 66 55 48 0 46 0

24 30 60 66 49 0 0 50

25 50 60 33 50 0 0 50

is above 50%. It can ask the node 41 directly with the trustworthiness of 75%. The
answer by this node would be more reliable in comparison to the first technique
which was just asking to the nodes for the information without any prior knowledge
of the nodes participating for the trust calculation (Fig. 3).

5.2 Scenario 2 (Source Node Is 3)

Figure 4 shows the deployment of nodes for source node 3. Now, in Fig. 5, it observed
that twice trust percentage goes below 50. To overcome such situation, Table 5 and
Fig. 6, there are 23 nodes present in the network whose trustworthiness is above 50%
and one being 71% as the highest trustworthy node. Thus in such a situation, we
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have a chance to test the information on a better scale and have a better results. It can
ask the node 38 directly with the trustworthiness of 71%. The answer by this node
would be more reliable in comparison to the first technique which was just asking to
the nodes for the information without any prior knowledge of the nodes participating
for the trust calculation. In this particular scenario, we can also notice that time to
take decision will be much less if we have to take request and response from one
vehicle.

5.3 Scenario 3 (Source Node Is 7)

Figure 7 shows the node deployment for source node 7. In Fig. 8, trust percentage is
above 50% only when the number of node in the network is 10 and for other node
density the values goes below 50. To overcome this problem, from Table 5 and Fig. 9,
we can see that there are 24 nodes present in the network whose trustworthiness is
above 50% and two being 100% as the highest trustworthy nodes. Thus in such a
situation, we have a chance to test the information on a better scale and have better
results. It can ask the node 41 or 46 directly with the trustworthiness of 100%. The
answer provided by this node would be more reliable in comparison to the first
technique which was just asking to the nodes for the information without any prior
knowledge of the nodes participating for the trust calculation. Here we can notice
that the source node 7 has an option of two nodes in the range that too with 100% of
trustworthiness. Thus in this particular case would be like it is better to go for such
vehicle which has its trustworthiness 100% instead of trust percentage below 50%.

Fig. 1 Node placement
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Fig. 2 Trust percentage of node 2 with varying node density
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Fig. 3 Trustworthiness of each node w.r.t node 2

6 Conclusion and Future Direction

We can see the variation in trust percentage of information when we increase the
number of nodes and thus increasing the number of responses. Now we can use the
trustworthiness of the each node and can find the most trustworthy node. Request
the most trustworthy node, and the response of the most trustworthy node will be
more reliable when the trust percentage of the information is below 50%. Thus we
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Fig. 4 Node placement during simulation (source node � 3)
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Fig. 5 Trust percentage of node 3 with varying node density

found that our proposed scheme is more reliable in finding the genuiness of requested
information and gives a more satisfactory response to the situation. Thus, we find
that the above technique is more worthy for the current situation proposed in this
paper.

There is a lot to emphasize on in this area such as reducing the response time
of the vehicles in serious conditions. We must focus on bringing those schemes
which could handle the openness in the environment of the VANETs. There could be
various ways of handling the situation if we can come up with it may result in much
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Fig. 6 Trustworthiness of each node (source node is 3)

Fig. 7 Node placement during simulation (source node � 7)

more accuracy. There are many issues in which VANET scenario could be handled
in better ways. The whole concept revolves around if we could find a way to check
whether the response is trustworthy or not. So considering such scenario, we must
try to progress our work for further improvement.
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Fig. 8 Trust percentage of node 7 with varying node density
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Fig. 9 Trustworthiness of each node (source node is 7)
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Implementation and Analysis of Energy
Efficiency of M-ary Modulation Schemes
for Wireless Sensor Network

Samir Ahmad Sheikh and Sindhu Hak Gupta

Abstract In a wireless sensor network because of the path loss, there is a consid-
erable difference in the signal strength from the transmitted node to receiving node.
Path loss is a crucial factor for a WSN, and it may be evaluated using stochastic,
deterministic, or empirical methods. For aWSN, it is challenging task to optimize the
transmission power, reliability, and data rate in the presence of path loss. Choice of
appropriate modulation scheme is the most important aspect of the physical layer. As
optimum modulation scheme is capable of minimizing the error and making WSN
more reliable. In this paper, a new approach is considered to relate path loss of the
WSN to M-ary modulation schemes. Critical comparative analysis for M-ary FSK
and M-ary PSK is done for the case scenario. Performance is analyzed for free space
earth model and plane earth model. Results indicate that PSK is more reliable than
FSK, whereas the data transmission rate for FSK is greater than PSK. Power required
to transmit the data in FSK is less than less.

Keywords Path loss · Data rate · Power transmitted · PSK · FSK · Reliability

1 Introduction

Awireless sensor network (WSN) is the combination of autonomous devices. These
autonomous devices are spatially scattered and are used formonitoring and recording
physical parameters like pressure, temperature, humidity, EEG, and ECG for envi-
ronment or living body, respectively [1]. Based on this fact, WSN has got various
applications in upcoming fields like wireless body area network (WBAN), emer-
gency relief, and precision agriculture (PA). Wireless sensor networks are used in
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different fields to gather the information, and thus collecting the information, the
sensor nodes communicate with each other and pass the information further to clus-
ter head. Cluster heads transmit it to the base station and from that it is processed and
examined. But while communicating with each other they face attenuation, fading,
noise and path loss [2, 3]. The prime focus is energy efficiency between the sensor
nodes, as low battery power and limited computation capability are inherent features
of sensors. This may cause data loss evaluation of transmitting signal. This leads for
advanced design methodologies to address the energy content in any wireless sensor
network. For this research paper, main focus would be path loss, power transmitted,
data rate, and reliability between two sensor networks.

Path loss models are used to abstract the actual characteristic of the sensor nodes
in the wireless sensor network. The appropriate modeling of the propagation and
path loss is of predominant in the WSN system analysis and design [4]. Most impor-
tant parameters of any WSN are energy dissipation, reliability, route optimization,
decision support system, data rate, power transmitted, reliability, and connectivity.
The sensor nodes which are used in the precision agriculture communicate with each
other and have low power efficiency. Power to the nodes is usually provided by the
batteries. But batteries have a finite energy and need replacement when depleted,
which increase the maintenance cost. Path loss is one of the important parameters
used to evaluate the performance ofWSN. This factor depicts the difference between
which exists between the transmitted power and the received power. There are dif-
ferent types of path loss models like free space path loss model, plane earth path loss
model, and COST 231 [2, 3]. These all models are all in terms of the frequency. But
newmodels correlate path loss to different modulation schemes which are developed
for a wireless sensor network.

In every WSN modulation scheme, it plays an important role in transmitting
the information in an efficient way. There are different types of M-ary modulation
schemes that exist in the literature which govern the transmission of data because
of the three fundamental parameters as frequency, time, and phase. These digital
modulation schemes include basic schemes such as M-ary frequency shift keying,
M-ary phase shifting keying, and amplitude shifting keying (ASK). But our focus
is on M-ary phase shift keying and M-ary frequency keying. The choice of efficient
modulation schemes is important for reliable communication in wireless sensor net-
work [5]. Using M-ary modulation schemes in transmission of data can reduce the
transmission time by sending multiple bits per symbol, and it results in the tangled
circuitry and increased radio power consumption. The trade-off parameters are for-
mulated in and it is concluded that under start-up power most influential conditions,
the binary modulation scheme is more efficient. So in any wireless sensor network,
crucial point is the choice of modulation scheme by which the life time, efficiency,
and reliability of the sensor nodes can be increased. Several factors like data rate
and symbol rate, reliability, power transmitted, data rate, and path loss have been
analyzed in order to determine the efficiency of different M-ary modulation schemes
[5]. This will lead to improve the performance, life time, and reliability of the sensors
in a wireless sensor network. The main contribution of this paper is:
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• To develop a mathematical model that correlates path loss to M-ary modulation
schemes;

• With the help of simulation results analyze the performance of M-ary PSK and
M-ary FSK for considered schemes.

2 System Model

The systemmodel is defined for a wireless sensor network model which is linear and
the nodes are linearly spaced and are equidistant to each other with a fixed distance
of 10 m. The total numbers of nodes are fixed, and each node is homogenous. In this
scenario, receivers are assumed to be synchronized for simulation. The communica-
tion between the sensor and the sink is wireless. To evaluate the path loss plane earth
path loss (PE) and free space path loss model (FS) can be used.

Free space path loss model is derived from path loss equation and which is
expressed in dBm [2, 3]. The application of the model can be conceivably applied
to development as the minimum level for the computation of the path loss as this
Eq. (1) represents free space plane path loss model.

PL(dBm) � −27.56 + 20 log10( f ) + 20 log10(d) (1)

where d is the distance between the sender and the receiver node in meters, and f is
the frequency in Mhz.

For frequency of 2.4 Ghz, Eq. (1) becomes:

PL(dBm) � −27.56 + 20 log10(2400) + 20 log10(d)

PL(dBm) � 40.40 + 20 log10(d)

20 log10(d) � PL − 40.40

d � 10(PL−40.40)/20. (2)

Plane earth path loss model is derived from path loss equation and which is
expressed in dBm [2, 3]. The estimated path loss is expressed as follows:

PL(dBm) � 40 log10(d) − 20 log10(ht) − 20log10(hr) (3)

where ht and hr are height of transmitter and receiver antenna in cms, and d is the
distance between the transmitter and the receiver node in meters. For ht � hr �
13 cm, Eq. (3) can be written as follows:
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PL � 40 log10(d) − 20 log10(0.13) − 20log10(0.13)

PL � 40 log10(d) + 35.44

40 log10(d) � PL − 35.44

d � 10(PL−35.44)/40 (4)

In a WSN, it has been stated in [6] that energy per bit Eb in M-ary modulation
schemes may be represented as given in Eq. (5)

Eb

No
� SNR · 1

R
� Prevd

No
· 1

R

� 1

No · R
Pt · Gr · G t · λ2

(4π)2 · dy
o · L

(
do
d

)γ

(5)

where G t · Gr and γ are gain of the transmitter, gain of receiver antenna, and path
loss exponent, respectively, and R is data rate, Pt is the power transmitted, and Ea

No

is the ratio between the energy per bit and the noise level which is fix for different
M-ary modulation schemes.

A novel mathematical relation is proposed using Eqs. (2) and (4) in Eq. (5) which
correlates path loss to different modulation schemes and is developed for a WSN.
Path loss can be related to the power transmitted and the data rate by keeping one as
the constant. For M-ary PSK and FSK modulation schemes using Free Space Path
Loss model which correlates power transmitted, data rate with the Path Loss:

Pt � Eb

No
× N0 · R · (4π)2 · L

G t · Gr · λ2
× 10

γ (PL−40.04)
20 (6)

For M-ary PSK and FSKmodulation schemes using Plane Earth Path Loss model
which correlates power transmitted, data rate with the Path Loss:

Pt � Eb

No
× No · R · (4π)2 · L

G t · Gr · λ2
× 10

γ (PL−35.44)
40 (7)

where γ is path loss exponent�3.5, do � 1m,Gr � G t �L �1, R (data rate) and
No(noise level)� −180 dB.

Using Eq. (6) and (7) in Eq. (8), reliability [1] can be expressed in terms of path
loss for both free space path loss model and earth space path loss model.

Reliablity � W log2

(
1 +

Pt ∗ |h|2
No ∗ W

)
(8)

whereW is the bandwidth, and since in this scenario ISM band is assumed, the value
of W will be 2.4 GHz.
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Table 1 Eb
No

[dB] required for M-ary FSK and M-ary PSK [6]

m 2 4 8 16 32 64

M-ary PSK:
Eb
No

10.5 11 14 18.5 23.4 28.5

M-ary FSK:
Eb
No

13.5 10.8 9.3 8.2 7.5 6.9

From the data base, different M-ary modulation schemes can be analyzed. The
table below shows the variation of Eb

No
with changing the value of M for PSK and

FSK modulation schemes [1] (Table 1).
The proposed mathematical systemmodel operates over M-ary modulation under

different conditions. These conditions include increasing number of modulation lev-
els and Eb

No
which is different for different modulation schemes [6, 4].

3 Results and Discussion

In order to determine the performance of the system,we compare different parameters
like power transmitted, data rate, and reliability with the path loss in a wireless sensor
network using free space earth path loss model and plane earth path loss model.

Figures 1 and 2 illustrate the effect of path loss on the power transmitted for
M-ary modulation schemes (PSK and FSK) using free space path loss model. From
the above figures, it is observed that as the path loss increases, there is an increase
in the power transmitted. With increase in the number of bits, the power required to
transmitted increases but for M-ary FSK less power to transmit the data as compared
to the M-ary PSK.

Fig. 1 Power transmitted
versus path loss using free
space earth path loss model
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Fig. 2 Power transmitted
versus path loss using free
space earth path loss model
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Figures 3 and 4 illustrate the effect of path loss on the data rate for M-ary modula-
tion schemes (PSK and FSK) using free space path loss model. It is observed as the
path loss increases, the data rate decreases, and with increasing, the number of bits
the data rate to transmitted information increases but for M-ary FSK shows better
data rate as compared to the M-ary PSK.

Figures 5 and 6 illustrate the effect of path loss on the reliability for M-ary mod-
ulation schemes (PSK and FSK) using free space path loss model. It is observed
that with increasing the number of bits, the reliability to transmitted information
increases but for M-ary PSK shows better reliability as compared to the M-ary FSK.

Figures 7 and 8 illustrate the effect of path loss on the power transmitted for
M-ary modulation schemes (PSK and FSK) using plane earth path loss model. It is
observed that with increasing the number of bits, the power required to transmitted
information increases but forM-ary FSK less power to transmit the data as compared
to the M-ary PSK.

Fig. 3 Data rate versus path
loss using free space earth
path loss model
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Fig. 4 Data rate versus path
loss using free space earth
path loss model
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Fig. 5 Reliability versus
path loss using free space
earth path loss model
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Fig. 6 Reliability versus
path loss using free space
earth path loss model
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Figures 9 and 10 illustrate the effect of path loss on the data rate for M-ary
modulation schemes (PSK and FSK) using plane earth path loss model. It is observed
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Fig. 7 Power transmitted
versus path loss using plane
earth path loss model
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Fig. 8 Power transmitted
versus path loss using plane
earth path loss model
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Fig. 9 Data rate versus path
loss using plane earth path
loss model
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that with increasing the number of bits, the data rate to transmitted information
increases but for M-ary FSK shows better data rate as compared to the M-ary PSK.
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Fig. 10 Data rate versus
path loss using plane earth
path loss model
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Figures 11 and 12 illustrate the effect of path loss on the reliability for M-ary
modulation schemes (PSK and FSK) using plane earth path loss model. It is observed
that with increasing the number of bits, the reliability to transmitted information
increases but for M-ary PSK shows better reliability as compared to M-ary FSK.

Tables 2 and 3 illustrate the variation in the power transmitted, data rate, and
reliability at path loss of 10 dBm. Clearly, it satisfies the results which are above
mentioned. But when comparing the results of free space path loss model and the
plane earth path loss model, the plane earth path loss model illustrates the better
results in terms of power transmitted, reliability as compared to the free space earth
path loss model. Data rate is less in plane earth path loss model as compared to free
space earth path loss model.

Fig. 11 Reliability versus
path loss using plane earth
path loss model
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Table 2 Effect of path loss on M-ary modulation schemes in wireless sensor network at PL�
10 dBm using free space path loss model

M-ary modulation Power
transmitted (mW)

Data rate (kbps) Reliability

2-FSK 12.50 × 10−10 2.26 × 1015 18.10 × 105

4-FSK 6.71 × 10−10 4.39 × 1015 9.66 × 105

8-FSK 4.75 × 10−10 6.20 × 1015 6.85 × 105

16-FSK 3.69 × 10−10 7.99 × 1015 5.32 × 105

32-FSK 3.14 × 10−10 9.39 × 1015 4.53 × 105

64-FSK 2.73 × 10−10 10.7 × 1015 3.94 × 105

2-PSK 6.28 × 10−10 4.70 × 1015 9.04 × 105

4-PSK 7.03 × 10−10 4.19 × 1015 1.01 × 106

8-PSK 1.40 × 10−9 2.10 × 1015 2.02 × 106

16-PSK 3.95 × 10−8 7.63 × 1014 2.71 × 106

32-PSK 1.22 × 10−8 2.36 × 1014 1.75 × 107

64-PSK 3.95 × 10−8 7.60 × 1013 5.65 × 107

Table 3 Effect of path loss on M-ary modulation schemes in WSN at PL�10 dBm using plane
earth path loss model

M-ary modulation Power
transmitted (mW)

Data rate (kbps) Reliability

2-FSK 1.34 × 10−6 2.23 × 1012 15.39 × 108

4-FSK 7.21 × 10−7 4.15 × 1012 9.09 × 108

8-FSK 5.10 × 10−7 5.87 × 1012 6.67 × 108

16-FSK 3.96 × 10−7 7.87 × 1012 5.29 × 108

32-FSK 3.37 × 10−7 8.89 × 1012 4.55 × 108

64-FSK 2.93 × 10−7 10.29 × 1012 4.00 × 108

2-PSK 6.73 × 10−7 4.45 × 1012 8.56 × 108

4-PSK 7.53 × 10−7 3.97 × 1012 9.47 × 108

8-PSK 1.50 × 10−6 1.99 × 1012 1.68 × 109

16-PSK 4.24 × 10−6 7.06 × 1011 3.52 × 109

32-PSK 1.31 × 10−5 2.23 × 1011 6.46 × 109

64-PSK 4.24 × 10−5 7.06 × 1010 1.01 × 1010
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Fig. 12 Reliability versus
path loss using plane earth
path loss model
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4 Conclusion

This paper analyzes the performanceof differentM-arymodulation schemes likePSK
and FSK for wireless sensor networks. The aim is to analyze the energy efficiency,
reliability, data rate, and lifetime of the sensor nodes. For the considered scenario,
better modulation strategy to minimize the total power transmitted and data rate
is required to send a given number of bits. Also evaluate reliability of free space
earth model and plane earth model is analyzed, and the results are validated. Results
indicate that PSK is more reliable than FSK, whereas the data transmission rate for
FSK is greater than PSK. Power required to transmit the data in FSK is less than PSK.
Plane earth path loss model illustrates the better results in terms of power transmitted
and reliability as compared to the free space earth path loss model. Data rate is less
in plane earth path loss model as compared to free space earth path loss model.
With increasing the number of bits the power required to transmit the data increases
but for M-ary PSK less power to transmit the data as compared to the M-ary FSK.
The obtained results can be used as a design approach for modulation techniques in
wireless sensor network.
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Protecting Multicast Sessions Against
Single-Link Failure in Survivable WDM
Mesh Networks

B. Mohapatra and Kunal Sain

Abstract Optical fiber network happens to be dominant transport medium because
of its high data-carrying capacity. A single fiber failure in such networks can disrupt
the information disseminated to several destination nodes, resulting in huge loss
of data. Thus, it is imperative that multicast sessions in WDM networks should
be protected from fiber failures. In this paper, we propose three novel protection
schemes to protect multicast sessions against single fiber cut. The proposed schemes
reduce the amount of network resource used by a session by reducing the number of
branching in themulticast tree. As it is observed thatmore the number of leaf nodes in
the multicast tree, more is the amount of network resource required to protect it. The
performance of the proposed schemes is evaluated and compared with the reported
state-of-the-art algorithm in the presence of dynamic traffic. An improvement of
7–15% is achieved using blocking probability as a performance metric.

Keywords Multicasting · Protection · Survivability
Wavelength-Division multiplexing

1 Introduction

Recent development in the field of optical networking, especially in WDM technol-
ogy, high-bandwidth applications (both unicast and multicast) such as video confer-
encing, multiplayer gaming, high-definition television, movie broadcast, and other
bandwidth-intensive real-time applications, has become very popular. OpticalWDM
network will perhaps also be used as the backbone for tomorrow’s Internet. An effi-
cient method of achieving multicast is through establishment of a multicast tree, with

B. Mohapatra (B)
Department of Electronics and Communication Engineering, School of Electrical, Electronics and
Communication Engineering, Galgotias University, Greater Noida 201310, India
e-mail: writetobm@gmail.com

K. Sain
Oracle India Pvt. Ltd., Bangalore 560025, India

© Springer Nature Singapore Pte Ltd. 2019
L. C. Jain et al. (eds.), Data and Communication Networks, Advances in Intelligent
Systems and Computing 847, https://doi.org/10.1007/978-981-13-2254-9_7

69

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2254-9_7&domain=pdf
mailto:writetobm@gmail.com
https://doi.org/10.1007/978-981-13-2254-9_7


70 B. Mohapatra and K. Sain

the destination nodes as the leaf or intermediate nodes and the source as the root node.
In case of optical networks, such a multicast tree is often known as a light-tree.

In order to support multicasting, in optical WDM networks, the network nodes
must be equipped with multicast-capable wavelength-routing switches (MWRSs)
[1] or optical cross-connects (MC-OXC) [2]. Multicast-capable wavelength-routing
switches (MWRSs) replicate a bit stream fromone input port tomultiple output ports.
MWRS use opaque cross-connects to perform optical–electronic–optical (O/E/O)
conversion. A signal arriving on the input fiber link is replicated into multiple copies
in the electronic domain. One copy is dropped locally at the node, and the remaining
copies are switched to different channels on outgoing fibers. Full wavelength conver-
sion is inherent in such cross-connects and, hence, no explicit wavelength convertors
are needed.

Fiber cuts in an optical network lead to huge loss of data, (generally in the order
of terabytes). In the case of a single fiber failure in a unicast session, only one single
destination is affected. However, even a single-link failure in a multicast session can
be devastating as it causes communication failure to multiple destinations. Thus,
provision of adequate backup is essential in optical network to provide survivable
multicast-based applications. The problem of designing survivable WDM network
to support multicast-based applications is more challenging than to provide unicast-
based applications. The problem gets increased when the number of destinations gets
increased (especially when capacity sharing is taken into consideration).

A. Definition

In this section, some of the terms that are defined have been used throughout the
paper.

Light-path: In an optical network, it is a point-to-point path of light through which
data is transferred.
Light-tree: In case of multicast sessions, the source and destinations are linked
by a collection of light-paths. For a particular multicast session, the collection of
light-paths connecting the source and the destinations form a light-tree.
Link-disjoint: Two paths/trees are said to be link-disjoint if they do not have any
common link among them.
Spanning tree: A spanning tree T of a connected, graph G is a tree composed of all
the vertices and some (or all) of the edges of G.

B. Related work
Significant work has been done to protect and restore light-paths for point-to-
point communication [3–6]. Several schemes, such as path protection, sub-path
protection and link protection with or without resource sharing, have been pro-
posed. Since a single fiber cut may cause serious data loss in case of multicas-
ting than an individual light-path, hence, protection of multicast session from a
single-link failure has been considered in recent literature [7–11].

One of the simplest solutions to the problem of protecting multicast tree is by
computing a link-disjoint backup tree. Two link-disjoint trees together can provide
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dedicated 1+1 protection to the multicast session. However, this scheme leads to
usage of excessive network resources. Link protection scheme is proposed in [12].
In this scheme, for each link on the light-tree, a backup route is derived. This scheme
suffers from the obvious disadvantage of enormous network resource usages. In [10],
the authors proposed SDS (Shared Disjoint Segment), a segment protection scheme
and OPP_SDP (Optimal Path Pair-based Shared Disjoint Paths), a path protection
scheme. A segment in a multicast tree is a sequence of nodes from the root or a
splitting point to a leaf or another downstream splitting point. In SDS, each segment
in the primary light-tree is protected using link-disjoint backup path. In OPP_SDP,
a link-disjoint path pair is found for each destination. There is also provision for
sharing of a common link between different path pairs (i.e., between primary and
backup; as well as, backup and backup of the same session). However, both the above
algorithms (i.e., SDS and OPP_SDP) do not take into account the concept of spare
capacity sharing among different multicast trees.

The author proposed two new schemes in [13] based on ADALINE (average
number of destination nodes that are affected by a single-link failure). Assuming
a multicast session has a source ‘S’ and four destinations ‘A’, ‘B’, ‘C’, ‘E’. Costs
of the links are shown adjacent to the links. Then the ADALINE is calculated as
follows: failure of the links S–A, A–B, A–C and B–F affects 4, 2, 1 and 1 destination,
respectively. Hence, the ADALINE is calculated as 8/4�2. On an average, a single-
link failure will prevent 2 destination nodes.

Example Network 

A modified version of the state-of-the-art scheme OPP_SDP and named as mul-
ticast protection through spanning paths (MPSP) is presented in [14]. A spanning
path is defined as a path in a multicast tree which extends from a leaf node to
other leaf nodes. Here, the authors consider three kinds of backup path sharing,
such as self-sharing, intra-request sharing, and inter-request sharing. Self-sharing
scheme suggests sharing of path among primary and backup path in a primary light-
tree. Intra-request sharing scheme suggests sharing of path among different backup
paths to different destinations in a primary light-tree. Whereas, inter-request sharing
schemes considers, sharing of backup paths of two different primary light-tree under
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single-link failure assumption. The result shows significant improvement in terms
of average cost and blocking probability over the OPP_SDP scheme. The author
assumes that wavelengths reserved in a fiber can be used in forward and in back-
ward directions by reconfiguring the switches. However, this assumption cannot be
achieved practically.

Cost and blocking probability can be reduced by removing the residual links from
the backup paths of protected tree are presented in [15]. On the basis of the above
theory, the author presented two algorithms, named as, OPP-RRL (Optimal Path Pair-
based Removing Residual Links) and SLP-ARL (Source Leaf Path-based Avoiding
Residual Links). The basic idea is presented here, using the example network. First
derive the backup paths for all the individual links of the primary light-tree. S–C–A
for S–A, S–C for A–C, C–D–B for A–B and B–D–F for B–F, respectively, are the
backup paths for individual links. Instead of the above, one backup path may be
derived as S–C–D–E to provide connection between source and all the destinations.
Using this technique, the results claim marginal improvements over OPP_SDP in
terms of wavelength link cost and blocking probability.

Segment-based protection scheme is proposed in [16]. A segment is a link which
originates from the source or from intermediate nodes. Failure of a segment (link)
adjacent to the source node disrupts many destinations; hence, a huge of revenue loss
will occur. To overcome this problem, the author proposed segment-based protection
tree (SPT) scheme and claims a significant reduction of cost over OPP_SDP scheme.
A light-tree is constructed for a multicast session. For protection, another multicast
tree is constructed. Each protection tree is originated from the source and reaches
to every destination of the multicast session. Each segment of the primary tree is
protected by the protection tree; also, the protection tree can share wavelength links
with primary tree as well as another protection tree. Hence, it is a case of different
sharing approaches, such as self-sharing, intra-request sharing, and inter-request
sharing, already discussed.

P-cycle is another technology, which also applied to protect multicast sessions
is presented in [17–19]. This technique aims to constructs a cycle which traverse
through the source and all the destinations. Though this offers fast recovery time
(which is an important criterion for restoration), however, it is less capacity efficient.

Recently, elastic optical network (EON) has attracted the attention among the
researchers. To further increase the efficiency and data rate offered by the optical
network, coherent optical OFDM technique is a viable option. Based on this, the
author proposed bothmathematical and heuristicmodels to protectmulticast sessions
in [20].Here, a shared-based protection strategy is adopted. Link-disjoint backuppath
is constructed for each source–destination pairs in the primary tree. The backup path
can be shared to protect several light trees under single-link failure assumption. As
the OPP_SDP is a state-of-the-art and widely accepted scheme, our objective is to
compare the proposed algorithm with the same. The future scope of this work is to
implement the proposed algorithms in EON for better results may be obtained in
terms of resource utilization.
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C. Our Contribution
In this paper, we propose three routing algorithms for protection ofmulticast con-
nection inWDM network. The Limited Splitting Spanning Tree (LSST ) Scheme
aims at minimizing the number of branching in the multicast tree with minimum
increase in resource utilization. This is because more the number of branching
more is the number of destination nodes that appear as the leaf nodes in the mul-
ticast tree. Thus, more network resource is required to protect the multicast tree.
Then it aims at linking each leaf node to the source node by a path which is link-
disjoint to the primary light-tree. Our second algorithm is an enhanced version
of LSST Scheme, called enhanced LSST scheme (ELSST ) which uses the same
concept as the LSST Scheme in order to derive the primary light-tree. However, it
aims at maximizing self-sharing between the backup path and the primary light-
tree. Our third algorithm, the Circular Path Session Protection (CPSP) Scheme
tries to put all the participating nodes of a particular session (source and destina-
tions) into a cycle, thus providing effective use of backup resources to establish
a protected multicast session. In each of the above-mentioned algorithms, we
use two different concepts for evaluating the usage cost of a link:

• Length of the link or other physical costs (i.e., hop count, etc.) of getting data from
one end to the other.

• Usage of the link. This means that the more the number of wavelengths in a link
is used, the more costly it is.

We also evaluate the performance of an existing algorithm, OPP_SDP [10], which
we believe to be a state-of-the-art algorithm, based on the above two cost parameters.
However in [10], the authors have evaluated their algorithm only on the basis of
physical link cost.

The organization of the paper is as follows. Section 2 describes the assumptions
and calculation of link usage cost for the schemes. Section 3 illustrates the proposed
algorithms in details. Results and discussions are presented in Sect. 4. Finally, Sect. 5
concludes the paper with future scope of the work.

2 Problem Formulation and Assumptions

A. Problem Definition
The problem of protecting multicast sessions in WDM Networks can be stated
as follows:

• The network is given asG� (V , E) whereG is a weighted undirected graph 1.
V is the set of vertices or network nodes. E is the set of edges or optical fiber
links, each link has a capacity of carrying a maximum of W wavelengths.
Each link x ∈ E has a positive cost assigned to it representing the cost of
moving traffic from one end to the other.
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• Wealsomake the assumption that each node is equippedwith switches capable
of performing full wavelength conversion (MWRSs) and light splitters.

• We represent a multicast session as R(s, D, k) where s is the source, D is the
set of destinations, and k is the group size (including the source), i.e. (no of
Destinations served+1). The connections are considered to be unidirectional
from the source to the destination. If the routing algorithm is able to discover
sufficient resources to establish the protected multicast session, only then the
session is established else it is considered to be a blocked session.

Our objective is to maximize the number of protected multicast sessions with
minimum possible consumption of network resources.

B. Link Usage Cost
As mentioned earlier, we calculate the link usage cost in two different ways:

• Taking into consideration the physical length of the link or other physical costs
(such as hop count, etc.) for getting the data from a node on one end of the
link to the node on the other end.

• Taking into consideration, the fraction of the number of available wavelengths
used up on the link by existing sessions.

While taking physical cost of the link as the link usage cost, the user might
consider the actual physical cost of data transmission through the link. However,
hop count is considered as themeasure of distance between any two nodes in this
work. Thus, we have taken the weight of every edge to be one. While evaluating
the link usage cost on the basis of the number of used-up bandwidths of a link,
we calculate the link usage cost as follows: We have used the above measure
of link cost in order to stop the quick use-up of available wavelengths in a busy
link. Even though this method leads to slightly costlier paths, it helps to spread
the load almost evenly over the whole network. An optimal link cost measure
would be to calculate the link cost based on both physical cost and availability
of wavelengths on the link.

Cij � Wij − Aij

Wij
× 100

where Cij is the link usage cost of the link (i, j).W ij is the capacity of the link (i,
j) in terms of number of wavelengths. Aij is the number of available wavelengths
on the link (i, j).

3 Proposed Schemes

The LSST (Limited Splitting Spanning Tree) Scheme
When a multicast request arrives, apart from allocating resource for establishing
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the session, some extra resources have to be reserved to protect it against single-link
failure. The approach to the problem is achieved in twomajor steps. Firstly, establish a
multicast tree whileminimizing the number of leaves. Reducing the number of leaves
generally tends to increase the cost of the tree. We try to keep this as minimum as
possible. Then, the scheme protects the multicast tree against single-link failure by
allocating some extra resources to the respective session.

Step 1 Allocating Resources for the Primary Light-tree—The objective while cal-
culating the primary light-tree is to reduce the number of branching while
ensuring that the excessive network resource is not used. In order to ensure
this, we use a modified form of Dijkstra’s algorithm for single source single
destination shortest path. Here we modify the algorithm to find the shortest
path between two nodes, one belonging to a set of source nodes and the
other belonging to a set of destination nodes. However if there are two sets
of path having equal length, the one with the source that was more recently
found is considered. Once a path is found between two nodes a and b, where
a ∈ S (set of sources) and b ∈ D (set of destinations), b is removed from
the set D and added to the set S. By repetitively applying this, the primary
light-tree is derived.

Step 2 Allocating Resources for the Backup Light-tree—In order to allocate
resources for the backup light-tree, we use a traditional approach. Simply
by joining the leaf nodes to the source node using paths that are link-disjoint
to the Primary Light-tree.

The LSST Scheme
Finding Primary Light-tree

(1) Q ← Source
(2) D ← Destinations
(3) While (D �� ∅ AND test �� 1)

(a) ∀x ∈ Q, set d[x] ← 0
(b) P ← ∅
(c) while (u /∈ D AND P �� V )

(i) u ← Extract_Min(d)

(ii) P ← P ∪ {u}
(iii) ∀y ∈ Ad j(u) AND y /∈ P

If d[y] > (d[u] + w(u, y))
(A) d[y] ← (d[u] + w(u, y))
(B) Pred[y] ← u

(d) If (u ∈ D)

(i) D ← D − {u}
(ii) Q ← Q ∪ {u}

(e) If (u /∈ D), set test � 1
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Finding Back-path
findBackupTree_LSST(AdjMatrix, PrimaryTree, Source)

(1) D ← lea f Nodes(Primary Tree)
(2) ∀x ∈ D

(a) Path ← graphshortestpath(PrimaryTree, Source, x)
(b) ad j ← Ad jMatri x
(c) ∀{y, z} ∈ Path

(i) ad j[y, z] ← 0
(ii) ad j[z, y] ← 0

(d) B_Path ← cstgraphshortestpath(ad j, Source, x)

The Enhanced LSST (ELLST) Scheme
The ELLST Scheme deals with the problem of protecting multicast sessions in almost
the same way as in the LSST Scheme.However this time we not only try to maximize
the amount of self-sharing, we also try to find backup paths for the leaf nodes that
use less network resource. We protect the session by connecting leaf nodes not only
to the source, but to “already protected” leaf nodes too. This algorithm too uses a
two-step approach to protect a multicast session.

Step 1 Allocating Resources for the Primary Light-tree—In order to allocate
resources for the primary light-tree, the algorithm use the same approach
that is used in the case of LSST scheme.

Step 2 Allocating Resources for the Backup Light-tree—In order to allocate reserve
the resources for the backup light-tree, a leaf node l1 is randomly chosen
from the set of leaf nodes L. Then the shortest path between the source s
and the leaf node l1 along the primary light-tree P1 is calculated. All the
links on the primary light-tree that are not in P1 are set to negligible cost
(in order to encourage self -sharing while guaranteeing that uselessly long
paths are not formed). A backup path which is link-disjoint to P1 joining s
and l1 is found. l1 is removed from the set L, while the source node s and l1
is added to the set S. Again a leaf node is randomly chosen from the set L,
say l2. Again the shortest path between the source s and this node l2 along
the primary light-path P2 is calculated. Now the shortest path, link-disjoint
to P2 between l2 and any node in the set S is calculated. Then l2 is removed
from the set L and added to the set S. This is continued until backup path for
all leaf nodes are found.

The ELSST Scheme
Finding Primary Light-tree

1. Q ← Source
2. D ← Destinations
3. While (D �� ∅ AND test �� 1)
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(a) ∀x ∈ Q, set d[x] ← 0
(b) P ← ∅
(c) while (u /∈ D AND P �� V )

(i) u ← Extract_Min(d)

(ii) P ← P ∪ {u}
(iii) ∀y ∈ Ad j(u) AND y /∈ P

If d[y] > (d[u] + w(u, y))
(a) d[y] ← (d[u] + w(u, y))
(b) Pred[y] ← u

(d) If (u ∈ D)

(i) D ← D − {u}
(ii) If Q ← Q ∪ {u}

(e) If (u /∈ D), set test � 1

Finding Back-path
findBackupTree_ELSST(AdjMatrix, PrimaryTree, Source)

1. D ← lea f Nodes(PrimaryTree)
2. S ← Source
3. ∀x ∈ D

(a) Path ← graphshortestpath(PrimaryTree, Source, x)
(b) ad j ← Ad jMatri x
(c) ∀link ∈ PrimaryTree, set linkCost � ε

(d) ∀{y, z} ∈ Path
(i) ad j[y, z] ← 0
(ii) ad j[z, y] ← 0

(e) B_Path ← cstgraphshortestpath(ad j, Source, x)
(f) S ← S ∪ {x}
(g) D ← D − {x}

cstgraphshortestpth(adj, Sources, Destinations)

(1) Q ← Source
(2) D ← Destinations
(3) ∀x ∈ Q, set d[x] ← 0
(4) P ← ∅
(5) while (u �� D)

(a) u ← Extract_Min(d)

(b) P ← P ∪ {u}
(c) ∀y ∈ Ad j(u) AND y /∈ P

(i) If d[y] > (d[u] + w(u, y))
(A) d[y] ← (d[u] + w(u, y))
(B) Pred[y] ← u
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The CPSP (Circular Path Session Protection) Scheme

The CPSP Scheme deals with the problem protecting multicast sessions by cre-
ating a cycle containing the source and all the destination nodes. However, an exact
method of creating such a cycle is an NP-complete problem. Hence, a heuristic
approach is proposed to create such a cycle.

The Algorithm
Initially, the algorithm starts with finding the shortest distance between the source
node s and the destination node d1 from the set of destination nodes participating in
the multicast session. The nodes s and d1 are added to a set S and are linked by the
shortest path. The edges on this path are removed from the network. Then we try to
find the node in the remaining set of destination nodes that is the shortest distance
away from any of the two nodes in S. Let this destination node be d2.

Then d2 is added to the set S and the node in S that d2 is found to be shortest
distance away, is to be removed from the set S. Hence, a single path is derived by
joining an unlinked destination node to any of the nodes at either end of the current
path. Also new paths found must be link-disjoint to the currently existing path. Once
all the destination nodes and the source node are linked by one path, the nodes at
the two ends are linked, which completes the cycle. This guarantee that even with a
single-link failure, data will continue to flow from the source to all the destination
nodes.

The CPSP Scheme
FindSingleCycle(AdjArr, Source, Destinations)

(1) Q ← Source
(2) D ← Destinations
(3) while (D �� ∅ AND test �� 1)

(a) ∀x ∈ Q, set d[x] ← 0
(b) P ← ∅
(c) while (u /∈ D AND P �� V )

(i) u ← Extract_Min(d)

(ii) P ← P ∪ {u}
(iii) ∀y ∈ Ad j(u) AND y /∈ P

If d[y] > (d[u] + w(u, y))
(A) d[y] ← (d[u] + w(u, y))
(B) Pred[y] ← u

(d) if (u ∈ D)

(i) D ← D − {u}
(ii) Q ← Q ∪ {u}
(iii) If (length(Q) > 2)thenQ ← Q − {Pred[u]}
(iv) Remove the path from Pred[u]to u f rom the Ad j Arr

(4) Find the shortest path connection Q [1] and Q[2]
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4 Results and Discussions

In this section, we present a series of simulation results to evaluate the performance
of the proposed schemes (LSST , ELSST, and CPSP). We also compare the results
against the performance of a standard state-of-the-art algorithm OPP_SDP. The
above schemes are simulated using two widely used networks such as USNet and
NSFNet. It is assumed that all the nodes in the networks are capable of wavelength
conversion and light splitting. Each link in the network is considered to have a
maximum capacity of W wavelengths. Multicasts requests of size k are assumed to
arrive with Poisson’s distribution with arrival rate λ. Each request is assumed to have
unit holding time. Thus, the average load of the network is λ. Source and destination
nodes are randomly distributed across the whole network. The simulation results are
as shown in below given figures. Figures 1, 2 show the results obtained for NSF Net
with k �4 and k �6; and value of λ varied from 10 to 60 for link capacity (W )�
16; and value of λ varied from 10 to 100 for link capacity (W )�32.

As is seen from all the above results, our algorithm performs quite better as
compared to OPP_SDP in all the cases, especially under heavily loaded conditions.
CPSP performs the best under heavily loaded conditions (though it gives slightly
high blocking probability under very lightly loaded conditions). It is also seen that
the blocking probability is slightly less.

While using Link Usage as themetric while allocating the light-paths as compared
to while using hop count as the metric. Figures 3, 4 show the results obtained for
USNet with k �6 and k �8; and value of λ varied from 10 to 60 for link capacity
(W )�16; and value of λ varied from 10 to 100 for link capacity (W )�32. The results
obtained for USNet are similar to those obtained for NSFNet.

Fig. 1 a Session size k �4 with link capacity W=16 for NSFNet, b Session size k �6 with link
capacityW=16 for NSFNet
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Fig. 2 a Session size k �4 with link capacity W=32 for NSFNet, b Session size k �6 with link
capacityW=32 for NSFNet

Fig. 3 a Session size k �6 with link capacity W=16 for USNet, b Session size k �8 with link
capacityW=16 for USNet

5 Conclusions

In this paper, three schemes have been proposed to protect multicast session against
single-link failure. The first scheme,LSST tries to reduce the network resource usages
and in turn reduce blocking probability by reducing the number of splitting points
in the primary light-tree that is to be protected. The second scheme, ELSST is an
enhancement of the LSST scheme which tries to increase the degree of self -sharing
among the primary light-tree and the backup paths for each of the failed link. The
third scheme, CPSP approaches the problem of protecting multicast session using a
single cyclic light-path. The results obtained from simulations performed onNSFNet
and USNet indicate that the proposed algorithms provide significant improvement
over a state-of-the-art existing algorithmOPP_SDP in terms of reduction in blocking
probability.
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Fig. 4 a Session size k �6 with link capacity W=32 for USNet, b Session size k �8 with link
capacityW=32 for USNet

In the case of NSFNet, when the link capacity W=16, the improvement offered
by the above schemes are 6–7, 8–9, and 10–11%, respectively. Whereas when the
link capacity W=32, the improvement appeared to be 8–10, 10–12, and 13–14%,
respectively. On the other hand, in the case of USNet, when the link capacityW=16,
the improvement offered by the above schemes are 10–12, 12–15, and 15–16%,
respectively.Whereaswhen the link capacityW=32, the improvement appeared to be
11–13, 13–16, and 16–17%, respectively. It is observed that the performance of CPSP
scheme is best scheme among the others and it is observed that this improvement is
achieved at the cost of higher working capacity or to higher primary light-tree cost.
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A Cross-Layer Routing Protocol
for Wireless Sensor Networks

Pallavi Yarde, Sumit Srivastava and Kumkum Garg

Abstract In the era of Internet of things (IoT), the sensors play an important role
and also face a challenge of energy consumption. Sensors in wireless sensor net-
works (WSNs) deals with accumulation and processing of data and forward that to
the remote locations, generally considered as cloud. Generally, communication is
done between the nodes which are placed at a far locations in the field. Hence,
the energy consumption required to communicate the nodes plays an important
role. In this paper, the proposed algorithm is based on low-energy adaptive clus-
tering hierarchical (LEACH) routing algorithm named as multi-hop cluster LEACH
(MCLEACH) algorithm. The proposed protocol is a cross-layer routing protocol that
deals with physical,MAC, and network layers for the analysis of energy consumption
at individual node as well as in whole network.

Keywords Wireless sensor networks · Cross-layer optimization · LEACH
MC LEACH

1 Introduction

There is a big resolution occurred with Internet of things (IoT) in the field of wireless
sensor networks (WSNs). The aim of IoT is to communicate the data gathered into
sensors network to remote location with one of wireless technologies. The data
from network should reach to remote location, generally called sink with minimum
delay and energy consumption. Delay and energy consumption are very important
quality of service (QoS) measuring metrics. There are numerous delay measuring
protocols available forWSN [1–4]. The proposedwork focuses on optimizing energy
dissipation in whole network. Each layer of communication network model plays a
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vital role. When these different layers work in collaboration then it is considered as
cross-layer optimization. The proposed protocol also implemented using cross-layer
approach. Here, three layers, network, media access control (MAC), and physical
layers, work in coordination to analyze energy consumption, number of dead nodes,
and number of alive nodes. The proposed protocol is based on low-energy adaptive
clustering hierarchy (LEACH) protocol with some add-ons. The function of the
proposed protocol refers to the probability as well as distance for selecting cluster
head. The cluster head selection process involves probability, distance among the
nodes and sink, and also energy of nodes. The number of cluster heads makes a chain
to propagate the processed data to remote sink, hence called multi-hop protocol. The
proposed protocol MC LEACH involves functions like selection process for cluster
heads, gathering data, processing of data, and designing a chain, i.e., choosing the
best path to reach to the sink. These functions involves role of network layer, MAC
layer, and physical layer in collaboration to as a cross-layer function.

2 Existing Work

There exist many protocols which are energy efficient and also focus on cross-layer
optimization. These protocols use different QoSmetrics as measures of performance
like delay [5–8], throughput, network lifetime, residual energy [9–14]. Some of the
protocols also implemented with cross-layer optimization. The proposed protocol
is based on LEACH protocols with some modifications. Most of sensor nodes in
WSN protocols directly transmit accumulated data to the sink instead; this protocol
supports selecting a cluster head to each designed clusters in rotation. The proposed
protocol also supports cross-layer optimization.

Packet size: The amount of data (raw data and supporting information) in bits
used to travel between source and destination is considered as a packet. The size of
packet may vary or of fixed size.

Traffic: Highly dense network has too many packets transmission and hence some
of packets may have a chance to drop. This is because of collision or stop-and-wait
situation at the node. This introduces a delay in communication.

Scalability: It is an ability to enhance number of nodes in the network. The number
of nodes should be enhanced up to optimization level only, so that maximum delay
cause can be avoided there.

An energy-efficient differentiated directed diffusion (EDDD) protocol was pro-
posed in 2006 [15]. The data in network may be destined to the node from its sur-
rounding or from a node to the other node. The first type of data is considered as
real-time (RT) data, while other one is considered as best-effort (BE) data. This pro-
tocol has a capability to differentiate between these two data and work accordingly
to avoid maximum delay.

A cross-layer priority-based congestion control protocol (PCCP)was proposed by
Wang et al. [16]. It is a routing protocol. Here, there are two data queues generated:
one at MAC layer and other at network layer. The node calculates the time consumed
by a packet to wait and communicate and estimates the probability of congestion and
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actual congestion happened. Based on this, it notifies other nodes about congestion
and avoids further delay in communication.

3 Proposed Work

The proposed protocol, multi-hop clusters LEACH (MC LEACH), is a cross-layer
optimized routing protocol which focuses on media access control) (MAC) and net-
work layers. The proposed protocol is a cross-layer routing protocol, which empha-
sizes minimized energy consumption for communication.

3.1 Network Structure

The different energy-level sensor nodes are considered to be randomly spread in
bounded area and considered as heterogeneous network. Whole network nodes are
divided into normal and advanced nodes. The complete network is virtually divided
into number of clusters with each has a radius R. A sink is also placed at the center of
the network. Sink received sensed data from network. Sending sensed data directly
to the sink may exhaust sensor nodes easily. The proposed protocol follows LEACH,
in which each cluster is appointed to of the node as a head called cluster head
(CH). Here, the responsibility of CH is to gather the data from surrounding sensor
nodes of its own cluster and to process that data and finally send it to the sink
[17]. In MC LEACH protocol, each sensor node calculates the distance between
all the remaining nodes and sinks. When a node is elected as CH, it already knows
the distance between itself and the sink as well as between all available CHs of the
network. The distance is calculated using the Euclidian distance formula.

In Fig. 1, each cluster head calculates the distance between all remaining cluster
heads and the sink. Here, we have four clusters C1, C2, C3, and C4. Each cluster has
a cluster head (black circles). The distances between all cluster heads are d23, d12,
d13, d24, d34, and d14. The distances between clusters C1, C2, C3, C4 and the sink
are d1, d2, d3, and d4, respectively.

3.2 Cluster Setup and Selection of Cluster Head

Each sensor node is initiated with a specific amount of energy. The selection of
cluster head in a cluster depends on the probability like LEACH protocol and on
energy of individual nodes; i.e., the node with highest probability and energy among
the cluster nodes will be selected as CH.

Each node manages a routing table. The routing table contains information of its
own and neighboring nodes of its cluster. The parameters storedwith routing table are
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Fig. 1 Architecture of wireless sensor networks for MC LEACH protocol

probability to be cluster head, residual energy, and distance between the nodes. Like
LEACH protocol, the node becomes cluster head on the basis of probability and also
with an additional parameter residual energy. The node with maximum probability
and residual energy among the nodes in a cluster will be selected as cluster head.
Each node selects a random number where 0< r <1. If, r < threshold T (n), then one
of the criteria for selecting that node as cluster head fulfills. The threshold calculation
is given in Eq. 1.

T (n) =

⎧
⎨

⎩

P

1−P*
(
rmod 1

P

) n ∈ G

0 Otherwise
(1)

where n is nth node for which threshold is calculated,G is the group of sensor nodes,
and P is the probability of node to become cluster head.

Once the criteria of threshold fulfills, the energy of sorted nodes is compared
and the node with maximum energy and threshold greater than value r is selected as
cluster head for a round. This process keeps repeating for each round; i.e., for each
round, number of clusters and cluster head are created.
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3.3 Cluster Setup

Once the cluster is formed, the responsibility of sensor nodes is to introduce them-
selves with the other nodes of cluster. The nodes broadcast message signal consisting
of node details like their node id and residual energy. Based on receive signal strength
indicator (RSSI) [18], the node calculates the distance between the message sending
node and itself.

Each cluster of MC LEACH protocol has a cluster head and sensor nodes. The
cluster setup details for MC LEACH are shown in Fig. 2. Here, each node is initiated
with a specific energy level. When a cluster is formed, each sensor node broadcasts
about its presence in the network and calculates distance between itself and sink. The
calculated distance is Euclidian distance. The setup phase further works in twofolds,
intra-cluster and inter-cluster.

Intra-cluster Setup Phase Once the cluster is formed and CH is selected, the
remaining nodes of cluster must know about the CH. Hence, CH broadcasts a mes-
sage in cluster about its identification. When this message is received by remaining
nodes in cluster, they calculate the distance between themselves and CH with the
parameter receive signal strength indicator (RSSI).

Pr (d) � C
Pt
d∝ (2)

where Pr (d) is the received power by receiver at distance d expressed in dBm, C
is proportionality constant whose value depends on communication model, Pt is
the power used by transmitter to send the message, and α is called distance–power

Fig. 2 Cluster setup in MC LEACH protocol
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gradient. The broadcast signal also consists of the information of residual energy of
sensor node. Hence, a routing table is formed at each node consisting of node id,
residual energy, and distance between the nodes and itself. A cluster head is selected
for a round on the basis of Eq. 1.

Inter-cluster Setup Phase Each CH transmits their initial route to sink to check
whether any other CH is in its path to the sink. If it observes so, it updates its routing
table for designing the path to the sink. Once it is done, each sends a message to
all remaining CHs of different clusters of the network consisting of node ID and
residual energy. Again with RSSI parameter, each CH designs a routing tree keeping
itself as a root node and sink as an end node. This sorting is done by binary search
algorithm (BSA). This routing tree results in the optimized path between each CH
and the sink, and a chain is also formed to transmit the data from different CHs to
the sink.

3.4 Steady-State Phase

The proposed algorithm is based on cross-layer optimization. Three layers, physical
(PHY),media access control (MAC), andnetwork (routing) layers,work in collabora-
tivemanner to fulfill the desired criteria. Once routing tree is formed, communication
among the nodes starts.

All sensor nodes of cluster forward their sensed data to CH. CH then processes
gathered data, and finally send to the sink. Instead, all CHs of network design
the chain according to level of residual energy and distance to sink. The CH, whose
residual energy and distance to the sink are least among all CHs available in network,
will be the last node of the chain, i.e., nearest node to the sink and vice versa. If
the energy level of two nodes is equal, then second parameter, i.e., distance, is the
decision parameter. Here, to design an optimized chain route, PHY and MAC layers
play their roles. This routing table as well as routing tree will also update in parallel
with this calculation of designing the optimized chain (path) to the sink.

ET � k∗Ecluster (3)

4 Network Model and Result

Whole experimental setup is done inMATLABR2017a. Here, a data-gatheringWSN
is considered, where N consistent sensors are randomly deployed in an area with the
sink located at the center [19]. The network is experimented with a number of sensor
nodes between 200 and 1000 to handle a thin sensor network and a very heavy one.
The simulation is done for 3000 rounds. The remaining simulation parameters are
summarized in Table 1. The path between the cluster head and sink is shown in Fig. 3.
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Table 1 List of parameters considered for MC LEACH protocol

Parameters Value

Sink location for network Xbs �Ybs �50

Percentage of cluster heads (P) in network 0.1

E0 (J) 0.5

ETx1, ERx1 (mJ) 1

ETx2, ERx2 (mJ) 0.1

EDA (nJ/bit) 5

Maximum number of rounds 3000

Eelec (nJ/bit) 50

2amp (nJ/bit) 50

2fs (nJ/bit) 10

Fig. 3 Path between CH and sink for MC LEACH protocol

The analysis of this protocol is comparedwith low-energy adaptive clustering hier-
archical (LEACH) protocol for residual energy and communication delay parameters
(Fig. 4).

5 Conclusion and Future Scope

MC LEACH protocol has been simulated on MATLAB and analyzed. The output
results of his protocol show that energy consumption gets affected in a positive
manner if the number of hops toward the sink can be changed rather than using a sin-
gle hop. The introduction of multi-hops communication has substantially improved
LEACH by discovering the best path between the source CH and the destination.
Simulation results in terms of dead nodes and residual energy. The proposed work
can also be analyzed for the delay. Hence, the communication can be faster and can
be implemented in delay-conscious applications.
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Fig. 4 Comparative analysis of LEACH and MC LEACH protocol for residual energy in the net-
work
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PS-2 Controlled Four Wheel Base Drive
Badminton Playing Robot

Shivam Mishra and V. K. Sachan

Abstract There are many researchers and engineers who aim to design such robots
that can outplay the human players in the field of sports. A design of badminton
playing robot is presented by this paper which can be controlled by the PS-2 (play
station) controller, and it can also serve shuttlecock in the badminton court similar to a
human player. It is done so as to incorporate advancement in the field of sports. It aims
at designing a configuration which can assist the players in practicing badminton.
A shuttlecock holding system is designed using pneumatics which can be preloaded
with three shuttlecocks and can further be increased according to the convenience. A
hitting mechanism was designed so that a standard badminton racket can be swung
and can be used to hit the shuttlecocks. The problems and all the related solutions that
were involved in the designing of this robot are discussed. The practical application
of the design indicates that this robot is able to hold three shuttlecocks and can serve
with high accuracy and is efficient enough to hit the returning shuttlecocks with high
accuracy. This means that a robust robot is designed which can be controlled by any
human being.

Keywords Badminton ·Motor control ·Mobile robot · PS-2 controller
Serving shuttlecock ·Microcontroller

1 Introduction

Badminton is a racquet sport played using racquets to hit a shuttlecock across a net.
Badminton is one of the most popular sports in the world even it is given priority in
almost all the countries. Some of the researchers are currently working on several
experiments and theories to make advancements in this field [1–4]. Bringing more
and more technology in the field of sports will definitely increase the accuracy and
will open up a lot of opportunities for the engineers and the researchers.
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A design is presented for the PS-2 controlled badminton playing robot. Several
subsystems are integrated together to make the complete robot. The robot can play
badminton similar to the human player; it can serve the shuttlecock with high accu-
racy and can also intercept the oncoming shuttlecocks from the opponent. Many
robotic competitions like RoboCup is organized so as to motivate the engineers and
researchers as well as to acknowledge their contribution and efforts in the field of
robotics. Also, the sports robots can also be designed for the learning and teaching
purposes [5]. A lot of experiments are going on in developing the robots which can
play entertainment games [6].

Badminton is the most dynamic game as the maximum speed of the smash ever
recorded is 332 kph in the 2005 Sudirman Cup in Beijing. A player needs very
quick and accurate instincts to counter back such high-speed shuttlecocks. The robot
should be able to predict the exact trajectory of the shuttlecock and should anticipate
according to the prediction accurately so as to achieve the performance equivalent
to that of human players.

Modern technologies provide many alternatives in the selection of drive system. It
depends on the application whether the fixed speed drives are used or variable speed
drive system is used. Here, variable speed drive system has been used to drive the
robot efficiently according to the oncoming shuttlecock from the opponent player.

The integration of several subsystems of various engineering sciences to make
the robust badminton playing robot is one of the challenges that are prominent. The
most important part of the robot is the integration of mechanical design and hardware
subsystems with the software subsystems with the help of embedded systems on
various computing platforms. These prominent challenges provide opportunities to
the researchers to do several experiments to enhance the technology [7].

The paper investigates all the parameters involved in completing this robot. Firstly,
the construction of the mechanical part is defined and then the driving electronics
circuitry and finally, the implementation of the programming part are defined [8]. As
the acceleration and the velocities of the robot and the badminton rackets are very
high, so the safety issues are also concerned. So, the preference is given to the safe
technology materials as well as parameters. Also, it has future scopes and one can
replace the traditional model with some advanced configurations.

2 Methodology

See Fig. 1.

2.1 Mechanical Structure

The structure is made up of aluminum rods with the support of nylon fiber. The
structure stands on a four wheel base drive which is mounted with the DC motor.
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Fig. 1 Block diagram

The four wheel base drive is the combination of Omni wheels and aluminum rods.
The effect is that the wheel can be driven with full force, but will also slide laterally
with great ease. The linear actuation to the badminton rackets is provided with the
help of pneumatic actuators. A PVC (Polyvinyl Chloride) pipe is used to make the
shuttlecock holding mechanism.

2.1.1 Serving Mechanism

The servingmechanism consists of the shuttlecock holder and a racket for serving the
shuttlecock. The shuttlecock holder is made with the help of PVC pipe. Three slots
are made in the PVC pipe and small pneumatic actuators are mounted so as to hold
the shuttlecocks in position.When the signal is provided from the transmitter then the
lowermost pneumatic actuator releases the Shuttlecock and the serving racket hits the
shuttlecock with the required force. The time lapse between releasing the shuttlecock
and reaching to the serving racket is calculated and is implemented accordingly so
that the racket does not miss the shuttlecock while serving (Fig. 2).

2.1.2 Four Wheel Base Drive

The base is made up of aluminum rods and Omni wheels. The Omni wheels are
mounted with DC (Direct Current) motors of 800 rpm (rotation per minute) so as to
move the robot throughout the standard badminton court effectively. The structure of
the base has the strength to hold 60 kg of weight efficiently. The effect of the Omni
wheels is such that the robot can be driven with full force and can also slide laterally
with great ease (Fig. 3).

2.1.3 Hitting Mechanism

The hitting mechanism is made up of the pneumatic actuators. There are three pneu-
matic actuators which are mounted with the badminton rackets on the opposite side
of the serving mechanism. These are used so as to provide the linear actuation to
the badminton rackets. Using this linear actuation and the force of the pneumatic
cylinder the badminton racket hits the shuttlecock. There are two rackets at the lower
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Fig. 2 Serving mechanism
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Fig. 3 Four wheel base drive mounted with DC motors

side and one to make the upper hit. The robot has to be adjusted according to the
oncoming shuttle by the controller.

The pneumatic actuators are those kinds of actuators which work using air pres-
sure. The air pressure is filled in the black colored bottles placed on both sides of
the robot. It is prescribed to fill the bottles up with 8.5 bars of air pressure using the
air compressor. The bottles and the pneumatic actuators are connected using 4 mm
pipes. Also, a pressure gauge is mounted so as to keep an eye on the air pressure
(Fig. 4).
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Fig. 4 Hitting mechanism with pneumatic actuators

2.1.4 CAD Design and Actual Robot

See Fig. 5.

2.2 Electronic Circuits

The electronic circuitry is the most important part of the robot which is used to drive
the robot. The different parts of the electronics circuitry used in the robot are as
follows:
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Fig. 5 CAD design and actual robot

2.2.1 Motor Driver

The motor drivers are used to drive the DC motor. These motor drivers are based on
the parallel MOSFET H-bridge configurations. It is used in parallel configuration so
as to increase the current rating of the motor driver. These motor drivers are designed
by us. There are four motor driver circuits used, one for each DC motor. When the
signal is provided to themotor driver from themicrocontroller, it incorporatesmotion
in the robot and it can easily be controlled by the PS-2 controller (Fig. 6).

2.2.2 Solenoid to Switch Pneumatic Actuators

To direct the airflow into and out of the pneumatic actuators, solenoid valves are used.
The pneumatic actuator position is remotely controlled by the solenoids according
to the electrical signals provided to them. They have two states energized and de-
energized. The position in which the pneumatic actuators will be in, is controlled by
the different airflow patterns. Here, the solenoids are switched by providing 24 V dc
supply and the switching is done with the help of MOSFET switching circuit and
the signal is provided by the microcontroller (Fig. 7).
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Fig. 6 Motor driver circuit

Fig. 7 Solenoid and it’s switching circuit
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2.3 Programming

Controlling the robot with the help of the PS-2 controller needs software interface.
A PS-2 controller is interfaced with the Arduino microcontroller and the signals are
transmitted to robot’s receiver section wirelessly with the use of Bluetooth module
which is also connected to theArduinomicrocontroller both in the transmitter section
to transmit the signal and to the receiver section so as to receive the signal. The
programming section is basically divided into two sections as:

2.3.1 Transmitter Section

The transmitter section basically includes a PS-2 controller which is interfaced with
the Arduino microcontroller, and the signal is transmitted wirelessly using the Blue-
tooth module. In the transmitter section, the Bluetooth module acts as the master and
the microcontroller is also the master; i.e., it sends the signal to the robot. There are
nine pins in the PS-2 as follows:

1. DATA: This is the data line from controller to PS2.
This is an open collector output and requires a pull-up resistor (1–10 k). (A pull-
up resistor is needed because the controller can only connect this line to ground;
it cannot actually put voltage on the line).

2. COMMAND: This is the data line from PS2 to controller.
3. VIBRATION MOTOR POWER.
4. GND: Ground.
5. VCC: VCC can vary from 5 down to 3 V.
6. ATT: To get the attention of the controller, ATT is used. This line must be pulled

low before each group of bytes is sent/received and then set high again.
7. CLK: 500 kH/z, normally high on. SPI bus communication appears.
8. Not Connected.
9. ACK: Acknowledge signal from Controller to PS2 [9] (Fig. 8).

2.3.2 Receiver Section

The receiver section includes the Arduino microcontroller which is also connected
to the Bluetooth module, and this Bluetooth module acts as the slave. The receiver
section receives the signal coming from the transmitter and incorporates the func-
tionality into the robot accordingly (Fig. 9).

3 Block Diagram of Complete Operation

See Fig. 10.
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Fig. 8 PS-2 interfaced with Arduino

Fig. 9 Receiver section
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Fig. 10 Operation of the
robot
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4 Result

The challenge of holding the shuttlecock in the position is done with the help of
pneumatic actuators and three pneumatic actuators are used to hold the three shuttle-
cocks.When the serving signal is provided to the receiver section then the lowermost
pneumatic actuator retracts and the lowermost shuttlecock comes down and the bad-
minton racket hits the shuttlecock to serve. Then after a delay of 3 s, the second
shuttlecock comes to the lowermost position and the upper shuttlecock comes to the
middle position and the topmost position gets empty so that the shuttlecock can be
loaded again.

As the air pressure in the bottle keeps on decreasing with the number of hits, so
the distance of the shuttlecock is also affected as shown in Table 1 which depicts
the accuracy of the serving distance. The accuracy of serving is very high as, till the
sixteenth hit the distance of shuttlecock is still more than the distance of the foul line.
But after the sixteenth hit, the distance of the serving comes under the foul line and
again air pressure is required to be filled into the bottles to again gain the accuracy
to that level.

Table 1 Serving distance with the ascending hit number

Ascending hit number Distance of shuttlecock (cm) Foul distance (cm)

1 768 400

2 761 400

3 750 400

4 732 400

5 719 400

6 691 400

7 674 400

8 649 400

9 623 400

10 598 400

11 571 400

12 534 400

13 495 400

14 473 400

15 456 400

16 431 400

17 397 400
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Fig. 11 Success rate of serving and distance versus ascending hit number

4.1 Success Rate of Serving and Hitting

Also, the distance of the shuttlecock varies on hitting it with varying forces which is
very important during the game as the controller of the robot can throw shuttlecocks
at different positions of the standard badminton court. So Table 2 depicts the distance
of the shuttlecock with the varying forces (Figs. 11 and 12).

Table 2 Distance of shuttlecock with the varying force and the hit number

Force (lbs) Distance of shuttlecock (cm) Hit number

81.95 768 1

78.33 756 2

77.01 731 3

75.2 710 4

73.78 680 5

71.25 669 6

68.01 651 7

57.26 633 8

50.93 620 9

41.37 573 10

35.89 550 11

26.3 500 12

20.04 460 13

15.73 409 14
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Fig. 12 Hit number versus force of hitting

5 Conclusion

The serving performance and the design of the robot are discussed and analyzed in
this paper. The calculation of the time lapse between releasing the shuttlecock from
the shuttlecock holder and reaching down to the serving badminton racket is crucial.
In this design, the robot is able to serve three shuttlecocks in one loading with a
very high accuracy. During service, the distance of the shuttlecock keeps decreasing
due to decrement in the air pressure but up to sixteen hits it can easily serve to a
distance more than the distance of the foul line, i.e., a valid serve in crosscourt. The
maximum and the average distances are 768 and 620.3 cm, respectively. The other
three badminton rackets are used to hit the oncoming shuttlecocks from the opponent
to the opposite court. It depends on the controller that how effectively the controller
can control the robot and position it to hit the oncoming shuttlecock. The DCmotors
used in the base are of 800 rpm, and it makes the motions of the robot very fast. The
structure of the robot is very stable and it will not topple if stopped suddenly.

6 Future Work

More advancement can be done in this robot by incorporating vision system which
can trace the trajectory of the shuttlecock as well as the speed of the oncoming
shuttlecock. Also, the 3D view of the standard badminton court can be created so as
to trace the shuttlecock. For this purpose, we can use LIDAR (Light Detection and
Ranging). This can enhance the accuracy of the robot and can also help inmaking this
robot autonomous. Also, the adaptive and fuzzy control system can be incorporated
to enhance the performance of the robot.
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Detection of RREQ Flooding Attacks
in MANETs

B. Nithya, Aishwarya Nair and A. S. Sreelakshmi

Abstract Mobile Ad hoc Networks (MANETs) are prone to vulnerabilities as a
result of lack of centralizedmanagement, dynamic topologies, and predefined bound-
ary. There are many attacks that affect the performance ofMANETs. Flooding attack
is a Denial of Service attack, also known as DoS attack that brings down the network
by flooding with a huge amount of route request (RREQ) packets, routed to a desti-
nation that does not exist. This paper proposes a robust detection system; a Fuzzy-
based Flooding Attack Detection System (FFADS) using a first-orderMamdani-type
fuzzy inference system to detect RREQ flooding attacks. This proposed system uses
network-specific parameters rather than node-specific factors. Comprehensive sim-
ulations are carried out to observe the variations of input parameters with respect
to the flooding level of the system. The simulation results reveal that any deviation
from the normal behavior of nodes is immediately detected by the proposed system.

Keywords MANET · Flooding attacks · Fuzzy logic · RREQ flooding · AODV
Network traffic

1 Introduction

Distributed DoS attack is an attack which makes a service unobtainable to users,
usually by interrupting or suspending the services temporarily. In an RREQ flooding
attack, a malevolent node floods the network by transmitting fake RREQs to non-
existent nodes. This leads to congestion, thus resulting in aDenial of Service. It is very
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important to catch and prevent flooding attacks as these attacks result in congestion
of the network. Overflow of routing table in the intermediate nodes is caused by
RREQ flooding attacks which disable the nodes from receiving new RREQ packets,
resulting in Denial of Service attack. Furthermore, forwarding these bogus RREQ
packets consumes valuable node resources like energy and bandwidth.

Many solutions have been put forward to detect and avert flooding attacks in
a network including behavioral approach which uses machine learning to classify
nodes asmalicious, statistical approach to prevent flooding inAODVnetworks, game
theory-based approach, dynamic-based profile approach, and fuzzy logic. The main
drawback faced by many of these approaches is that they restrict the number of
attacker nodes and detect the maliciousness of the node, fix other parameters in the
network, or work effectively only for smaller networks.Many surveys have also been
conducted that analyze the effect of this attack on the different network parameters.
Most of this research focuses on the nodes of the network and on classifying them
as malicious and non-malicious, rather than on how the communication within the
network is affected. Also, the dynamic nature of MANETs is often ignored in the
development of solutions to detect the attacks on the network.

This paper introduces a system called Fuzzy-based Flooding Attack Detection
System (FFADS), to catch RREQ flooding attacks especially in AODV-based net-
works using the first-order Mamdani-type fuzzy inference system. The solution
focuses on the use of parameters that are specific to the network rather than the
nodes. To detect the level of flooding attack in the system, the proposed system
uses the dynamic input parameters, which are the properties of the network such
as throughput, packet loss ratio, and routing overhead. While detecting the level of
flooding attack, the proposed FFADS also detects abnormalities in communication
within the network which may or may not be due to RREQ flooding. By stopping
the malicious node from sending packets, the network can be restored to its previous
state with increased throughput and reduced congestion.

This paper is organized into five sections. Section 2 deals with related works
besides their detailed comparison. Section 3 deals with our proposed system for
detection of flooding attacks. This includes an analysis of the different input param-
eters, the structure of the fuzzy inference system, and the conversion of the output
value of the fuzzy system to the level of flooding in the network. Section 4 deals
with performance analysis. It explains the simulation setup, the metrics involved in
calculations, and graphs depicting the variations of input parameters with the number
of flooding nodes. Section 5 presents the conclusion of this paper.

2 Related Works

There are no fixed topologies in a MANET because the topologies are dynamic in
nature. The number of nodes and their relative positions vary greatly, and hence,
detection of the number of malicious nodes becomes difficult. Various methods are



Detection of RREQ Flooding Attacks in MANETs 111

suggested to detect the presence of flooding nodes in MANET. Some of them are
discussed in the following paragraphs.

A Fuzzy-Based Trust Model (FBTM) is proposed [1] to disclose selfish nodes in
MANETs. The fuzzy-based analyzer is joined with a trust model to identify the non-
cooperative behavior of attacker nodes from the non-attacker nodes. In this scheme,
every node in the network continuously checks its nearby nodes for their activities.
Every node calculates a value called the trust value of its neighbors, and these values
are then passed as input to a fuzzy function. The fuzzy function calculates the net
trust value, and the attacker nodes are then detected based on this value.

A Novel Intrusion Detection System (NIDS) for ad hoc network is suggested in
[2] using fuzzy logic. The first-order Sugeno-type fuzzy inference system (FIS) is
adopted for intrusion detection in a mobile ad hoc network. In this system, different
parameters are calculated from the network and fed to the FIS. The FIS returns the
verity level for each node. This method is accurate in terms of a high true positive
rate and low false positive rate, but requires the number of attacker and non-attacker
nodes to remain constant.

The behavioral approach is adopted in [3] to detect malicious attacks. In this
system, SVM classifier is used to classify nodes as malicious and non-malicious.

The statistical approach is used in [4] to defend against RREQ flooding attacks in
MANETs. TheRREQpackets aremonitored in real time, and the nodes are compared
against their neighbors to check if they exceed default route request limit.

Alleviating route request flooding attack inMANET is suggested in [5] using node
reputation scheme to abide by the impact of flooding attack inMANET. This scheme
checks the status of a node intermittently and restricts its route request transmitting
rate accordingly.

The detection of SYN flooding attack in AODV protocol is performed in [6] to
disclose the presence of the SYN flooding attack. The scheme proposed uses game
theoretical approach to form a game between the attacker node and the multimedia
server node. The performance of the detection algorithm is measured by examining
the several qualities of the parameters.

Ad hoc flooding attack is analyzed, and a Flooding Attack Prevention (FAP)
mechanism is developed in [7]. The proposed scheme uses a trust function to record
the number of route request packets and calculates the trust value. If the calculated
trust value exceeds the limit, the network drops these route request packets. In [8],
throughput, packet delivery ratio, and round-trip delay are compared with normal
network (without attacker nodes) and a network with few attacker nodes. The per-
formance of the network is compared in all the three scenarios.

Dynamic Profile-Based Technique (DPBT) is proposed [9] to detect the flood-
ing attacks in MANET. The proposed scheme defines a profile value based on the
performance of MANET. It recognizes the attack and tries to stop it every time the
node attempts to exceed the threshold value. This value changes with respect to the
request placed by the network.

A flow-based discovery mechanism against flooding attacks is developed in [10].
Two flow-based detection features are designed, and the algorithm used on them
precisely detects flooding attacks.
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The above-discussed methods use a number of methods to detect the presence
of flooding nodes in the system. Most researches concentrate exclusively on either
detecting the presence of the malicious nodes or on being aware of the presence of
these nodes and mitigating the effects of the attack. The main difficulties faced are
due to the unpredictable nature of a MANET, in terms of number of harmless nodes,
mischievous nodes, network topology, and mobility pattern. Most studies tend to
restrict one ormore of the above parameters to compute the result.Motivated by these
factors, our paper tries to vary as many parameters as possible, while maintaining a
maximum level of accuracy. Our paper uses fuzzy-based approach to detect the level
of severity of flooding attack in a network independent of the nodes in the network,
topology of the network, or the percentage of flooding nodes.

3 Proposed Fuzzy-Based Flooding Attack Detection System
(FFADS)

The proposed Fuzzy-based Flooding Attack Detection System (FFADS) uses fuzzy
logic to detect the number of flooding nodes in a MANET. Fuzzy logic is beneficial
in this situation as it can handle uncertainties and make decisions in a given range.
This paper uses three-input, single-output-based first-order fuzzy Mamdani infer-
ence system for composing the decision. The fuzzy parameters are elicited from the
network traffic and then passed on to the fuzzy interface. In the fuzzy interface, the
fuzzy rules are applied and the number of flooding nodes is estimated.

3.1 Fuzzy Controller in the Proposed System

A MANET network is simulated with an arbitrary number of nodes and various
parameters of the network—routing overhead, throughput, and packet loss ratio are
extracted from the traffic. These parameters are then fed to fuzzy inference system as
shown in Fig. 1, which uses a set of rules to define the output. This can be reported by
the system in terms of the extent of flooding attack in the system, which is classified
as low, medium, and high.

From the simulated MANET environment, the parameters—throughput, packet
loss ratio, and routing overhead—to be used in the intrusion detection system are
extracted. The inputs are then fed to the fuzzy controller. The fuzzification module
converts input data to values of the membership functions and matches data with
conditional rules in the rule base. The Mamdani-type fuzzy inference engine applies
the rules and returns a fuzzy set for the defuzzification block. The output values
are converted to crisp values through the defuzzification module. The output values
are used to decide the extent of flooding attack in the system. The fuzzy output is
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Fig. 1 Fuzzy inference system

generated within the range of [0, 1] which indicates the flooding level where 0–0.3
is classified as low, 0.3–0.7 is classified as medium, and 0.7–1 is classified as high.

3.2 Fuzzy Inputs

Routing Overhead: Routing overhead is determined as the ratio of route request
packets (RREQ packets) among the total number of packets sent. It is observed
that, as the number of flooding nodes increases, the number of route request packets
relative to the total number of packets sent increases. Since routing overhead depends
on the number of RREQ packets, the value will dynamically change depending on
whether the bandwidth is utilized by RREQ packets. The membership function of
this fuzzy input variable is depicted in Fig. 2.

Routing overhead � Number of Route request packets sent

Total number of packets sent

Packet Loss Ratio: Packet loss ratio is the ratio of the number of route request
packets dropped relative to the total number of RREQ packets sent. It is observed
that, as the number of flooding nodes increases, the packet loss ratio increases as
the packets have to share bandwidth with the increasing number of route request
packets. In a flooding attack, fake RREQs are sent to a destination that does not
exist. Therefore, the fake RREQs are dropped since the node is unable to forward the
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Fig. 2 Routing overhead membership function

Fig. 3 Packet loss ratio membership function

RREQ packet. This increases packet loss ratio. The membership function is depicted
in Fig. 3.

Packet loss ratio � Number of RREQpackets dropped

Number of RREQpackets sent

Throughput: In this simulation, throughput is determined as the fraction of
TCP/UDP packets received at the destination to the sent packets. It is observed
that, as the number of flooding nodes increases, the throughput decreases as the
TCP/UDP packets are forced to share bandwidth with the increasing route request
packets. As the number of fake RREQ increases, the channel experiences conges-
tion and throughput gradually reduces. The membership function of this fuzzy input
variable is depicted in Fig. 4.

Throughput � Number of data packets

Time
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Fig. 4 Throughput membership function

Table 1 Fuzzy inference rules

Rule number Routing overhead Packet loss ratio Throughput Flooding level

1 Low Low High Low

2 High High Low High

3 Medium Medium Medium Medium

4 High High Medium High

5 Low Low Medium Low

6 Low Medium High Low

7 High Medium Medium High

8 Medium Medium High Medium

9 High Medium Low High

3.3 Fuzzy Inference Rules

This detection system usesMamdani-type inference system and takes in three param-
eters as input values—routing overhead, packet loss ratio, and throughput. The rule
base considered in the proposed FFADS is given in Table 1.

3.4 Fuzzy Surface View

The surface view between two input parameters and the output parameter (flood-
ing level) is shown in Figs. 5, 6, and 7. Different colors represent the severity of
flooding. Figure 5 shows the output surface (flooding level) versus the two param-
eters—routing overhead and packet loss ratio. Figure 6 depicts the output surface
(flooding level) versus the two parameters—routing overhead and throughput. The
output surface (flooding level) versus the two parameters—throughput and packet
loss ratio—is plotted in Fig. 7. The different colors of the surface graph—blue, green
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Fig. 5 Routing overhead, packet loss ratio

Fig. 6 Packet loss ratio, routing overhead

and yellow—represent the different levels of the output for the two given inputs, that
is, the different intensities of flooding attack.

3.5 Fuzzy Output

The controller takes in the above-mentioned fuzzy inputs and maps them to their
membership functions. This is then fed to the fuzzy rules. The obtained truth values
are then defuzzified. The output values represent the extent of flooding attack in the
system as shown in Fig. 8.
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Fig. 7 Throughput, packet loss ratio

Fig. 8 Fuzzy output

4 Performance Analysis

This section briefs about the simulation setup and the performance analysis depend-
ing on the routing overhead, packet loss ratio, and throughput.

4.1 Simulation Setup

For this system, Ns2 simulator is used to simulate MANET. The simulation param-
eters are shown in Table 2. The parameters are extracted from the trace files and are
fed to the Fuzzy Toolbox in MATLAB.
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Table 2 Simulation
parameters

Parameter Value

Mac type IEEE 802.11

Routing protocol AODV

Antenna Omni-directional

Simulation time 20 s

Traffic type FTP

Topology Random

Simulation area 500 m × 500 m

Number of nodes Random

Fig. 9 Routing overhead versus number of flooding nodes

4.2 Metrics

In the proposed system, the following three parameters are considered to affect the
level of flooding attack in the system.

Routing Overhead: Routing overhead is observed to increase with the extent of
flooding attack in the system. The graph plotted in Fig. 9 shows a setup consisting of
25 nodes and different number of flooding nodes ranging from 0 to 20. It is observed
that routing overhead increases linearly till a certain point beyondwhich it is observed
to be constant. After detection of flooding attack, if the flooding node is correctly
identified and the RREQ packets sent by the flooding node are ignored by all the
other nodes, the effect of flooding attack is greatly reduced.

Packet Loss Ratio: It is observed from Fig. 10 that there is gradual increase in
packet loss ratio with the increase in number of flooding nodes. Detection of flooding
attacks is simulated by dropping any RREQ packets with unknown destination. The
number of RREQ packets dropped is the same in both cases. Since packet loss ratio
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Fig. 10 Packet loss ratio versus number of flooding nodes

is the number of RREQ packets dropped, the packet loss ratio remains almost the
same. Figure 10 shows that the RREQ packet loss ratio before and after detection.

Throughput: It is inferred from Fig. 11 that the throughput decreases as the num-
ber of flooding nodes increases. Since the fake RREQ packets utilize the bandwidth,
the overall throughput decreases. It is observed that throughput increases signifi-
cantly after detection of flooding attack as the entire bandwidth can now be used by
the data communication taking place. The RREQ packets sent by the flooding node
are dropped by all other nodes as long as it continues flooding the medium. Figure 11
depicts the variation of throughput with number of flooding nodes before and after
detection of the flooding attack.

Predicted Flooding Level: The graph plotted in Fig. 12 depicts the flooding
level of the network which consists of nodes ranging from 0 to 30. We have taken
different setups with different number of nodes and measured the input parameters.
It is observed that the predicted flooding level increases with the increase in number
of flooding nodes. It is also observed that the predicted flooding level is independent
of number of nodes, simulation time, and number of connections.

5 Conclusion

In this paper, a detection system—Fuzzy-based Flooding Attack Detection System
(FFADS)—is proposed for detectingflooding attacks using fuzzy logic. The proposed
system predicts the flooding level using three input parameters—routing overhead,
throughput, and packet loss ratio. The flooding level is independent of the number
of nodes, simulation time, and number of connections and depends only on the
externally measured parameters. The system has an edge over existing systems that
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Fig. 11 Throughput versus number of flooding nodes

Fig. 12 Predicted flooding level versus number of flooding nodes

detect intrusions as it is dynamic in nature and the predicted flooding level changes
with the performance of the network. Also since the system does not restrict the
size or topology of the network, it can be applied on real-world networks to detect
flooding attacks.
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Selection of Software Development
Model Using TOPSIS Methodology

Dayanand Gaur and Sakshi Aggarwal

Abstract In software industry, the software project failure is a serious concern for
stakeholders. The company suffers a huge financial loss in a year due to the team’s
negligence and irresponsibility. It can happen because ofmismanagement in decision
making at any stage of project development. But the study conducted so far cites
several causes such as unarticulated project goals, mishandling of requirements,
poor estimation of resources, sloppy software development life-cycle model. The
paper tries to reduce the effort of decision-makers and project team by outlining the
significance of TOPSIS model. The statistical and quantitative analysis is the main
feature of TOPSIS. It accomplishes the experts’ job by validating their opinions. It
prioritizes the defined options after evaluating them against confliction and multiple
attributes. The research proposes a decision-making framework for the selection of
software development model using one of the widely acceptedmulticriteria decision-
making tools, i.e., TOPSIS.

Keywords Software engineering · MCDM · Decision-making methods · TOPSIS

1 Introduction

1.1 Software Engineering

The traditional concept of software engineering, one of the prominent disciplines of
computer science, merely defines the detailed and systematic study to the develop-
ment of software [1, 2]. But in the past 15 years, the emerging trends and technologies,
diversities in customer requirements, market demand, and much more complied the
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engineers to change their perception for software engineering. The term does not
remain only for the software development practices like elicitation, designing, mod-
eling, codification, debugging, maintenance, and documentation but data collection,
decision support system, knowledge discovery are some of the aspects also incorpo-
rated with the software engineering. Now, data accumulation, gaining experiences,
knowledge extraction, building statistical systems go hand-in-hand with software
development activities.

Domain experts, researchers, engineers, client, trade union involvement, and those
who directly or indirectly influence the development process have become a part of
the software engineering. All of them constitute as stakeholders [1]. They take every
promising step in order to make a successful project as the success or failure of
software is the responsibility of whole team. But apart from these entire endeavors,
the studies conducted by the researchers over the past decade state that the failure rate
of software has crossed the threshold. They identified certain causes of failure [3]
which are enumerated as (1) unarticulated project goals, (2) unclear requirements,
(3) sloppy software development models, (4) inaccurate estimation of resources, and
(5) poor communication among customers and developers.

One of the reasons they cited is the wrong selection of software development
model (SDM). The paper underlines this problem as a subject of study and proposes
a solution using TOPSIS methodology—an operative approach of multicriteria deci-
sion making (MCDM) [4].

1.2 Basics of Multicriteria Decision Making (MCDM)

MCDM is a qualitative and quantitative technique for making effective decisions
when multiple and conflicting parameters are taken into account [5]. It offers experts
an opportunity to utilize its significance in the areas where decision making is con-
sidered as tedious job. The wide variety of MCDM methods provides framework
which selects the best suited alternative after evaluating different criteria, defined
under a particular scenario [6, 7]. The paper focuses on the application of MCDM
approach in software engineering field.

The whole research is divided into several sections. The first section broadly
describes the MCDM and its methods followed by the literature review in software
engineering scenario. The flow of TOPSIS is described in the third section. The
following section is the main concern of this paper. It focuses on the proposed model
of TOPSIS for SDM selection. Results and discussion are briefly presented in the
next section. Finally, the above content is supported by the conclusion of this study.
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2 MCDM

MCDM has gained the popularity because of its intuitive nature. It begins with the
decomposition of the complex problem into hierarchical structure which is easy for
humans to understand. It is classified into various methods which provide optimal
solution for selecting thebest amongalternatives [5]. The following sectionhighlights
the MCDM supporting methods and how they have been turned into a reliable and
robust decision-making tool in software engineering applications.

2.1 MCDMMethods

Figure 1 represents the classification tree ofMCDMmethods. The successive heading
gives a glance over the working of somemethods extensively used in corporate sector
for making judgments.

2.1.1 Outranking-Based Methods

The outranking-based methods, such as ELECTRE [7, 8] and PROMETHEE, are
based on concordance analysis. It establishes the “outranking relationship” between
concordance and discordance matrices and uses their indices to choose the best
alternative.

Fig. 1 Hierarchical structure of MCDM methods [6]
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2.1.2 Ranking-Based Methods

The ranking model prioritizes the alternatives after rigorous analysis based on either
geometrical mean, Euclidean distance or ratio. It performs pairwise comparison
among criteria as well as for each alternative. Two approaches, AHP and TOPSIS
[9], are most popular among decision-makers and experts. The reason behind is ease
in the steps of algorithm. In AHP, the Saaty Table 1 [10] plays a crucial role in
constructing pairwise comparison matrices. The weights are computed with the help
of geometric mean. The different alternatives are ranked after analyzing eigenvalues
and eigenvectors.

On the contrary, TOPSIS model uses Euclidean distance for weight computation.
Instead of using the Saaty scale, the preference is given to the view of experience
holders, decision-makers, and experts. Its plus factor is found in the consistency of
result even when the small degree of uncertainty cannot be neglected.

2.1.3 Fuzzy Methods

What happenswhen decision-makers stuck in certain circumstanceswhere the uncer-
tainties, complexities, vagueness, incompleteness are high? In that case, the classic
approach does not have suitable answers. The introduction of fuzzy set theory offers
stakeholders a novel concept to not only take the discrete values, rather consider the
membership of defined variables. It aims to find a solution in between True and False,
Yes or No, 0 and 1, High or Low. The researchers embedded the fuzzy application
into traditional methods of decision making. Some of the fuzzy approaches are fuzzy
AHP and fuzzy TOPSIS.

Fuzzy AHP, more or less, is similar to AHP. However, the Saaty scale [10] had
beenmodified by researcher Chang [11]. The simple scale is converted into triangular
fuzzy number (TFN) for pairwise comparison matrices. TFN translates linguistic
term into a tuple containing optimistic, moderate, and pessimistic values [12]. The
entire algorithm runs alike AHP over TFNs.

As TOPSIS is another version of AHP, similarly fuzzy TOPSIS is close to fuzzy
AHP.

Table 1 Defined scale and their corresponding definition

Saaty scale Description

1 Equally important

3 Weakly important

5 Fairly important

7 Strongly important

9 Absolutely important

2, 4, 6, 8 The intermediate values between two adjacent
scales
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2.2 MCDM in Software Engineering Scenario

Recently inMarch 2018, TOPSIS approach is used as a tool in selection of location for
property development. The author [13] prescribed 32 criteria for analysis including
soil texture, drainage system, distance from city. Alternatives for locations are sites
A, B, and C which are part of this study through decision support system (DSS).
The steps of TOPSIS process are done as follows: (1) Collect relevant data about
locations, (2) location selection, (3) survey, (4) data processing using TOPSIS, (5)
discussion of results, and (6) recommend the location.

In August 2017, the commendable job is done by the team of research scholar for
the selection of best software engineering practices [4] using PAPRIKA, a decision-
making approach. The study covers 11 criteria as software development practices for
designing a medical application. The proposed PAPRIKA framework is used for the
project development which does not conform to a definite software methodology.

InMarch 2017, another popular technique fuzzyAHP (or FAHP) has been applied
in the software effort estimation in scarcity of data [14]. The results were validated
with IVR dataset of a software industry. The relative ranking of 20 projects from the
dataset has been achieved after evaluating their weights. The equation for estimating
effort is based on the variables including estimated effort, known effort, and their
respective weights.

In 2016, the application of integrated techniques comes into existence. AHP and
TOPSIS methodologies are integrated for ETL software selection [15]. ETL, stands
for Extract, Transfer and Load, is a powerful action for data preprocessing before
it loaded into data warehouse. The framework is composed of three steps: (1) AHP
technique, responsible for making pairwise comparison among criteria and deter-
mining their weights; (2) TOPSIS technique, responsible for constructing decision
matrices, determining ideal and negative ideal solution and prioritizing alternatives;
(3) final selection of the best alternative, i.e., decision making.

3 TOPSIS Methodology

The paper revolves around the implementation of TOPSIS in software project plan-
ning to answer “Which SDM is best fitted into the scenario?” The successive heading
describes the TOPSIS work flow.

TOPSIS, acronym for Technique for Order Preference by Similarity to Ideal Solu-
tion, follows two rules [13, 15]. One, selected alternative is closest to ideal solution,
and second, it should have the distance from the negative ideal solution. Ideal solu-
tion involves best criteria (maximum profit, minimum time, high value, etc.), whereas
negative ideal solution contains worst criteria (minimum profit, maximum time, low
value, etc.).
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3.1 Major Steps

Suppose there are ‘k’ numbers of decision-makers, ‘m’ number of alternatives, and
‘n’ number of criteria, then the steps of algorithm are as follows:

Step 1 Generation of decision matrices

For every alternative m, the decision matrix D is given by Eq. (1),

Dp � [
di j

]
1 ≤ p ≤ m, 1 ≤ i ≤ n, 1 ≤ j ≤ k (1)

where di j is the rating scale from 1 to 10 or 1 to 100, where 1 stands for low and 10
for very good.

Similarly, the decision matrix is constructed for rating the criteria and represented
by the form given below.

W � [
wi j

]
1 ≤ i ≤ n, 1 ≤ j ≤ k (2)

where wi j is the rating scale from 1 to 10 or 1 to 100, where 1 stands for low and 10
for very good.

The mean along each row of W is calculated and assign them to criteria as their
weights.

W � [w̄x ] 1 ≤ x ≤ n (3)

where wx is the computed mean along each row.

Step 2 Reduction of m decision matrices into single matrix

Taking mean along each row in m matrices, these are reduced into one decision
matrix of n × m dimension.

Step 3 Standardize the decision matrix

To standardize the matrices, the columns are divided with root of sum of the
squares computed along each row.

D � [
di j

]
1 ≤ i ≤ n, 1 ≤ j ≤ m (4)
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Step 4 Weighted decision matrix

To construct the weighted matrix, ratings achieved in step 3 are multiplied with
the respective criteria weights from Eq. (3). The modified decision matrix D from
step 3 is multiplied with the criteria weights wx as,

D � [
di j × wx

]
1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ x ≤ n (5)

Step 5 Determining ideal and negative ideal solution

For ideal solution, compute the maximum for each criteria as,

I � {
max

[
di j

]}
1 ≤ i ≤ n, 1 ≤ j ≤ m (6)

For negative ideal solution, compute the minimum for each criteria as,

N I � {
min

[
di j

]}
1 ≤ i ≤ n, 1 ≤ j ≤ m (7)

Step 6 Determining distance from ideal and negative ideal solutions

Firstly, each weight is subtracted from concerned value in I and squared. Then,
root mean distance is evaluated along columns for determining closeness to the ideal
solution.

D �
[(
di j − y

)2]
1 ≤ i ≤ n, 1 ≤ j ≤ m, y ∈ I for respective i (8)

For particular j, root mean distance for ideal solution Si is

Si �
{(√

d1 j + d2 j + d3 j + . . . . . . + dnj
)}

(9)

Similarly, the above equation is used for determining separation from negative
ideal solution denoted by Sni

Step 7 Relative closeness to ideal solution

RC �
{

Sni
Si + Sni

}
(10)

The RC denotes the relative closeness of each alternative to ideal solution.
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Table 2 TOPSIS for SDM selection [13]

Step 1 Determine number of alternatives, criteria, and
decision-makers’ involvement

Step 2 Construct decision matrices

Step 3 Standardize the decision matrix

Step 4 Compute weighted standardize decision matrix

Step 5 Determine ideal solution and negative ideal
solution

Step 6 Find relative closeness to ideal solution

Step 7 Order the alternatives in descending

Table 3 Decision matrix for criteria

E1 E2 E3 Weights

Flexibility of
requirements

10 9 9 10+9+9
3 � 9.33

Risk analysis 9 9 8 9+9+8
3 � 8.67

Customer
feedback

9 8 7 9+8+7
3 � 8.00

Table 4 Decision matrix for alternative Waterfall Model

E1 E2 E3 Weights

Flexibility of
requirements

3 4 3 3+4+3
3 � 3.33

Risk analysis 3 3 2 3+3+2
3 � 2.67

Customer
feedback

4 3 3 4+3+3
3 � 3.33

4 Proposed Work—TOPSIS for SDM Selection

The study traces the steps of TOPSIS to propose a model for choosing appropriate
SDM. The flow of our TOPSIS model is depicted in Table 2.

Consider
Alternatives: (1) Waterfall Model, (2) Spiral Model, (3) Agile Model
Criteria: (1) Flexibility of requirements, (2) Risk analysis, (3) Customer feedback
Experts: (1) E1, (2) E2, (3) E3 (Tables 3, 4, 5, 6, 7, and 8).
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Table 5 Decision matrix for alternative Spiral Model

E1 E2 E3 Weights

Flexibility of
requirements

6 7 8 6+7+8
3 � 7.00

Risk analysis 9 8 9 9+8+9
3 � 8.67

Customer
feedback

7 7 8 7+7+8
3 � 7.33

Table 6 Decision matrix for alternative Agile Model

E1 E2 E3 Weights

Flexibility of
requirements

10 10 9 10+10+9
3 � 9.67

Risk analysis 9 9 9 9+9+9
3 � 9.00

Customer
feedback

8 8 9 8+8+9
3 � 8.33

Table 7 Standard decision matrix

Waterfall
Model

Spiral Model Agile Model

Flexibility of
requirements

3.33 7 9.67
√
3.332 + 72 + 9.672 �

12.39

Risk analysis 2.67 8.67 9
√
2.672 + 8.672 + 92 �

12.77

Customer
feedback

3.33 7.33 8.33
√
3.332 + 7.332 + 8.332 �

11.58

Table 8 Standard decision matrix (continued)

Waterfall Model Spiral Model Agile Model

Flexibility of
requirements

3.33/12.39 � 0.26 7/12.39 � 0.56 9.67/12.39 � 0.78

Risk analysis 2.67/12.77 � 0.20 8.67/12.77 � 0.67 9/12.77 � 0.70

Customer feedback 3.33/11.58 � 0.28 7.33/11.58 � 0.63 8.33/11.58 � 0.71

5 Results and Discussion

Weight matrix is achieved by multiplying the weights of respective criteria. It is
represented as,
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Table 9 Relative closeness of alternatives

Alternative Waterfall Model Spiral Model Agile Model

Relative closeness 0 0.72 1

⎡

⎢
⎣
0.26 × 9.33 � 2.42
0.20 × 8.67 � 1.73
0.28 × 8.0 � 2.24

⎤

⎥
⎦,

⎡

⎢
⎣
5.22
5.80
5.04

⎤

⎥
⎦,

⎡

⎣
7.27
6.06
5.68

⎤

⎦

Ideal solution, {7.27, 6.06, 5.68}, and negative ideal solution, {2.42, 1.73, 2.24}
Distance from ideal solution Si � {7.35, 2.15, 0} and negative ideal solution

Sni � {0, 5.67, 7.35}
Finally, relative closeness is calculated using Eq. (10), and we get (Table 9).
Therefore, the order of ranking is defined as below:
Agile Model >Spiral Model >Waterfall Model
So, the TOPSIS model recommends Agile Model because its closeness is maxi-

mum to best criteria.

6 Conclusion

Multicriteria decision making (MCDM) has been becoming indispensable in the
software engineering discipline for more than a decade [16]. Its presence is vital
when making decisions is uncompromising and stern for company. It does not limit
to software industry but also in ecological assessment [17]. The methods of MCDM
involve quantitative and qualitative analyses for linguistic variables in contrast to
discrete variables.

As we prove, the TOPSIS provides robust and simple framework for prioritizing
the alternatives and present the best suitable option before stakeholders. It does
not much require the domain knowledge but the statistical analysis. The results are
acceptable and clear to experts. It “best discriminates” the superior and inferior
alternative on the basis of closeness to attributes.

TOPSIS has wide potential to mark its presence in another area. Its scope is high
in the applications of software engineering and other subfields of computer science
which are yet to be explored.
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Situation-Aware Conditional Sensing
in Disaster-Prone Areas Using Unmanned
Aerial Vehicles in IoT Environment

J. Sathish Kumar, Mukesh A. Zaveri, Saurabh Kumar and Meghavi Choksi

Abstract Environmental sensing is the most crucial task that needs to be performed
in order to analyze the situation of a region during a disaster. The devices deployed
in such regions are responsible for sensing and communication effectively. During a
disaster, the operation of these devices may be affected by the environmental condi-
tions and their respective power constraints. Moreover, the mobility of these devices
in the network leads to a challenging task to perform sensing and communication in
such an environment. The disaster recovery may need different sensor data at various
points of time. In such cases, the selectivity of data from different sensors and its
dissemination in real time are the most important tasks. In this paper, the proposed
algorithm is based on the situation-aware conditional sensing for disaster-prone areas
using unmanned aerial vehicles. The technique presented in this paper focuses on
the control of way points of the aerial vehicles based on the events detected in the
Internet of Things environment.

Keywords Disaster management · Unmanned aerial vehicles · Internet of things

1 Introduction

The disastermanagement is a crucial research problem that needs attention to address
various critical problems such as environmentalmonitoring, real-timedata collection,
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rescue recovery operations. It is reported that in the last two decades, approximately
400,000 lives were lost all over the globe in total [1]. However, due to the techno-
logical advancements, it is possible to handle the effects of the disaster to a certain
extent. The most important challenge in such situations is the real-time surveillance
[2] and communication [3]. In addition, the adversity faced in the case of a disas-
ter demands that all the above-mentioned challenges must be solved intelligently,
preferably using automation. The real-time support must be provided irrespective of
the disaster type, i.e., natural or man made [4]. A glimpse of various disaster types
such as fire and smoke in a building due to terrorist attack, extreme fire in the forest,
road damages due to landslide, heavy flood, etc., is shown in Fig. 1 [5]. These situa-
tions need to be sensed both in pre-disaster and post-disaster cases. The sensed data
in the disaster environment must be communicated to the rescue team for preparing
the solution strategy, by bridging the gap between distance and time. The Internet of
things (IoT) environment provides a mechanism, with which the real-time sensing
can be communicated to any place at anytime from anywhere [6]. However, the IoT
environment must be configured and organized in such a way that an optimized com-
munication should result into automation of tasks, reducing the faults and failures in
the system. During the disaster, the real-time data collection needs sensor devices,
which are responsible to sense the situations under surveillance. However, these sen-
sors are very low-powered and energy-constrained devices. Due to this limitation
of the sensing devices, there is a need of IoT device to be computationally efficient
ultimately making it energy efficient using Internet. The IoT environment provides
collaborative processing among sensing devices and IoT devices that best suits these
requirements [7]. The rescue operations and the response in the case of a disaster
must be automated using these IoT devices, so that human lives are not lost in this
process. Due to the adversity and danger in the case of a disaster, these IoT devices
must be protected from the physical damage which is a precautionary requirement.

The unmanned aerial vehicles (UAVs) [8, 9] may serve a great purpose in such
scenarios as discussed above. These vehicles may be operated from anywhere, at
anytime, and to the distances that depend on the requirements of the situation under
observation. UAV is a mobile device and can be controlled by an IoT device for
fulfilling the requirements of real-time communication over the Internet from any-
where to the desired place [10]. Figure 1a depicts the fire and smoke situation in a
building. In such a case, the sensor devices are deployed in and around this building.
These devices sense different parameters and report the abnormality conditions to
the ground control station. In this regard, the dynamic network is to be set up for the
ad hoc data acquisition and on the spot monitoring from all possible directions. The
UAV is responsible for monitoring and data collection using these deployed devices
because of the hostile and restricted entry situations. It is mandatory to have knowl-
edge of the safe distance of operation for the UAV as incidences of fire and smoke
may affect the operations of the sensing and communication. Further, in the case of
any abnormality observed by the UAV, it must be able to respond and rescue itself.
Therefore, the two basic requirements that may be outlined in a disaster scenario are
(1) for real-time response, the effective sensing, and communication operation and
(2) the protection of UAV devices involved in the operation.
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Fig. 1 A glimpse of various disaster types [5]

This paper focuses on the use of UAV with the help of an IoT device to collect
the sensed data from the sensor devices in case of a disaster. The situation-aware
conditional sensing mechanism is considered to address the problems as specified
above. There is a necessity to communicate the information in real time, even in
adverse situations instantly and protect themselves so as not to burden the operation
in terms of cost. The validation of various situations under observation is performed
by providing different conditions to the UAV device for enhancing its automation
in total. The simulation is performed in IoT environment using DroneKit-Python
simulation tool [11], and the experiments were performed on an actual drone.

The rest of the paper is organized as follows: Section 2 discusses the proposed
algorithm that is used to validate the effectiveness of the UAV operation. Section 3
presents the implementation of the proposed algorithm and explains the situational
awareness of the UAV in different scenarios. Finally, Sect. 4 concludes the work.

2 Proposed Algorithm

In this section, the proposed algorithm performs the sensing and communication
using aerial vehicles by including various conditions. In this context, the problem is
formulated using different notations. Let us assume a geographical region, R. This
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regionmay be a city, a forest, a rural area, a coastal area. Let us assume that the region
R is subdivided into n smaller subregions such that R� (R1, R2, … Ri …, Rn). Such
divisions are needed to perform the area monitoring effectively and with ease. The
division of the region depends on different factors related to the type of region or the
type of disaster. In this context, the disaster may be a fire in a building [12], a flood
[13], or a damage to structures such as flyovers, heavy machineries, highways [14]
or rescue of a group of people lost in the forest [15]. The glimpse of various disasters
is shown in Fig. 1. It is further assumed that the sensors deployed in the region R
are for sensing different environmental parameters, such as temperature, pressure,
humidity, stress, strain, atmospheric pressure, luminosity.

Under such circumstances, there is a need to identify the subregion Ri, where
a critical situation has occurred. This is done based on the abnormality observed
in the sensing parameters of the sensors operating in Ri. Next, for monitoring the
situation specifically in the region Ri, the mission planning for UAV navigation at
different locations within Ri is performed at the ground control station. A ground
control station is a place where the trajectory planning and tracking of the UAVs
are performed. For the real-time analysis, communication between UAV and ground
station is performed using the Internet. In this context, the proposed algorithm works
in two steps. In the first step, the UAV senses the situation of environment on the
fly using various sensor devices. In the second step, the algorithm helps the UAV
to make the decision dynamically based on the environmental conditions. After the
surveillance and real-time communication of various parameters that are required,
the relief response team is dispatched to the most required place in the disaster site.

In the second step, for the dynamic navigation of the UAV, various conditions
are considered and incorporated in the UAV. To perform this dynamic navigation
operation of the UAV, let us assume that there are m different parameters sensed in
the region such that P� (P1, P2, … Pj …, Pm). These values are collected by the
aerial vehicle, and the collected values are sent to the ground control station. For
instance, it may be possible that the temperature sensor shows more abnormality in
its reading as compared to the other parameters. Let this be the jth parameter in the
region where the disaster has occurred. Based on this gathering of the sensed data,
two types of threshold can be determined viz maximum and minimum values of the
parameter Pj. There are four different conditions that may be used to navigate the
UAV successfully. If the value of Pj is greater than the threshold maximum, observed
at the region, then an alert is generated. Similarly, if the sensed value of Pj is lesser
than the threshold minimum, then there may exist two different scenarios. Scenario
1 may suggest that the region is not under disaster, whereas on the contrary scenario
2 suggests that there is a false alarm. In both the cases, the alert is generated. Once
the alert is triggered, then the UAV may skip the remaining locations given in the
mission plan and make an immediate decision to return back to its launch location.
If the above-mentioned cases do not occur, then the UAV needs to continue the
navigation through the planned path as per the mission to reach the next location
for surveillance. The collected sensed information is communicated to the ground
station in real time. Following any sensed anomaly, the relief operation at the site
is executed. The relief operation can be initiated in two ways: either after complete
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monitoring of all the locations in the disaster region or at each and every location
in the planned mission. In the second case, the UAV sends the recorded parameters
continuously to the ground station in real time to prepare for the further solution
strategy relevant to the problems faced at the disaster site. The proposed algorithm
is explained in brief in Algorithm 1.

During a disaster, there are three most crucial operations that need to be per-
formed. First, the real-time data must be sensed and communicated to the ground
control station. This helps in formulating the strategy for the disaster relief. Second,
the disaster site Ri must be isolated from the other regions of R, such that the opera-
tion surveillance is focused on only Ri. Third, the relief response must be provided
in real time, with no loss of life. The proposed algorithm uses UAV as a part of
the disaster response team to collect real-time data from the sensors deployed at the
disaster site and communicate this data to the ground station using IP-based commu-
nication. Finally, the relied responsemay be provided in real time using UAVwithout
causing a threat to human life. This process of situation-aware conditional sensing
of the environment using IoT network may prove to be an effective mechanism in
disaster situations. The implementation of the proposed methodology is discussed
with different scenarios in the following section.

Algorithm 1: Condition-based Sensing Algorithm
Require: Sensing device, UAV, and m reading parameters

Ensure: Relief response at disaster site, protection of UAV during relief operation

1: Define a region R. Subdivide R such that R� (R1, R2, …, Rn).
2: for disaster observed in Ri region do
3: /*Define Thresholds */
4: Estimate max and min values of parameter Pm.
5: if val(Pm) ≥ max(Pm) then
6: /*Alert Is generated */
7: Navigate UAV to launch location.
8: else if val(Pm) ≤ min(Pm) then
9: /*Alert Is generated */
10: Navigate UAV to launch location.
11: else
12: Continue the navigation through the mission path.
13: end if
14: Communicate the data collected to ground station.
15: end for
16: Perform the relief operation.
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Fig. 2 UAV with its
specifications

3 Scenarios and Results

In this section, for demonstrating the proposed algorithm using UAV, DroneKit-
Python [11] is used and simulation is performed. DroneKit-Python is a simulation
tool that allows the developer to control the navigation of the UAVs. Additionally,
the mission planner tool [16] is used to track the navigation of the UAV in the
region. After successful simulations, the scenarios are emulated using the actual
UAV. As shown in Fig. 2, the Hexa Drone with high stability incorporated with
GPS module, Raspberry Pi 3 onboard microcontroller with pi camera, high accurate
flight controller, high-resolution video transmitter, analog video capture device, and
lithium-powered battery of 20minfly time is designed for the purpose of post-disaster
management and surveillance. The glimpse of the drone on the fly for surveillance
is shown in Fig. 3.

For the purpose of demonstrating the different scenarios, initially, a region of
interest is defined as shown in Fig. 4. In the case presented in this paper, the region of
interest, R is outlined using Google maps on mission planner, which consists of three
department buildings, residential hostel, playground, health center, and few forest
areas. Further, the whole region is partitioned into nine different subregions given
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Fig. 3 Snapshot of
on-the-fly UAV

by R� (R1, R2, …, R9). These subregions are as shown in Fig. 5 with boundaries.
Let us assume that a disaster occurs in region R1 and the unnatural fire condition is
considered as the disaster for experimental purpose.

In such a scenario, the unmanned aerial vehicle is dispatched to perform the
surveillance operation, and at the same time, real-time communication of the sensed
information is sent to the ground control station. The UAV is instructed to navigate
through the region of disaster, which is shown in red color and performs the sensing
and real-time communication operations at eight different locations, L� (L1, L2, …,
L8).

The planned mission with the waypoints of the UAV is shown in Fig. 6, and their
respective locations are summarized in Table 1. These eight locations are the critical
points from where the required parameters are needed to be sensed. In our case,
the abnormality in temperature value needs to be sensed by the onboard system in
the UAV. The basic mission plan instructs the UAV to start its flight from the home
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Fig. 4 A demonstration of region of interest in our campus

Fig. 5 Occurrence of disaster in region R1

location and sense the parameters at eight locations before returning back to its home
location again.

The ground station provides the UAV with an approximate maximum and mini-
mum values of temperature in the disaster region. The threshold of the minimum and
the maximum values is assigned during the experiment with 25 and 35 °C, respec-
tively. During its flight from one location to another, the UAV senses the temperature
value and communicates this information to the ground station. For the verification
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Fig. 6 Basic mission plan of UAV to sense the disaster region

Table 1 A summary of
locations for navigation of the
aerial vehicle

Location ID Latitude Longitude

Home location 21.161580 72.785524

L1 21.161925 72.785813

L2 21.161915 72.786162

L3 21.161720 72.785974

L4 21.161680 72.786280

L5 21.161370 72.786210

L6 21.161180 72.786776

L7 21.161275 72.785417

L8 21.161625 72.785132

of our proposed algorithm, three scenarios are demonstrated. In the first scenario,
a false alarm is created by altering the temperature value in the code, i.e., by giv-
ing 23 °C, which is lesser than the minimum temperature threshold provided to the
UAV. In such a case, the UAV generates the alert and returns to the home location
at L3, as shown in Fig. 7, where the UAV path tracking is depicted. Similarly, the
second scenario is demonstrated as shown in Fig. 8, where the sensed temperature
by the UAV is more than the maximum threshold. In this case, the UAV senses 39 °C
at a location L6 that is more than the maximum temperature range provided to the
UAV. In such a scenario, again the UAV generates the alert and returns to the home
location, as the UAV is vulnerable to get affected by the ambient condition and there
is a possibility of crash. The UAV tracking in mission planner is shown in Fig. 8.
In the third scenario, if the UAV senses the temperature within the specified range,
then the UAV should navigate through each location of the disaster region. While
navigation, real-time communication of the sensed information to the ground control



144 J. Sathish Kumar et al.

Fig. 7 UAV returns to home location in the case false alarm at L3

station is performed. In this way, the control station knows the exact condition of
the site through parametric sensing report received from the UAV. The full mission
traversed by the UAV is as depicted in Fig. 9. Once the navigation area of the disaster
site is decided successfully, there is a requirement to carry out disaster relief opera-
tion. However, the UAV performs the situation analysis by considering the various
parameters and continuously evaluating the given conditions during the disaster. The
disaster control and corresponding recovery are very crucial operations and need to
be carried out with minimum risk of human lives. In this paper, the real communi-
cation using Internet enables the UAV to send the sensed data to the ground control
station or to the cloud. Further, the real-time streaming of video using Raspberry Pi
camera and analog camera is sent to the ground control station for accurate analy-
sis. Therefore, the application of the IoT in such a scenario is efficient by using the
automated devices as an integral part of the rescue team. This paper addresses these
concerns by the use of the UAVs for relief operation and providing a mechanism for
dynamic navigation, which is an essential requirement for such applications in order
to save human lives.

4 Conclusion

The disaster management and the response are very critical that need to be performed
in an effective way so that many lives can be saved. There is a need of real-time
response in the disaster scenarios. Moreover, the sensing and communication tasks
must be performed in such a way that the rescue can be carried out speedily. In this
paper, the use of the UAV is demonstrated for strategy formulation of rescue team
during disaster to sense the critical parameters at disaster site and accomplish the
real-time communication to the ground station. In this context, the use of the UAV
for real-time sensing and communication and an algorithm to protect these vehicles
during extreme conditions is addressed. The implementation of the proposed work is
performed using DroneKit-Python simulation tool and emulated the scenarios using
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Fig. 8 UAV returns to home location while exceeding the threshold range at L6

Fig. 9 UAV sensing values at eight different locations

actual drone developed for post-disaster management and aerial surveillance with
the aid of mission planner tool. In the future, the proposed work can be tested for its
efficiency with several parameters in extreme conditions.
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An Empirical Analysis of Collaborative
Filtering Algorithms for Building a Food
Recommender System

Ashique Mohaimin Ornab, Sakia Chowdhury and Seevieta Biswas Toa

Abstract Recommender systemhas been playing a great role in almost every sectors
starting from online shopping Web sites to online movie sites and social networking
sites. However, the use of recommendation engine has been very little in the food
sector. Sometimes people become tired of having the same kind of meals everyday
because of several reasons. Some people need to consume fixed food due to their
illness; others consume same meals everyday to stay healthy despite having any
diseases. In this paper, we have first discussed two collaborative filtering algorithms
that can be used to build a food recommender system for the people who have been
leading a monotonous food consumption lifestyle and are bored of having the same
kind of meals every day. After that, we have analyzed the two approaches of building
a food recommender system and finally concluded that the model-based approach is
more reliable than the memory-based approach.

Keywords Recommender system · Collaborative filtering · Cosine similarities
Alternating least squares (ALS)

1 Introduction

Recommender system is basically a system that enables items to be suggested to sim-
ilar users based on their personal common preferences and choices. Recommender
system searches for the similarities between items or users and suggests the most
similar items to the users. In a world of full of information and variety of choices,
it becomes difficult for people to choose the best out of the bests which match their
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interests. This is where recommender system comes into play; it helps people find
out the best for them.

Generally, recommender system is an information filtering method finding
out related information. Recommender system can be divided mainly into two
types—content-based and collaborative filtering. There is another type called hybrid
which is usually done by the combination of content-based and collaborative filter-
ing. In our work, we have used collaborative filtering to build the food recommender
system.

1.1 Collaborative Filtering

People have been sharing ideas and opinions for centuries and that is the origin of
what we call collaborative filtering. It is a process that evaluates and filters people’s
likes and dislikes for a particular product or item. Collaborative filtering is a common
and popular recommendation algorithm that predicts and recommends based on past
behavior of the system’s users or ratings given by the users [1, 2].

Collaborative filtering can be divided into two types: memory-based and model-
based. In memory-based approach, the system makes up a relationship between
users and items in order to suggest users an item. The whole dataset is being used to
find out the similar values between users and/or items. Methods such as Euclidean
distance, Pearson correlation [3], Jaccard similarity, cosine similarity, can be used to
implementmemory-based system. Formodel-based system, linear regression,matrix
factorization, Bayesian clustering, associative classification can be used.

2 Related Works

The online food menu recommender system proposed by Bundasak et al. [4] has
been built using collaborative filtering and slope one predictor. It is a memory-based
recommender system that works with users’ ratings and their preferences to suggest
menus. There aremainly three steps in this system—menu items rating, collaborative
filtering, and slope one predictor. And at the end, the system recommends topNmenu
items to the user.

Li et al. [5] proposed a recommender system which uses web-based data min-
ing and the system recommends healthy meals to the users. This is a recommender
system especially for health-related issues that analyze health conditions and food
intake of a user. They proposed that there is a Web site where users had been order-
ing different food items of different recipes and from there they collected all the
users’ information using data acquisition. Data mining algorithms like clustering,
classification, association rules have been used to extract the necessary user data.

A personalized suggestion system proposed byAgapito et al. [6] monitors a user’s
health profile and recommends him or her healthy food meal. The profile of the user
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has been built based on real-time questionnaires by medical doctors, and the answers
are provided by the users. The system has been built up by their self made algorithm
which focuses on users’ profile and their health status and suggest meals based on
that. The result of this system is typical Calabrian foods are suggested by DIETOS to
the users in three ways: (i) according to the user’s health profile, foods are suggested
spontaneously; (ii) showing the place on a map where the Calabrian foods are made;
and (iii) displaying the nutritional properties of each product stored in the database,
benefits, and side effects of pathologies and specific health conditions.

Gaur et al. [7] majorly focused on two initial dimensions of food recommenda-
tions: calories intake by the person and the calories which are left unused for that
person. The author proposed a model that used information taken from the univer-
sity’s students belonging to the age group 18–24. This information includes the basic
details of the users like age, weight, height, lifestyle, disease (if any), and food taken
by that user till evening. This information is given as input to calorie and BMI calcu-
lators for calculating the BMI and calorie consumed by that person, and it is based
on the information of a person defined above which will result in the body mass
index calculator (BMI calculator) is used to calculate the total fat of the body on
the basis of weight and height. After calculating these and taking into accounts, the
user’s BMI, DNA, and genetic disease—a suitable recommendation of food is given
to the user that will be beneficial for his or her health.

3 Methodology

Our food recommender system has been built in two ways—memory-based and
model-based approaches of collaborative filtering [8]. The memory-based approach
is used cosine similarity [9, 10], and model-based approach is used matrix factoriza-
tion [10, 11] which is a machine learning technique.

3.1 Memory-Based Recommender System

Memory-based collaborative filtering can be divided into two types: user–user col-
laborative filtering and item–item collaborative filtering which are basically neigh-
borhood methods.

For our memory-based recommender system, we have used item–item collabora-
tive filtering. In item–item collaborative filtering, the similarity values between items
are found and the most similar item to an item is suggested to the user.

The most significant part of memory-based recommender system is creating the
user–item matrix and then finding the similarity values between the items.

In order to build a food recommender system, we have accumulated an approxi-
mate of 100 users’ information that contains the users’ personal details such as age,
height, weight. We gave the users some selected 100 meal sets with respective calo-
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ries for each meal set, in context of Bangladesh, for which they had to rate the meal
sets on a rating scale of 1–5. Any meal set rated a value of 5 means that meal set is
most healthy for the user and any meal set rated a value of 1 means that meal set is
least healthy for the user.

Our food recommender system will contain user profiles who have already rated
our given meal sets in the system by creating a profile of their own. They can also
add new meal sets and rate them.

The following example, with ten users and five meal sets, shown below describes
how our memory-based food recommender system works

I. Ameal set (X) is given as user input. Themeal setmust be present in our database
in order to get a recommendation as replacement for the input meal set.

II. Creation of user–item matrix from the dataset. This small portion of dataset
(Fig. 1) has been used for better illustration and explanation of how our food
recommender system works.

In Fig. 1, ROWS are the users and COLUMNS are the meal sets (items). The
user–item matrix illustrates all the ratings given by each user to the meal sets they
consume. The higher the rating, the healthier is the food for them. For example, User
1 gave Item 1101 (bread, omelet) a 4 out of 5 and gave Item 1102 (omelet, boneless
chicken) a 5 out of 5. All the ratings are in the range of 1–5.

The meal sets (items) which are not given any rating are assumed to be rated a
zero by default. For example, User 2 has not given any rating to Item 1101 so the
rating for Item 1101 by User 2 is a zero.

Meal set (Item)

User
bread, 

omelette
omelette, 
boneless 
chicken

bread, 
fruit jam, 
green tea

bread, low 
fat milk, 

poached egg

cereal, low 
fat milk

1101 1102 1103 1104 1105
1 4 5
2 5
3 5 2
4 1 4
5
6 5
7 1
8 2
9

10 2

Fig. 1 user–item matrix of ten users and five meal sets
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In case of cosine similarity, a similarity value of 0 means least similar and a value
of 1 means most similar. In our user–item matrix, all our ratings are positive. So all
the item–item cosine similarity values will be in the range between 0 and 1.

III. Finding similarity between meal sets (items)

The similarity values between meal sets have been found using cosine similarity.
Cosine similarity finds similarity by calculating the angle between two vector lines.
Two items are considered as two vector lines in an n-dimensional space, and the
angle between them is the cosine angle. The smaller the angle, the more similar the
two items are. If the number of users is ‘n’, then the vector lines of the two items
will be in n-dimensional space. Here we have considered ten users so the similarity
values between any two items will be found in ten-dimensional space.

If we want recommendation for the meal set Item 1101, then we need to find out
the similarity values between Item 1101 and all other remaining items in the dataset.

The cosine similarity value between two items im and ib is calculated by

scosu (im, ib) � im .ib
||im ||||ib|| �

∑
xa,mxa,b

√∑
x2a,mx

2
a,b

(1)

where

im � Item m
ib � Item b
xa,m � rating of ‘x’ of user ‘a’ on item ‘m’
xa,b � rating of ‘x’ of user ‘a’ on item ‘b’

Now let us apply this formula on our user–item matrix (Fig. 1).

Item 1101� (4,0,5,1,0,0,0,0,0,0)
Item 1102� (5,0,0,0,0,0,0,0,0,0)
Item 1103� (0,0,0,0,0,5,1,2,0,0)
Item 1104� (0,5,0,0,0,0,0,0,0,2)
Item 1105� (0,0,2,4,0,0,0,0,0,0)

scosu (Item 1101, Item 1102)

� (4 × 5) + (0 × 0) + (5 × 0) + (1 × 0) + (0 × 0) + (0 × 0) + (0 × 0) + (0 × 0) + (0 × 0) + (0 × 0)
√(

42 + 02 + 52 + 12 + 02 + 02 + 02 + 02 + 02 + 02
) × (

52 + 02 + 02 + 02 + 02 + 02 + 02 + 02 + 02 + 02
)

� 0.6172133998

scosu (Item 1101, Item 1103) � 0

scosu (Item 1101, Item 1104) � 0

scosu (Item 1101, Item 1105) � 0.4830458915

From the above calculation, we can conclude that Item 1101 and Item 1102 are
the most similar meal sets in this small portion of dataset. So when the user will give
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Item 1101 as an input, our food recommender system will suggest him or her to have
Item 1102 among the other four meal sets.

3.2 Model-Based Recommender System

For building the model-based food recommender system, we have used the latent
factor model of collaborative filtering. Latent factor model characterizes both the
user and the item to explain ratings. The rudimentary idea is that vectors of latent
factors are inferred from ratings’ pattern and matrix factorization characterizes users
and items by this. The higher the correspondence between the users and items, the
greater the chance of recommendation.

The most significant part of model-based recommender system is filling up the
sparse matrix by alternating least square algorithm minimizing the error.

Wehaveused the samedataset that has beenusedbefore to implement thememory-
based food recommender system.

Our model-based food recommender system will contain user profiles who have
already rated our given meal sets in the system by creating a profile of their own.
They can also add new meal sets and rate them.

The following example, with ten users and five meal sets, shown below describes
how our model-based food recommender system works

I. Give the user id as input. The user must be present in our database in order to
get a recommendation for meal sets that he or she has not eaten yet.

II. Creation of user–itemmatrix from the dataset (same user–itemmatrix as shown
in Fig. 1).

III. Factorize the user–item matrix into two different matrices.

In this step, the user–item matrix (Fig. 1) is factorized into individual user matrix
and itemmatrix by alternating least square algorithm. And if the user matrix and item
matrix are multiplied back together, it produces an approximation of the original
user–item matrix.

For illustration, we have used Fig. 2.
After formation of individual matrices U and P (Fig. 2), alternating least square

(ALS) puts random values in the cells of the matrices, calculating an error term and
then continues to alternate the values back and forth between matrix U and matrix
P until the error is minimized. Once this process is completed, the matrices U and P
are multiplied back together and the blank cells in the user–item matrix (Fig. 2) are
filled up with predicted ratings as shown in Fig. 3.

In Fig. 3, the predicted ratings N are in the range of 1–5 which is calculated
randomly by the algorithm. For instance, if the latent factors of Item 1101 and Item
1104 are similar and the predicted rating of Item 1104 is one of the highest values
among all other items for User 3, then User 3 will get Item 1104 as one of the top
meal sets. Here latent factors can be the type of meal set; that is, both the items are
for breakfast; the calories of the meal sets are similar.
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4 5
5

5 2
1 4

5
1
2

2

R (m×n)
User-Item Matrix U (m×k) P (k×n)

Fig. 2 Matrix factorization of user–item matrix

Meal set (Item)

User
bread, 

omlette
omlette, 
boneless 
chicken

bread, 
fruit jam, 
green tea

bread, low 
fat milk, 

poached egg

cereal, low 
fat milk

1101 1102 1103 1104 1105
1 3.99 4.95 N N N
2 N N N 4.99 N
3 4.78 N N N 1.93
4 0.98 N N N 3.98
5 N N N N N
6 N N 4.90 N N
7 N N 0.88 N N
8 N N 1.85 N N
9 N N N N N

10 N N N 1.99 N

Fig. 3 Filled up user–item matrix

3.3 Apache Spark

Apache Spark is a big data processing framework which enables us to use some of
the most popular tools to implement big data-related tasks. We used Apache Spark
to utilize Spark MLlib which is a machine learning library that consists of different
algorithms and utilities. We have implemented alternating least square (ALS) algo-
rithm for our recommendation system usingMLlib. Moreover, we used Spark so that
in the future this system can take mass volume of data as input and for making it
efficient, scalability, and fast processing are needed.
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4 Result and Analysis

For the memory-based food recommender system, if a user gives the unique meal
set id of any existing meal set of the system as input, then he or she will get a list of
top ten meal sets as recommendation that match the user’s preferences. You can see
the user has given 2201 as input for the meal set rice, mixed vegetables as shown in
Fig. 4.

For the model-based food recommender system, the user has his or her personal
unique user id using which he or she can rate any meal set in the system and can get
recommendation for new meal sets which the user has not tasted yet. For that only
the user requires to give his or her user id as input and then he or she will get top ten
meal sets’ recommendation that has been found by comparing the user’s previous
preferences. Figure 5 shows that for the user who has id 8 has got a list of top ten
meal sets which he or she might like to consume according to his or her preferences.

The memory-based food recommender system mainly focuses on how much an
item (meal set) is liked by the users. It figures out the similar ratings of an item (meal
set) pair and checks whether they are similar meals or not. This means if there is

Fig. 4 Top ten meal sets recommendation of memory-based food recommender system

Fig. 5 Top ten meal sets recommendation of model-based food recommender system
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no similarity of ratings between any pairs of meal sets, then the system will give an
average recommendation for the meal set alternative to what the user is looking for.
So there must be such dataset that has at least one similar meal set for a given meal
set that is both the meal sets must be given similar values by at least one user. Here
no matter how poor or good ratings are given by the users to the meal sets it is not
taken into account. This means if two meal sets are given a rating of 1 by the same
user, then these two meal sets are very similar. But if one meal set is rated a 1 and
another meal set is rated a 5, then these are very dissimilar meal sets thus in such case
we will get average recommendation for a meal set. Even if a meal set is rated very
high by the users if that meal set does not have any similar rating with other meal
sets, then the recommendation of alternative meal sets will be very poor. Moreover,
if a meal set is rated by only one user and the user has not rated any other meal sets,
then the recommendation system will have no similar meal sets for that meal set and
therefore no recommendation for that meal set. The memory-based recommender
system using cosine similarity also assumes that the rating of a meal set is zero if it
has not been rated by any user. So it finds very dissimilarity among items which are
rated and which are not rated. Thus, again makes poor recommendation for a given
meal set.

On the other hand, model-based food recommender system not only focuses on
the values of the ratings given by the users. The machine learning technique matrix
factorization uses the existing ratings of meal sets to predict the ratings of other meal
sets that have not been rated by the users taking into account of other parameters of
themeal sets such as the type of meal set, the calories of themeal set. These predicted
ratings are fully done by the system, and there is no scope of any error if the ratings
on the meal sets given by the users are absolutely meaningful and correct. But in a
case where an item X is rated a 5.0 by user A, a 4.0 by user B, a 1.0 by user C, and D
has not rated item X. Now when the values of the ratings are computed for training
and getting the predicted ratings; sometimes the lowest rating value compared with
other ratings of an item is not considered. Here the rating value 1.0 might not be
computed for training the existing values and computing the predicted ratings. This
can make the recommendation very inefficient sometimes, and thus, scaling is really
necessary in such cases.

Another big factor that works for both the approach is how the users rate the meal
sets. If there is any wrong or misleading rating on the meal sets despite the meal sets
being very good for health, then also there is a possibility of getting wrong or poor
recommendation for meal sets. So the dataset must be arranged in such a way that
there is no scope of incorrect or false ratings on the meal sets.

Here we cannot exactly compare between these two types of recommender sys-
tem. But we can conclude that the model-based recommender system works best
since there is no scope of assuming an unrated meal set a zero that minimizes the
dissimilarity among different meal sets which happen in case of memory-based rec-
ommender system. Moreover, in the model-based food recommender system the
latent factors like calories, type of meal sets are also taken into account during rec-
ommendation which is not done by the memory-based food recommender system.
These kinds of meal information play an important role in recommending people
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with healthy food. It narrows down the food recommendation by suggesting users
only with the meal sets that are within the calorie range of their usual food intake.

5 Conclusion

To conclude, we tried to build a food recommender system by using two different
collaborative filtering algorithms. We have seen that the model-based recommender
system is more effective than that of the memory-based systemwhich suggests items
to users based on only the similar ratings no matter how poor the similar ratings are.
In other words, even if a meal set is not healthy for person in terms of calories, it
might be recommended to him or her. But the model-based system takes into account
the other parameters such as calories and suggests users withmeal sets that are within
the users’ preferred calorie intake. This model-based recommendation engine will
hopefully help those people who have a boring, fixed eating pattern and make their
food consumption an interesting one by helping them to choose variety of meal sets.
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Performance Analysis of Iris Recognition
System

Ruqaiya Khanam, Zohreen Haseen, Nighat Rahman and Jugendra Singh

Abstract A biometric system offers automatic identification of an individual based
on a unique feature or characteristic possessed by the individual. Iris recognition is
regarded as the most reliable and accurate biometric identification system available.
Although iris identification system is based on pattern recognition technique but due
to poor iris boundary detection and high computational time in previous work, we
used neural network and discriminant machine learning technique to obtained high
accuracy. In this work, we implement neural network and discriminant analysis of
machine learning method for iris recognition in iris images to implement in day-
to-day life, using MATLAB 2016a. The emphasis will be only on the software for
performing recognition and not hardware for capturing an eye image. The proposed
method gives better recognition rate than SVM technique with less computational
complexity. Neural network and discriminant methods are used for matching and
finding recognition accuracy. Thus, the accuracy obtained from neural network is
94.44%, whereas from discriminant analysis the accuracy obtained is 99.99%.

Keywords Iris recognition · Neural network · Machine learning

1 Introduction

The advancement of technology and expand importance of security have gainedmore
awareness toward biometric identification system. Biometric systems are used based
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on face, iris, fingerprint, gait parameter, etc. Application of biometric systems is used
for unique identity, border security, airport security, etc. Biometric identification is
the process of an automatic identification based on characteristic or unique feature
of an individual or a person. In 1980s two ophthalmologists, Leonard Flom and Aran
Safir proposed that even in twins no two irises are alike thus making them a good
biometric. By 1994, the algorithms have been developed and patented and further
now used as the basis for iris recognition systems [1, 2]. The iris starts to develop
in third month of gestation and complete its structure by the eighth month, however,
pigment accretion continues to the first postnatal years. Each individual has a unique
iris even the left and right eye of a particular individual differs in iris. Through the
strategies of image processing, uniqueness of an iris pattern can be extracted from
digitized image of the eye and thus encode it into a biometric template, which saved
in database. This biometric template contains a mathematical representation of the
unique data stored in the iris and enables comparisons to bemade between templates.

2 Related Work

The first scientist who developed the algorithm for iris recognition systemwas Daug-
man integrodifferential operator was used for iris localization and for iris normaliza-
tion rubber sheet model of Daugman was used. The matching of two iris codes was
done by Hamming distance. Lim proposed an efficient method of personal identifi-
cation having high level of stability and distinctiveness. In this paper, Haar wavelet
is used to extract the features from iris image. Navjot provides the review of existing
methods as proposed by various researchers for iris recognition. Mohd. Tariq pro-
posed an algorithmby using 1DGabor filter for the extraction of feature, normalizing,
and segmenting the iris and pupil boundaries of eye from database images. Further,
Proenca proposed a method which encloses three main parts that are eye detection,
iris segmentation, and discrimination of noise-free iris texture. An algorithm imple-
mented by Mayank was used to enhance both accuracy and speed of iris recognition.
Samir relates a GACs (Geodesic Active Contours) with an iris segmentation scheme
which extract the iris from nearby structures. The scheme invokes iris texture further
assisted by local and global properties of the image. Zhaofeng presented an algo-
rithm for both fast and accurate iris segmentation. FAWAZ is known for proposing
multi-algorithmic approach to enhancing the security of iris recognition system and
can be achieved by fusing the data acquired at the feature level and applying the
K-nearest neighbor classifier (K-NN).
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3 Background Theory of Proposed Work

3.1 Biometric Technology

Biometric generally describes a characteristic or a process. For automatic recognition,
it is used. Its framework provides a programmed recognition of a person taking same
kind of special elements or trademark governed by the person. A biometric system
generally involves three modules as: recognition, verification, identification (Fig. 1).

Sensor Module: It defines the connection of the human with the system and thus
vital to the execution of the biometric system.

FeatureExtractionandQualityAssessmentModule: The quality of the biomet-
ric data attained by the sensor is assessed for feature extraction. During enrollment,
the extracted feature is stored in the database known as “template”, representing the
identity of an individual.

Matching Module: The identity of an individual is verified by comparing the
template to the input (query) biometric data of an individual.

Decision-MakingModule: This is to verify an exact identity or to provide ranks to
the enrolled identities. Usually, the match score is compared against the “threshold”
to determine the authenticity of an individual.

3.2 The Human Iris

To control the amount of light entering through the pupil is the function of iris. The
average diameter of the iris is 12 mm, and the pupil size can vary from 10 to 80% of
the iris diameter [3]. The pigmentation of iris depends on genetics which determines
its color.

Fig. 1 Working of biometric
system
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3.3 Different Recognition System

Biometric recognition, or biometrics, refers to the automatic identification based on
anatomical or behavioral characteristic or unique feature of an individual. Someof the
recognition systems are fingerprint recognition, speech recognition, iris recognition.

3.4 Work Methodology

Steps in Iris Recognition System
Image Acquisition: It is the first step of the image processing and can be defined

as recovering an image from some source. High-quality image acquisition techniques
are used for iris recognition to make accurate models of different surfaces.

ImagePreprocessing: It aimed to enhance ability to interpret quantitatively image
components. It removes low-frequency noise, normalizes the intensity of individual
images, and removes reflections.

Segmentation: The accomplishment relies on upon the imaging nature of images
of eye. Because of the exertion of close infrared light for enlightenment, images in
the CASIA iris database [4] do not contain specular reflections.

Normalization: The next stage after iris region segmentation is to change the iris
region, so it has fixed measurements to allow comparisons. There are dimensional
irregularities between eye images due to extending of iris created by pupil expansion
from shifting levels of brightening. The normalization methodology will create iris
regions, which have the samemeasurements, so two photos of the identical iris under
exclusive conditions will have characteristic features at the same spatial area.

Feature Encoding and Matching: The template that is created in the feature
encoding procedure will require a relating matching metric, which allow comparison
between two iris templates (Fig. 2).

Fig. 2 Technological perspectives in feature encoding module
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• FeatureEncodingAlgorithms:Wavelets can be deployed to decompose the infor-
mation in iris region into constituent that show up at different resolutions.

• Gabor Filters: Daugman encodes iris pattern data by using 2D variant of Gabor
filters. A 2D Gabor filter over the image space (x, y) is represented as:

G(x, y) � e−π[(x−xo)
2/α2+(y−yo)

2/β2]e−2π i[uo(x−xo)+vo(y−yo)]

where (xo, yo) is position in the image, (α, β) is the effective width and length, and

(uo,vo) determine modulation, which has spatial frequency. ωo �
√(

u2o + v2
o

)
.

• HaarWavelet: Oppenheim and Lim [5] use the wavelet change to extract features
from the iris region. From multi-dimensionally filtering, a feature vector with 87
estimations is featured. Since every estimation has a real value expanding from
−1.0 to +1.0, the feature vector is sign quantized so that any positive value is
represented by 1 and negative by 0.

3.5 Matching Algorithms

Matching Algorithms are used for verification as well as identification functions.
Three algorithms which are repeatedly used in iris recognition technology discussed
below are:

• HammingDistance: Themeasure of same number of bits between two bit patterns
is given by hamming distance. The hamming distance for two bit patterns X and Y
is defined as the sum of discarding bits (sum of the exclusive-OR between X and
Y ) over N , the total number of bits in the bit pattern.

HD � 1

N

N∑
i�1

Xi (XOR)Yi

• Weighted Euclidean Distance: In order to compare two templates composed of
integer values WED is used. The metric is employed by Zhu et al. [6] and is
specified as

WED � 1

N

N∑
i�1

( fi − f (k)i )2/(δ(k)i )2

where f i is the ith feature of the unknown iris, and f (k)i is the ith feature of iris
template, k and δ

(k)
i is the standard deviation of the feature in iris template k.

• Normalized Correlation: It is represented as
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n∑
i�1

m∑
j�1

(p1[i, j] − μ1)(p2[i, j] − μ2)/nmσ1σ2

where p1 and p2 are two images of size n×m,μ1 and σ 1 are the mean and standard
deviation of p1, and μ2 and σ 2 are the mean and standard deviation of p2.

4 Proposed Work and Techniques Used

The implementation of proposed work is shown in Fig. 3.

4.1 Feature Extraction Technique

The feature map of iris image is extracted with the help of Daugman rubber sheet
model which is used for the normalization of image and then Haar wavelet is used
for the feature extraction.

USING HAAR
WAVELET

STOP

USING DAUGMAN
RUBBER SHEET

PUPIL DETECTION
MODULE

START

IRIS DETECTION
MODULE

EYELIDS
DETECTION

USING NEURAL
NETWORK AND
DISCRIMINANT

MATCHING
MODULE

FEATURE
ENCODING

NORMALISATION
MODULE

SEGMENTATI
ON MODULE

USING
MORPHOLOGICAL 
PRE PROCESSING

Fig. 3 Flow chart of proposed algorithm
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Fig. 4 Daugman’s rubber
sheet model

Daugman’s Rubber Sheet Model: The homogenous rubber sheet model elab-
orate by Daugman relocates every point inside the iris area to a couple of polar
directions (r, θ ) where r is on the interval [0, 1] and θ is angel [0, 2π ] (Fig. 4).

The relocating of iris region from Cartesian coordinates (x, y) to the normalized
non-concentric polar representation is modeled as

I (x(r, θ ), y(r, θ )) → I (r, θ)

With, x(r, θ) � (1 − r)xp(θ) + r x1(θ)

y(r, θ) � (1 − r)yp(θ) + r y1(θ)

where, I(x, y) is iris region picture, (x, y) are the Cartesian coordinates, (r, θ ) are
the relating standardized polar directions, and are the directions of the pupil and iris
limits along the θ direction.

4.2 Matching and Accuracy Determination

In this proposed work, the accuracy of the feature extraction is determined with the
help of discriminant analysis and neural network.

MachineLearningAlgorithm:A typeof artificial intelligence learning algorithm
which helps the computers the ability to learn without being clear-cut programmed.
There are various types of machine learning algorithm: supervised, unsupervised,
semi-supervised, reinforce.

5 Experimental Result

Every first image in result modules represent our best performance as when we
compare characteristically features of our first imagewith otherswefind considerable
difference in image quality but the catch is that for most of images taken we have
got such technical results which are relevant to our above assumptions. Outputs or
results are shown in sequential manner (Fig. 5).
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The image is shown in Fig. 6 is binarized behavior of original iris grayscale
images. The image of this type is used for further segmentation of iris and then its
localization.

In Fig. 7, the image quality indicates a good level of clarity in the image repre-
sentation. The background is noise free and representations of pixels are 0. This is a
standard image which will be used for masking and making the image noise free.

The current image has been used to show the red circles that are marked in the
image. Here when the image is seen highlighted with circles, the radii so evaluated
are marked only for a certain region or at an angular area shown in Figs. 8 and 9.

Fig. 5 Image after
binarization of iris image

Fig. 6 Image after artefacts
removal

Fig. 7 Original iris image
holding the red circles with a
certain angle

Fig. 8 Image after
Daugman filtering

Fig. 9 Detailed, approximated, horizontal, and diagonal components of wavelets
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Fig. 10 Image shows neural
network training

To enable the transform of circular region into a horizontal region the image
so calculated is divided in two regions. Now if Fig. 10 is compared to Fig. 9, the
circular iris region will be considered as polar coordinates and then the red marked
semicircles are reduced to Daugman Cartesian coordinates. The image so seen here
is a combination of left and right region of iris.

This image is imperative reason being that image here is a segmented image or
partitioned image which will reduce the image size to either half dimension or to a
lower dimension. If this wavelet analysis is done then ultimate aim of the image is
to calculate the results as features to identify the prime features. In this research the
approximate image seen at the upper left corner will be reduced and used, the total
pixels will be approximately 512.

The feature of four images of subject 1 selected shown by number of columns,
here the number of images will be four and for each image 100 prime features are
shown out of 512. If calculations are traced, the features are evaluated using Haar
wavelet.
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5.1 Accuracy Measurement and Comparison with Other
Technique

Accuracy Measurement: In this supervised learning is used which is a part of
machine learning. The techniques neural network and discriminant analysis are com-
ing under supervised learning and they are used tomeasure the accuracy in the present
work.

Discriminant analysis is a categorization method. It concludes that different
classes produce data, based on different Gaussian distributions:

• To create a classifier, the fitting function evaluates the parameters of a Gaussian
distribution for each class.

• To estimate the classes of new data, the trained classifier finds the class with the
smallest misclassification cost.

Figure 11 shows the comparisons between two techniques used in the work for
the calculation of accuracy of the features abstracted from the images of iris of the
given subjects. The techniques used are (1) discriminant analysis ofmachine learning
algorithm and (2) neural network.

The accuracy obtained from the neural network is 94.44%, whereas from discrim-
inant analysis the accuracy obtained is 99.99%.

The comparison of results obtained from the research work is well described in
Table 1. Accuracy of the features of human iris images has been derived in this

A
cc

ur
ac

y 

Different methods

Fig. 11 Matching accuracy of two mentioned methods
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Table 1 Recognition accuracy with different feature vector on CASIA image database

Methodology Accuracy (%) False acceptance rate (%)

SVM with Haar 91.33 8.66

Hamming distance 99.60 0.33

SVM with 1D log Gabor 99.65 0.33

Proposed work 1
(Haar+neural network)

94.76 5.21

Proposed work 2
(Db1+neural network)

94.76 5.22

Proposed work 3
(Haar+discriminant analysis)

99.99 0.01

Proposed work 4
(Db1+discriminant analysis)

99.99 0.01

proposed work after enhancing the acquired images of different subjects obtained
from the CASIA data source [7].

6 Conclusion

In this proposed work, an efficient technique for recognition and feature extraction
was explained. The crisscross collarette region of iris was picked because it is the
most significant region of iris complex layout due to which high acknowledgment
rate has been taken out. Haar wavelet and Daubechies wavelet were used for evicting
out the features; these extracted features were utilized in the iris recognition which
was using the feedforward neural network technique for recognition. The proposed
system also used the discriminant analysis approach for the matching stage with
the use of same extracted feature. This also gives better recognition rate than SVM
technique with less computational complexity. The performance accuracy of present
work is best in the favor of CASIA as well as check image database. So for both
identification and verification, the proposed work is efficient.

7 Experimental Result

Every first image in result modules represent our best performance as when we
compare characteristically features of our first imagewith otherswefind considerable
difference in image quality but the catch is that for most of images taken we have
got such technical results which are relevant to our above assumptions.
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Challenges in Mining Big Data Streams

Veena Tayal and Ritesh Srivastava

Abstract Big data deals with data of very large data size, heterogeneous data types
and from different sources. The data is very complex in nature and having grow-
ing data. Dealing with big data is one of the emerging areas of research which is
expanding at a rapid rate in all domains of engineering andmedical sciences. Amajor
challenge imposes on the analysis of big data is originated from big data generation
source, which generate data with very fast speed with varying data distribution due
to which the classical methods are unable to process big data. This paper discusses
the characteristics, challenges, and issues with big data mining. It also illustrates the
examples taken from various fields like medical, finance, social networking sites,
stock exchange, etc. to realize the application and importance of big data mining.
This paper explains about the use of parallel computing in data mining security
issues and how to deal with them. Furthermore, this paper also discusses challenges
associated with big streaming data with concept drifts.

Keywords Big data · Data mining ·Machine learning · Online learning

1 Introduction

Data processing is a challenging task in big data mining because data is sourced from
multiple sources; moreover, they have very complex and evolutionary relationship
that is increasing at a very rapid rate. Today is an era of big data [1–3]. A very large
amount of data is produced every day. It is about thousands of billion bytes and that
data is produced, recently, within 5 years ago [4]. The capability of data generation
has enhanced so much due to advent of information technology. The example of
big data is presidential debate between President Barack Obama and Governor Mitt
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Romedy triggered more than 10 billion tweets in just two hours [5]. It is how fast
the rate on which data is expanding. There are many more examples available in
these tweets, the moments that generated discussions of public interests related to
Medicare and vouchers. It provides new means to judge the public opinion and
generates feedback in real time which is more valuable. It gives better response as
compared to radio or TV broadcasting.

It is one of the old saying “A picture depicts thousand words.” The pictures play
a very important role in exploring human society, public affairs, etc. The Flickr is an
example of public sharing sites [6]; it requires storage in various terabytes every day.
Due to large amount of data, the commonly used tools are not sufficient to capture
and manage the data, within allowed time limit. It is very challenging to extract
useful information out of such a large size data [7]. As the storage is required in
large capacity, which is almost infeasible. For example—Square Kilometer Array
[8] is used for large storage. The data generated from it is very large. It requires a
data analysis and prediction that is effective in order to achieve timely response. The
data can be sourced from multiple sources and the improvement in the efficiency
of single-source knowledge discovery methods are discussed in [9]. The dynamic
data mining methods along with its analyzes are discussed in [10]. The multisource
perspective of data mining methods as the large amount of data is sourced from
multiple locations, therefore multisource data mining as discussed in [11, 12]. The
theory proposed in these papers provides the solution for the problem of full search
but also helps in finding of global model of which traditional data mining approach
are not capable. The data classification and clustering gain a lot of importance in
data mining. Furthermore, clustering is one of the analytical methods in data mining
and k-means are one of the popular techniques of clustering. There are various
improvements suggested in the base algorithm of k-means in the past few years and
one of such improvement is discussed in the [13]. There are many machine learning
algorithms that are used for classification and prediction in various applications
like text classification, spam detection, etc. The Naïve Bayesian is an example of
machine learning approach, and the survey of this approach for the classification of
text document is discussed in [14].

2 Challenges with Big Data Mining

The challenges of big data are manifold. It focuses on how to access data and how to
apply computational operations on it related with arithmetic computing. The big data
storage location is not single but sparse at different places and the characteristics of
big data is that it is continuously growing in nature; therefore, there is a requirement
of distributed data storage at large scale. It is also expensive to move data across
different locations. It is required in case of data mining algorithms, the data, to be
loaded inmainmemory for computing purposes. The challenges are also related with
semantics and domain knowledge of big data. It will provide benefits to data mining
algorithm but disadvantage is that it increased complexity. It is very important to
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understand the semantics at both low level and high level for example—in social
networking— users are linked and shared dependency structures but in some other
applications it can be represented using highly correlated items [15]. The challenges
in the analysis of big data mining can be discussed by considering factors [16] like
complexity, tools, data integration, cost of solution, availability of skills, etc. as shown
in Fig. 1.

These challenges also focus on designing of algorithms in handling the difficul-
ties of complex and dynamic data. The sharing of information is required for better
development and processing at each stage. The challenges of big data can also be
studied by considering the four V’s of big data, i.e., volume, velocity, variety, veracity
as shown in Fig. 2. The volume is increasing continuously in the form of clickstream,
log, event, speech, social media, etc. The velocity is speed of generation of data; it
can also be called as rate of analysis. The variety deals with different types of data
like structured, unstructured, and semi-structured. The veracity is data in doubt, dis-
trusted, and unclean. The uncertainty is due to data inconsistency and incompleteness
of data.

Fig. 1 Biggest challenges for success in big data and analytics

Fig. 2 Challenges of big
data Volume

Veracity

VarietyVelocity Big Data
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There are many application areas of big data mining like smart health care,
finance, log analysis, traffic control, telecom, manufacturing, trading analytics,
retails, improving search quality, sentiment analysis [17–20], etc. There are various
crowdsourcing models like Google Maps, Wikipedia, etc. The information is shown
in Table 1, considering volume, velocity, variety, veracity of various crowdsourcing
models.

The framework of processing big data can be studied in various tiers as shown in
Fig. 3. Tier 1 discusses low-level detail that deals with accessing of data and how
to perform computations on them. Tier 2 concentrates on high level in the form of
domain knowledge, semantics, sharing of data, and privacy. Tier 3 deals with the
algorithms of data mining having complex and dynamic data.

2.1 Tier 1: Platform of Big Data

The mining requires intensive computing units and there for data and computing
processors are required. There is a requirement of large-scale, medium-scale, and
small-scale resources for data mining tasks. In case of small scale, a personal com-
puter is sufficient but in medium scale, data is large and cannot fit into memory.

Table 1 Crowdsourcing models

Crowdsourcing
models

Volume Velocity Variety Veracity

Google maps Terabytes High Low Medium

Duollingo Terabytes Medium High High

reCAPTCHA Petabytes Very high Very high Very high

Amazon Turk Petabytes Medium Very high High

Wikipedia Petabytes Medium High Very high

Fig. 3 Framework of big
data

         
 

                 Tier 3

Tier 2
(Semantics, Sharing and 

domain knowledge)

Tier 1
(Low level details)
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It emerges the need of parallel computing [21, 22] and collective mining [23]. For
large scale, programming tools such as MapReduce is required. There is a need of
cluster computers which are having high speed. There is a need of parallel comput-
ing infrastructure for the computing of large size data. For example—data size in
Exabyte, petabyte and furthermore they have complex computing process. It changes
the quantity to quality. The parallel processing models which used to process such a
large data size includesMapReduce, cloud computing, etc. The efficiency ofMapRe-
duce is further enhanced to deal with large-scale data along with its real-time nature.
There are many algorithms available for data mining. For example—k-means, Naive
Bayes, linear support vector machines, regression, etc. The data is divided into small
subsetswhich are independent of each other and then combine their results to produce
the desired result and intermediate results can be taken using summation on mapper
nodes. There are various tools available for data mining like R, Weka, Hadoop, etc.
The integration of R and Hadoop [24] improves the scalability of traditional analysis
and also the poor analysis capabilities. The integration of Weka and MapReduce
[25] also improves the capability of standard Weka tool. The capability of Weka
tool is to run only on single machine and that too with limited memory of 1 Gb. By
its integration with MapReduce, its memory can be extended to 100 Gb, and it is
achieved by exploring the advantage of parallel computing.

2.2 Tier 2: Semantics of Big Data

Semantics of big data is related with sharing of data, privacy, domain knowledge,
and knowledge of application. The parallel computers require sharing of information,
but it can be difficult in case of sensitive information, for example, medical records,
banking transactions credit cards, etc. The privacy issues involved in such type of
information and there can be some measures to resolve such issues, for example, by
adding information such as certificate authority that limits the access of data. The role
of domain knowledge [26] plays a very important role in big data mining algorithms.
For example, hormones test gives better and clear indication about the detection of
deceases such as NCAH, adult acne rather than just external view. Also in stock
exchange, there is great contribution to the stakeholders if the domain knowledge
related with upward/downward is there, it would bemuch easier to predict themarket
trend rather than random guess [27]. The privacy of data is ensured by introducing
randomness in the data so that actual information can be kept hidden. There are many
methods for protecting the data and also presented in [28] such as:

• Anonymity: The suppression and generalization are two techniques used for
imposing anonymity in the data.

• Deleting sensitive values: The data values having sensitive information can be
deleted so that it can be protected. Adding random noise: The addition of some
random information that is not required is also effective method in protection of
information.
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• Swapping of values: The matching of values can be avoided if they are swapped.
It is very useful in the protection of sensitive information.

• Replacing of values: The original values can be replaced with some synthetic
values that are generated from simulations.

The distribution of data is at different locations; therefore, users do not have
physical access to such data. The third-party data miners require efficient data access
mechanism. There should no downloading allowed of any local data copies. There
should not be having direct access to original data.

2.3 Tier 3: Complexity of Data: Relationships
and Associations

The activities related to distributed sites are also an issue to produce unbiased view
from them. It is done at various levels; data level, model level, and the knowledge
level. The data level is related with local sites, remote site and to aggregate the
information at different sites. The data ismultisource, dynamic andmassive in nature.
There is emerging requirement for the expansion of dataminingmethods. The gradual
improvement in the hardware allows improving the knowledge discovery methods,
so that they can work well for massive data. There are a lot of differences between
single source and multisource data mining due to its real time, heterogeneous and
complex innature like characteristics. The applicationof datamining such asfinancial
analysis, medical field, online trading diagnostic, etc. are inherently very dynamic in
nature where static knowledge is not capable of adapting the change of dynamism.
Evolving knowledge is a continuous process in real time and dynamic applications,
for example, in a class of average students any student among them can perform
extraordinary well, may be because of various external factors like affording of
various expensive coaching, guidelines receive from expert, etc. and various other
factors with the passage of time. It gives birth to knowledge discovery in case of
concept drift. There can be various types of drifts possible in it. It gives rise to new
area of research which is called as concept drifting data stream mining [29–31],
the detail discussion on concept drifting data stream is present in Sect. 3. There are
various types of complex data in big data [15].

• Complex and heterogeneous data: It is having structured data and unstructured
data. It is having data in the form of table, image, audio, video, hypertext, etc. The
data models are incapable of handling such a complex nature of data.

• Complex relationship networks in data: There is existence of social relationship
between individual and that comes under the category of complex social network.
The examples include Facebook, twitter, LinkedIn, and other social networks.

• Complex intrinsic semantics associations in data: The “text–image–video” is
having strong semantics associations. It helps to improve the performance of appli-
cations. It is very challenging to describe the semantic features.
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3 Big Data Streams and Concept Drifts

3.1 Data Stream and Types of Concept Drifts

Big data stream is time-ordered sequence of instances generated by a data generating
source at very high speed. It is often in the case of data stream that its underlying
statistical distribution also changes very frequently with time. Such underlying dis-
tribution data stream is also known as concept drifting data stream. The concept
drifts are formally defined as the change in underlying statistics of data stream. The
classical methods of classification are not suitable for concept drifting data streams.
The concept drifts can be broadly categorized under the following five categories as
shown in Fig. 4.

3.2 Methods for Dealing with Concept Drifting Data Stream

The approaches for concept drifting data streammining can be broadly classified into
three categories as shown in Fig. 5 namely window-based methods, drift detection-
based methods and ensemble-based methods.

• Window-Based Methods: The window-based method is a kind of incremental
learning in which the classifier is trained by incoming instances for a fixed length
ofwindow.Mostly, slidingwindow is used to track the time-varying data instances.
The forgetting strategy is the key practice of such method. By forgetting the old
learned concept is dropped and the new concept is learned.

• Drift detection-based methods: In drift detection-based methods, the rate of
change in the accuracy of the classifier is monitored continuously and any signifi-
cant drop in the accuracy above a threshold value is taken as a drift in the concept.
If drift is detected, the classifier is rebuilt to accommodate the change in concept.

• Ensemble-based methods: In ensemble-based methods, a set of diverse compo-
nent classifiers are pooled together. While performing the classification, all com-
ponent classifiers participate in decision making according to their weights and
the decision about the any income instances is taken by using decision integration
rule like weighted majority.

4 Conclusion

The big data mining is very complicated task and challenging too. It is because of
real time, complex, multisource, and hetero generous nature of data. The mining of
such a big data and with such type of characteristics requires big mind to fully exploit
the benefit out of it. We have discussed the challenges faced in big mining at data
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Fig. 4 Types of concept drifts in data stream

level, models level, and system level. It requires devices with high computing power
which is both effective and efficient. The challenging situation in big data mining is
issue of privacy, random noise and errors, missing data, etc. which are the problems
faced at data level. The challenge faced at model level is how to integrate the subsets
locally to form a large unified view. The problem of communication at distributed
sites which are multisource arises. The problem at system level is to consider the
relationship between complex data, semantics, along with their evolving changes.
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Fig. 5 Methods for dealing with concept drifting data stream

The system should be designed in such a manner that it can link unstructured data to
extract useful information from it considering their complex relationships. It should
from the basis of prediction of future trend. Lastly, big data is an emerging field
and its need is arising in all the fields of engineering and science domains. With the
advent of big data technique, we can better understand our society by analyzing the
big data available on various social networking sites. It increases the participation of
public audiences to receive response in the various social-economic events. It proves
today is an era of big data. This paper also explains the challenges associated with
concept drifting big data streams, types of concept drifts, and the methods used to
deal with concept drifting data streams.
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Controlling of Non-minimum Phase
System Using Harmony Search
Algorithm

Vivek Kumar Jaiswal, Anurag Singh, Shekhar Yadav
and Shyam Krishna Nagar

Abstract In this paper, a non-minimum phase system with dead time is controlled
by intending the optimized proportional, integral, and derivative controller (PIDC).
A system problem is formulated to the non-minimum phase system in which zeroes
in the right half-plane (RHP) make system insignificant as delay raises. To enhance
the system performance, the factors of the conventional PIDC are optimized by a
heuristic algorithm (HA), chosen harmony search (HS). HA, copying the invention of
music players, chosen harmony search algorithm (HSA). The HSA looks to acquire
a global optimal magnitude of the conventional PIDC and genetic algorithm (GA)
in the area portrayed by the regular PID controller and GA. The simulation results
demonstrate the transient responses such as settling, rise, peak time, undershoot, and
overshoot. Thus to optimized the parameters by minimizing integral square error
(ISE) of the given system is improved by the proposed method.

Keywords Non-minimum phase (NMP) system · Conventional PID controller
Harmony search algorithm (HSA) · Harmony memory considering rate (HMCR)
Pitch adjusting rate (PAR)
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1 Introduction

In spite of the fact that the advanced control hypothesis has been connected to numer-
ous regions, for example, robots and airplane, and the industry universe are as yet
ruled by the crude PIDC. Over 90% of controllers utilized as a part of plant control
are yet PIDC. People may ask why the interval is so huge. By looking at the two
perspectives, one may discover the appropriate response [1]. For a PIDC outline, no
data about the given system is expected, which implies the progression of the given
system is thought to be obscure. This really constructs it simple to execute and ismore
useful. For control configuration classical, i.e., established or modern—present-day
control theory, a numerical model of the system is required at the absolute starting
point, which implies a large portion of the elements of the system is thought to be
known. The achievement of the conventional PID controller acquired utilizing har-
mony search (HS) algorithm is verified by controlling theNMP systemwith the delay
in time. And basically, the stable system is easy to control than the unstable system.
A system having at least one zero in the right half-plane (RHP) of s domain is called
NMP stable system, and when the delay in time raises in the system, the scope of
controller gain moves toward becoming smaller; in this manner, the response of the
system will additionally be decayed. Accordingly, the basic criterion for NMP stable
system may not be obtainable.

For controlling the unstable system without or with the delay in time, researchers
areworking progressively. There aremany techniques for controlling unstable system
with or without delay, and numerous researchers have watched the traditional PIDC
less powerful to enhance the response of the NMP dead-time system [2–4].

So, to enhance the overall response, dead-time or delay-time compensating (DTC)
model is used in the system. There are many researchers who have used the Smith
predictor (SP) and extensions of SP to control time delay system. In this, SP presence
of delay in time is wiped out from the given characteristic equation of the closed-
loop (CL) system. From these advantages of SP, a time delay system is converted into
without time delay system. Although, disadvantages of SP it cannot be employed to
open-loop (OL) unstable system [5–9].

In this paper, the given system is optimized to get a better transient response
of the given system using the HSA. Music is a standout among the most fulfilling
forms created by human effort. Another HA created by an artificial event establish
in music response, in particular, the way toward hunting down better harmony, can
be presented.

This paper has been organized as follows. Section 2 exhibits the concise depiction
ofNMPsystemswith dead time. InSect. 3, conventional PIDC is displayed. InSect. 4,
HSA is clarified. Section 5 shows the result and discussion of this paper. Section 6
introduces the conclusion of this paper with related references to this paper.
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2 Non-minimum Phase System with Dead Time

In control theory, the nonlinear systems which have at least one system zero in the
RHP. A system recognized in this paper is fine-modeled by suitable linear time-
invariant (LTI) systems by feasible NMP components and delay in time. For any
control system, internal stability is the essential criterion of actual CL system that
can be calibrated by testing the observability and controllability gramians of a given
system. And G(s) is the transfer function of the system [2]:

G(s) � K N (s)

D(s)
� KNmp(s)Nnmp(s)

Ds(s)Du(s)
e−sT (1)

where K stands for gain, Nmp(s) is minimum phase, Nnmp(s) is NMP, Du(s) and
Ds(s) are unstable and stable polynomials, and T stands for time delay. In NMP
systems, beginning response of the system is sluggish because of the presence of
RHP zero in the system, and dead time is called the transport lag, and at higher
frequency, thundering phase lags along no attenuation. The amplitude is always
unity or 0 dB in log amplitude, and phase angle changes linearly along frequency of
transport lag [3].

|G( jω)| � |cosωT − j sinωT | � 1 (2)

� G( jω) � −ωT (rad.) (3)

3 Typical PID Controller

PIDC is widely used in industrial control. The universality of PIDC can be certified
most of the way to its strong implementation in a broad variety of working conditions
and halfway to its reasonable ease that empowers the designer to work them in
coordinate and an essential manner. As the name proposes, PID controller includes
three basic terms: proportional, integral, and derivative which are given to get a
perfect response [10].

In Fig. 1, e(t) indicates error signal which is the difference betweenR(t), reference
input signal, and Y (t), obtained output signal. The e(t) works as input to PIDC and
output of the PIDC control signal, u(t), to be applied to given plant that is equivalent
to proportional gain (KP) times the amplitude of e(t) accumulation to the integral
gain (KI ) times the fundamental of e(t) in accumulation to the derivative gain (KD)
times the derivative of e(t).

Thus, time domain demonstrations of u(t):

u(t) � K Pe(t) + KI

∫
e(t)dt + KD

de(t)

dt
(4)
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Fig. 1 Typical block
diagram of PID controller

A plant on accepting the input u(t) will create a changed output Y (t) which will
be again contrasted with the reference signal until the point that the desired level is
come to in this way shaping a nearby closed-loop system [11].

4 Description of Harmony Search Algorithm

Presently, the time has come to make an inquiry. Is it conceivable to build up another
heuristic algorithm with better response (better results with less iteration) than exist-
ing heuristic calculations? This algorithm would fill in as an appealing contrasting
option to another effectively settled algorithm [11].

Since the 1970s, numerous heuristic calculations have been created that consoli-
date standards and haphazardness copying natural event. These procedures or tech-
niques incorporate simulated annealing (SA), physical annealing (PA), evolutionary
algorithms (EA), human memory, etc. Consequently, another calculation may like-
wise be based on a natural event, or in synthetic one. A synthetic event, musical or
melodic harmony, can fill in as the mold for concocting another technique. Harmony
or music is a standout among the most fulfilling forms created in human being’s
effort [12]. Another heuristic algorithm is obtained from a synthetic event found in
melodic response (for instance, a jazz triad); in particular, the way toward looking
for better harmony with less iteration can be presented.

Music concordance is a mix of sounds thought about satisfying from an elegant
perspective. There is a peculiar connection between a few sound effects that have
distinctive frequencies in nature of harmony.Melodic responses look for an optimum
state (awesome harmony) controlled by elegant estimation, and the optimization
techniques look for an optimum state (state of global optimum: maximum gain with
minimum worth) dictated with objective function assessment. Elegant evaluation is
controlled with the arrangement of sound played with connected instruments, and
similarly, objective function assessment is dictated by the arrangement of values
created by factors variables; for better sound, elegant estimation could be enhanced
with a great many practices; similarly, superior objective function assessment could
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be enhanced by many iterations [13–16]. Short introductions of these perceptions
appear inside Table 1.

Harmony search (HS) algorithm procedure can be understood with the help of
flowchart in this way:

Step 1: Initializing a harmony memory (HM).
Step 2: Improvise or create a new harmony from step 1.
Step 3: In this step, if the new harmony is superior to anything least harmony in HM,
incorporate the new and exclude the least harmony in HM.
Step 4: In this step, if halting norms are not fulfilled, then again follow step 2.

The global optimum solution lies at first in HM. At the point when this is not
the situation, keeping in mind the end goal to search global optimum, HS starts a
parameter, HMCR, which ranges between 0 and 1. Let a HMCR of 0.90 implies on
that subsequent stage, the algorithm picks a variable incentive from HM with 90%
probability [17, 18].

Enhancing the results and getting away local optima, the additional choice might
be presented. Let aPAR 0.20, it means this algorithm picks an adjacent with 20%
probability (lower and upper values by ±10%) [19] (Fig. 2).

The proposed parameters of the conventional PIDC, GA, and HSA are shown in
Table 2.

5 Result and Discussion

For controlling the NMP time delay system by optimized PIDC [2], consider a
transfer function of actual NMP system with time delay:

Table 1 Comparison of musical and optimization response

Comparing factors Optimization procedure Response procedure

Optimum state Globally optimum Awesome harmony

Estimated by Objective function Elegant norm

Estimated with Variables values Pitch of musical instruments

Procedure unit Every iteration Every practice

Table 2 Gain of the
controllers

Parameters HAS GA PID

KP 4.4295 4.9043 5.1610

KI 0.0073 0.1975 0.2775

KD 20.5130 23.8970 24.0

ISE 9.7605 11.9572 13.2720
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Fig. 2 Flowchart of HSA

G(s) � G(s) � 0.1

0.05s4 + 1.25s3 + 5.2s2 + 4s
e−8s (5)

Step response of actual NMP system is shown in Fig. 3.

Approximation of the system using Pade’s:

First of all, the givenNMPsystem transfer functionwith dead time is approximated
with the help of Pade’s first-order approximation in MATLAB with command Pade
(G,1) that produces the approximated transfer function as shown in Eq. 6, and step
response of the system is shown in Fig. 4.

G(s) � −0.1s + 0.025

0.05s5 + 1.263s4 + 5.513s3 + 5.3s2 + 5
(6)

Step response of approximated system using PIDC:

When we used PIDC to approximate a system, we got the result that settling time
of system is reduced but the maximum overshoot and undershoot of the system are
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increased as shown in Fig. 5. These problems are overcome by using evolutionary
techniques.

Step response of the system using HSA and GA:

As shown in Fig. 6, comparison of step response of different algorithms can be
understood with the help of Table 3.

Fig. 3 Actual response of
NMP system

Fig. 4 Pade’s approximated
response of NMP system
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Fig. 5 Step response of
NMP system with PIDC

Fig. 6 Comparison of step
response of NMP system

6 Conclusion

In this paper, the performance of HSA is considered for optimizing the parameters
of PIDC. The proposed PIDC is optimized by HSA to control the NMP system. The
given NMP system is approximated with Padé’s first-order approximation. The HSA
consolidates ISE for optimizing the factors of the PIDC. From the above discussion,
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Table 3 Comparison of response specification of different technique

Specification Approximated
system

PIDC GA HSA

Peak time 229.8469 22.8672 26.5317 14.5837

Settling time 123.90 74.8433 58.6122 11.7892

Overshoot 0 37.5177 27.7547 1.6629

Undershoot 2.8013 46.6808 45.5332 37.6136

Rise time 65.4610 3.2765 3.4684 5.0763

it has been noticed that HSA gives the global optimum results and enhances the
characteristics compared to other evolutionary algorithms like GA and conventional
control techniques like PIDC tuned using Ziegler–Nichols method.
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Framework for Real-World Event
Detection Through Online Social
Networking Sites

Ritesh Srivastava, M. P. S. Bhatia, Veena Tayal and J. K. Verma

Abstract In recent few years, due to the exponential growth of users on online
social networking sites (OSNs), mainly over micro-blogging sites like Twitter, the
OSNs now resemble the real world very cohesively. The excess of continuously
user-generated online textual data by OSNs that encapsulates almost all verticals
of the real world has attracted many researchers who are working in the area of
text mining, natural language processing (NLP), machine learning, and data mining.
This paper discusses the feasibility of OSNs in detecting real-world events from the
horizon of the virtual world formed over OSNs. Moreover, this paper also describes
the framework for real-world event detection through online social networking sites.

Keywords Online social network · Event detection · Social network analysis
Data mining · Text mining

1 Introduction

The evolution of Web 2.0 [1] allows users to interact and collaborate with each other
on OSNs platform [2]. In recent years, an exponential growth in the users of OSNs
has been witnessed. The numbers of users on OSNs are getting double in every five
years with about 2.5 billion users this year. A projected result shows that about 39.9%
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of world populationwill becomeOSNuserswith the end of 2020. The users ofmicro-
blogging sites (like Twitter) actively participate in sharing their opinions on various
hot topics (e.g., personalities, products, and events) by posting their comments about
the topics. Usually, the comments written by users of micro-blogging sites are short
snippets of text that are limited to only a fewcharacters. These short snippets of textual
comments over OSN are also termed as onlinemicro-texts [3]. The consistent posting
of comments bymillions of users ofmicro-blogging sites and the exponential increase
in the number of users onmicro-blogging sites have flourished two interesting aspects
of social-networking-enabled micro-blogging sites:

(i) The WWW has now become a massive source of online micro-texts. Micro-
texts are extremely subjective in nature as they generally contain the positive or
negative opinion of users about an entity. Data mining for searching some inter-
esting information from such data has gained the affection of many researchers
in the previous years. Sentiment analysis (SA) is one of the most prominent
ways for the analysis of this valuable collection of subjective data for making
predictions in various events.

(ii) Another interesting facet of OSN is the creation of virtual communities. A
virtual community is a set of social entities, especially human beings that are
connected to each other on the basis of some common interests on any topics
and events over OSN [2].

With the exponential growth of users on OSNs, the OSNs now resemble the cor-
responding real-world community very cohesively. As a conscience, any event that
may be initiated in any of these communities has a significant reaction in both the
communities and vice versa. This cohesiveness among the virtual and its correspond-
ing real community has motivated many researchers and data analyst to sense the
happenings of the real-world events through the contents of OSN.

Knowing about future has always been fascinating. Predictive analytics is a way
by which one can predict the unknown future events. In the predictive analysis,
historic and the current data are analyzed to make a prediction, which utilizes many
methods such as statistics, data mining, and machine learning. The problem of the
predictive analysis can be abstractly classified into two different set of problems.

(i) Making predictions of future by utilizing the current data.
(ii) Making predictions of some attributes of one observation space from another

observation space at the same time.

Nowadays, the OSNs offer great opportunities for making predictions about the
real-world happenings in both cases. From Fig. 1, it can be easily understood that
the degree of cohesion (d) between a real-world community and its corresponding
online virtual community formed over OSN is directly proportional to the number of
active users on the online virtual community and the number of users commenting
about an event occurred in the real world as given in (1) and (2).

d ∝ Number of active users on Online Virtual Communitiy (1)

d ∝ Number of users commenting about an event (2)
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Fig. 1 Degree of cohesion between real world and virtual world of OSN

The consistent posting of comments by millions of users on micro-blogging sites
and the exponential increase in the number of users on micro-blogging sites have
made the WWW amassive collection of online micro-texts and increased the degree
of cohesiveness between the real-world communities and their corresponding online
virtual communities, respectively. The availability of massive data on OSN that
represents the social and behavioral aspects of a big section of the population provides
the immense possibilities to us to observe the public behaviors from the virtual
world formed over OSN. Furthermore, it also opens up new opportunities to conduct
predictive analysis for the future events. Consequently, an emerging area of research
is to make the prediction of real-world happenings and behaviors of people in the
real world by analyzing their behaviors in the virtual worlds of OSNs.

The social networking sites have proven their huge power of prediction in predict-
ing the results of the events of real world. Recently, Twitter is utilized in various tasks
such asmonitoring, predicting, and analyzing the real-world events and activities like
breaking news tracking [4], election prediction [5], natural disasters like earthquake
[6], and crime, radicalization, and terrorism [7]. Certainly, the text stream mining of
Twitter data can substitute the traditional polling [8].

We believe that the real-world activities could be monitored in real time by per-
forming the real-time analysis of contents of micro-blogging site like Twitter. Such
type of real-time analysis can enhance the real-time decision-making and an alter-
native for both types of predictive analysis as mentioned above.
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2 Events and Event Detection Through OSN

The Oxford Dictionary defines the word event as a thing that happens or takes place,
especially one of importance. An event is usually associated with time and location.
The process of event detection from temporally ordered textual data can be explained
as an automatic process for identifying novel events evolvedmeanwhile in that textual
stream [9]. In early years of 2000s, with the evolution of Web 2.0, the enormous use
of computer-mediated communications motivated researchers for automatic event
detection from user-generated text stream. The event detection from textual data
has long been discussed as topic detection and tracking (TDT) [9–11]. Most of the
previous works related to event detection are implemented on the conventional news
based textual contents from various news broadcasting media [12–14].

The task of event detection in the Twitter data stream can be broadly categorized
into two: (i) specified or targeted events and (ii) unspecified (untargeted) events [15].
The targeted event detection is a kind of supervised process in which a sufficient
amount of prior information is known in advanced; based on this information, the
events are detected. For specified event detection, the prior information may include
place, time, domain, description, and features about the event. For example, election
in any country is kind of specified event as the date of the election, names of contesting
parties as well as the names of the candidates are known in advance for performing
the analysis. Conversely, in the case of unspecified event detection process, no clues
about the event are known in advance.Moreover, an event can undergowith some sub-
events. Sub-events can be defined as those events that occur in between the discussion
duration of any event and cause significant impact over the points of discussion. Sub-
events generally change the sentiment of the main event significantly. We state such
event as sentimental events or sub-events. The task of event detection in the Twitter
data stream can be broadly categorized in two: (i) specified or targeted events and (ii)
unspecified (untargeted) events (Fig. 2) [15]. The targeted event detection is a kind
of supervised process in which a sufficient amount of prior information is known
in advance; based on this information, the events are detected. For specified event
detection, the prior information may include place, time, domain, description, and
features about the event. For example, election in any country is a kind of specified
event as the date of the election, names of contesting parties as well as the names of
the candidates are known in advance for performing the analysis. Conversely, in the
case of unspecified event detection process, no clues about the event are known in
advance. Moreover, an event can undergo with some sub-events. Sub-events can be
defined as those events that occur in between the discussion duration of any event and
cause significant impact over the points of discussion. Sub-events generally change
the sentiment of the main event significantly.
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Fig. 2 Types of event detection task on OSN

2.1 Types of Events on OSN

Based on the ways, in which the events evolved in real world and discussed on OSN,
we can classify the events on OSN into the following three types:

(i) Periodic events.
(ii) Sudden events.
(iii) Long-duration gradual events.

As depicted in the graphs of Fig. 3, the periodic events are those events that reoc-
curred periodically on certain pre-decided date and time. Over OSNs, such type of
events hugely attracts comments of users on the date or time of event occurrence
periodically. The periodic events are generally designated by certain prior infor-
mation such as a list of frequent keywords and time of occurrence. For example,
#FollowFriday is a periodic event that involves discussions on new movie release on
every Friday of a week. The periodic events can further be classified on the basis
of their recurrence intervals; for example, daily event may be (#GoodMorning), the
weekly event may be follow Friday (#FollowFriday), and the yearly event may be
any festival (#HappyChrismas). The next type of events is sudden events; such type
of events gains the sudden interest of users of OSN in their posts after the occurrence
of the events. For example, after the occurrence of an earthquake, the user’s posts
mentioning the word earthquake increase suddenly. Unlike the periodic events, such
events do not offer any prior information concerning the time and the place of events;
moreover, in many cases, they do not designate any predefined keywords or hashtags
keywords also. Terrorist attacks and riots generally belong to such category of events.

Another essential category of events discussed on OSN is long-duration gradual
events. Such kinds of events are specified and designated by the date, place, and other
related information such as keywords and terminologies in advance. The discussions
about a topic in a long-duration event persist for a long period. The users onOSNhave
prior knowledge of such kind of events. An example of such kind of events includes
an election in any country. Usually, the date of an election is declared in advance. The
users of OSN start discussing the election few days prior to the election (e.g., one
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Fig. 3 Types of events on OSN

month) and persist it throughout the election campaign. Somemajor keywords for an
election are comprised of contesting party names, contesting candidates’ names, etc.

3 Framework for New Event Detection in OSN

A generic framework for new event detection is text data stream process which is
a two-step process as depicted in Fig. 4. The first step is responsible for feature-
based signal generation from the input text stream. The second step is responsible
for detecting the burst in the signals.

(i) Signal Generation: The signal generation depends on features of the incoming
text streams. Identification of the best features of the incoming text stream is
very crucial for accurate event detection.

Fig. 4 Model for event detection in text data stream
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(ii) Burst Detection Strategy: Any unprecedented change in the observed signal
generated by signal generator the incoming text streams can be considered as a
burst in the feature-based signals. Bursts in the generated signal are the potential
indicators of the occurrence of events.

The rest parts of this section describe various strategies widely used for signal
generation and burst detection in textual data stream.

3.1 Features for Signal Generation in Text Data Stream

1. Frequency of words: The most prominent burst detection methods in text data
streams relied on the burst detection based on the examination of the frequencies
of words present in the text stream [16–18]. The term frequency and inverse
document frequency (TF-IDF) is the most popular method for generating term-
frequency-based signal. The TF-IDF can be explained as follows: Let d be a
document in a corpus of N documents and let t be a term in documents, then
TF-IDF can be calculated by using (3).

TF − I DFt, d � 1 + log T Ft, d × I D(t) (3)

where TF(t, d) is the term frequency of t in d, and IDF(t) is the inverse document
frequency, i.e.,N/n(t), where n(t) is the number of documents containing the
term t .
In Twitter data streams, instead of calculating the TF-IDF, the Term Frequency
and Inverse Tweet Frequency (TF-ITF) has been calculated for a given temporal
window. For the real-time event detection, the TF-ITF is monitored periodically
and any unprecedented changes in the TF-ITF are recorded as the bursts in the
signal.

2. Platform-Specific Features: Online social networking sites like Twitter gener-
ally offer some specific notations to emphasize the topic of discussion in order
to grasp the attention of other users. The notion of hashtags (#) is widely used
by almost all OSN these days. Hashtags are generally created by users to indi-
cate event or issue and floated over OSNs for drawing comments of other users
over the events. Hashtags are the most prominent features for detecting events
via OSNs. Instead of monitoring frequency of all words belonging to the text
stream, the monitoring of the frequency of hashtags is more beneficial.

3. Signal Generation based on online analysis of raw features: There are certain
signal generators which take raw features of the text data streams and process
them online for generating the signals, for example, change in the sentiment score
and change in domain of discussion.

a. Sentiment-Analysis-Based Signal Generation: The sentiment analysis is
defined as the automatic process of determining the sentiment of digitally
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stored textual documents [19–21]. While performing online sentiment anal-
ysis [18, 20, 22, 23] for a specified event, a significant change in the sentiment
score with respect to time is a strong indicator of the occurrence of sub-event.
Such significant changes can be utilized for tracking the occurrence of sub-
events.

b. Domain-SpecificFeatures: In text streams, the features represent the domain
changes very frequently; for instance, the discussion of users on OSNs may
change from the topic politics to sports after any crucial sport result. Observ-
ing the domain-specific features and generating the signal accordingly is
also very prominent way for accurate event detection. However, such kind of
signal generation required online domain classification. During the time of
change in the domain of discussion, the underlying data distribution of the
text stream also changes significantly.

3.2 Burst Detection in Text Data Stream

Burst detection is a process of detecting high-frequency period of in time series data
analysis. The burst detection methods are utilized in variety of ways:

1. Fixed threshold value.
2. Minimum period between two bursts.
3. Duration of bursts.
4. Adaptive threshold parameter.

4 Conclusion

With the exponential growth of users on OSNs, the OSNs now resemble the cor-
responding real-world community very cohesively. The events occurred in the real
world are often discussed on the virtual world of OSNs; hence, the analysis of con-
tents of online OSNs provides immense possibility to track the real-world happening
from the horizon of virtual world formed over social network. In keeping the view
of the feasibility of OSNs in real-time tracking of the new events through OSNs, this
paper discusses the general framework for real-world event detection through online
social networking sites.
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Novel Architecture for Internet of Things
and Blockchain Technologies

Chetna Dabas and Aniket Dabas

Abstract Diverse companies and platforms are falling madly in love with the
blockchain technology in the present scenario. So, it is of due importance that the rela-
tions among the different types of blockchains are established. Further, the extraction
of capabilities of strengths of diverse blockchains catering to different kind of micro-
services is a crucial step toward the realistic blockchain. This issue even became of
utmost significance when specifically the researchers are dealing with Internet of
things (IoT) purposes. The IoT in general is composed of a wide spectrum of tech-
nologies varying from soft real time to hard real time, from stateless through state
full, and from unconstrained to constrained. Therefore, for all definite implementa-
tions, no definite blueprint of the IoT architecture may be referenced. When it comes
to blockchain technology melded with IoT, the existing literature seems to lack a
hybrid architecture which contains the best of both these worlds. This research paper
proposes a hybrid architecture for IoT and blockchain along with the evaluation of
this architecture by implementing an application for the same. The application is
for a common user using these technologies which enable the user to select among
diverse cryptocurrencies efficiently. The evaluation of the proposed architecture is
carried out by implementing blockchain on IoT devices. The results retrieved as a
part of this work are encouraging in terms of execution times.
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1 Introduction

In almost all the information industries across the globe, the concept of Internet of
things is prevalent in its widermost form. It has deeply impacted the life of a common
man and has caught the attention of academia, industries, and the governmentsworld-
wide. An Internet of things (IoT) [1] is an advanced and extending technology having
its basis grounded on the well-known Internet technology. There lie immense possi-
bilities of expansion and scalability with IoT. The IoT includes any kind of objects or
things connected through wired or wireless technologies involving orientation trac-
ing, intelligent recognition, equipments like Radio Frequency Identification (RFID)
[2, 3] tags and readers, numerous kinds of sensors, GPS, laser scanners to name a
few. Further, the IoT can be well connected to cloud computing [4–9] technology to
make the matter more complicated to address [10].

There are various initial developments in the direction of the Internet of things
which have paid special attention to the product life cycle applications and RFID
infrastructures in Business-to-Business (B2B) logistics but still the IoT is farther to
go and make even a common man capable to effectively access as well as contribute
rich, secure, and cost-effective information about locations and things.

Due to the heterogeneous environment of the IoT scenarios, there is a lack of
precise and generic architecture which can govern the majority of applications in
diverse scenarios. Apart from this, there exist lots of constraints in such an environ-
ment which hampers the performance of applications and increases the cost involved
in developing methods to assist fast and reliable transactions across the network.
Further, there come security issues embedded with such heterogeneous and scalable
environments where IoT is connected to the cloud as well.

Blockchain [11–13] canperforma crucial role in such a scenario to suggest reliable
and secure solutions with the Internet of things [1].

Specifically, the blockchain is considered as a distributed and public ledger. The
transactions in blockchain are kept in a linked list consisting of blocks. This chain
expands upon the addition of new blocks which are added continuously on the Inter-
net. Various cryptography and distributed algorithms have been utilized formaintain-
ing the security and consistency of the ledger. Blockchain comes with advantages of
persistence, decentralization, auditability, and anonymity which enable the improve-
ment of the efficiency and saves time.

Specifically, mentioned in [13] paper, the blockchain holds great potential in
constructing the future Internet systems to come in due years.

In this work, a hybrid IoT architecture is proposed, the possible applications
of the proposed architecture are suggested, and the architectural elements of the
proposed IoT architecture are discussed. Further, the integrated view of the proposed
hybrid IoT architecture composed of technologies like RFID, cloud computing, and
blockchain is presented. Apart from this, IoT data analytics is performed along with
result assessment.

The rest of the research paper is ordered in the way mentioned ahead. The related
work is presented in Sect. 2. Section 3 presents the proposed Internet of things
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hybrid architecture. This section also contains subsectionswhich contain the possible
applications for the proposed architecture, the architectural elements of the proposed
IoT architecture, and the integrated view of the proposed architecture. In Sect. 4,
authors give a detailed explanation of our proposed work. Section 4 presents the
IoT data analytics along with result assessment. Section 5 presents open challenges
and future vision. The research paper concludes with Sect. 5 which presents the
conclusions of the work and summary is discussed as well.

2 Related Work

This relatedwork section describes the existing literature on various existing architec-
tures of IoT-based systems along with the possibilities of the existing technologies
like cloud computing, Radio Frequency Identification, and blockchain along with
IoT.

In [10], authors have discussed architectural aspects of integrating cloud andRFID
for the scalability. The authors have also talked about the possibilities of kinds of
applications that can be running on this integrated architecture. The authors of this
paper have revealed the blending possibilities of the two important technologies,
namely cloud and RFID.

The authors of paper [14] have given a cloud-centric vision for IoT scenarios. This
paper alsomakes a point thatwith the present existence of a variety of numerousRFID
tags and other wireless sensor technologies and sensor equipments, IoT is believed
to be the forthcoming revolutionary technology which is supposed to transform the
present Internet to future Internet which is fully integrated.

In the paper [15], the authors present a basic architecture of IoT with three layers,
namely perception layer, network layer, and application layer. This paper lacks the
workflow of these layers in detail.

The authors of researchwork [16] have tabulated the security issues in IoT. Further,
they have presented the role of blockchain in solving a huge number of security
issues associated with IoT and hence revealing the significance of blockchain in IoT
scenarios.

In [17], the research work by the authors discussed the future architecture for
the IoT. This paper discusses the definitions and existing developments in the area,
along with key requirements. This paper also discusses a proposal for the future IoT.
Apart from this, in both user-centric and business-centric environments, this paper
examines the usability by stakeholders.

The authors of the paper [18] discuss the significance of IoT in day-to-day life,
present the architecture of IoT, the protocols for IoT, and further discuss possible
IoT applications.

The research work in [19] presents a framework for IoT architectures. The frame-
work proposed by the authors is designed for the applicationswhich are service-based
and in smart cities. The data input for this framework is retrieved from data sources
which form data cloud.
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In [20], the authors have proposed the classification alongwith a comparison of the
blockchains and the blockchain-based systems. This paper claims that the presented
work helps in assisting the assessment and design procedure of blockchains on the
existing architectures.

The authors of [21] highlight the existing trends and generic architecture of IoT
composed up of application layer, middleware layer, perception layer, business layer
along with the future application. The authors of this paper specifically stress on the
fact that IoT is gaining popularity across diverse fields like industry, academia to
name a few. Further to this, the authors convey that IoT bears the capability to bring
benefits to professionals and even to individuals.

In [22], the authors of this paper have proposed specific media-aware traffic secu-
rity architecture. This architecture depends on the given traffic classification for
catering various multimedia services.

In the existing literature, so far no work has been noted on the integration of all
these technologies like blockchain, RFID, cloud computing in a single architecture
melded with IoT.

The authors of this paper took this step further in the proposed research work as
follows.

The research aimof this proposedwork is to offer fusion architectureswith Internet
of things and blockchain technologies,while utilizingRadio Frequency Identification
and cloud computing perception altogether. The vision of this proposed researchwork
is to provide data security, management, analytics, and implications to a common
man while keeping low cost and optimum performance.

3 The Proposed Internet of Things Hybrid Architecture

System blockchains are the inventions of the present era that have revolutionized
the way one distributes personal information over the cloud and Internet in secured
manner. Blockchain has been of great importance to the daily personal (both textual
and image) data playing its crucial role on social Web sites, etc., and hence in the
commercial aspect. RFID has on the other hand revolutionized the association of
unique identities and tracking to things, places, animals, and even human beings.
The hybrid use of RFID and blockchain leverages a benefit of distributed ledger
which fortifies both security and transparency.

Aryanvika is a self-improved RFID and blockchain system and method which
has the ability to boost the performance and decline the cost of the data analyzed in
optimum ways in which data can be handled.

The idea was first conceived by the authors when they were busy observing their
surroundings to seek an innovative design architecture on how to use their creativity
for the enhancement of the society. As a consequence, the attention of the authors
fell on the day-to-day problem of storing the magnanimous amount of data generated
by photographs taken by people every day all over the world and not being able to
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store them properly due to issues like lack of security. Then the authors thought why
not to think of some innovative way of solving this problem.

This idea is not sold; neither has it gone through any official process.Noprototypes
have been made. Authors do have a hard copy of our calculations and workouts and
researches that made us finalize the features for the system and method.

3.1 Example Scenarios of Applications of the Proposed IOT
Architecture

In this section, the authors explain with the help of a few examples the possible
applications that may be used on the proposed architecture.

• For instance, suppose a person in India was working on a technology ‘X’ and had
his personal photograph album for it stored on his personal cloud at his home.
He also wants to associate a unique identification to his photographs for security
reasons. Suppose he now moves to a different country, let’s say Australia, for a
job and wants to show his secure photographs to his new colleagues. This can be
easily accomplished with the proposed hybrid IoT architecture which he might
have constructed in his home back in India.

• Another interesting example of this scenario is related to mining of user choice-
based cryptocurrencies pertaining to scalable, efficient, and cost-effective way in
a heterogeneous IoT environment. The proposed architecture delivers a significant
performance in a cost-effective manner in such a scenario.

3.2 Elements of the Proposed IoT Architecture

The proposed architecture in the present research work is described in Fig. 1 in
abstract as a system model. It makes use of blockchain, Radio Frequency Identifi-
cation, and cloud technologies. This system model is primarily composed of four
layers as is self-explanatory in Fig. 1. The authors have named it as Aryanvika.

The detailed workflows of the proposed hybrid IoT architecture are presented in
the subsections ahead.

3.2.1 Workflow of Layer 1

Layer 1 corresponds to the virtual private network on the cloud. It is composed of
three heterogeneous devices, namely EndUser Device 1 (laptop), EndUser Device 2
(smartphone), and EndUser Device 3 (raspberry pi 3). These heterogeneous devices
may be scaled up or down according to the requirements. Further, these devices have
their own respective user interfaces (may be same or different).With the help of these
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Fig. 1 System model

user interfaces, the user can see or update the data on these devices. These end user
devices form a virtual private network. This layer 1 is further connected to layer 2 of
the proposed hybrid IoT architecture which is explained in the next subsection. The
system model of layer 1 is presented in Fig. 2.

3.2.2 Workflow of Layer 2

Layer 2 as depicted in Fig. 3 takes its input from layer 1. The interface of this layer
interacts with the layer 1 as well as the RFID reader. There exists a sound possibility
of usingmore than one RFID reader in this layer of the architecture. The RFID reader
offers a unique identification of the asset linked to another interface which is linked
to layer 3 of this architecture. The output of layer 2 is fed as an input to layer 3.
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Fig. 2 System model: layer 1

Fig. 3 System model: layer 2
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Fig. 4 System model: layer 3

3.2.3 Workflow of Layer 3

Layer 3 of the proposed novel architecture is shown in Fig. 4. This layer takes its
input from layer 2 and passes on its output to layer 4. In layer 3, there exists a single
node (to save cost) although there exists a strong possibility to scale it to multiple
nodes depending on the requirements. There exist three computational elements in
the present architecture (which may be extended to n in numbers). By this layer of
the architecture, a transaction is initiated and layer 4 is invoked.

3.2.4 Workflow of Layer 4

Layer 4 corresponding to the proposed hybrid IoT architecture is presented in Fig. 5.
This layer is composed of the blockchain. The data in the block of the chain may be
like the time stamp, date hash, and link as is clearly indicated in the figure. The data
block is added securely and uniquely with tracking details.
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Fig. 5 System model: layer
4
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Fig. 6 Proposed hybrid Internet of things architecture (with blockchain and RFID technologies)

3.3 Integrated View of Hybrid Internet of Things
Architecture

Here, the authors describe the integrated functioning of the proposed hybrid architec-
ture of the Internet of things. The pictorial viewof the proposed novel IoT architecture
is presented in Fig. 6.

The functioning of the proposed IoT architecture is described by the following
four major components or layers:

(1) Virtual Private Network (VPN): Accessing Data
Whenever a request from the user comes, a data file is generated locally on the
virtual private network (local cloud) from one of the heterogeneous devices, for
example, from EndUser Device 1 (laptop) or EndUser Device 2 (smartphone) or
EndUser Device 3 (raspberry pi 3). These devices may be further generalized to
n numbers. The data file may be in a different format depending on the source.
There exists a Python script to convert the requested file in the desired format.

(2) RFID System: Reading Data
The RFID reader is connected to the VPN and reads data from the same. The
Python script is used to connect the RFID reader to theVPN and reading the data
and associating a unique identification to the data. This ensures the uniqueness
of the desired data. There can be a single RFID system or a collection of RFID
devices. In case of more than one RFID reader, there will be a necessity of
incorporation of the RFID anti-collision protocols [23].

(3) Computing system: Processing Data
This data from the RFID reader is further fed to a cluster of small fast processing
computers at a single node (there is a possibility of multiple nodes connected at
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this point consisting of n number of computational elements depending on the
horizontal scalability parameters) which contains execution of Python scripts.

(4) Blockchain: Managing Data
The concepts of proofs are written according to the requirements, the specific
or generic algorithms are up and running on the computational nodes, and the
data is appended as a block in the chain in the most reliable and cost-effective
manner.

4 Proposed Architecture Assessment and Results

This section discusses the experimental setup and assumptions made while execut-
ing the designed architecture, and then, results are displayed corresponding to the
successful execution of the proposed hybrid IoT architecture. The application under
consideration is written in Python and aims to offer a user the best-rated cryptocur-
rency among the four considered in the present scenario. The four cryptocurrencies
considered in this work are BTC, Etherum, Ripple, and Zcash.

4.1 Environment of Execution

The environment under consideration is as discussed in the proposed hybrid archi-
tecture for IoT under Sect. 3 of this research paper.

4.2 The Scenario and Application Under Consideration

A user of the proposed architecture has migrated to some other location, and his IoT
architecture setup exists at his home in India. The user who is temporarily migrated
to some other location now wishes to offer a new business proposal to his new
organization where he wishes to seek the old mined data kept on his cloud at his
home. He wishes to offer an application which makes use of all the technologies
like RFID, cloud, blockchain, and IoT to make secure transaction and offer his new
organization a secure, unique, and reliable solution.

4.3 Execution of the Application

The data in layer of the architecture was successfullyminedwith the help of designed
Python scripts. Each of the data center storage had one of the four different types
of files, namely low priority type-1, high priority type-1, low priority type-2, and
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Fig. 7 Timing interval versus price of various cryptocurrencies

high priority type-2. For simulating the configuration, the authors used three end
user devices, a cluster of three graphical processing units, one RC522 RFID reader,
specially designed user interfaces, one raspberry pi 3 module with Wi-Fi module,
one Samsung smartphone, and one HP laptop (core i3). The results were successfully
obtained at the user interface of a different node as depicted in Fig. 7.

5 Open Challenges and Future Visions

The challenges associated with the proposed work are to bring the instances of the
proposed architectures to life for amplification of the performance of the hybrid IoT
system and also to reduce the cost of data handled to a prime level while keeping into
consideration the heterogeneous devices utilized in Internet of things. More chal-
lenges associated with the proposed research work are multi-technologies awareness
and integration capabilities along with the blockchain vulnerabilities. The future
vision for the proposed work imbibes the possibilities of implementation of the pro-
posed architectures with polyglot programming and polyglot approaches.
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6 Summary and Conclusions

The prime idea of this research work is that the proposed IoT architecture would
require no external characteristics to govern the cost or the performance of the hybrid
system. Further, the instances resulting from implications of the proposed architec-
ture would possess the self-capability for analyzing the performance of the private
data which is in the system and hence set the cost, timing to list a few among cru-
cial parameters. Further, there lie intensive market opportunities for the proposed
research work. This is due to the fact that one can make discrete Aryanvika kind
of system and methods for diverse stretches across the globe, catering to their own
needs of preserving data from heterogeneous sources in a secure and cost-effective
manner. Aryanvika is a huge research, business, and expansion opportunity.
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Homomorphism Between Fuzzy
Set-Valued Information Systems

Waseem Ahmed, M. M. Sufyan Beg and Tanvir Ahmad

Abstract Communication between various information systems (IS) has been an
urgent issue that needs to be discussed in the granular world. Compatible and consis-
tent homomorphism is an important analytical tool to study communication among
various IS. Fuzzy set-valued information systems (FSIS) are those IS that contain
fuzzy set-values for some attribute. This paper aims to discuss important properties
related to communication between FSIS. Fuzzy relation mapping from the perspec-
tive of FSIS is discussed. The proposed approach proved that feature selection and
other properties of the original FSIS and the corresponding image FSIS are assured
under consistent and compatible homomorphism. Finally, a real-life example demon-
strated the utilization of the proposed work.

Keywords Fuzzy set-valued information systems · Homomorphism
Feature selection · Fuzzy relation mapping

1 Introduction

Rough set theory (RST) is an influential soft computing tool in the area of infor-
mation technology and has attracted much attention and interest [1–5]. Continuous
or real-valued IS cannot be handled directly by the traditional rough set because it
requires discretization of real attributes before feature selection, so to handle this,
fuzzy rough set (FRS) is introduced [2]. In FRS, fuzzy similarity relation is used to
handle real-valued attributes. RST begins with a single-valued information system
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[2–5]; however, in real-life situations, some attribute values may contain set-values,
resulting in the formation of SIS [6, 7]. Dai and Tian [6] investigated FRS model
for SIS. SIS studied so far contains crisp set-values [6, 7] and does not consider the
case of fuzzy set-valued attributes. To handle these types of attributes, a FSIS was
introduced [1].

In today’s Information era, information system (IS) is the realm of information
technology, and the major concern here is communication between IS. Due to differ-
ent nature of IS, it becomes necessary to transfer information within these IS [3, 5].
This motivates us to examine the communication among various IS’s. In this work,
important properties related to communication between FSIS using FRS model are
discussed. Communication means transformation of information between IS, along-
side keeping unblemished its prime properties and functions.

From mathematical viewpoint, mapping is an efficient way to communicate
between IS by analyzing their properties [5]. Homomorphism mapping plays a vital
role to accomplish this task [3, 5]. In this paper, important properties related to
communication between FSIS under FRS model are discussed.

The proposed approach proved that feature selection and other properties of the
original FSIS and the corresponding image FSIS are assured under consistent and
compatible homomorphism.

The structure of the remaining paper is defined below:
A brief description about FSIS is given in Sect. 2. In Sect. 3, fuzzy relation

mapping for FSIS is formalized. Section 4 discusses the notion of homomorphism
between FSIS. In Sect. 5, the conclusion is outlined.

2 Preliminaries

2.1 Introduction to FSIS

Definition 1 A FSIS � (S, C, V , f ) is an IS that contains real or fuzzy set-values for
some of the attribute [1].

Where S and C are set of sample and set of fuzzy multivalued attributes, respec-
tively. f : S × C → V , where for m ∈ S, c ∈ C, f (m, c) ∈ Vc assigns fuzzy set-values
to samples. Also, Vc is the set of pairs (x,µVc(x)) such thatµVc(x) is the membership
value of x in Vc between [0, 1].

Example 2 FSIS is given in Table 1. Here, S � {m1,m2,m3,m4} is a set of objects;C
� {R,W , S} is a set of attributes; V = {French, German, English} is domain values.
For ease, French, German, and English are denoted by f , g, and e, respectively.

If suppose, ‘c’ is an attribute ‘Reading’= {f , g, e}. Then c(m) = {(f , 0.8), (g, 0.6),
(e, 0.9)} illustrates that reading abilities of ‘m’ in French, German, and English are
0.8, 0.6, and 0.9, respectively.
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Table 1 An example of FSIS

FSIS Reading (R) Writing (W ) Speaking (S)

m1 {(f , 0.8), (g, 0.6), (e,
0.9)}

{(f , 0.3), (g, 0.7), (e,
0.5)}

{(f , 0.6), (g, 0.9), (e,
0.7)}

m2 {(f , 0.8), (g, 0.6), (e,
0.9)}

{(f , 0.3), (g, 0.7), (e,
0.5)}

{(f , 0.6), (g, 0.9), (e,
0.7)}

m3 {(f , 1), (g, 0.3), (e, 0)} {(f , 0.8), (g, 0.3), (e,
0)}

{(f , 0.9), (g, 0.6), (e,
0.3)}

m4 {(f , 0.5), (g, 0.9), (e,
0.4)}

{(f , 0.7), (g, 0.7), (e,
0)}

{(f , 0.5), (g, 0.8), (e,
0.7)}

2.2 Fuzzy Similarity Relation for FSIS

Definition 3 For FSIS � (S, C) and a ∈ C andm, n ∈ S, the fuzzy similarity relation
Ra is defined as:

µRa (m, n) �
∑

inf(a(m), a(n))
∑

sup(a(m), a(n))

3 Fuzzy Relation Mapping for FSIS

A definition of fuzzy relation mapping to communicate between FSIS using Zadeh’s
extension principle is given below:

For two universal sets S1 and S2, let R(S1 × S1) and R(S2 × S2) represent classes
of all fuzzy binary relation on S1 and S2, respectively.

Definition 4 Let f : S1 → S2 be a mapping. ‘f ’ generate a mapping from R(S1 × S1)
to R(S2 × S2) as:

f (R)(z1, z2) �
{
supm1∈ f −1(z1) supm2∈ f −1(z2) R(m1,m2), (z1, z2) ∈ f (S1) × f (S1)

0, (z1, z2) /∈ f (S1) × f (S1)

3.1 Consistent Functions

Definition 5 Let S1 and S2 are universe of discourse, f : S1 → S2 is their mapping
from S1 to S2, and B, B1, B2 ∈ R(S1 × S1). Let [a]f � {b ∈ U: f (a) � f (b)};

For any m1, m2 ∈ [a]f, and z1, z2 ∈ [b]f , we say ‘f ’ is compatible with relation B,
if B(m1, z1) � B(m2, z2).

For any a, b ∈ S1, if any of the condition holds:
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(1) B1(m1, z1) ≤ B2(m1, z1) for any (m1, z1) ∈ [a]f × [b]f
(2) B1(m1, z1) ≥ B2(m1, z1) for any (m1, z1) ∈ [a]f × [b]f , then the mapping ‘f ’ is

consistent to relation B1 and B2.

Theorem 6 Let f: S1 → S2, B, B1, B2 ∈ R(S1 × S1); then, we have the following:

(1) f(B1 ∪ B2) � f(B1) ∪ f(B2)
(2) f(B1 ∩ B2) ⊆ f(B1) ∩ f(B2); if ‘f’ is a consistent mapping, then they are equal.

Proof (1) For any z1, z2 ∈ S2
f (B1 ∪ B2) (z1, z2) � sup

m1∈ f −1(z1)
sup

m2∈ f −1(z2)
(B1 ∪ B2)(m1,m2)

� sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

(B1(m1,m2) ∪ B2(m1,m2))

� ( f (B1) ∪ f (B2))(z1, z2).

(2)

f (B1 ∩ B2)(z1, z2) � sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

(B1 ∩ B2)(m1,m2)

� sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

(B1(m1,m2) ∩ B2(m1,m2))

≤ sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

B1(m1,m2) ∩ sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

B2(m1,m2)

� ( f (B1) ∩ f (B2))(z1, z2).

Now, it will be proved that the equality holds, if the mapping ‘f ’ is consistent
mapping:

Now, since ‘f ’ is consistent mapping to B1 and B2, it follows from Definition 5
that it satisfies one of the following conditions:

1. B1(m1, m2) ≤ B2(m1, m2)
2. B1(m1, m2) ≥ B2(m1, m2).

For any (m1, m2) ∈ f −1(z1) × f −1(z2)
For case 1,

f (B1 ∩ B2) (z1, z2) � sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

(B1 ∩ B2)(m1,m2)

� sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

(B1(m1,m2) ∩ B2(m1,m2))

� sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

B1(m1,m2)

� f (B1) (z1, z2)

Now taking RHS,

( f (B1) ∩ f (B2)(z1, z2) � f (B1)(z1, z2) ∩ f (B2)(z1, z2)

� ( sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

(B1(m1,m2))
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∩ ( sup
m1∈ f −1(z1)

sup
m2∈ f −1(z2)

B2(m1,m2))

� f (B1) (z1, z2)

Hence f (B1 ∩ B2) � f (B1) ∩ f (B2).

Example 7 (continued to example 2) Let S1 � {m1, m2, m3, m4} and S2 � {z1, z2,
z3} f 2: S1 → S2 is a mapping from S1 to S2 and defined as: f 2(m1) � f 2(m2) � z1;
f 2 (m3) � z2; f 2(m4) � z3;

Fuzzy similarity relations for attributes reading (R), writing (W ), and speaking (S)
given inTable 1 are calculatedusingDefinition3 and shown inTable 2. (RR∩RW∩RS)
is given in Table 3.

Images of R,W, and S using ‘f 2’ are computed and presented in Table 4. f2(RR)∩
f2(RW ) ∩ f2(RS) and f2(RR ∩ RW ∩ RS) are given in Table 5.
We find that f2(RR ∩ RW ∩ RS) � f2(RR)∩ f (RW )∩ f (RS), since mapping f 2

is a compatible mapping.

4 Homomorphism Between FSIS

This section focuses on the concept of homomorphism and discusses important prop-
erties of FSIS using homomorphism.

Definition 9 Let S1 and S2 are two universes, f: S1 → S2 be its mapping from S1 to
S2. Assume R � {B1, B2, …, Bn} is collection of fuzzy relations on S1; then f (R) �
{f (B1), f (B2), …, f (Bn)}. Then (S1, R) is termed as FSRIS, and the corresponding
(V 1, f (R)) is its induced FSRIS [5].

Definition 9 Let (S1, R) be a FSRISs and ‘f ’ is a function mapping. We define
homomorphism using ‘f ’ satisfying certain conditions as follows [5]:

(1) ∀ Bi, Bj ∈ R, if ‘f ’ is consistent with every Bi and Bj, then we say that ‘f ’ is
consistent homomorphism.

(2) ∀ Bi ∈ R, if is compatible with each Bi, then we say that ‘f ’ is compatible
homomorphism.

Definition 10 Let (S1, R) be FSRISs and P ⊆ R satisfies the following:

(1) ∩P � ∩R
(2) ∀Bi ∈ P,∩P ⊂ ∩(P − {Bi }).

Then we say P is a reduct of R

Theorem 11 Let (S1, R) be FSRISs and ‘f’ be a consistent homomorphism mapping
from S1 to S2. P ⊆ R is a reduct of R only when f(P) is reduct of f(R) and vice versa.



224 W. Ahmed et al.

Ta
bl
e
2

Si
m
ila

ri
ty

re
la
tio

ns
fo
r
at
tr
ib
ut
e
R
,W

,a
nd

S

R
R

m
1

m
2

m
3

m
4

R
W

m
1

m
2

m
3

m
4

R
S

m
1

m
2

m
3

m
4

m
1

1
1

0.
4

0.
6

m
1

1
1

0.
3

0.
5

m
1

1
1

0.
6

0.
9

m
2

1
1

0.
4

0.
6

m
2

1
1

0.
3

0.
5

m
2

1
1

0.
6

0.
9

m
3

0.
4

0.
4

1
0.
3

m
3

0.
3

0.
3

1
0.
7

m
3

0.
6

0.
6

1
0.
6

m
4

0.
6

0.
6

0.
3

1
m
4

0.
5

0.
5

0.
7

1
m
4

0.
9

0.
9

0.
6

1



Homomorphism Between Fuzzy Set-Valued Information Systems 225

Table 3 Relation for (RR∩ RW ∩ RS)

(RR ∩ RW ∩ RS) m1 m2 m3 m4

m1 1 1 0.3 0.5

m2 1 1 0.3 0.5

m3 0.3 0.3 1 0.3

m4 0.5 0.5 0.3 1

Table 4 Images of R,W, and S using f 2
f 2 (RR) z1 z2 z3 f 2 (RW ) z1 z2 z3 f 2 (RS) z1 z2 z3

z1 1 0.4 0.6 z1 1 0.3 0.5 z1 1 0.6 0.9

z2 0.4 1 0.3 z2 0.3 1 0.7 z2 0.6 1 0.6

z3 0.6 0.3 1 z3 0.5 0.7 1 z3 0.9 0.6 1

Table 5 Relation for f 2(RR) ∩ f (RW ) ∩ f (RS) and f 2(RR ∩ RW ∩ RS)

f 2(RR
∩ RW
∩ RS)

z1 z2 z3 f 2(RR)∩ f 2
(RW ) ∩ f 2
(RS)

z1 z2 z3

z1 1 0.3 0.5 z1 1 0.3 0.5

z2 0.3 1 0.3 z2 0.3 1 0.3

z3 0.5 0.3 1 z3 0.5 0.3 1

Proof ⇒ Let us suppose, P be reduct of R. Therefore, ∩P � ∩(P − {Bi}).

Then, there must be m1, m2 ∈ S1, such that ∩P(m1, m2) < ∩ (P − {Bi})(m1, m2),
which implies,

f (∩(P − {Bi }))( f (m1), f (m2))

� sup
z1∈ f −1 f (m1))

sup
z2∈ f −1 f (m2))

∩(P − {Bi }) (z1, z2)

> sup
z1∈ f −1 f (m1))

sup
z2∈ f −1 f (m2))

∩P (z1, z2)

� f (∩P) ( f (m1), f (m2)) � f (∩R)( f (m1), f (m2))

Now, ∩P � ∩R. Hence, f (∩P) � f (∩R)
Using Theorem 6, ∩f (P) � ∩f (R).
Assume, f (P) is not reduct of f (R), ∃ Bi ∈ P such that ∩(f (P) − f (Bi)) � ∩f (P).
Since, f (P) − f (Ri) � f (P − {Bi}); therefore, ∩f (P − {Bi}) � ∩f (P) � ∩f (R)
Again, by Theorem 6, f (∩(P − Bi)) � f (∩R)
which is a conflict to the assumption that f (P) is not reduct of f (R).
∴ f (P) is not reduct of f (R).

Example 12 (continued to example 7) Let S1 � {m1, m2, m3, m4} and S2 � {z1, z2,
z3}
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It is evident from Tables 2 and 4 that {RR, RW} is reduct of ‘R’, if and only if
{f 2(RR), f 2(RW )} is a reduct of f 2(R).

5 Conclusion

This paper aims to discuss important properties related to communication between
FSIS using FRSmodel. The definition of fuzzy relationmapping from the perspective
of FSIS is discussed. The proposed approach proved that feature selection and other
properties of the original FSIS and the corresponding image FSIS are assured in the
case of consistent and compatible homomorphism.
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A Novel Approach for Predicting
the Outcome of Request in RAOP Dataset

Amreen Ahmad, Tanvir Ahmad and Abhishek Bhatt

Abstract In today’s era, online social communities such as Q&A sites are widely
used for asking favors, so it would be beneficial to formulate a technique that would
help in predicting the success of the response. The objective of the paper is to enhance
the accuracy of prediction of the success of altruistic request that follows the same
approach as used by ADJ (Proceedings of AAAI International Conference on Web
and Social Media, ICWSM, 2014 [1]. Three more features are proposed, i.e., topic,
role, and centrality in addition to the features proposed by ADJ [1]) to capture user’s
interaction in the past and topic effect on the prediction of response. We also propose
a graph-based success prediction (GSP) model that uses feature weights and uses the
underlying graph structure for the propagation to predict the outcome of a request.
Experiments were conducted on the RAOP dataset which belongs to sub-community
of Reddit.com usingGSP, and it outperformedADJ and other baselinemethods using
limited training data.

Keywords Success prediction · Altruistic request · Social interactions

1 Introduction

In today’s era of the World Wide Web, online social communities are being widely
used for the noble cause. These social communities are often used by needy people for
donations or help. Recently, researchers have focussed on studying the underlying
hidden factors that increase the probability of a request being responded [2] and
help in the promotion of such request. Some key factors were identified by existing
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researchers that included social interaction between the giver and user, the scale of
the request, andwhether the giver reciprocates. ADJ [1]work focussed on uncovering
the effect of the linguistic factor on the success prediction of request given a situation
in which the giver is not receiving any reward. It was also proved that the linguistic
factor that included politeness, evidentiality, and narrative structure had a great effect
on decision making and is strongly correlated with the success of requests.

The paper aims to improve the prediction accuracy of the altruistic request, and
it follows the same approach as proposed by ADJ [1]. ADJ work suffered from the
following limitations: (i) It required a large dataset for prediction; (ii) it did not take
into consideration user interaction in the history that could be one of the important
reason for the success of the request. The central assumption of the paper is that
inclusion of three extra features, i.e., topic, centrality, and role, along with temporal,
social, and textual features would prove to be effective in boosting the accuracy of
the success prediction of the request. A graph-based success prediction (GSP) model
is proposed to predict the outcome of the request. Finally, for evaluation of GSP
model, ADJ, LR, and SVM are used.

The remaining part is structured as follows: The dataset and the proposed fea-
tures are explained in detail in Sect. 2. Next, we proceed with the explanation of the
proposed graph-based success prediction model in Sect. 3. We proceed with an anal-
ysis of results obtained from evaluation described in Sect. 4 followed by conclusion
discussed in Sect. 5.

2 Dataset and Features

A brief description of the dataset and features selection is given below:

2.1 Request Dataset

The pizza request dataset consists of 5728 pizza requests and 1.87 million relevant
posts that are used for computing feature values.

2.2 Features

A detailed description of the three proposed features, i.e., topic, role, and centrality,
is discussed.

1. Centrality features: We capture user interaction that takes place in Reddit.com
through comments so that their effect can be analyzed which would affect the
success of a request.
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2. Role features: The role of a user in communities can bemeasured in the following
ways:

(a) Core node: Individuals who are highly active in a network community imply
that they have high TPR, i.e., triangle participation ratio.

(b) Bridging effect: Some individuals involved in the network community play
the role of transmitting information. RawComm is used to measure the
bridging effect [4] of a node.

3. Topic features: It is assumed that the success of altruistic request is highly depen-
dent on the topic to which it belongs. For modeling latent topics, the following
ways are used:

(a) Bag-of-Word: The words with AD (adverb), VA (adjective), VV (verb), NR
(proper noun), and NN (noun) are considered as BOW features.

(b) N-gram: Recursive feature elimination technique [5] is used for the identi-
fication of discriminative and important features of bi-gram and tri-gram.

3 Graph-Based Success Prediction (GSP) Model

Graph-based success prediction (GSP) model contains two phases:

3.1 Graph Construction

In the underlying graph, request text is represented as nodes and feature correlation
between nodes is computed using probabilistic approach that is used to predict the
outcome of unseen request. The graph is used to map the interaction between request
nodes denoted by G=(V ;E). Let V �U train ∪ U test, where U train is a set of training
nodes (tr) andU test is a set of testing nodes (tst). Let node u represents testing request
node, i.e., u ∈ U test, and v represent training request node, i.e., v ∈ U train. Now there
are two steps: (a) Connect every node u ∈ U test to the top-λ1 similar node v ∈ U train

and (b) connect every u ∈ U test to the top-λ2 similar nodes uw such that u ��uw
and uw ∈ U test, where λ1�k × |U train| and λ2�k × |U test|, k is a parameter ∈[0,1].
In the proposed approach, the value of k is varied to determine its efficiency and
effectiveness. The probability of each request node for each label sc(x) (for node
x) can either be 1 (successful) or 0 (unsuccessful) denoted by Psc(x). Firstly, the
probabilistic scores for trained request nodes are set. For v ∈ U train, let P1(v)�1 and
P0(v)�0 if sc(v)�1 else P1(v)�0 and P0(v)�1. Also for u ∈ U test, let P1(u)�0
and P0(u)�0.

The edge of graph G denotes the correlation between request texts based on their
features. The process of edge creation is explained further. Let us assume that there is
a certain feature f t where f t represents one of the features of nodes, then feature-based
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request correlation factor Fc(n1; n2) is computed for nodes (n1; n2) ∈ E that can be
derived from difference in features Fc(n1; n2) � ‖ft(n1) − ft(n2)‖. For a given set of
features denoted by F � f t (where t �1; …; z) and z is the count of features, feature-
aware correlation factor can be computed using feature-based request correlation
factor and is given as follows:

Farc
(
n1,n2

) � exp

(

−
z∑

t�1

w2
t × Fc (n1, n2)

)

(1)

where wt denotes the weight of respective feature f t. The Farc(n1; n2) is edge weight
which can be denoted as wc(n1; n2) for edge (n1; n2)←∈ E in the graph G.

3.2 Learning-Based Propagational Optimization

It works in two steps:

1. The probabilistic values of P1(u) and P0(u) are inferred from P1(v) and P0(v).
2. The probabilistic values of P1(u) and P0(u) can also be derived from u’s neigh-

boring nodes. Let the degree of node u be denoted as du, then P1(u) and P0(u)
can be derived using the given approach that enables us to get optimal set of edge
weights in the graph:

Psc(u) � 1

du

∑

(u,y)∈E
wc(u, y) × Psc(y) (2)

where y denotes other nodes(both training and testing dataset) present in the graph
G.

Furthermore, learning and optimizing wt can enable us to compute similar prob-
abilities for nodes in the close vicinity of the testing node. In this model, a heuristic
approach is proposed to learn the feature weights wt based on entropy of the proba-
bilities and the probabilities are fine-tuned toward more accurate results. Ep denotes
the probability of success that is given as:

Ep(u) � 1

Utest
× −

∑

sc∈(0,1)

Psc(u)(1 − Psc(u)) log(1 − Psc(u)) (3)

whereU test denotes the count of requests in testing dataset of graphG and sc denotes
success label.

Learning Optimization It is assumed that success probabilities computed would
be of higher confidence if they are achieving lower entropy values. Gradient descent
algorithm is used to minimize the entropy w.r.t wt given by:
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δEp(u) � 1

Utest
×

∑

y∈(Utest)

(log(1 − P(y))

P(y)
× δP(y) (4)

It is further differentiated using chain rule, and the output is:

δwt � 2 × wc(n1 × n2) × Fc(n1 × n2) × wt (5)

Prediction Likewise, the feature weights wt are updated with each iteration where
wt � wt − δwt. These updated feature weights wt are used to derive new edge
weightswc (n1; n2) using Eq. (1) and can be further used for the derivation of success
probabilities of testing request P1(y) and P0(y) from the underlying graph as follows:

max
Psc

u � 2 × wc(n1 × n2) × Fc(n1 × n2) × wt. (6)

The next step proceeds with the updation of Ep using Eq. (3), and the procedure
is repeated iteratively till Ep converges. The success status of y nodes where y ∈U test

can be derived using success probability is obtained from Eq. (5).

4 Evaluation

The tr data is varied in the ratio of 30%:70% and 70%:30% for analysis. Initially,
k is set to 0.1 and is varied to assess the efficiency of GSP model using different
percentages of tr data. The performance of GSP is evaluated using AUC score and
accuracy,where accuracy� CPR

ts
whereCPR is the count of requests that are correctly

predicted and ts is the sum total of testing data. The percentage of ts and tr data is
selected, and the experiment is repeated up to 200 times. Finally, average of AUC
score and average of accuracy score is computed and used for analysis purpose.

4.1 Competitive Methods

The proposed GSP model is compared with ADJ work [1] and other competitive
classifiers such as SVM [6] and LR [3]. It can be seen from the obtained results
shown in Figs. 1 and 2 that GSP model outperforms ADJ and other competitive
rivals for every case. As can be seen from Fig. 2a that the ADJ approach achieved
0.67 AUC score with 70% tr data while 0.81 AUC score and accuracy score was
achieved by the proposed GSP, with same amount of training data. This is mainly
because of Fig. 3a, b reports the AUC score and execution time for different values
of k. As can be seen from Fig. 3a, when the value of k increases, AUC score also
increases since it increases the size of the graph G. In Fig. 3b, although good results
are achieved by increasing k value, alongside execution time also increases that adds
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(a) AUC score (b) Accuracy score

Fig. 1 AUC and accuracy score when training data percentage is varied from 5 to 30%

(a) AUC score (b) Accuracy score

Fig. 2 AUC and accuracy score when training data percentage is varied from 40 to 90%

(a) AUC score for different values of k (b) Execution time for different values of k

Fig. 3 AUC score and execution time values obtained under the GSP approach the incorporation of
three extra features, i.e., centrality, role, and topic, that played a major role in the success prediction

to its disadvantage. But for k �0.10, GSP takes 4 s to execute and it is feasible for
practical use, so we set k �0.10.
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5 Conclusion

The proposed work focusses on collaborative knowledge obtained from sites Red-
dit.com and evaluates the efficiency of proposed GSP model for the prediction of
real-world events. Considering the work done by ADJ as the base, a new method-
ology is proposed to predict the outcome of the request. By considering three more
features, i.e., topic, role, and centrality apart from those proposed by ADJ and using
graph-based success prediction (GSP) model, 0.81 AUC score was obtained. It was
observed that the proposed GSP model has outperformed other classifiers and has
shown an improvement over ADJ in terms of AUC score with limited training data.
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A Soft Computing Methodology
for Estimation and Forecasting of Daily
Global Solar Radiation (DGSR)

J. Christy Martina and T. Amudha

Abstract Energy is one of the most crucial building blocks of economic develop-
ment. The energy sector in India has a rapid growth in recent years. The factors that
took the nation to a very acute energy crisis are increase in population, transporta-
tion, urbanization, industrialization, high standard of living and fast depleting fossil
fuels. Energy demand problems have increased all over the world, and renewable
energy sources are more crucial to solve these problems. Solar energy is a stepping
stone to satisfy the growing energy demands in India and across the globe. In this
research work, Coimbatore location was considered for daily global solar radiation
(DGSR) analysis and the meteorological parameters used for this research are min-
imum air temperature, global solar radiation, maximum air temperature, sunshine
hours, wind speed, mean air temperature, extraterrestrial radiation, average atmo-
spheric pressure, average precipitation and relative humidity. Statistical models and
artificial intelligence computational techniquewithANFIS, i.e. adaptive neuro-fuzzy
inference system, were used for forecasting and estimation of DGSR. The results of
ANFIS model were found to be the best fit for forecasting and estimation of DGSR
in any region.

Keywords Solar energy · Estimation and forecasting of solar radiation
Statistical models · ANFIS · ANFIS chaotic time series prediction

1 Introduction

Renewable energy is abundant in India and used as an alternative source for electricity
generation. Solar energy, biomass, hydro and wind are the renewable energy sources
that offer sufficient supply of clean energy, economic prosperity, social and envi-
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ronmental benefits [1]. Indian energy sector approach towards meeting the energy
demands has focussed on resource exploration and exploitation, capacity additions,
creating awareness on the potential and promoting use of renewable energy. Solar
energy is adequate and free resource of energy that plays a vital role in meeting
the energy demands in India and across the globe. India has rich solar resources.
There are 250–325 bright days in a year in India. Most of the regions in India receive
4.7 kWh/m2/day of solar radiation [2]. The main objective of this research work is
to forecast and estimate DGSR for solving the energy demand in India and across
the globe.

In this research work, Coimbatore region was considered for daily global solar
radiation (DGSR) analysis. Climatological data including daily solar radiation, max-
imum air temperature, relative humidity, minimum air temperature, extraterrestrial
radiation, mean air temperature, wind speed, average atmospheric pressure, average
precipitation, day length and sunshine hours were used for estimation and forecast-
ing of DGSR. The data sets for 11 years (2005–2015) were collected from Agro
Climatic Research Centre (TNAU), Coimbatore, and NASA near real-time data. Sta-
tistical methods were used to develop models using the temperature, sunshine and
meteorological-based parameters. A soft computing technique, ANFIS model, was
developed for the estimation of DGSR based on available climatological parameters.
The developed ANFIS model results were compared with the best statistical mod-
els. The historical data sets of daily observed solar radiation from January 2005 to
December 2015were used to forecast solar radiation usingANFIS chaotic time series
prediction method. Using the daily observed solar radiation in Coimbatore region,
the corresponding daily solar radiation from January 2016 to December 2026 was
calculated. The newly developed ANFIS models were found to be the best models
and are suitable for forecasting and estimation of DGSR in any region of the world.

2 Estimation and Forecasting of Solar Radiation

Solar radiation estimation analysis helped to understand the need for solar energy and
identify the best models to estimate DGSR. Coimbatore region in Tamil Nadu was
considered for this research work. Statistical models and a soft computing technique,
ANFISmethod, were used for estimation of DGSR using the available climatological
parameters. ANFIS chaotic time series prediction method was used for forecasting
DGSR. In this research work, existent statistical models were categorized into three
types: temperature, sunshine and climatological parameter-based models. Nine sta-
tistical models were used in which they include one temperature model, four sun-
shine models and four different climatological parameter-based models to evaluate
the performance of DGSR estimation. The statistical indices such as mean abso-
lute error (MAE), RMSE root-mean-square error, determination coefficient (R2) and
mean absolute relative error (MARE) were used to find the best-fit model for imple-
menting solar radiation estimation techniques. The statistical models mentioned in
Table 1 were found as the best models on the basis of investigations on DGSR esti-
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Table 1 Statistical models

S. No Type Model Equation

1 Temperature based Hunt et al. [13] Z � j(Tmax − Tmin)0.5

Z0 +k

2 Sunshine based Ogelman et al. [14] Z/Z0 � j +
k(SH/SH0)+
l(SH/SH0)2

3 Bahel et al. [15] Z/Z0 � j +
k(SH/SH0)+
l(SH/SH0)2

+m(SH/SH0)3

4 Newland [16] Z/Z0 � j +
k(SH/SH0)+
llog(SH/SH0)

5 Bakirci [17] Z/Z0 � j +
k(SH/SH0)+
lexp(SH/SH0)

6 Meteorological based Swartman et al. [18] Z/Z0 � j +
k(SH/SH0)+ lRH

7 Abdalla [19] Z/Z0 � j +
k(SH/SH0)+ lT +
mRH

8 Ododo et al. model 1
[20]

Z/Z0 �
j(SH/SH0)kT l

maxRH
m

9 Ododo et al. model 2
[20]

Z/Z0 � j +
k(SH/SH0)+ lTmax +
mRH+
nTmax(SH/SH0)

mationmodels where ‘Z’ is the global solar radiation, ‘Z0’ is the extraterrestrial solar
radiation, ‘SH’ is the actual sunshine hour, ‘SH0’ is the maximum possible sunshine
duration/day length, ‘RH’ is the relative humidity, ‘T ’ is the daily mean air temper-
ature, ‘Tmax’ is the daily maximum air temperature, ‘Tmin’ is the daily minimum air
temperature and ‘j, k, l, m, n’ are empirical coefficients.

3 Adaptive Neuro-Fuzzy Inference System (ANFIS)

ANFIS technique is an integration of ANN knowledge representation, learning abili-
ties, implication capabilities of fuzzy logic into a single system that drives to achieve
desired performance by self-modifying their membership function. Fuzzy logic is
used in ANFIS data learning technique. It transforms the given input into a target
output. ANN learning ability is capable of creating interrelationship with the input
and output variables. The input and output parameters can be related using If-Then
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sentenceswhich are called as rules of fuzzy system. The salient features ofANFIS are
used to manage complex decision-making systems successfully, easy to implement,
and former human knowledge is not required. Figure 1 shows theANFIS architecture
of Sugeno fuzzy model which consists of two If-Then fuzzy rules [3].

RULE 1: If r is C1 and s is D1 Then k1= t1r+u1s+v1
RULE 2: If r is C2 and s is D2 Then k2= t2r+u2s+v2

Here, ‘r’ and ‘s’ are considered as inputs; ‘Ci andDi’ are the fuzzy sets; ‘ki’ are the
outputs in the fuzzy region specified by the rules of fuzzy; and the design parameters
are ‘ti, ui, vi’. ANFIS architecture has five layers, namely input fuzzification, second
layer is the application of fuzzy operators, third layer is the application method,
fourth layer is the aggregation of output, fifth is defuzzification layer [4]. Each layer
is given as follows:

Layer one is called as the input fuzzification layer in which all the inputs pass
through membership functions.

OP1,i � μCi (r); i � 1, 2 (1)

OP1,i � μDi (s); i � 3, 4 (2)

where ‘r’ and ‘s’ are the inputs to node ‘i’, and ‘Ci’ and ‘Di’ are the linguistic labels
such as high, low associated with this node function. μCi(r) and μDi(s) can adopt
any fuzzy membership function. Triangular, Pi-shaped, Gaussian are some of the
input membership functions, and there are two output membership functions such
as constant and linear. The nodes are fixed in layer two and represented as a circle
labelled � which multiplies the incoming signals for fuzzification of inputs using
the AND operator [5]. Thus, rules weight is achieved in this layer. Following is the
output of this layer,

Fig. 1 ANFIS architecture with two rules, two inputs and one output [3]
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OP2,i � wi � μCi (r).μDi (s); i � 1, 2 (3)

Every node in layer three consists of a circle node labelled asN specifies that they
play a normalization role to the firing strengths from the preceding layer. Following
is the output of this layer,

OP3,i � w̄i � wi

w1 + w2
; i � 1, 2 (4)

Defuzzification is the fourth layer. In this every node, it is an adaptive node, with
consequent parameters that include ti, ui and vi. Given below is the output of this
layer

OP4,i � w̄i ki � w̄i (ti r + ui s + vi ); i � 1, 2 (5)

In layer five, single node is labelled as �. Summation of all incoming signals is
performed in this layer in which it represents the overall output of the ANFIS system
which is given below

OP5,i �
∑

w̄i ki �
∑

wi ki∑
wi ki

; i � 1, 2 (6)

3.1 Solar Radiation Estimation Using ANFIS

Besides the statistical models, artificial intelligence ANFIS technique is one of the
powerful tools to estimate DGSR using the climatological parameters. The learning
procedure of ANFIS is similar to neural networks [6]. In the present work, ANFIS
model was built using grid partition method with back-propagation learning algo-
rithm for estimation of GSR. The ANFIS GUI editor was used to load both the
training and checking data sets. The climatological parameters including observed
solar radiation,maximumair temperature, extraterrestrial radiation,wind speed,min-
imum air temperature, precipitation, relative humidity, sunshine hours, atmospheric
pressure and day length were used as input parameters for training and checking
the data. Gaussian curve membership function with three numbers of membership
function and linear type of output was used to generate FIS structure. Then the
back-propagation optimization method was used to train the data set. The number
of training epochs (1000) and the training error tolerance (0) were set to stop the
training process. Checking process was done after training the FIS and plotting the
checking data against the FIS output. Finally, the average testing error for training
and checking data was obtained by applying the checking data to the model. The
best model was obtained based on the RMSE error rate.

ANFISChaotic Time Series Prediction for Forecasting SolarRadiation: Time
series prediction is one of themost important predictionmethods that refer to the past
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recorded observations of variables. The values of the variables are measured at spec-
ified intervals of time and analysed to obtain the underlying relationships between
observations and finding out a descriptive example [7]. This model is applied to
extrapolate future time series. The present work was performed with ANFIS chaotic
time series predictionmodelling on 11 years of meteorological data during the period
2005–2015 for Coimbatore, Tamil Nadu. In time series prediction, Ti represents the
known values of the time series up to the point in time and to predict the future value
at some point, Ti+P are used. The prediction can be done by creating a mapping
from DP sample data points, sampled every � units in time, x (Ti − (DP − 1) �),
…, x (Ti − �), x (Ti), to a predicted future value x=(Ti+P) [8]. To predict the solar
radiation, DP is set to 4 and��P �3. For each Ti, the input training data for ANFIS
is a four-column vector of the form, ω(Ti)=[x(Ti − 9), x(Ti − 6), x(Ti − 3), x(Ti)].
The output training data that corresponds to the trajectory prediction is represented
as δ (Ti)=x (Ti+3). For each Ti, ranging in values from 12 to 4013, the training
input–output data is a structure whose first component is the four-dimensional input
ω, and whose second component is the output δ. There are 4017 input–output data
values. The first 2812 data values were used for training the ANFIS model, while
the others were used as checking data for validating the identified fuzzy model.

4 Implementation Results and Discussion

In this research work, estimation and forecasting of solar radiation for Coimbatore
region were implemented successfully with real-time data collected for the period
2005–2015. MATLAB and Microsoft Office Excel 2007 were used for implemen-
tation. Microsoft Office Excel 2007 was used to compute statistical equation for
the estimation of DGSR, and statistical indices including RMSE, MARE, MAE,
correlation coefficient using the formulae. Soft computing technique, ANFIS, was
implemented using MATLAB R 2010 a. ANFIS GUI editor was used to train, test
and plot the data. RMSE error rate was obtained in order to find the best model for
the estimation of DGSR. Best empirical equations based on sunshine, temperature
and climatological parameters were identified and implemented for estimation of
DGSR. ANFIS models were developed using different combinations of available
meteorological parameters for estimation of daily GSR. Statistical evaluation was
performed using performance measures RMSE, MAE, MARE, R2, and the obtained
results showed that there was a good agreement between the observed and estimated
value by Bahel et al. model and ANFIS_M11 model. ANFIS chaotic time series
prediction method was implemented for forecasting of solar radiation for the period
2015–2026. The developed model is suitable for the regions with similar climatic
condition and unavailability of recorded DGSR data.
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4.1 Performance Measures for Evaluation of Statistical
Models

In this research work, statistical indices such as mean absolute error (MAE), root-
mean-square error (RMSE), determination coefficient (R2) andmeanabsolute relative
error (MARE) were used to find the best-fit model for implementing solar radiation
estimation techniques. The following are the formulas used to find the statistical
indices [9].

RMSE �
√∑N

i�1 (Hi,c − Hi,m)2

N
(7)

MAE � 1

N

N∑

i�1

∣∣Hi,c − Hi,m

∣∣ (8)

MARE � 1

N

N∑

i�1

∣∣∣∣
Hi,c−Hi,m

Hi,m

∣∣∣∣ ∗ 100% (9)

R2 �

⎛

⎜⎜⎝

∑N
i�1

(
Hi,c − Hc,avg

)(
Hi,m − Hm,avg

)
√[∑N

i�1

(
Hi,c − Hc,avg

)2][[∑N
i�1

(
Hi,m − Hm,avg

)2]]

⎞

⎟⎟⎠

2

(10)

where ‘Hi,c’ represents the ith estimated daily solar radiation, ‘Hi,m’ is the ith
observed daily solar radiation, ‘Hc,avg’ is the mean of estimated values, and ‘N’
is the number of daily solar radiation values. The lower values of MAE, MARE and
RMSE indicate good precision of the model, and higher value of R2 indicates the best
model. R2 takes the value between 0 and 1. The performance measures of empiri-
cal equation were obtained by Eqs. (7–10). Performance analysis of the statistical
models implemented in this research work is shown in Table 2.

The results showed that there was a good agreement between the estimated and
observed value by Bahel et al. model with lower value of RMSE 1.096, MAE 0.821,
MARE20.56% and higher value ofR2 0.969. Thus, Bahel et al. sunshine-basedmodel
proved to be best fit among other statistical models for estimating DGSR.

Estimation and Forecasting of GSR Using ANFIS: Meteorological parameters
data sets with 4017 samples were used to build ANFIS model in which 2812 were
used for training and 1205 for testing themodel. Grid partitionwith back-propagation
learning algorithm and Sugeno fuzzy inference system was used. Three membership
functions for each input were assigned, such that rules were framed based on the
number of input parameters. ANFIS model was trained effectively, and testing was
performed using the data samples that were not involved in the training process. Sta-
tistical performance measures such as RMSE, MAE, MARE and R2 were calculated
to compare the estimated and predicted values in which the best fit of the model
was obtained. Fuzzy inference system (FIS) was generated using grid partition with
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Table 2 Performance evaluation of statistical models

Model RMSE MAE MARE (%) R2

Hunt et al. model 1.626 1.334 34.08 0.955

Ogelman et al.
model

1.101 0.821 20.55 0.969

Bahel et al.
model

1.096 0.821 20.56 0.969

Newland model 1.123 0.821 21.62 0.968

Bakirci model 2.088 0.859 21.28 0.882

Swartman et al.
Model

1.276 0.971 25.28 0.969

Abdalla model 1.264 0.959 24.95 0.969

Ododo et al.
model 1

2.957 2.753 60.77 0.962

Ododo et al.
model 2

1.318 1.017 26.54 0.969

back-propagation optimization method. Each input parameters were assigned with
three membership functions and a linear type of output. The proposed ANFIS model
structure is shown in Fig. 2.

Gaussian curve membership function was identified as the best membership func-
tion based on evaluation of temperature-based model during the year 2009. Average
testing error of training and checking was obtained to find the best fit of the member-
ship function. The meteorological parameters for Coimbatore region were used as
inputs to train theANFISmodel. Various combinations ofmeteorological parameters
were used to train and test the ANFIS models. Statistical indices of ANFIS model

Fig. 2 Structure of ANFIS model
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were used to find the best model for estimation of DGSR. The results of statistical
analysis of ANFIS models proved that ANFIS_M11 with available climatological
parameters such as relative humidity RH, bright sunshine hours S, day length S0,
mean air temperature T , precipitation P and extraterrestrial radiation H0 gave better
result than other models. ANFIS_M11 model obtained lower value of RMSE 0.722,
MAE 0.545, MARE 13.62% and higher value of R2 0.981. Therefore, ANFIS_M11
model showed good performance and can be used for estimation of DGSR across
the globe with similar climatic condition with available meteorological parameters.

The performance comparison of statistical and ANFISmodel using statistical per-
formance measures given in Table 3 showed that ANFIS_M11 model outperformed
the Bahel et al. statistical model. Thus, ANFIS_M11 model proved to be the best
model for estimating daily GSR among other models. Figure 3 shows comparison
graph of daily observed GSR, statistical and ANFIS_M11 model.

ANFIS chaotic time series predictionmethodwas used for forecasting daily global
solar radiation. Eleven years of observed solar radiation during the period 2005–2015
for Coimbatore region were given as input parameter in ANFIS chaotic time series
modelling. Data sets of 2812×1 for training and 1205×1 for checking FIS were
used. Thismodel was able to predict DGSR for the period 2016–2026. The developed
model was validated against actual DGSR for the period January 2016 to October
2017. The results of this model showed better performance for forecasting DGSR
in Coimbatore region, and thus, the proposed model can be implemented easily for

Table 3 Performance comparison of statistical and ANFIS model using statistical performance
measures

Model RMSE MAE MARE (%) R2

Bahel et al.
model

1.096 0.821 20.56 0.969

ANFIS_M11
model

0.722 0.545 13.62 0.981
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Fig. 4 Monthly average solar radiation from 2005 to 2026

any other region. Tamil Nadu has rich source of solar energy. There are around
300 clear bright days that receive high solar radiation. This shows that the state
has higher potential for solar power generation. Coimbatore region in Tamil Nadu
was considered for this research work has annual average of 5.06 kWh/m2/day solar
radiation [10]. The days are bright and sunny in the month of February to April and
receive rainfall in the months June to August. The climate is warm and humid during
September to November and winter from December to January. Figure 4 shows the
predicted and observed monthly average solar radiation for the period 2005–2026.

5 Conclusion and Future Enhancements

India is in the world’s third place to produce largest electricity and fourth in largest
consumer of electricity. The conventional electricity generation using coal, oil and
gas has a high impact on environment. The pollutants added to the environment
by these methods affect the ecological balance of plants, animals and humans [11].
Thus, there is an earnest requirement for other ecological friendly resources. These
resources are green source of energy including solar, wind, hydro, biomass and
geothermal, and among these, solar is readily available during the day, abundant,
clean and free source of energy. Solar radiation forecasting acts as a primary key to
ensure the efficient use of energy that can help in better planning and distribution of
energy in photovoltaic system. Solar radiation value is not available for all locations,
and accurate forecasting is very important in solving energy problems. The major
goal is to motivate the local governments to implement the green source of energy
with efficiency measures. Coimbatore City is also one among 48 cities identified for
developing as solar cities, up to 50 lakhs per city is provided for the development of
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the project [12]. Every year the generation of electricity by solar increaseswith higher
demand. This research work was done to depict the importance of solar energy and
utilize them in a better way to meet energy demands with pollution free environment
in future. The developed ANFIS model is well suitable and can be adopted to esti-
mate DGSR with available meteorological parameter for any location. This research
work can be extended in the field of analysing the performance of power production
in photovoltaic systems based on DGSR. The present work results are best fit for
estimating DGSRwith available meteorological parameters over Coimbatore region.
In future, satellite images can be used as an alternative to ground-based measuring
networks to minimize the cost for installing expensive measuring equipment’s and
for environments with inadequate meteorological data. Further, investigation of the
relationship between solar radiation and climatological parameters is recommended
to minimize the input parameters with more accurate results.
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A Shapley Value Approach
for Community Detection in Social
Network

Amreen Ahmad, Tanvir Ahmad, Abhishek Bhatt and Sadaf Siddiqui

Abstract The increasing popularity of online social networks (OSNs) has attracted
significant attention from the research community. One of the significant tasks of
analyzing structure is to detect communities within these OSN. Nodes within a
community tend to be densely connected in comparison with nodes outside the com-
munity. Community detection is a challenging task in the field of social networks
(SNs). Graph model is used to represent OSN where the nodes are representative of
actors and the edges represent the interactions between these actors. A novel com-
munity detection algorithm named SCD is proposed in this paper. In the underlying
graph, nodes are modeled as rational players where each player wants to maximize
its Shapley value in terms of interactions. Extensive experiments are conducted on
real-world datasets to establish the efficiency of the proposed approach.

Keywords Online social network · Community detection · Shapley value

1 Introduction

Community detection in graphs is gaining serious attention from researchers since
it has many applications in different fields such as recognizing functional groups in
metabolic networks [1], discovering friendship network in social network [2], and
discovering the relationship between topics in World Wide Web [3]. In addition, the
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performance of recommender system can be enhanced with the detection of related
customers in purchase network.

Graph model is adopted to model social networks where actors are represented by
nodes and edges represent the interactions such as financial exchange, common inter-
est, and friendship between these nodes. A lot of interesting properties is exhibited
by social networks, to be mentioned as community structure, power-law degree dis-
tributions, and network transitivity. A community can be defined as a cluster in which
members within a group are likely to be closely knitted as compared to members
outside the group.

Since last decade researchers have proposed a considerable amount of algorithms
to detect communities in a social network. The limitation of classical community
detection algorithms is time complexity that often fails in case of large-scale social
networks. Clauset [2] presented a greedy approach to detect considered every node
as a community, and then, two nodes were merged only when they had maximum
modularity value.

Researchers [4] have analyzed that user’s interactions play a significant role in
detecting the communitieswithin the SN since users interact with a limited number of
their social group. Hence, analysis of community structure within these SNs should
be based on activity instead of the relationship.Weighted links can be used to capture
activity in these SNs. The proposed research focuses on static community detection
approach.

1.1 Contributions of the Paper

In the proposed work, a novel clustering algorithm is proposed to detect communities
in real-world social networks. The work can be summarized as:

1. A Shapley value-based clustering algorithm is proposed for real-world networks.
Graphmodel is adopted to model nodes as rational players that want to maximize
its Shapley value in terms of profit (where profit represents interactions).

2. The efficiency of the proposed work is established by comparing it with other
competitive methods.

The remaining part is structured in the following way: Sect. 1 proceeds with the
discussion of related work followed by Sect. 2 that gives a detail explanation of the
proposed methodology. We proceed with an analysis of results obtained from the
evaluation discussed in Sect. 3 followed by conclusion discussed in Sect. 4.

2 Proposed Methodology

This section gives a detailed explanation about the procedure for clustering algorithm
SCD and is divided into the following modules:
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1. In the underlying graph, salient nodes are determined by using SPIN algorithm
[5] for every node.

2. The salient nodes identified are used to determine the clusters in the underlying
graph discussed in Algorithm 1.

2.1 Clustering Algorithm (SCD)

It is a four-step algorithm that discusses the creation of clusters in the underlying
graph. A clustering algorithm is given in a pseudocode form in algorithm 1, and the
explanation is given as: (i) Initially, the graph model is adopted to represent actors
as nodes and edges representing the interaction between these actors. (ii) Next, we
proceed with the identification of salient nodes that is determined by

Algorithm 1 Clustering Algorithm

Also let �[] contain the Shapley values of all nodes in decreasing order
Let k represent the number of salient nodes that is given as input
procedure GETCLUSTERS(G, Φ)
Let n represent the nodes in graph G
S�GETSALIENTNODES(G, �, k)
Let Sa represent the set of SalientNodes that are smallest subset of S such that it
gives a coverage of 100% in the underlying graph G
for every node in G different from Sa do

Compute shortest path to all Sa
closestSalientNode� Identify the closest SalientNode

end for
for every node in G do

newGraph �The node belongs to the community of its Sa

end for
return newGraph
end procedure

SPIN algorithm. (iii) Finally, the task remains to identify clusters of the graph. In
algorithm 1, first, we have to identify those set of SalientNodes that are the smallest
subset of S such that it gives a coverage of 100% in the underlying graphG and name
it as Sa. Then for every non-salient node, its closest salient node is identified. After
the closest salient node of a node is identified, the non-salient node belongs to the
community of its closest salient node. In the last, n clusters (clusters representing
community) are given as output (where n is the number of SalientNodes).
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3 Evaluation

3.1 Dataset

1. Zachary karate club [6]—This dataset represents a friendship network of karate
club consisting of 34 nodes and 74 edges where some nodes are influential than
others present in the network. This is used as a benchmark dataset for detecting
communities within a network.

2. Dolphin [7]—This dataset is an unweighted and undirected network that repre-
sents frequent interaction among 62 dolphins and is divided into two communities
due to some reasons.

3. Football network [2]—This dataset is a network of football teams split into inde-
pendent teams and 11 conferences.

4. US political books(UPB)1 —This dataset represents a network for US political
books constituting 105 books, an interaction network of primary school students,
and a collaborative network of 241 physicians.

3.2 Evaluation Metrics

1. Modularity: It is one of the well-known metrics for measuring the quality of
clusters in social networks (SNs). Modularity can be defined in the following
way:

Qm �
q∑

c�1

[
ec
e

−
(
dc
2e

)2
]

(1)

where q denotes the number of detected communities, eC represents the count of
edges in community C, e denotes the aggregate count of edges in the graph G, and
dC represents the aggregate sum of the degrees of nodes in community C.

2. Clustering coefficient: It is a metric that measures the extent to which nodes tend
to form clusters. It is a local measure, and it can be defined in the following way
for a node:

Ccoeff(i) � Ei

dgi (dgi − 1)
(2)

where Ccoeff(i) denotes the clustering coefficient for node i, dgi computes degree of
node i, and Ei is count of edges between neighbors of node i.

1www.orgnet.com.

http://www.orgnet.com
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Table 1 Performance comparison based on Qm

Algorithms Dataset

Zachary Dolphin Football UPB

CC-GA 0.420 0.529 0.594 0.527

Newman 0.381 0.465 0.524 –

GN 0.401 0.519 0.599 –

CNM 0.0.381 0.495 0.577 –

SCD 0.51 0.73 0.90 0.70

Table 2 Performance comparison based on Ccoef f (i)

Algorithms Dataset

Zachary Dolphin Football UPB

Bi-section
K means

0.56 0.21 0.40 –

SCD 0.56 0.26 0.60 –

3.3 Comparative Study and Analysis

Experiments are performed on four real-world datasets to analyze the efficiency of the
SCD. The results are further analyzed by comparing SCDwith well-knownmethods:
(i) CC-GA [8], (ii) Newman [2], (iii) GN algorithm [2], (iv) CNM algorithm [9],
and (v) bi-section k means [10]. The modularity and clustering coefficient values for
different algorithms are presented in Tables 1 and 2. As can be seen fromTables 1 and
2, the modularity and clustering coefficient values of the proposed SCD community
detection algorithm are better than the other competitive methods. The reason can
be inferred as the incorporation of information diffusion concept along with Shapely
value has lead to the creation of good quality clusters.Hence,we arrive at a conclusion
that the proposed SCD is better than other algorithms.

4 Conclusion

A Shapley value-based approach for detecting communities in the underlying net-
work is proposed. For every node in the graph, SPIN algorithm is used to identify
salient nodes. Then, the clustering algorithm is applied to determine communities.

The results obtained prove the efficiency of the proposed approach over other
algorithms. The future work remains to extend it to dynamic networks on large
real-world networks.
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Multiple Face Detection Using Hybrid
Features with SVM Classifier

Sandeep Kumar, Sukhwinder Singh and Jagdish Kumar

Abstract Nowadays, multiple face detection (MFD) and extraction play an impor-
tant role in face identification for various applications. In the proposed algorithm,
Support Vector Machine (SVM) has been used for multiple face detection, and Dis-
creteWavelet Transform (DWT), EdgeHistogram (EH), andAuto-correlogram (AC)
are used for feature extraction. The proposed methodology worked on two different
database i.e. Carnegie Mellon University (CMU) and BAO database for MFD. In
this research paper, the proposed methodology gives a better result than the existing
technique. Finally, our accuracy raised up to 90% approximately.

Keywords Face detection · SVM · DWT · Edge Histogram · Correlogram
Median filter

1 Introduction

In face detection, the different type of facial expression recognition (FER) will play
a major role to identify the human face, for example, ID, security framework, human
asset information, and participation administration. The initial step to be taken for
recognizing the face is face detection to find a face in a picture. Face detection is
an innovation to decide whether a static picture incorporates a face and recognizes
it. The face detection accuracy depends on the various kinds of the parameters such
as the size of the pictures, horizontal or vertical turning, profiles and front faces,
facial appearances, and light conditions, which cause reduced recognition rate. In

S. Kumar (B) · S. Singh
Department of Electronics & Communication, PEC University of Technology, Chandigarh, India
e-mail: er.sandeepsahratia@gmail.com

S. Singh
e-mail: sukhwindersingh@pec.ac.in

J. Kumar
Department of Electrical Engineering, PEC University of Technology, Chandigarh, India
e-mail: jagdishkumar@pec.ac.in

© Springer Nature Singapore Pte Ltd. 2019
L. C. Jain et al. (eds.), Data and Communication Networks, Advances in Intelligent
Systems and Computing 847, https://doi.org/10.1007/978-981-13-2254-9_23

253

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2254-9_23&domain=pdf
mailto:er.sandeepsahratia@gmail.com
mailto:sukhwindersingh@pec.ac.in
mailto:jagdishkumar@pec.ac.in
https://doi.org/10.1007/978-981-13-2254-9_23


254 S. Kumar et al.

like manner, as a result of the trouble in and the significance of FD, this territory of
research is viewed as a free segment instead of a preparatory advance of FR. As of
late, the regions of FD application have kept expanding [1–3]. Picture resizing will
be performed in this exploration. The viability of the FD calculation is influenced
by the measure of the information picture [1, 4]. A huge picture size will devour all
the more handling time yet will keep up the greater part of the imperative data and
give a better outcome, while a little picture will devour quick time yet may cause low
execution as the face data. Consequently, this calculation begins with a pre-preparing
stage where pictures will be resized to a settled size. This progression can upgrade
the execution of a standard handling time. The way toward expanding the pixels’
size will enhance the location exactness. In any case, decreasing the pixels’ size will
accelerate the recognition time; however, the precision will be disintegrated [5, 6].

2 Background

Sr. No. Authors’ name Year Remarks

1 Zhou et al. [7] 2018 • Identity-specific localized metric
learning technique to identify the
real-world multiple faces

• Three datasets used: class 4, class 8,
and class 16

• Comparing the result with Euclidean
metric, LMNN, ITML, etc.

2 Shah et al. [6] 2017 • Threefold classification used
• Six natural expressions used for
multiclass data

• Time-consuming process during
training

3 Mahajan et al. [8] 2017 • Quahog feature used for robust face
detection

• The proposed methodology gives huge
changes on contortive images

4 Nasr et al. [9] 2017 • Viola–Jones methodology used for face
detection

• SURF feature is extracted with
Bag-of-Words technique

• More accurate and fast recognition

5 Tao et al. [10] 2017 • Proposed a locality-sensitive SVM with
kernel combination for feature
extraction

• Multiple-cascaded neural network to
joint for local features

(continued)
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(continued)

Sr. No. Authors’ name Year Remarks

6 Julina et al. [11] 2017 • Histogram of gradient for feature
extraction and SVM for classification

• Database used AT&T due to its various
challenges and poses

• Accuracy improved and got the
minimal false-positive rate

7 Naik et al. [12] 2015 • Used a fusion RGB and depth image
technique to identify the real-time face

• Time process of face recognition
reduces

• Accuracy also improved with speed

8 Yadav et al. [13] 2015 • Skin color segmentation and facial
feature for face detection

• Increase the accuracy
• Two datasets used: BAO and CMU

9 Raghavendra et al. [14] 2014 • Light-field camera used for face
recognition in the real world

• Data collected by the conventional
camera also

• In future, the author wants to work on
parallax effect and 3D reconstruction

3 Problem Statement

The fundamental issue to be explained is to actualize a calculation for MFD in a
picture. At a first look, the undertaking ofMFDmay not appear to be so overpowering
particularly considering how simple it is tackled by a human. However, there is a
conspicuous difference to how troublesome it really is to make a PC effectively
unravel this errand.

4 Proposed Methodology

The proposed methodology contains various steps, i.e., face detector, noise removal,
and feature extraction and classification which are explained in Fig. 1.
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Fig. 1 Block diagram of
proposed methodology Input Image

Face Detector

Crop Face Size 
(75X75)

Median Filtering 

EHD, AC and DWT for 
Feature Extraction 

Face Classification

Memory

Load     
Crop

Image

Constructing 
classifier for 
two classes

4.1 Face Detection (FD)

The essential rule of theViola–Jones FD calculation is to check the locator commonly
through a similar picture—each time with another size. A picture contains at least
one faces clearly an inordinate substantial measure of the assessed sub-windows
would even now be negatives (non-faces). Each phase of the course was prepared to
utilize a positive set, a negative set, and for execution estimation an assessment set.
For each stage, the positive set and the assessment set were the same (informational
collection A) while the negative set was particularly intended for precisely that stage.
As depicted before false positives are favored over false negatives, and since the
AdaBoost calculation goes for limiting false negatives it needs a touch of tweaking.
In their paper, Viola–Jones depicts the methodology that step by step brings down
the classifier limit of a phase to the point that a given execution necessity is met [15].
Figure 2 shows (a) original image, (b) face-detected image using Cascade classifier,
and (c) face-registered image in the folder.
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Fig. 2 a Original image, b
detected face, and c crop
detected image

(a) Test Image
Registration

(b) Face Detection (c) Face 

4.2 Feature Extraction

• Edge Histogram Descriptor: Different types of edges will provide the complete
information regarding the human face. To investigate this component, one path is
to utilize histogram. Edge Histogram Descriptor (EHD) gives information about
neighborhood pixels of edges over the whole picture. EHD essentially speaks to
five sorts of edges in a neighborhoodwhich is knownas sub-picture. Figure 3 shows
the five sorts of edges and all the edges are used to process the EHD. To register
80-receptacle neighborhood histogram, the primary picture is partitioned into 4×
4 equivalent estimated non-covering pieces. The nearby histogram is registered
for each of these sub-pictures for each edge sort [16].

Fig. 3 Various types of edges: a vertical, b horizontal, c 45°, d 135°, and e non-directional
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• Discrete Wavelet Features: The 2D-DWT can be characterized effectively as far
as the 1D-Haar. 2D-DWT comprises two stages. The primary stage is applying the
1D-DWT on the 2D input signal in row-/column-based order; while, the second
stage is applying the 1D-DWT on the yield of the main stage in column-/row-
based order. The 2D-DWT can be characterized in view of a falling–sifting plan.
In such a case, it can be characterized as a two-phase separating process i.e. low
pass as well as high pass, and each channel is trailed by another two channels.
Figure 3 demonstrates a case of an info picture and its relating DWT up to level
2. It additionally demonstrates the relating yields from the channels [17] (Figs. 4,
5, 6, and 7).

• Correlogram Color Descriptor: Smith and Chang [18] gave a proposed method-
ology to remove the regions of similar color (or dark level) in the pictures by
requantizing the color space of the pictures. In our approach, we utilize this stan-
dard to diminish the quantity of the levels G in the pictures. This is finished by
requantizing the pictures previously processing of the Correlograms. Utilizing this
technique, we accomplish two critical advantages: (1) The decline of G helps the
computational cost, and (2) quantization of the picture into sets of comparative
levels sums up the picture content, which enhances the recovery, comes about.

Fig. 4 2D-DWT scheme
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Algorithm I

Step 1: Bit by bit brings down the threshold in proper strides until 
the point when a given genuine positive rate is 
accomplished.

Step 2: Run the negative cases through the course utilizing the 
threshold decided in 1.If false positive rate is above 50 %: 

Step 3 (a): Increment the measure of highlights by a proper number 
and go back to 1.Else: 

Step 3 (b): Utilize the present threshold and measure of highlights 
for this stage. Create another negative preparing set and 
another stage containing an indistinguishable measure of 
highlights from the present stage. Presently concentrating on 
the new stage go back to 1.

Fig. 5 Algorithm for preprocessing steps

Fig. 6 Algorithm for
median filter steps

4.3 Classification Using SVM

SVM is one of the popular and more accurate classifiers for image classification and
recognition of the face. The SVM classifier is more accurate for two classes, but error
will increase for multiclass classification; then multiclass SVM classifier will reduce
the problemswhich were occurring in binary [19]. SVM is based on hyper-plane, and
this hyper-plane gives the information between two classes; numerous hyper-planes
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Algorithm III for Feature Extraction

Step 1: After removing the noise image is converted into 4 sub images
DWT and each sub images are high as well as low frequency
coefficients.

Step 2: Images are further split with DWT to get the more accurate data in 
limited no of features. In the proposed methodology, decomposition 
is done up to 4 levels.

Step 3: All the 4 level pixels of sub images gives additional as well as more 
accurate information.

Step 4: The features are extracted from images by mathematical formula of 

Y: pixels value of image, N: size of image
Step 5: For every filtered image, we have to calculate the histogram using 

EHD with the help of different type of edges i.e. vertical edges, 
horizontal edges, 45º diagonal, 135º diagonal and non directional. 
Sobel operator  used to determine the max value of gradient.

: Filtered image
 : Edges of images determined by canny method. Then 

multiply both: 

 : Filtered image, : canny illustration

 : Histogram of image 
Step 6: Assume [D] represents a group of static distances image, I is 

represented the AC for close couple at a distance d.

p1 and  p2 are the probability of the pixels, d: distance between each 
other, are of a comparative level gi. The partition measure between 
the histograms, AC, and it is the L1-standard that is computationally 
light system and used as a part of [13] and [14].

Fig. 7 Algorithm for feature extraction steps

can be attracted to isolate the two classes of training information, and SVM chooses
ideal hyper-plane. The hyper-plane linear equation can be represented as:
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hy + w � 0

y denotes hyper-plane point,
h represents the hyper-plane,
w represents the bias,
(|w|/‖h‖) hyper-plane is perpendicular to origin,
‖h‖ Euclidean mean.

5 Result Analyses

Two databases, specifically BAO [20] database and CMU [21] database, are utilized
to assess the proposed framework. The BAO database consists of 274 pictures with
single countenance and various faces in the diverse foundation.Another face database
from the CMU contains 60 pictures in the database with various sorts of pictures:
Four side-view pictures and three frontal pictures are utilized. Every one of the
reenactments is executed on this PC by designing programming, MATLAB 14b keep
running on Windows 8 Home Edition OS. The proposed approach was assessed by
utilizing two comprehensively utilized face databases. The proposed approach was
assessed by utilizing two comprehensively utilized face databases. In the analysis,
proposed methodology gives better results on BAO database [22] as well as CMU-1
database. SVM classifier is used to isolate multiple or single face in a given image. A
total of 110 features are used for verification and threefold cross-validation technique
used to find the correct detection. Finally, this methodology gives better result as
compared to existing algorithm as shown in Tables 1 and 2.

• Calculate detection rate (CDR) and false-positive rate (FPR) of the system using
this formula:

CDR(Re call) � TP/TP + FN

Table 1 Accuracy comparison between the proposed methodology and existing approach on BAO
database

Method CDR (%) FPR (%)

Reference 84.2 4.2

Proposed 89.09 10.90

Table 2 Result obtained using the proposed system for CMU-1 database

Method CDR (%) FPR (%) Time (s)

Proposed 88.67 11.32 3.56
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Fig. 8 GUI of proposed system on CMU dataset, a test image, b face detection

FPR(MissRate) � 1 − CDR

FN represents the false negative, and FP is false positive;
TP represents true positive, and TN is true negative.
According to Table 1, the accuracy or Correct Detection Rate of the proposed

method is much higher than that of reference system on BAO dataset. Experimental
results show that detection rate can reach approximate 90%, whereas Ref gives
84.2%. This methodology applies on CMU database also, and accuracy achieved
88.67% with fast computational time as shown in Table 2 (Figs. 8, 9, 10, and 11).

6 Conclusion

In this research,we focusedon amultiple face detection techniquewhichuses theCor-
relogram, DWT, and EH for face recognition. The median filter is used for removing
the noise in given image. For MFD, the combination of DWT, EH and Correlogram
of a face is used as the feature vector and an SVM classifier is trained to classify
the input face as multiple or single. The proposed algorithm has been tested on the
standard BAO and CMU datasets, and the accuracy reached up to 90%. From the
experimentation, we noted that the SVM classifier recognizes the facial images more
accurately from the previous classifier. We got an average recognition accuracy of
89% for SVM.
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Fig. 9 GUI of proposed system on CMU dataset, a test image, b face detection

Fig. 10 GUI of proposed system on BAO dataset, a test image, b face detection
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Fig. 11 GUI of proposed system on BAO dataset, a test image, b face detection
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A Brief Overview on Generative
Adversarial Networks

Raj Patel

Abstract Generative models dwell into a research domain, which incorporates the
use of mathematical models by which machines could mimic and generate new data.
Generative models are used in tasks such as image or music generation as well as
in capturing and mimicking certain features of a dataset. One such generative model
is generative adversarial network, which makes use of a generator and discriminator
in order to perform such generative tasks. It does this by maintaining a min–max
relationship between the two models. This study gives a brief overview of generative
adversarial networks its optimization function and metrics as well as its implemen-
tation and working. The study also incorporates a case study, which provides a clear
illustration of the actual training, which is to be performed. The performance and the
results are sampled and very well compared. The study also gives insights regarding
the various applications and the variations of generative adversarial network.

Keywords Deep learning · Generative adversarial networks · GAN
Neural networks

1 Introduction

Advancement in deep learning and knowledge-based AI has facilitated computers
in performing complex tasks that were perceived only to be possible by humans.
Whether it would be image recognition, understanding natural language, speech
recognition or to learn and play games, computers are capable of performing such
tasks with the highest level of accuracy. This has been possible by incorporating
several algorithms and mathematical models. One such set of tasks is generative
tasks, in which new data is generated, similar to existing data. This generated data
can be used as generative output for generative tasks or in places havingmissing data,
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which may be useful for other machine learning tasks. The models that facilitate
such generative tasks are known as generative models. One such generative model
is generative adversarial network.

Ian Goodfellow introduced generative adversarial network or GAN in 2014 [1].
GANs work on a zero-sum game framework [2]. It consists of a generator and a
discriminator, and the generator performs the task of generating new items, whereas
the discriminator performs the task of distinguishing between real and fake data
samples. The data samples that generated by the generator would be fake since it
is trying to mimic the real data. The main goal of the generator is to make these
data items as real or as true to the original data items as possible in order to fool the
discriminator. On the other hand, the goal of the discriminator is to flag these fake
data items apart from the original ones, as best as possible. So here, the discriminator
works as an adversary or judge, judging the real and the fake data items.

1.1 Background

GANs were not the first to tackle the challenge in performing generative tasks, and
there have been several studies made over the years. Variational autoencoders (VAE)
and restricted Boltzmann machine (RBM) both provide models and optimization
techniques, which incorporated can perform generative tasks. VAEs are the prob-
abilistic graphical model whose explicit goal is latent modeling and marginalizing
out certain variables [3]. In the study (Pu [4]), the authors develop an autoencoder to
model images, as well as to associate labels or captions in a semi-supervised setting.
The study employs a convolutional neural network (CNN) inside the encoder for
the posterior distribution of the parameters of the image generative model [4]. RBM
works on the principle of unsupervised feature extractor, and in the process, it learns
the joint probability, which facilitates generation of new data. Ruslan and Geoffrey
(Salakhutdinov [5]) formulate a new algorithm with multiple layers of hidden ran-
dom variables known as deep Boltzmann machines to learn good generative models.
Both VAE and RBM useMarkov chains for learning. GANs avoid the use of Markov
chains due to its high computational cost [6].

Section 2 of this study will discuss the optimization function and its metrics.
Sections 3 and 4 will dwell on the implementation and working of GAN with the
help of a case study. Section 5 will discuss its various applications and different
variations of the GAN, and at last, Sect. 6 will summarize and conclude the study.

2 Objective Function and Metrics

Theoptimization function for trainingGANis representedusing a set of two functions
G and D in a min–max relationship where G is the generative function and D is the
discriminative function. The relationship established is illustrated in Eq. (1).
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min
G

max
D

V (D,G) � Ex∼pdata(x)
[
log(D(x))

]
+ Ez∼pdata(z)

[
log(1 − D(G(z)))

]
(1)

• z represents the initial random noise or input given to the generator.
• x represents the actual data from the dataset to be fed to the discriminator.
• G(z) represents the output of the generator. G is a differentiable function, which
tries to map the input z based on its distribution pg.

• D(x) is the discriminating function which gives out a probabilistic value on how
likely the data item x represents or belongs from the actual dataset.

• D(G(z)) suggests the probability on how likely the output of the generator is
similar to the actual data. This value can be interpreted as the similarity index for
the generator.

The discriminator is trained in order to maximize the probability of assigning
the correct label to both training examples and the fake samples generated by the
generator [2]. Simultaneously, generator is trained in order to minimize log(1 −
D(G(z))) [1]. Error estimation of both the models is a form of log loss function.
Initially, whenG is poor,D can reject samples with high confidence because they are
clearly different from the training data. In this case, log(1 − D(G(z))) saturates [1].
Rather than training G to minimize log(1 − D(G(z))), we can train G to maximize
log(D(G(z))). In other words,D andG play the following two-player minimax game
with value function V (G, D) [1]. Ideally, both error estimation of both the models
should converge to zero but in a minimax relationship, such convergence will result
in minimum possible loss value of either of the model.

3 Case Study: Introduction and Implementation

Working of GAN can be inferred with consideration of a case study. This case
study implements a deep convolutional GAN, which is a variation of GAN. Deep
convolutional GAN (DCGAN) consists of two primary networks: a deconvolutional
neural network as a generator for generating images and a convolutional neural
network as a discriminator for recognizing images. The output of the generator will
be an image, and the output of the discriminator will be single value suggesting
the probability of high likely the generated image from the generator is to the real
dataset.

The convolutional neural network or the discriminator will start with an input
layer to take in the input as an image. The deconvolutional neural network or the
generator takes in input as random noise. During the training, the weights of both the
networks are updated so that the generator gets better at deluding the discriminator
and the discriminator gets better at identifying fake data.
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3.1 Dataset

The dataset used in the case study is the CelebFaces Attributes Dataset (CelebA) [7].
It is a large-scale face attributes dataset with more than 200 K celebrity images, each
with 40 attribute annotations. The images in this dataset cover large pose variations
andbackground clutter. From the exploratory visualization, different visual variations
are observed in the dataset. These variations range from:

1. Varying gender and age
2. Varying color complexity and ethnicity
3. Varying hairs and face positions.

These above-mentioned variations are clear in Fig. 1.

3.2 Architecture and Implementation

The architecture for the case study is based upon the one proposed in the DCGAN
paper (Radford [8]). The final implemented architecture is illustrated in Fig. 2. This
architecture will generate RGB images of size 64 * 64. The generator consists of an
input layer to take in the noise as an input the next follows a set of reshape layers and
convolutional layers with rectified linear nit (ReLu) activation and upsampling layers
in between. The final layer is a tanh activation layer. The upsampling layers increase
the height of the image and hence increasing the resolution after each convolutional.

Fig. 1 Image samples from the dataset
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Fig. 2 Architectural implementation of DCGAN

The discriminator is quite reverse of that of the generator. It starts with an input
layer, which takes in an image of size 64 * 64 * 3; it then follows with a set of
convolutional layers with increasing number of filters. Between the convolutional
layers are leaky rectified linear unit (leaky ReLu) activation layers along with batch
normalization and dropout. The last layers are the flatten layer followed by the dense
layer. Batch normalization helps to prevent arbitrary largeweights in the intermediate
layers as batch normalization normalizes the intermediate layers, thus helping to
converge well. Dropout layers are quite effective in preventing the discriminator
from overfitting during training. This forces the network from learning redundant
information.

3.3 Training and Refinement

The training process of DCGAN is as follows:

1. A random noise generator is used to generate random noise. This random noise
acts as input for the generator. On given input, the generator outputs an image
and this generated image is used to train the discriminator in distinguishing the
fake images from the real ones.

2. The generated image is given as input to the discriminator along with a real
image from the dataset. The label attached to the generated image is zero since it
was generated by the generator; hence, it does not follow any similarity with the
dataset, whereas the label attached to the image from the dataset is one since it is
the real image. The goal here is to train the discriminator to distinguish between
real and the fake image as best as possible. Training is performed by back-
propagation, by updating the weights of each layer based on the error function.
At this stage, weights of discriminator are only updated and this can be done by
setting generator’s trainable argument as false.

3. The stage that is left is to train the generator and for training the generator.
Similar to step two generators generates a new image by feeding it with random
noise. This generated image is again fed into the discriminator, which outputs the
probabilistic value of how likely the generated image is to the dataset. However,
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for back-propagation, the label attached to the generated image is one instead of
zero. Since the goal here is to train the generator to generate images that look as
real as the original images in the dataset; thus, eventually the generator will learn
to generate images that look real. Hence, the label attached is one. For training
of generator, a feedback cycle facilitates updating weights of the network. The
discriminator is not trained during this step by setting its trainable argument as
false.

4. These three stages are performed indefinitely until the loss of each model con-
verges to the minimum. After each step, the generator becomes stronger at gen-
erating images identical to the dataset and the discriminator becomes stronger at
distinguishing these images. Moreover, in the end, two very strong models are
obtained which train itself by trying to outperform each other.

Several hyperparameterswere tuned in order to obtain adequate results. Thehyper-
parameters set for each model were as follows:

Hyperparameters set for the generator:

1. Kernel size: 4. (To set the filter size of convolutional layers to {4, 4} and to
perform fast convolutions on the image.)

2. Momentum: 0.8. (To avoid the problem of falling in local minima whenever one
of the models falls to its minimum value.)

Hyperparameters set for the discriminator:

1. Kernel size: 4. (To set the filter size of convolutional layers to {4, 4} and to
perform fast convolutions on the image.)

2. Strides: 2. (In order to jump two pixels at a time.)
3. Dropout: 0.25 between first two layers and 0.4 between the rests and thus pre-

vention from overfitting.

4 Case Study: Validation and Results

The training was conducted with a batch size of 32 samples. Initially, the learning
rate was kept at 0.02 and the model was tested for 10,000 steps/epochs. The mean
loss of generator and discriminator was found to be 2.4 and 3.43 after the training,
which was quite higher than expected. This was probably due to high learning rate.
Next, the learning rate was reduced for one-tenth of its value, which resulted in a
reduction of the losses.

In the final implementation, the model was trained for 100,000 steps/epochs with
a learning rate of 0.002 (Note: The training was done on a GPU-based workstation
resulting in total training time of 20 h). The losses of each model over the period
are illustrated in Fig. 3; the losses of generator and discriminator are plotted on the
Y -axis and the number of steps on X-axis.

Initially, the loss from the generator is quite high averaging around 1.13 until
20,000 steps but it lowers down as the model trains for more time. On the other hand,
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Fig. 3 Loss of generator and discriminator over each step

the loss from the discriminator is quite low as compared to the generator. The above
figure illustrates the interesting relationship between generator and discriminator
in GAN. In which, whenever the loss of one model goes down the loss of other
model goes up. This is the min–max relationship, which is to be seen in GAN where
one network tries to outperform the other this is visible near 20,000 epochs where
discriminator loss is close to zero and generator loss is at its highest at around 14.
However, as the training continuous the twomodels begin tomaintain an equilibrium,
which is clear after 40,000–60,000 epoch and after 70,000 epoch. The losses of the
generator and discriminator seem to be the same value, but having a closer inspection
still, the two models are still trying to balance each other where a decrease in one
model’s loss leads to increase in the other. This can be observed in Fig. 4.

The average loss of the generator during 100,000 epochs was 0.844, and the
average loss of discriminator was 0.707. The average accuracy of the discriminator
was 48%, which seems to be an appropriate value for a well-trained GAN.

4.1 Results from the Generator Overtime

The outputs obtained from the GAN can be summarized from Fig. 5. Over time, an
improvement in the quality of images generated by the generator can be concluded.
Visually comparing the generator is able to capture the variations that were observed
in the original dataset and reflect these variations in the produced images; a variety
of different images having various hair color, face complexity, background, and
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Fig. 4 Zoomed in image of the graph between 95,000 and 100,000 steps

accessories. Figure 5 shows the results obtained over time starting from the first
epoch to each horizontal slice displaying the output after every 20,000 steps. Some
of the problems that can be seen in the images are:

(1) Blurriness caused in the images due to low resolution.
(2) A minor case of morphing seen in the images likely caused due to less training.

5 Types and Applications of GAN

The case study dwelled into the implementation of the DCGAN architecture which
is an essential architecture used for image generation. It yields good quality images
with proper training. Some of the other application of GANs are in music and video
generation, in image-to-image translation as shown by pix2pix and in text to image
translation. Apart from performing generative tasks, GANs can be used in tasks such
as anomaly or outlier detection. Quite often, this type of tasks requires huge number
of data to make proper distinctions, which in most cases is not available. GANs
solve this problem by making use of the generator in generating new data by which
the discriminator could take advantage in training. GAN can be used in datasets for
outlier detection or in fraud detection. It has also been used in drug discovery and in
cancer tissue detection.

Currently,GANsare somewhat unstable andproper architecture design is essential
for convergence due to which the true potential is not always achieved. However,
these issues are been tackled by its certain variations. Some of the types of GAN are:
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Fig. 5 Outputs obtained from the DCGAN

• Wasserstein GAN

Wasserstein GAN is an alternative to GAN training [9]. Without proper design,
instability can cause inadequate training resulting in poor results. Wasserstein GAN
tries to eliminate this instability. During training, the loss function is changed to
include Wasserstein distance and by which they get rid of several problems such as
mode collapse and help to improve the stability of the model. The discriminator, in
this case, is trained until convergence, which results in mitigating the need to balance
the generator, hence improving the stability.

• Conditional GAN

In traditional GAN, there is no control on the modes of data being generated.
Conditional GAN solves these problems by conditioning the model with extra infor-
mation in order to direct the generation process [10].ConditionalGAN is an extension
of GAN framework, in which the generator is provided with some additional infor-
mation or meta-data along with random noise regarding the expected outputs to be
generated by the generator. Some of the keen applications of conditional GAN are
in generating images from text annotations given as inputs or in the generation of
tags from a given image .
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• InfoGAN

InfoGAN is a modification to GAN objective, which makes it learn interpretable
and meaningful representations [11]. It does this by encoding meaningful features
along with the input noise. Conceptwise it looks quite similar to conditional GANs
but the additional information is facilitated within the noise itself. Additionally, it
maximizes the mutual information between a small subset of the latent variables and
the observation [11]. Applications of InfoGAN can range from tasks that require
manipulation of latent codes if InfoGAN can learn the detangled and interpretable
representations.

6 Conclusion and Future Scope

Generative adversarial networks truly exemplify the notion of using computers in
performing generative tasks. They provide a technique through which generative
models are improved as they advance their training, which results in higher quality
of results. The case study demonstrated the intricacy of training a GAN; it provided
insight regarding the importance of convergence in an adversarial setting. The results
of the case study justify the use of GAN for generating images and depict how the
proper usage ofGAN. Several variations ofGANwere looked upon, and their specific
applications were illustrated.

In the future, as more research is done in the subject matter GANs will surely be
the most appealing state of the art in deep learning. With its growing popularity in
the corporate sector, it will further be used in several tasks from music and video
generation to creating simulations which could imitate human behavior. The future
is bright, and the use cases of GAN are endless.
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Prediction of PhotoVoltaic Power
Generation Using Monte Carlo
Simulation

Gautam Seth, K. Abhay Prithvi, Arpit Paruthi, Saksham Jain
and Umang Soni

Abstract In this paper, Monte Carlo simulation models have been used to forecast
the expected amount of energy production fromphotovoltaic panels. TwoMCmodels
have been proposed with traditionalMonte Carlomethod as their backbone.Model-1
combines the locally weighted scatterplot smoothing (LOESS) with simple Monte
Carlo simulation. Model-2 is derived from the first model, and weather forecast
data is used as an exogenous input. Also, the effect of weather is considered on
traditional MC simulation and compared with Model-2. Using Model-2, the error
between generated and predicted data is found to be the least. Results have been
generated using Python and are discussed with inference in the manuscript.

Keywords Monte Carlo simulation · Solar energy · Photovoltaic panels
Locally weighted scatterplot smoothing

1 Introduction

Owing to the fact that non-renewable energy sources are depleting day by day, there
has been a sudden shift toward the alternative energy sources like the solar and wind
energy.Eventswithin the past decade have shown that every country is shifting toward
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the use of renewable sources of energy to protect the environment. However, there
has been a rapid growth in the industrial and domestic consumption of electricity.
According to the data released by the government of India, about 418,347 GWh
energy is used by the industrial sector, which contributes to 44%of the total electricity
consumed whereas about 217,405 GWh energy is consumed by the domestic sector,
which contributes to 23% of the total electricity consumed. Since the past decade,
this rate has been increasing at 5–8% per annum [1]. India, being one of the largest
producers of energy, in its basket has a mix of all the sources available including the
renewable sources. The total energy produced in India is about 1,433,392 GWh out
of which about 80% is produced in thermal and hydro plants, and only 5.7% of the
energy is produced using the renewable sources [2]. Looking at the above-mentioned
facts, it can be said that the current energy sector of India is heavily dependent on coal
and fossil fuels. This arouses a concern on how to minimize the usage of fossil fuels
and save the resources for the future generations [3]. These alternative sources require
a huge investment but may lead to very low benefit. Hence, making it important for
the nations to collect and analyze the data to forecast how much a plant operating
on solar or wind energy will be able to generate. Power generation from renewable
sources depends on a number of factors. In the case of solar, factors like irradiation
and weather (includes cloud cover along with other conditions like fog, and dust)
play an important role in the prediction.

A lot of research has been done in predicting the data using ANN and Fuzzy
logic, which can more accurately simulate the system. But the usage of ANN and
Fuzzy logic requires higher computing power and takes longer period of time to
simulate the system [4, 5]. Monte Carlo simulation, on the other hand, requires
lower computational power but the accuracy decreases. Therefore, the two strategies
are proposed to improve the accuracy of the traditionalMonte Carlo simulation while
keeping the computational requirements at a minimum.

The rest of the paper is organized as follows: Methodology in Sect. 2, Results in
Sect. 3 and Conclusion in Sect. 4.

2 Methodology

With the advent of powerful computers, the working of a plant/system can be simu-
lated to give its working in real time. Simulation of any system is a powerful tool. It
can be used for analysis of new designs and comparing performance of new designs
to existing designs. But a simulation model of a complex system can only be an
approximation to the actual system [6].
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2.1 Monte Carlo Simulation

Monte Carlo simulation is a powerful computerized mathematical technique which
is used to model and analyze real-world systems which employ statistical sampling
which approximates solutions to quantitative problems. It investigates stochastic
permutations of the uncertainty of a system and also quantifies their effect. It uses
probability distribution of possible outcomes of a system to randomly select a variable
and calculate value of the uncertainty through a number of runs [7] (Fig. 1).

To perform Monte Carlo simulation, the first step is to determine the probability
distribution for uncertainty based on history as well as expert opinion. Some of the
commonly used probability distributions are:

• Normal or bell distribution
• Lognormal distribution
• Uniform distribution
• Triangular distribution.

2.2 Dataset

The solar irradiance data was obtained from National Solar Radiation Database
(NSRDB) website [8]. It consisted of hourly GHI values for our required location
coordinates (Delhi, India in the given case). The GHI values were then converted to
daily PV generation values using the formula as stated below [9].

E � A ∗ r ∗ Ir ∗ Pr

Fig. 1 Normal distribution
about a non-zero mean
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Here, E is the energy generated in kWh, A is the area of PV panels, r is the yield
of panel equal to the ratio of electrical power of one PV panel to area of one panel,
Ir is irradiation on the panels, and Pr is the performance ratio which ranges between
0.5 and 0.9 depending on the grade of PV panel (Table 1).

We trained the model using this data for the year 2000–2010. Delhi’s weather
data was also obtained which consisted of hourly weather data. Using weather con-
dition data, approximate cloud cover was calculated. The cloud cover was used as
an exogenous input for the solar PV generation and will be discussed in detail in the
following sections.

2.3 Problem with MC Simulation and Proposed Model

One of the problems faced while using Monte Carlo simulation was its inability to
clearly tell how the uncertainty variable changes. In the case of solar PV generation,
it can be easily observed that, for every year, it follows an approximately fixed trend.
Power generated is higher during the summer months (May, June), and lower during
the winter months (December, January). Therefore, Monte Carlo simulation could
give a good overall estimation for the annual PV generation but was not able to give
a satisfactory prediction for monthly or daily values (Fig. 2).

To overcome this problem, an approach can be proposed that instead of obtaining
the random variable from the probability distribution about a fixed mean (or central
tendency), obtain the random variable using the probability distribution about amean
which is a variable of an external input. In this case, it was assumed that the mean is

Table 1 Solar panel specification

Area of each panel No. of panels Performance ratio Yield of a panel

20 m2 100 0.75 16.16%

Fig. 2 Confidence interval
as a function of x for normal
distribution about a non-zero
mean



Prediction of PhotoVoltaic Power Generation … 283

a variable of time (day number, from 1 to 365), keeping in mind the trends observed
in the data.

To obtain the relation between the mean PV generation and time, locally weighted
scatterplot smoothing (LOESS) [10, 11] was used in the proposed model.

Using the relation between PV generation values and time, mean PV genera-
tion value was calculated and Monte Carlo simulations consisting of 10 runs were
performed for each day of the year, by selecting the random variable from the proba-
bility distribution about the calculated mean. The proposed model could predict both
annual PV generation and monthly PV generation with higher degree of accuracy in
comparison with the traditional Monte Carlo simulation.

2.4 Proposed Model Along with Weather Condition
as an Exogenous Input Variable

The solar radiation energy reaching the earth’s surface is the sum of the energy
directly transmitted from the sun and the radiation energy diffused by the sky. When
the sky is clear, directly transmitted radiation affects the total solar radiation while on
a cloudy day, scattered radiation plays the major role. During a partly cloudy day, the
direct radiation’s effect decreaseswhile the scattered radiation’s effect increases [12].
Hence, it can be said that the PV generation depends highly on weather conditions
(hence they have high correlation). Based on the octants of the sky covered by opaque
clouds, the weather conditions can be classified into 9 categories, from 0 to 8, where
0 means 0% cloud coverage and 8means 100% cloud coverage [13] (Fig. 3; Table 2).

There is a simple relation between the fraction of cloud cover and solar radiation
reaching the earth’s surface:

Pα
(
1 − 0.75F3

)
watts/m2

where F=Fraction of cloud cover on a scale of 0.0 (no clouds) to 1.0 (Overcast)
and P is the power generated [14]. Using the above expression, we can obtain the

Fig. 3 Flow chart showing weather as an exogenous input
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Table 2 Fraction of cloud
cover based on weather
conditions

Cloud cover Weather conditions

0/8 Clear/sunny

1/8 Mostly clear

2/8 Partial fog/partly cloudy

3/8 Light drizzle/light fog

4/8 Shallow fog/light rain

5/8 Light freezing rain

6/8 Haze/light thunder storm

7/8 Heavy fog/thunder storm

8/8 Heavy rain

solar PV generation based on cloud cover as well as the value of PV generation
obtained from the model explained in the previous section. It must be noted that the
value of the mean PV generation in the previous model must be first converted to the
maximum possible power, and then be multiplied by the factor (1–0.75F3), and then
the Monte Carlo runs can be performed. This model further increases the accuracy
of prediction.

3 Results

As stated above, traditional Monte Carlo simulation generates the probability distri-
bution about a random variable can be seen in Fig. 4. Here the predicted values are
nearly constant and do not follow the actual values. This results in monthly predicted
also being approximately constant. This leads to a maximum error of about 46% in
the month of December. The total annual error is about 1.7% (Fig. 5).

Fig. 4 Daily prediction
using trad. MC simulation
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Fig. 5 Monthly prediction
using trad. MC simulation

To reduce the error, the random variable is taken about the daily generated values.
This reduces the maximum monthly error from 46% to approximately 6%. Further,
the daily predicted values now follow the actual values, and hence monthly data is
accurately predicted as shown in Figs. 6 and 7.

Table 3 shows the monthly comparison of traditional MC simulation to the pro-
posed Model-1.

Since solar power generation depends on the weather conditions, if the weather
conditions are used as an exogenous input, the accuracy can be further increased. The
weather conditions are converted into cloud cover code as stated earlier. To compare
our proposed model, we find the effects of weather on traditional MC simulation.
The daily andmonthly predicted values of Traditional +Weather are shown in Figs. 8
and 9. The outputs of Model-2 are shown in Figs. 10 and 11.

Fig. 6 Daily prediction
using Model-1
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Fig. 7 Monthly prediction
using Model-1

Table 3 The monthly comparison of traditional MC simulation to the proposed Model-1

Month Actual
generated
(kWh)

MC
estimation
(kWh)

% error Model-1
estimation
(kWh)

% error

Jan 3060.93 4258.46 39.12 2957.57 3.37

Feb 3365.08 3898.90 15.86 3566.27 5.97

March 4832.60 4305.3 10.91 4919.06 1.78

April 5437.38 4167.1 23.36 5369.64 1.24

May 5678.69 4338.7 23.59 5537.08 2.49

June 4975.20 4157.2 16.44 4943.17 0.64

July 4784.38 4302.7 10.06 4688.60 2.00

Aug 4588.47 4307.9 6.11 4590.30 0.03

Sept 4499.64 4149.5 7.78 4350.85 3.30

Oct 4224.58 4344.2 2.83 4075.98 3.51

Nov 3260.74 4189.8 28.49 3296.75 1.10

Dec 2958.56 4323.8 46.14 2833.58 4.22

Total 51,666.3 50,743.56 1.78 51,128.91 1.04

Table 4 compares the effect of exogenous input of weather on both traditional MC
as well as Model-1.

4 Conclusion

The main objective of this study is to compare the two strategies, which are used to
obtain the forecast of the solar power generation. This study can help us to simulate a
solar power plant model to estimate the amount of solar energy that can be generated
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Fig. 8 Daily prediction
using Traditional MC +
Weather

Fig. 9 Monthly prediction
using Traditional MC+
Weather

Fig. 10 Daily prediction
using Model-2
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Fig. 11 Monthly prediction
using Model-2

Table 4 Comparison of the effect of exogenous input of weather on both traditional MC as well
as Model-1

Month Actual
generated
(kWh)

Traditional+
weather
(kWh)

% error Model-2
estimation
(kWh)

% error

Jan 3060.93 4707.56 53.79 3274.77 6.98

Feb 3365.08 4239.34 25.98 3858.40 14.65

March 4832.60 4161.15 13.89 4747.75 1.75

April 5437.38 3812.35 29.88 4874.15 10.35

May 5678.69 3895.26 31.40 4979.72 12.30

June 4975.20 4063.54 18.32 4759.18 4.34

July 4784.38 4265.89 10.83 4625.50 3.32

Aug 4588.47 4519.99 1.49 4752.71 3.57

Sept 4499.64 4351.88 3.28 4522.15 0.50

Oct 4224.58 4537.37 7.40 4297.01 1.71

Nov 3260.74 4699.34 44.11 3748.27 14.95

Dec 2958.56 4861.12 64.30 3188.21 7.76

Total 51,666.3 52,114.86 0.86 51,627.86 0.07

annually, which can help in making decisions based on the demand of electricity, so
that the remainder of the required amount that has to be obtained from the electricity
grid can be estimated. Previously, a lot of research has been done in predicting the data
usingANN and Fuzzy logic. There are some exceptions toMonte Carlo simulation as
the use of more complex techniques is limited, therefore only a few have based their
study on predicting the solar power generation using the Monte Carlo simulation
method.

The results that are obtained from the study show that there is a slight deviation
from the actual power generated. The comparison of traditional MC and Model-1
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shows that by taking the random variable about a variable point (variable of time),
the accuracy of prediction increases exponentially. This is because we are able to
replicate the trends that are followed by the actual model throughout the year using
a combination of LOESS and MC simulation. Studying the effects of weather as
an exogenous input on both traditional MC and Model-1, we see that, even though
the accuracy of Traditional MC increases, but still, it was less than Model-1. On
comparing Model-1 and Model-2, we see that the annual prediction using Model-2
was much closer to the actual power generated. The annual error using Model-1 was
calculated as 1.04%, whereas Model-2 performed with an accuracy of 0.07%. But
the monthly prediction was better in the case of Model-1 with maximum error as
approx. 6% as compared to the maximum error of 14.65% in the case of Model-2.

As the further result, a better model can be generated with the help of weather
information like wind speed and direction, and dew point. Also, ANN and Fuzzy
logic seem to be quite promising approach if historical data along with the various
weather information are present to generate more effective results.
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Storage and Analysis of Synchrophasor
Data for Event Detection in Indian Power
System Using Hadoop Ecosystem

Akhilendra Pratap Singh, G. Hemant Kumar, Subhendu Sekhar Paik
and Diptendu Sinha Roy

Abstract Synchrophasor devices commonly referred to as phasor measurement
units (PMUs) have been rapidly deployed in power grids to get a clearer picture
of the events that take place in power grid at very high sampling rates. Thus PMUs
enable event predictions to becomemore accurate. However, high data-sampling rate
of PMUs creates huge volumes of data on a GB scale per PMU per day, which in
turn makes the storage and analysis of the collected data difficult; giving rise to a
Big Data problem use case. In India, National Load Dispatch Centre (NLDC) uses
Synchrowave; a centralized software package to collect, store and process, which
runs on a single very high-end system for storage and processing. But the centralized
architecture of current system gives no room for scalability, neither in computation
nor storage, evenwith costly hardware upgrades. This paper proposes a systemmodel
with all the desired features using open-source frameworks and tools like Apache
Hadoop and HBase.

Keywords Phasor measurement unit (PMU) · Synchrowave · Hadoop · HBase

1 Introduction

Electrical power system for generation, transmission and distribution is extremely
valuable to modern society. It is a difficult task for power sector engineers to keep a
sharp vigil on power grid to keep it stable and reliable manually. Automatedmonitor-
ing and alertingmechanism have been into place for quite sometimewith supervisory
control and data acquisition (SCADA), but time resolution for SCADA for detection
and identification of various events in massively large-scale power system that are
interconnected through a wide area measurement system (WAMS). Because of the
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complexity, the nature of power system dynamically changes randomly in real time
due to different types of disturbance events such as generation loss, line trips (line-
ground, lineline, etc.), faults (transition, persistence, symmetric, Asymmetric, etc.)
and blackouts. A wide range of disturbance events in power system like blackouts,
line tripping, faults and generation loss are far from the reliability and stability of
requirements as they suppose to be. The inaccuracy in analysis of disturbances at
different regions of the interconnected smart grid is due to lack of wide-area infras-
tructures [1].

In many distribution systems primarily due to economic constraints, data acquisi-
tion is impeded heavily.However,with the PowerGridCorporation of IndiaLimited’s
(PGCIL) initiative of synchrophasors that has been eradicated [2]. Along with issues
in the current observability of the distribution system, the introductions of newer tech-
nologies have resulted in the potential for previously insignificant or non-existing
faults and disturbances to occur. The newer grid technology introduced phasor mea-
surement units (PMUs) for continuous monitoring of transmission bus lines and
recording the continuous changes in electrical parameters. Those readings are called
PMU samples of electrical parameter changes. It helps to analyze the power grid
status. Power engineers can detect, analyze and find solutions for electrical power
faults, blackouts and grid isolation etc from PMU data, owing to it’s high resolution.

PMUs can be thought as descendants of computer relays that employedmicropro-
cessors for accounting for power system parameters in earlier days. Computer relays
became very popular, and several reliability studies [3, 4], confirmed their robust
nature. At the same time, information and communication technology (ICT)-based
smart services such as smart energy management for homes [5] and grid computing-
based power monitoring systems [6] were also becoming prominent eventually lead-
ing to the vision of smart grid. PMUs as smart grid sensors became a very popular
topic and several attempts for PMU design [7] were found along with research per-
taining to their utility as effective smart grid sensors [8]. Reliability analysis of
PMUs has attracted a lot of research attention accounting for different aspects and
with various mathematical tools [8–12].

The objective of this paper is to develop an operative event detection model
by using the methodology of statistical analyzing on PMU datasets stored. With
help of this model, the grid control room engineers present at load despatch centers
can monitor and visualize the continuous changes in power grid states (i.e., grid
parameters like voltage, current and frequency) which are helpful for early detection
of power grid faults/events. Early event detection ismuch crucial for choosing control
operations to overcome the isolated zone, energy loss, blackouts and power outage.

This paper proposes the design of needed system model by implementing dis-
tributed, non-relational database—HBase—on a distributed storage system—HDF-
S—for structured data with back-end capabilities enabling numbers of features like
linear and modular scalability, strictly consistent reads and writes, automatic and
configurable shading of tables and automatic fail-over support, thus making the pro-
cess of data analysis much simpler, robust and reliable. Moreover, this paper brings
forth an efficient event detection algorithm using MapReduce framework of Hadoop
using PMU datasets.
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The rest of paper organization as follows: Sect. 2 gives a brief introduction about
the background of the problem and the literature review of different event detec-
tion clarification-related works and a brief background of Indian Power Grid PMU
projects, grid structure, Synchrowave. Section 3 depicts proposedMapReduce-based
data analysis model for power system fault detection with non-relational decentral-
ized storage of PMU data. Section 4 presents implementation, platform setup and
details of experimental work done on real PMU datasets collected from NLDC.
Section 5 concludes the proposed idea with extensive future work.

2 Background and State of Art

The entire Indian Power Grid had been divided into five regions as North Regional
Load Despatch Centre (NRLDC), North East Regional Load Despatch Centre
(NERLDC), East Regional Load Despatch Centre (ERLDC), South Regional Load
Despatch Centre (SRLDC), West Regional Load Despatch Centre (WRLDC). Each
region controls andmonitors the substation’s power generation unit within that region
only. The all five interdependent regions are centrally under control of National Load
Dispatch Centre (NLDC) located at New Delhi [13]. NLDC is using Synchrowave
Central software package for recoding all 52 PMUs readings. A phasor measurement
unit (PMU) or a synchrophasor is a device which measures the electrical waves on
an electricity grid, using a common time source for synchronization help of GPS
system facility as the block diagram shown in Fig. 1b. Time synchronization allows
synchronized real-timemeasurements of multiple remote measurement points on the
grid. In power engineering, these are considered as one of themost importantmeasur-
ing devices in the future of power grid systems. Synchrowave Central software was
configured by Synchrowave Central software provider on central server at NLDC
central power control or control room. Currently, 52 PMUs were located in Indian
grid for electrical dynamic properties monitoring and recording. The entered PMU
data samples are in the format shown in Fig. 2. These are collected and transferred
to the regional phasor data collector (PDC) located at regional load despatch centres
(RLDC) and from there the samples are transferred to the central PDC located at
NLDC [13, 14] as shown in Fig. 1a.

Monitoring and analysis of signals of power system parameters like voltage, volt-
age angle, current, current angle and frequency are typical time series data. A lot of
research work was going on in the direction of improving the process of analysis of
large time series data sample with a fast reliable model of storage architecture. If it is
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Fig. 1 a Indianpower systemarchitecture ofPMUs;bSynchrophasor architecture for Synchrowave
Central software
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Fig. 2 PMU raw data sample recorded by Synchrowave

examined thoroughly, then all such research works can be grouped into three classes
according to their processing and storage frameworks.

The synchrophasor data is being extensively used for real-time and post-event
analysis, moreover, event detection, event analysis and for the purpose of devel-
opment of analytics and tools to monitor and control the event. A lot of research
contribution had been given by many researchers working all across the globe for
fault detection and fault classification, to develop smart auto-alarming control system
models. To fulfill the needs of the modern age, many types of research and studies
are going and some have already developed a smart power grid system. PMU sample
data analyzed through any complex mathematical optimization model to extract the
features of the data and map them with known disturbance events. The models that
can identify disturbance directly from the change in frequency range are designed by
Gaussian distributionmethod [15].A fewapproaches to identify events byusing some
mathematical models are proposed to apply convex optimization method known as
ellipsoid model by Dahal et al. [16]. This method is a suitable model for smart grid
dynamic behavior identification is well known as minimum volume enclosing ellip-
soid (MVEE) [17]. In this model, all the PMU measurement samples are enclosed
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inside an ellipsoid of minimum volume in n-dimensional space where the number
of PMU. The ellipsoid properties like volume, change in volume, center, and semi-
major axis are used to classify the power system events and clustering those observed
events by applying hierarchical clustering approach, support vector machine (SVM),
K nearest neighbor classifier, recursive partitioning and regression tree (RPRT) [14,
18]. Additionally, numerous statistical data analysis models had been developed that
employed window-based pattern recognition for tracking power system events [19,
20] and employed experience-based threshold settings for event detection [21].

3 Proposed System Model

Generally, PMUs are located at sub-grid stations working at voltage level of 110 V
or above. It is such a sensitive hardware device that it can record all types of minor
and major changes observed in power properties caused due to any reason like LL
tripping, LG faults and due to fall of tree upon transmission line are observed at load
transmission lines and grid stations.

Therefore power properties are dynamic parameters. Any dynamic change of
properties result in an alerting generation at control rooms, and this is required to be
as soon as possible by the scheme. In this paper, PUM datasets that were collected
from NLDC historian storage (as discussed in Sect. 2), and NLDC historian stores
a total of 52 PMUs sample records. PMUs are installed over 132, 220 and 400 kV
very high voltage transmission bus lines. At each transmission, bus line data was
recorded at a sampling rate of 25 samples per second [14–18, 22, 23].

In this proposed designed model, a subset of major power properties like voltage,
current, frequency and phasor angle of PMU data sample is considered. All the
data are continuously read from the historian to a common sink folder then from a
common sink folder to HBase table as Fig. 3a.

In order to handle this architecture given in Fig. 3a, the primary handlers proposed
in this paper are Apache Hadoop, Apache HBase andApache Thrift. Apache Hadoop
provides both parallel processing framework, MapReduce (MR) and distributed file
system, Hadoop Distributed File System (HDFS) facility to process and store a huge
amount of data in decentralized clusters. The clusters can be geographically dis-
tributed across different territories. Hadoop cluster supports commodity hardware
processing units. Hadoop provides two major frameworks such as [24]. Apache
HBase is an open source, distributed non-relational database modeled after Google’s
Big-table. It allows distributed storage system for structured datawith back-end capa-
bilities on top of Hadoop and HDFS. It has numerous numbers of features like linear
and modular scalability, strictly consistent reads and writes, automatic and config-
urable shading of tables, automatic fail-over support between RegionServers and
convenient base classes for backing Hadoop MapReduce jobs with Apache HBase
tables. The Apache Thrift is a popular software framework, mostly used for scalable
cross-language service development, which integrates a fully functional software
stack with a core engine to build and provide efficient services and platforms for
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Fig. 3 a Block diagram of primary power distribution substation: [19]; b GRID-PROPERTIES
attributes structure

seamlessly various programming languages. Instead of programming a huge lines of
code to transport and serialize the objects and invoke remote methods, it helps to get
right down to business logics [25].

GRID-PROPERTIES and PMU-PROPERTIES, two logical HBase tables, have
been designed to store and manage PMU data in HDFS of Apache Hadoop. The
proposed idea of this paper operates in two phases. One sample of has GRID-
PROPERTIES table has been shown in Fig. 3b.

Sink data from historian to HBase grid table: This one is designed to read data
from OS file system (i.e., .csv file) and put those records of data into HBase table.
We designed a normal read-write program by using HBase Client API. This program
just scans the sink folder for .csv then reads the .csv file row by row and inserts (i.e.,
put) into the GRID-PROPERTIES table (Fig. 1a). MapReduce version of statistical
trend analysis program for PMU datasets HBase tables.

MapReduce algorithm for characteristic extraction: This one is designed to scan
the GRID-PROPERTIES (Fig. 4) frame by frame. The technique of overlapping,
movingwindow approach is used to scan records fromFig. 5. Thewindow size is 12 s
long (i.e., 12 * 25� 300 sample records) and overlapping half window of previously
scanned window data (i.e., 6 * 25� 150 old sample records). Each time the program
gets 300 sample records of a PMU and performs MapReduce computation to find
out the statistical characteristics of a PMU data trend. It computes mean, maximum,
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Fig. 4 a Stage one process flow for effective values evaluation using MapReduce; b Stage two
process flow to detect, plot and store events

minimum and standard deviation for each PMU present within the window frame.
The results are getting stored into another HBase table PMU-DATA-TREND, and
the process workflow can be represented as Fig. 4a, b.

4 Implementation and Experimentation

4.1 TestBed Setup

The proposed idea has been realized in a cluster of six homogeneous nodes with
1 TB SATA Hard Disk, 8 GB DDR3 RAM, Intel Core i3-4790 CPU @ 3.60 GHz
8 processor, Ubuntu 16.04 LTS operating system, Apache Hadoop V2.7.1 Apache
HBaseV1.4.3. For programming, statistical analysis and result visualizationRStudio
version 1.1.447 has been configured and Apache thrift V0.11.0. Apache thrift acts
as the gateway to HBase server and access HBase table data in R code. A package
named rhbase provides necessary method to connect and access HBase table in R.
HBase has been configured on HDFS to use its file system [24–26].
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Fig. 5 a HBase web UI; b List of HBase tables and GRID-PROPERTIES table details; c GRID-
PROPERTIES table records
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4.2 Analysis and Observation

The graph for Max–Min voltage gets data from the records of the table PUM-
DATATREND and R Studio IDE was used to plot the graphs as shown in Fig. 5.8.
Here, red bots taken for Max voltage and green dots are taken for Min voltage. Win-
dow frame counts are taken along x-axis and voltages along y-axis. From the graph,
we can observe that at some places difference between Max and Min voltages are
likely more. To analyze more on such observations, another graph was plotted by
taking frame count along x-axis and voltage difference along y-axis as shown in
Fig. 6a. Here one can get clearer and many pick values. Those pick differences may
be due to regular electrical faults that are natural in power grid system, and sometime
such pick difference may be courage event also.

To analyze in clear and in very sensitive form, here, Max–Min method is used to
find the SD of framewise voltage difference and mean. According to the reference of
Max–Min method, the more likely and possible event-time window frame’s voltage
differences always come above the three times of the computed SD. Fault voltage
or may be some small electrical property changes can Couse such type of picks as
shown in Fig. 6b. Another histogram Fig. 7a was plotted to know the number of
window frames which show possibly events. Boxplot also showing some out liars
for event Couse window frames as shown in Fig. 7b, in case there is no events are
there than Boxplot shows no out liars.

5 Conclusion

The experiments conducted depict the efficacy of the proposedmethodology PMU
data storage more reliably in a decentralized fashion with security by using low-cost
commodity hardware units (i.e., Hadoop clusters and HDFS). This method is cost-
efficient than current vertical scalable high-end server systems providing more faster
processing. This paper focuses to improve the visualization of computed data point
and further analysis and storage and is necessary at load dispatch centers rather than
data point and reading of PMUs.
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Fig. 6 a Max–Min voltage; bMax–Min voltage differences
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Fig. 7 a Max–Min method analysis; b Boxplot of voltage difference

Future work will look at the development of MapReduce-based clustering tech-
niques and machine learning techniques for classification of power fault detected
as well as the unique events detections. Machine learning is a pattern recognition
technique which can help to fetch specific patterns present inside the power signals,
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every different events or faults develop a unique type of signal pattern [19]. So,
development of a self-learning neural network model for signal patent.
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Analysing Trends in Student’s
Performance Across Maharashtra
Through Non-adaptive and Adaptive
Online Assessments Based
on the Underlying Framework
of Classical Test and Item Response
Theory
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Abstract In today’s era with the advancement of information and communication
technology, andwith the rapid digitization across all arenas, it has become a necessity
to identify and map the right resource to a required job profile in minimum time and
cost. To identify the right resource, organizations across the world have adopted
several online tools, strategies and mechanisms to assess the candidates to check
on their potential and suitability. Technologies have even paved ways for creating
immersive modes where candidates are required to get acclimatized and play the job
role and deduce the fitment for that particular role. The changes brought about by the
information and communication technology have been speedy and pervasive and so
has the penetration of artificial intelligence and machine learning where human and
technology are highly interconnected to achieve the desired outcome. In all segments
and sectors, digital assessments (in any form) play a key role in identifying the right
asset, where a lot is dependent on the impregnated intelligence and machine learning
to help decision-making become easy and accurate. It is said that artificial intelligence
could play a role in the growing field of assessment and learning analytics and also
can be applied in evaluating the quality of curriculum content so that it can be applied
to create unique pathways for individual learning. This in turn will create the desired
efficacy in assessing with precision candidate/candidates for the right opportunity. In
this regard, the authors in their second paper propose to first identify and extract the
performance trends of candidates and item characteristics using non-adaptive and
adaptive assessment techniques to create a rationale for measuring their learnability
and implementation of their learned skills in specific job roles.
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Keywords Performance trends · Adaptive assessment and learning
Immersive modes · Resource fitment · Item response theory · Discrimination
Pseudoguessing · Latent trait

1 Introduction

With the advancement in the learning and assessment space, the implementation of
adaptive form of assessment has come to fore in the higher education. The adaptive
form of assessment was developed between 1973 and 1984 by Weiss, Kingsbury.
Initially, such form of assessments starts with a large base of questions followed
by a selection of individual questions of average complexity for test takers to start
off with the test. The difficulty level of the test increases or decreases with each
successful/unsuccessful attempt by the test taker, respectively. The adaptive assess-
ment requires the following components to be present: question bank, calibrated to
a common measurement scale; an algorithm for item selection, a process to score
the candidate’s responses; test termination condition and score analytics. Adaptive
assessments have been found to take less time than the fixed form tests and provide
enough accurate information about the candidates to come to a viable conclusion be it
assessing them for employment opportunities or for the course/training/certifications
undertaken by them. In the former test, theories such as the classical test theory, there
have been certain limitations with regard to the following: single reliability value for
the entire test and all participants. The scores of the candidates depend on the items
rather than the candidate, and there is always a bias towards the fixed form tests to
have questions of average difficulty. On the other hand, when item response theory
became the underlying base for adaptive assessments, the latent trait models under
this theory helped to look beyond the underlying traits responsible for producing
the test performance for each item. The item response theory comprises of majorly
three components: item response function, item information function and invari-
ance. Item response function can, in other words, be correlated to item characteristic
curve which depicts the item’s value in terms of respondent’s ability as a function
of the probability of recommending an item. For dichotomous items (those scored
correct/incorrect), each item has three parameters according to the three-parameter
model:

(a) the discrimination parameter that provides the information on how well a ques-
tion or an item differentiates between the best and poor scorers.While analysing
on the item discrimination index is required to segregate the best, average and
the poor performers based on the scores received and creating the clusters.

(b) the difficulty parameter, an estimate of the appropriateness of the item to the level
of examinees which ranges from −3 to +3, with 0 being an average examinee
level.

(c) the pseudoguessing parameter, which is a lower asymptote, with a value of k
inverse where k is the number of options.
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For an item with discrimination equal to 0.8, difficulty equal to 0.68 and the guess
being equal to 0.20, the graph for that question/itemwould appear as follows (Fig. 1):

This graph has been constructed based on the performance of 20 students across
ten items undergoing Knox cube test as a pilot study to understand the probability of
answering an item correctly given the latent trait of the candidate. An interpretation
of the above item/question states that with increasing ability of the candidates the
probability of getting a correct answer for the said question shows a steep rise thus
discriminating at 0.8 between weak and strong performers. Also, the probability that
the item could be guessed correctly bears a 20-pc chance amongst the low scorers
since a guess is inversely proportional to the number of options. The difficulty level
is considered to be moderately high, with low performers finding it difficult and high
scorers finding it relatively easy with b at 0.68.

Other than item response function, the second important component of IRT is the
item information functionwhich denotes item’s quality i.e., the ability to differentiate
among respondents.

Invariance, on the other hand, can be estimated by any items with known IRFs
and item characteristics are population independent within a linear transformation.

An item information curve will take a bell shape for the typical reason that the
maximum amount of information is achievable at θ �βi. This is because the amount
of information can be extremely small for ability levels that deviate from βi. Sum-
marizing, the difficulty level of an item, βi when matched to examinee ability, the
estimation of the ability is better recorded. Associated with item information func-
tion, as shown above, is the test information function which shows the sum over the
items on the amount of item information on the ability trait as shown in Fig. 2.

Above is a generalized representation of an item’s information and also the test
information function assuming that a test contains only one item or many items. The
initial rise of the curve and a peak shows that some item/items within the test could
provide considerable information with regard to discrimination, difficulty and guess
between the low and top scorers, whereas a less steeper zone shows less information
disseminated by the items. Considering a more specific case where around 35 kids

Fig. 1 An item with discrimination 0.8, difficulty 0.68 and guess 0.20
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Fig. 2 The test information function

undergo a Knox cube test, the item characteristic curve and the test information
function justify the strong correlation to the three-parameter logistic model of the
item response theory and the bell shape of the curve. The winstep file specification
shows the details of the 35 candidates below who are children ranging from 4 years
to 11 years of age and had been subjected to the Knox cube test. The Knox cube test
was developed as a non-verbal intelligence test developed by Dr. Howard Andrew
Knox, from Ellis Island. It was first published as a paper in 1914 in the Journal of
the American Medical Association [1]. In the test 4, black 1′′ cubes were placed in
a row, each cube separated by 4 in. from its neighbours. The test administrator was
instructed to take a smaller cube and tap on the 4 1′′ cubes in increasing complicated
sequences. The test subject was requested, sometimes only by sign language, to
repeat the sequence. The cubes were numbered 1 through 4, with the sequences in
order as shown:

(a) 1, 2, 3, 4
(b) 1, 2, 3, 4, 3
(c) 1, 2, 3, 4, 2
(d) 1, 3, 2, 4, 3
(e) 1, 3, 4, 2, 1 and so on.

Dr Knox’s inference was that a child of 4 years could imitate the simple sequence
of (1–2–3–4) very easily, whereas (1–3–4–2–3–1) could be copied only by a child of
11 years. Taking the above concept into consideration, the 35 kids were subjected to
a performance test constituting of 18 items basically to determine their responses to
the remembering of correct sequences which would determine their mental ability.
Using the test, these kids were assessed on these 18 tapping patterns with the last
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tapping patterns having seven actions. A correct response was coded as 1 and an
incorrect one as a 0 (Fig. 3).

Following the responses by the kids are the components which form the under-
lying framework of item response theory. The item information function depicts an
indication of item quality which tells that based on the level of difficulty of the item
the information is disseminated. The level of difficulty is measured based on the
responses provided by the candidates. For item 6, we see that the item information
function in Fig. 4 providesmaximum information at ability level (θ ) ranging between
−1 and 2 and is about 0.25 in the scale of 0–1. Before and after that the amount of
information with regard to the ability is negligible. In other words, the item does not
disseminate information on its own attribute such as the level of complexity or the
difficulty based on the latent trait of the candidates. An item which does not provide
enough information with respect to discrimination or difficulty should be ideally
eliminated from the list of questions or item bank. Under item response theory, there
exists a single latent trait or ability level of a candidate across all item responses and
also the characteristics of one item is not contingent to the others.

This is of considerable importance to both the test constructor and the consumer
since itmeans that the accuracywithwhich an examinee’s ability is estimated depends
upon where the examinee’s ability is located on the ability scale. Ability and diffi-
culty being synonymous information is received with precision at ability level of a
candidate which matches the difficulty level of an item. As like the item informa-
tion function is the test information function the formula for which is given by the
following:

1I (θ) �
N∑

i�1

Ii(θ) − Equation1 (1)

where I(θ ) is the summation of test information at an ability level of θ , Ii(θ ) is the
amount of information for item i at ability level θ and N is the number of items
in the test. It is extremely useful to have test information function as it tells the

Fig. 3 The winstep text file representing the kid’s responses to the items
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Fig. 3 (continued)

test’s performance of determining the ability of the candidates over a range of ability
scores and more the duration of the test better is the precision of measurement. It is
to be further stated that much of item information with precision can be derived from
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Fig. 4 The item information function

item characteristic curve for the three-parameter model using the following equation
where the ability estimate does not get compromised with the guess value:

Ii(θ) � a2[Qi(θ)/Pi(θ)][Pi(θ) − c2]/[1 − c2] (2)

where

Pi(θ) � c + (1 − c) (1/(1 + EXP(−L)))

L � a(θ − b) Qi � 1.0 − Pi(θ).

The computation of the item information at ability level θ for a �0.8, b �0.68
and c �0.2 for 6th item from the set of 18 items is given as follows (Table 1):

From the above result extracted from the group of 18 items, the item information
provided by the 6th item is moderate (Fig. 5).

Table 1 The computation of the item information at ability level θ

θ L EXP(−L) 1/1+
EXP(−L)

P6(−3) Q6(−3) Q6/P6

−3 −2.94 18.91 0.05 0.040 0.96 24

((P6(3) −
c)2)

I6(−3)

0.0256 0.61

The bold results are moderate in nature as compared to others
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Fig. 5 Test characteristic
curve

Also, once information of the item is extracted the test characteristic curve gives
the information on how well the test performs in estimating the ability of candidates
over a given range of scores.

The test characteristic curve generated on the above data of 35 kids shows the
sum of the item characteristic curve of the respective items/questions attempted by
the kids and predicts the scores of the examinee at the given ability level given by
the equation:

TCC(θ) �
∑

Pi(θ) (3)

If we see the above curve, it shows that there is a significant difference shown by a
steep rise in the scores earned on total number of questions between the high and the
low-performing kids. The immediate inference is that as the ability trait increases a
little so does the probability of answering the question rises abruptly but then the test
information should show with precision the probability of correct attempts across all
score ranges.

The underlying benefit of assessing items/questions across the parameters of dif-
ficulty, discrimination and guess provides a discrete judgement of a candidate who is
being assessed. The added edge of item response theory over classical test theory is
that while classical test theory relies on the performance of the test as a whole, IRT
chooses to assess the performance of each item based on the candidate’s attempt to
answer it. In other words, we can say that it is a two-way handshake between item and
candidate and as a candidate is assessed so also an item is assessed. In CTT an item’s
difficulty, discrimination is based on the test takers and person’s ability parameter
is dependent on the test. But with IRT instead of a single test score model there are
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item score models and a person’s ability does not vary with the test he or she takes,
neither an item’s difficulty nor discrimination changes with the attempts made by the
candidate. Hence to have a fair judgement of prospective job aspirants, the adaptive
assessment technique which has a strong correlation with the item response theory
was implemented by the authors in this paper. The authors also extracted zonewise
performance trends of candidates using the classical test framework to have a broader
picture of the level of the candidates.

The Development Environment
For the implementation of non-adaptive and adaptive assessment, an application and
an interface were designed and developed and an environment was set up for the
assessment of the candidates (Table 2).

The development environment constitutes of a spring and hibernate framework at
the application layer, with the user interface developed in JavaScript and angular JS
and MySQL at the database layer. The entire application and the database are hosted
on the cloud across the servers. The assessment application is interlinked with the
job application platform wherein a candidate can apply for jobs and get assessed.
The platform on which the candidates apply for the job is shown in Fig. 7. This
platform is integrated with analytics dashboard for recruiters and candidates as the
stakeholders.

2 The Methodology

The data for this study are the responses received of 2016 and 2017 fresher candi-
dates both pursuing graduate or post-graduate professional course and aspiring to get
employed in some organization. The assessment comprising of items are of multiple
choice categories, and this assessment of a particular organization had been con-
ducted across the various zones of Maharashtra for the same category of candidates.
The population of this study constitutes a random sampling of 450 student data that
was selected.

2.1 The Instrument

The researchers collected the data for this study from the candidate base who par-
ticipated in the assessment conducted by an organization across Maharashtra. The
candidate base used for experimentation was around 450 in number from each zone
ofMaharashtra. The total numbers of questions considered were 85, and the duration
of the test was around 90 minutes. The assessment constitutes of objective questions
with four options and the guessing parameter can be computed as the inverse of the
numbers. If the numbers of options are four, then the guessing parameter can be
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computed as 0.25 or 0.20. In the scheme of assessment, the content to be covered for
assessments was already notified to the candidates.

To examine the difficulty, discrimination and guessing parameter using the exam-
inees’ response, of test items, the analyses were performed on only the items that
fitted the 3PL model. The result concludes that around 63 items can fit the three PL
model of the item response theory using chi-square goodness of fit and a sample ICC
for item 12 is shown in Figs. 6 and 7.

Fig. 6 Item fit snapshot using chi-square test
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Fig. 7 Candidate’s performance scenario—Zonewise

After the candidates’ application on the platform, the assessment environment for
these candidates enables them to take up both the forms of tests as shown below.

2.1.1 Analytics with CTT and IRT Framework (Item, Candidate,
Performance Trends)

The analytics is based on CTT and IRT framework for the non-adaptive and adaptive
assessments for the candidates across the zones. The classical test theory is based on
the fact that CTT assumes that the true score plus the error gives the observed score.

X � T + E (4)

where T � the true score and E � the error component but the CTT has its own
limitations in terms of analysis of the examinees’ proficiency and quality of test
items. The IRT, on the other hand,takes as explained above the three parameters into
consideration:

a as in item discrimination
b as in item difficulty
c as in pseudo guessing

The IRT model which has been taken into consideration in this paper is the 3.
Parameter logistic models which take the following form:

Pi(θ) � ci + (1 − ci) ∗ 1/(1 + e − Daj(θ − bi)− (5)
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where c, a and b have already been explained before andD being an arbitrary constant
with a value of 1.7 and θ being the ability level of the examinee.

These logistic equations when displayed in the form of graphs produced plots that
are called item characteristic curves as discussed in the introductory section where
the ability of the examinee is denoted by theta (θ ) on the x-axis, while the probability
of an examinee correctly answering the question is denoted by P (θ ) on the y-axis
which is denoted by an s-shaped curve.

The environment till now has facilitated the assessment of around 20,000 students
mostly from the various districts of Maharashtra of which 15,000 candidates have
been assessed on tests whose underlying framework is based on classical test theory,
whereas the rest 5,000 have been subjected to adaptive assessments. Prior to putting
forth the analysis of item/candidates, a broad scenario of the zonewise performance
of the candidates is shown below. An estimate varying between 450 to 500 students
from each zone of Maharashtra had appeared for the non-adaptive assessment, and
the following observations were noted:

The overall performance as clearly known from the graph shows candidates from
Pune zone performing better than Nagpur and Aurangabad.

Using the concept of item response theory and also to test the item’s fitness to the
entire assessment, the discrimination and the difficulty index was also calculated. For
this reason, the entire student segment was segregated into three segments. Around
30 pc each were considered poor, average and good performers. For each question
answered correctly, the discrimination index was computed as shown for the zones
below.

To calculate the discrimination and difficulty index, the following steps were
observed. Candidates with highest overall scores were allowed to occupy the top
positions in the excel file followed by candidates with average and lower scores. For
the difficulty index, the computation of each item/question was done as follows:

Difficulty Index (Q1)�Total no of students who answered from the top segment
of students+ total no of students who answered from the bottom segment/total no of
students who gave the exam. For Q1, it was b �0.155.

The discrimination index was obtained by subtracting the number of candidates
in the lower segment who got the item/question correct from the number of students
in the upper segment who got the item correct. Then, divided by the number of
students in each group. In this case, it would be 150 students in each group. For
Q1, it was discrimination index (Q1) was 0.06. In the same way, the discrimination
and difficulty index of the other questions has been computed for the students who
attended the assessments. If we observe the discrimination and difficulty index of
the 50th question, we see that difficulty being high the question does not do very
well discriminate the top and the poor performers. Reason being that a fair number
of poor performers could answer the question correctly depicting they are prepared
for difficult questions. It was also seen that questions those were less difficult had
higher discrimination power but were less difficult where the question as in question
number 28 had the discrimination and the difficulty in the same range. Around 40 pc
of the questions of the assessment conducted have high-to-moderate discrimination
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Fig. 8 Scree plot showing contribution of factors

Fig. 9 Item characteristic
curve for item 12

powers, whereas the difficulty index of 60 pc of the questions ranges from high to
moderate.

An interesting revelation is that while performing a factor analysis on the data set
the authors could identify the contribution of the various factors involved through
the scree plot as shown below (Figs. 8 and 9; Table 3):

The performance trend-line of Aurangabad candidates depicts a real need for
creating unique pathways of learning.

The percentile score trends for the candidates, using classical test framework, from
across the various districts of Maharashtra as shown in Fig. 10 depict that highest
count of candidates from Pune falls in the category of 0–10‰ below, whereas the
count of candidates from Nagpur is the least when we consider the percentile range
of (0–10) and are moderate on their overall performance. The data has been collated
across the three zones taking into consideration strength of 450 students each and
considering the last five performances in the assessment conducted by more than
one organization. Students were chosen from a base of around 20,000 students of
which around 4500 students had attended more than two assessments and around
1500 more than four tests. Using excel random sampling software, the sampling was
conducted (Fig. 11).

Extracting the moving average, for the year 2016, from a base of candidates as
elaborated in the preceding section, who had participated in the assessment across
the zones of Maharashtra, the forecast depicts that the average performance scores
would increase across the candidate base for the first three segments and then would
take a downward trend for the last segment of candidate’s assuming that performance



320 C. Singh and A. Pandey

Ta
bl
e
3

D
is
cr
im

in
at
io
n
an
d
di
ffi
cu
lty

in
de
x
of

ite
m
s/
qu

es
tio

ns

S.
N
o

on
lin

e_
te
st
_q
ue

st
io
n_

m
as
te
r_
id

To
ta
l

N
o.

of
ca
nd
id
at
es

gi
ve
s
th
e
ri
gh
t

an
sw

er

To
ta
ln

o.
of

ca
nd

id
at
e
at
te
m
pt

th
e
qu

es
tio

n

N
o.

of
ca
nd
id
at
es

gi
ve
s
th
e
ri
gh
t

an
sw

er

D
is
cr
im

in
at
io
n

(a
)

D
if
fic
ul
ty

(b
)

1
24
95

12
2

23
11
6

14
0.
06
78
34
93
5

0.
15
54
62
18
5

2
24
98

12
0

87
12
1

52
0.
29
52
47
93
4

0.
57
67
63
48
5

3
24
97

12
1

77
11
9

59
0.
14
05
65
31
7

0.
56
66
66
66
7

4
25
37

12
3

33
12
2

19
0.
11
25
54
97
8

0.
21
22
44
89
8

5
25
25

12
4

79
11
7

38
0.
31
23
10
44
9

0.
48
54
77
17
8

6
24
94

12
3

48
11
7

28
0.
15
09
27
66
3

0.
31
66
66
66
7

7
24
96

12
1

57
11
3

39
0.
12
59
41
63
7

0.
41
02
56
41

8
24
99

12
4

51
12
1

23
0.
22
12
07
67
8

0.
30
20
40
81
6

9
25
06

12
4

83
12
6

67
0.
13
76
08
80
7

0.
6

10
25
08

12
5

52
12
8

23
0.
23
63
12
5

0.
29
64
42
68
8

11
25
69

11
8

37
10
7

22
0.
10
79
51
84
5

0.
26
22
22
22
2

12
25
73

12
0

95
10
8

65
0.
18
98
14
81
5

0.
70
17
54
38
6

13
25
14

12
5

95
12
4

52
0.
34
06
45
16
1

0.
59
03
61
44
6

14
25
13

12
3

37
12
5

26
0.
09
28
13
00
8

0.
25
40
32
25
8

15
25
15

12
2

74
12
2

57
0.
13
93
44
26
2

0.
53
68
85
24
6

16
25
03

12
4

81
12
5

41
0.
32
52
25
80
6

0.
48
99
59
83
9

17
25
04

12
5

52
11
8

40
0.
07
70
16
94
9

0.
37
86
00
82
3

18
25
17

12
5

11
9

12
6

10
2

0.
14
24
76
19

0.
88
04
78
08
8

19
25
39

12
4

44
12
1

37
0.
04
90
53
58
6

0.
33
06
12
24
5

20
25
16

12
4

10
4

12
6

79
0.
21
17
25
55

0.
73
2

(c
on
tin

ue
d)



Analysing Trends in Student’s Performance Across Maharashtra … 321

Ta
bl
e
3

(c
on
tin

ue
d)

S.
N
o

on
lin

e_
te
st
_q
ue

st
io
n_

m
as
te
r_
id

To
ta
l

N
o.

of
ca
nd
id
at
es

gi
ve
s
th
e
ri
gh
t

an
sw

er

To
ta
ln

o.
of

ca
nd

id
at
e
at
te
m
pt

th
e
qu

es
tio

n

N
o.

of
ca
nd
id
at
es

gi
ve
s
th
e
ri
gh
t

an
sw

er

D
is
cr
im

in
at
io
n

(a
)

D
if
fic
ul
ty

(b
)

21
25
58

12
1

54
12
0

33
0.
17
12
80
99
2

0.
36
09
95
85
1

22
25
21

12
3

95
11
6

61
0.
24
64
95
65
5

0.
65
27
19
66
5

23
25
20

12
0

39
11
5

24
0.
11
63
04
34
8

0.
26
80
85
10
6

24
25
09

12
5

12
4

12
6

11
1

0.
11
10
47
61
9

0.
93
62
54
98

25
25
10

12
5

10
7

12
4

76
0.
24
30
96
77
4

0.
73
49
39
75
9

26
25
27

12
2

54
12
5

30
0.
20
26
22
95
1

0.
34
00
80
97
2

27
25
23

12
4

57
12
8

32
0.
20
96
77
41
9

0.
35
31
74
60
3

28
25
01

12
5

48
12
6

22
0.
20
93
96
82
5

0.
27
88
84
46
2

29
25
22

12
4

68
12
4

52
0.
12
90
32
25
8

0.
48
38
70
96
8

30
25
34

12
3

72
12
0

37
0.
27
70
32
52

0.
44
85
59
67
1

31
25
00

12
4

70
12
5

30
0.
32
45
16
12
9

0.
40
16
06
42
6

32
25
30

12
5

73
12
6

37
0.
29
03
49
20
6

0.
43
82
47
01
2

33
25
56

12
4

51
12
5

37
0.
11
52
90
32
3

0.
35
34
13
65
5

34
24
92

12
3

41
12
0

22
0.
15

0.
25
92
59
25
9

35
25
28

12
2

45
11
9

28
0.
13
35
58
34
1

0.
30
29
04
56
4

36
24
93

12
0

54
12
3

54
0.
01
09
75
61

0.
44
44
44
44
4

37
24
91

12
4

70
12
2

33
0.
29
40
24
32
6

0.
41
86
99
18
7

38
25
12

12
5

10
9

12
8

77
0.
27
04
37
5

0.
73
51
77
86
6

39
25
07

12
5

11
5

12
6

98
0.
14
22
22
22
2

0.
84
86
05
57
8

40
25
45

12
4

10
0

12
6

71
0.
24
29
59
54
9

0.
68
4

41
25
29

12
3

59
12
2

42
0.
13
54
12
50
2

0.
41
22
44
89
8

(c
on
tin

ue
d)



322 C. Singh and A. Pandey

Ta
bl
e
3

(c
on
tin

ue
d)

S.
N
o

on
lin

e_
te
st
_q
ue

st
io
n_

m
as
te
r_
id

To
ta
l

N
o.

of
ca
nd
id
at
es

gi
ve
s
th
e
ri
gh
t

an
sw

er

To
ta
ln

o.
of

ca
nd

id
at
e
at
te
m
pt

th
e
qu

es
tio

n

N
o.

of
ca
nd
id
at
es

gi
ve
s
th
e
ri
gh
t

an
sw

er

D
is
cr
im

in
at
io
n

(a
)

D
if
fic
ul
ty

(b
)

42
25
19

12
5

82
12
9

54
0.
23
73
95
34
9

0.
53
54
33
07
1

43
24
90

12
5

37
12
2

26
0.
08
28
85
24
6

0.
25
50
60
72
9

44
25
18

12
5

54
12
5

36
0.
14
4

0.
36

45
25
42

12
4

63
12
3

36
0.
21
53
81
58
9

0.
40
08
09
71
7

46
25
41

12
4

11
5

12
6

79
0.
30
04
35
22
8

0.
77
6

47
25
33

12
4

77
12
9

46
0.
26
43
78
59
5

0.
48
61
66
00
8

48
25
32

12
5

87
12
5

48
0.
31
2

0.
54

49
25
31

12
4

86
12
2

68
0.
13
61
71
33
8

0.
62
60
16
26

50
25
02

12
5

11
9

12
9

11
4

0.
06
82
79
07

0.
91
73
22
83
5

51
25
05

12
5

12
0

12
9

89
0.
27
00
77
51
9

0.
82
28
34
64
6

52
25
40

12
3

55
12
4

49
0.
05
19
93
18
1

0.
42
10
52
63
2

53
25
26

12
2

30
12
2

11
0.
15
57
37
70
5

0.
16
80
32
78
7

54
25
48

12
5

76
12
4

51
0.
19
67
09
67
7

0.
51
00
40
16
1

55
25
24

12
3

12
12
0

9
0.
02
25
60
97
6

0.
08
64
19
75
3

56
25
55

12
4

61
12
5

46
0.
12
39
35
48
4

0.
42
97
18
87
6

57
25
35

12
3

42
12
1

30
0.
09
35
29
53

0.
29
50
81
96
7

58
25
54

12
5

10
7

12
2

77
0.
22
48
52
45
9

0.
74
49
39
27
1

59
25
61

12
0

32
12
3

21
0.
09
59
34
95
9

0.
21
81
06
99
6

60
25
60

12
3

15
12
4

9
0.
04
93
70
57
4

0.
09
71
65
99
2

61
25
52

12
5

35
12
3

18
0.
13
36
58
53
7

0.
21
37
09
67
7

62
25
11

12
5

10
7

12
8

72
0.
29
35

0.
70
75
09
88
1

(c
on
tin

ue
d)



Analysing Trends in Student’s Performance Across Maharashtra … 323

Ta
bl
e
3

(c
on
tin

ue
d)

S.
N
o

on
lin

e_
te
st
_q
ue

st
io
n_

m
as
te
r_
id

To
ta
l

N
o.

of
ca
nd
id
at
es

gi
ve
s
th
e
ri
gh
t

an
sw

er

To
ta
ln

o.
of

ca
nd

id
at
e
at
te
m
pt

th
e
qu

es
tio

n

N
o.

of
ca
nd
id
at
es

gi
ve
s
th
e
ri
gh
t

an
sw

er

D
is
cr
im

in
at
io
n

(a
)

D
if
fic
ul
ty

(b
)

63
25
74

12
0

19
10
6

5
0.
11
11
63
52
2

0.
10
61
94
69

64
25
46

12
5

10
6

12
4

74
0.
25
12
25
80
6

0.
72
28
91
56
6

65
25
47

12
4

16
12
2

14
0.
01
42
78
16

0.
12
19
51
22

66
25
51

12
5

56
12
6

61
−0

.0
36
12
69
84

0.
46
61
35
45
8

67
25
50

12
4

58
12
0

42
0.
11
77
41
93
5

0.
40
98
36
06
6

68
25
67

11
9

40
10
5

30
0.
05
04
20
16
8

0.
31
25

69
25
59

12
3

64
12
4

53
0.
09
29
05
84
8

0.
47
36
84
21
1

70
25
66

11
9

63
10
7

22
0.
32
38
04
28
8

0.
37
61
06
19
5

71
25
62

12
5

38
12
7

17
0.
17
01
41
73
2

0.
21
82
53
96
8

72
25
70

12
1

21
10
6

15
0.
03
20
44
28
5

0.
15
85
90
30
8

73
25
68

11
9

28
10
7

22
0.
02
96
86
64
1

0.
22
12
38
93
8

74
25
57

12
3

49
12
5

18
0.
25
43
73
98
4

0.
27
01
61
29

75
25
72

12
0

48
10
3

34
0.
06
99
02
91
3

0.
36
77
13
00
4

76
25
71

11
8

52
10
5

23
0.
22
16
30
34
7

0.
33
63
22
87

77
25
65

11
6

35
10
8

24
0.
07
95
01
91
6

0.
26
33
92
85
7

78
25
38

12
4

95
12
1

59
0.
27
85
25
72
6

0.
62
85
71
42
9

79
25
36

12
3

35
12
4

29
0.
05
06
81
87
8

0.
25
91
09
31
2

80
25
64

12
5

72
12
4

53
0.
14
85
80
64
5

0.
50
20
08
03
2

81
25
53

12
4

62
12
5

39
0.
18
8

0.
40
56
22
49

82
25
49

12
5

91
12
6

55
0.
29
14
92
06
3

0.
58
16
73
30
7

83
25
63

12
3

63
12
5

45
0.
15
21
95
12
2

0.
43
54
83
87
1

84
25
44

12
4

75
12
4

66
0.
07
25
80
64
5

0.
56
85
48
38
7

85
25
43

12
2

57
12
5

51
0.
05
92
13
11
5

0.
43
72
46
96
4



324 C. Singh and A. Pandey

Fig. 10 Zonewise percentile trends

Fig. 11 Performance trend of candidates—moving average

across three student segments had been made for a group of 150 students each across
the zones of Maharashtra for based on the previous five assessments.

3 Conclusion and Future Work

The findings from this study indicate that for assessing the candidates it is highly
recommended that the items should be fairly good in their characteristics and also
should possess the necessary value to make the overall test performance well. If the
quality or the standard of the test items are improved so will increase the precision
with which the candidate can be measured or assessed by educators or recruiters.
It is crucial that the candidate’s response to test item is proportional to the overall
development of the test andmeasures the facets of learningwith the greatest precision
and accuracy and good quality test items are indicators for those measures. The
growth in computer adaptive testing, in particular, has supported the growing interest
in the use of IRT and IRT has now become a necessity in assessing learning skills and
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learnability and in developing improved measures for assessing change over time.
Educational/employment tests are the main source of information about candidate’s
achievement; hence, the analysis of test data is crucial in determining the test quality
and test information. Hence, the prime task for any educator or recruiter is to choose
quality items for better precision. In the research conducted by the authors, the
adaptive assessment framework will enable recruiters to align items more to job
profiles and candidate’s ability traits so that selection and retention ratio can increase
thus giving lesser turnaround time and more employment satisfaction.
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