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Preface

As the general and program co-chairs of the 4th International Conference of Pioneer
Computer Scientists, Engineers and Educators 2018 (ICPCSEE 2018, originally
ICYCSEE), it is our great pleasure to welcome you to the proceedings of the confer-
ence, which was held in Zhengzhou, China, September 21–23, 2018, hosted by Henan
Computer Federation and Zhengzhou Computer Federation and Zhengzhou University
and Henan Polytechnic University and National Academy of Guo Ding Institute of
Data Science. The goal of this conference is to provide a forum for computer scientists,
engineers, and educators.

The call for papers of this year’s conference attracted 470 paper submissions. After
the hard work of the Program Committee, 125 papers were accepted to appear in the
conference proceedings, with an acceptance rate of 26.5%. The major topic of this
conference was data science. The accepted papers cover a wide range of areas related to
Basic Theory and Techniques for Data Science including Mathematical Issues in Data
Science, Computational Theory for Data Science, Big Data Management and Appli-
cations, Data Quality and Data Preparation, Evaluation and Measurement in Data
Science, Data Visualization, Big Data Mining and Knowledge Management, Infras-
tructure for Data Science, Machine Learning for Data Science, Data Security and
Privacy, Applications of Data Science, Case Study of Data Science, Multimedia Data
Management and Analysis, Data-Driven Scientific Research, Data-Driven Bioinfor-
matics, Data-Driven Healthcare, Data-Driven Management, Data-driven eGovernment,
Data-Driven Smart City/Planet, Data Marketing and Economics, Social Media and
Recommendation Systems, Data-Driven Security, Data-Driven Business Model Inno-
vation, Social and/or Organizational Impacts of Data Science.

We would like to thank all the Program Committee members, 319 coming from 121
institutes, for their hard work in completing the review tasks. Their collective efforts
made it possible to attain quality reviews for all the submissions within a few weeks.
Their diverse expertise in each individual research area has helped us to create an
exciting program for the conference. Their comments and advice helped the authors to
improve the quality of their papers and gain deeper insights.

Great thanks should also go to the authors and participants for their tremendous
support in making the conference a success. We thank Dr. Lanlan Chang and Jane Li
from Springer, whose professional assistance was invaluable in the production of the
proceedings.

Besides the technical program, this year ICPCSEE offered different experiences to
the participants. We hope you enjoy the conference proceedings.

June 2018 Qinglei Zhou
Yong Gan

Qiguang Miao
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Development of Scientific Research
Management in Big Data Era

Bin Wang(&) and Zhaowen Liu

Tianjin Normal University, Tianjin 300071, China
sdwb2004@126.com

Abstract. The advent of the big data era has brought tremendous development
opportunities to scientific research management in universities, and led the
development of scientific research management. However, the era of big data
also raised new requirements for scientific research management. This paper
discusses the scientific research management in universities, at the same time,
put forward the innovative coping strategies.

Keywords: Big data era � Scientific research � Scientific research management

1 Introduction

At present, humans are entering an era of mass production, consumption and appli-
cation of big data. Large-scale scientific research and the rapid development of the
Internet have brought human into the “Big Data Era” in recent years. With the
development of science and technology, each country invests more in scientific
research than ever before. Scientific research has produced a large amount of resources
for scientific technological achievements and scientific research information. With the
development of information technology, how to efficiently manage these scientific
information has become top priority [1].

As a part of education in the future, education and scientific research management
face the age proposition of innovation and development. How to keep pace with the era
of big data, use big data to promote the reform of education and scientific research
management, improve management efficiency and promote the development of edu-
cation are the tasks. Promoting education development is the main task of education
scientific research management and practice [2]. Efficient management has a great
significance about scientific research projects and scientific research achievements.

In the background of modern big data era, it has the leading role in the development
of scientific research management, including the easier access to the original data; the
active push of researchers can better improve the database, and can do scientific
research management of data automatic acquisition, these are undoubtedly big data for
scientific research in universities to promote the development, however, big data for the
management of universities also issued new requirements [3]. On this basis, this article
discusses the strategy of innovation in scientific research management in the era of big
data, which can effectively help the scientific research management in universities play
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its own role. With the help of the development of big data era, it will provide certain
reference to the innovation of scientific research management in universities.

2 Overview of Big Data Era

2.1 The Definition of Big Data Era

Big data is a new term that people demand for data increases under the requirements of
the development of the times. It was used in the IT industry. As the Internet has become
more and more common in our daily life, the data storage and computing has a new
way, the data is a valuable intangible assets, in business which it is the point of business
management and development, and its high real-time data satisfaction, be able to put
these data for people to use from time to time, people’s lives and services have brought
great benefits, and now the term big data era has more than just exist in the IT industry
in physics, biology and other disciplines, as well as in the current hot industry in
military affairs and finance has caused great concern in people. At the same time, the
big data era has brought a certain level of innovation to people’s lives.

2.2 The Characteristics of Big Data Era

Big data has four significant features, first of all, the large amount of data, the amount
of the area has strict requirements, the starting unit of measurement of big data is a
thousand T, only this large-capacity data can win the use of businesses, individuals is
called the big data era in turn. In addition to the second largest amount of data in many
aspects, and in terms of the type of data is very large, including network logs, audio and
video, etc., of course, which on multiple types of data processing speed and processing
effect. The third aspect is that the value density is low. Now that the Internet has a wide
coverage and a high penetration rate, although the quantity and type of information can
be said to be massive, its value density is relatively low. The refinement method can not
make the data higher-level purification, which is also one of the big problems in the era
of big data.

Finally, its processing speed has higher requirements in terms of timeliness, which
is the biggest difference between big data and traditional data, which is a significant
improvement in the collection of traditional data, it brings people convenience and
benefits,which also bring new requirements to people about data mining and extraction.
It can also be said that the potential of big data has not been fully exploited.

2.3 The Value of Big Data

Big data was originally proposed in the foreign IT industry. Now the well-known
brands and websites of some developed countries in the West have made us aware of
the potential value of the data, some of the more popular data is an important part of
practical experience in the production of life carrier, we can purify some valuable
information through data recording and storage for later use in production and life. This
is the biggest value of big data.
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This empirical introduction directly allows the big data age has some predictability,
through the data collection, according to the laws and trends in the existing data to
predict what will happen.

3 Big Data Lead the Development of Scientific Research
Management

Big data plays a leading role in the scientific research management. This mainly
depends on the acquisition of big data in the scientific research management and
facilitates the progress of scientific research. Therefore, the management of scientific
research is also affected by the big data and is constantly evolving. Specifically
including the original data to facilitate the initiative to send scientific research per-
sonnel, completing the database, scientific research management of data collection
automatically can help scientific research summary.

3.1 The Original Data Acquisition, Facilitate the Progress of Scientific
Research

Since the establishment of college information, most of the schools have their own
internal research management system, the relevant information and scientific research
put into the system, to continuously collect the original data for scientific research,
including the establishment of scientific research topics, research contract funding,
scientific research and other information. Under the impetus of big data, through the
simple statistics and sorting of scientific research managers, it is convenient for people
to inquire about the scientific research achievements of their own since the past years as
well as the scientific research achievement of others, and can provide certain guiding
significance for people’s scientific research in the next step. And under the influence of
the big data era, it has effectively helped the researchers to establish their own scientific
research information, set a reliable basis for the reform of the management policies and
can effectively help the development of scientific research management.

3.2 The Active Push of Scientific Research Personnel, Improve
the Database

In recent years, under the influence of big data, the data of the original contents of
research users continue to rise and the rate of increase is very high, which is an
important source of current research data. First of all, the rapid development of the new
social networking platform represented by Weibo has made the desire of users to
generate data. This is also in the background of big data, which enables researchers to
push forward actively and scientific research. The establishment of the database has
promoted the further development of scientific research management. In addition, since
the increase in media users, smart phones can appear anytime and anywhere,
expressing their opinions on the Internet, publishing their own scientific research has
become more convenient, others view is also very convenient, online communication
can span time geographical, which makes scientific research in academic exchanges to
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achieve real-time sharing, it also contributed to the establishment of scientific research
team to facilitate the development of scientific research management.

3.3 Scientific Research Management Data Collection, Can Help Research
Summary

Under the background of big data, automatic collection of scientific research man-
agement data can be realized, which facilitates the collection of scientific research
information. With the development of big data technology, man has been able to start
to manufacture some sensors with processing functions and is used widely. The col-
lection and monitoring of scientific research data and scientific research forms of these
devices are automatically generated to meet the needs of the present era. It can also be
said that under the background of big data, it undoubtedly facilitates the automatic
collection of scientific research management systems and realizes. The relationship
between university scientific research management system and other university digital
platforms. In order to achieve the teaching management system, personnel management
systems, research management systems, financial systems, such as data sharing
between the systems to facilitate automatic matching to collect scientific research
personnel a variety of information.

4 The Requirements on Scientific Research Management
in Big Data Era

4.1 Emphasis on Data, Establish a Big Data Awareness

Compared with the traditional research and management work, we should pay full
attention to this awareness of application data. Nowadays, many electricity suppliers
are gradually realizing that data are the new oil in the world today. It is a very valuable
resource and an important source of generating all values. Therefore, if we want to do a
good job in scientific research management and full innovation in the era of big data,
we must attach importance to the data and implement the idea of big data in our daily
work. We should constantly expand the channels for data collection and enrich the
database. Take an effective way to effectively accumulate and sort the data for people to
use and access.

4.2 Mining the Intrinsic Value of the Data

Data has a great intrinsic value, it also has great potential, the reason why big data to
use a large character to describe, does not mean that it is a large number of a wide range
of more describes the integration of large amounts of data. And the analysis of the
process, the size of its large, and through effective exchange and integration, but also be
able to create new data, discover new areas of science and technology, to create greater
value, that is, big data can bring knowledge and technology. Profit and growth, which
is also the core value of big data, and these core values are often hidden behind the data
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and require people to dig, largely relying on the technology, the application of some
algorithms to the massive data, can predict the possibility of things effectively.

4.3 Use of the Thinking of Big Data Era

In the process of scientific research management, the way of thinking in the era of big
data should be used to better expand the space for people’s thinking through better
collection and utilization of data, and to think in many aspects, which is to require
scientific research. Managers in the data, data management process, to have an open
mind, good at exploring new methods, new ideas. Different from traditional scientific
research management, big data needs to sort out the relationship of things effectively,
not only the data of causality, but also the hidden links between more interdisciplinary
data, which is also a way of thinking that is required in the big data age helps to analyze
the internal relations and the hidden relations between things.

5 Innovation Scientific Research Management Strategy
in the Big Data Era

5.1 Innovative Scientific Research Management Concepts

At the innovation of scientific research management in universities, the core content
should be the management, that is to say, it’s essence lies in serving scientific
researchers and serving other researchers. In the concrete implementation process, we
should abandon the past scientific research management workers passively record and
organize data, so that they can accomplish some work mechanically without realizing
the quality of scientific research management innovation in colleges and universities.
Therefore, it is necessary to start with intensifying education and training efforts and
strengthening the service consciousness of scientific research managers at universities.
By letting university scientific research managers understand the trends of big data and
the significance they propose, so as to effectively enable them to exert their own values,
promote scientific research management innovation steady, passive and proactive, and
secondly to upgrade their sense of service, so that they can forward the service, take the
initiative to analyze the mining. The data can be obtained, and pay for action to
innovative scientific research management concepts.

5.2 Improve the Quality of Scientific Research Managers

The quality of scientific research managers directly affects the quality and process of
scientific research management innovation in universities, because only the profes-
sional qualifications of scientific research managers reach a certain level, can accurately
grasp and implement various management skills, through their own technology to help
data efficient acquisition and analysis can effectively screen out some of the data and
quickly convert reliable and valid data into standardized, shared information. There-
fore, universities should also start preparations for improving the quality of scientific
research managers, improve their barriers to entry, set some exemplary figures for
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research management team, and improve the quality of scientific research managers as
a whole to improve the effectiveness of research management.

5.3 Strengthen Data Collection, Promote Data Sharing

In the background of big data, it is inseparable from the data collection and analysis,
then in order to improve the quality of data collection, we must strengthen data col-
lection efforts, while promoting data sharing. In this specific work, universities must
strengthen the basic information construction, to maintain the coverage of the infor-
mation collected is broad, rich in content, and can be accurate. On this basis, to realize
its application value and management value, coupled with the construction of technical
information, the existing data can once again be deep mining and analysis. In the
university research work, there will be multidisciplinary or interdisciplinary problems
arise, with the increase in the number of scientific research, this multidisciplinary issue
is properly classified and collected for truly multidisciplinary sharing. Universities
should also study in depth the delivery and sharing of big data technology management
work to meet the actual needs of each university research and development
management.

5.4 Improve the Relevant Mechanism About Scientific Research
Management

The related mechanism of scientific research management in universities is a rigid
management law of scientific research management content and work quality, which
can set a standard for the specific work of scientific research managers and also provide
a basis for their management innovation. In the era of big data, universities need to
have some skills to deeply study the actual situation of their own scientific research
management. At the same time, learn advanced management experience of other
universities or other institutions, including exchanges with other countries, and be able
to selectively absorb and apply them to promote their own research and development
management mechanism. Only in this way can we provide a guarantee for the smooth
development of the next scientific research management and to standardize the contents
and working standards of the scientific research managers at a certain extent so as to lay
a foundation for further innovation in scientific research management.

5.5 Scientific Research in Universities for Intelligent Management

The university scientific research management system involves many aspects, includ-
ing research projects, research funds, scientific research results, technical support,
intellectual property rights, research teams, scientific research incentives, academic
exchanges and other subsystems. This is a huge workload for managers. Therefore, an
intelligent management method will greatly reduce the work pressure of staff and
increase work efficiency.

Genetic algorithms are widely used, so it can be considered to apply genetic
algorithms to project management issues of scientific research management. Genetic
algorithms are often used to generate effective solutions to find the optimal solution to
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solve the problem. The development of a project needs to consider many factors, such
as the type of project declared, financial support, technical support, and expected
results. Through these factors, it is judged whether the project is reliable and whether it
can be carried out. The project category and declaration project index are input, and
then the intelligent detection system performs a comparison and judgment based on the
optimal solution generated by the genetic algorithm. Whether or not to pass the project
declaration, the declaration result is finally output; if it is not successful, feedback is
provided. For scientific researchers, the scientific research personnel will make
amendments and re-apply. This method can replace the traditional manual judgment,
saving a lot of manpower and time.

6 Summary

In short, under the background of the big data era, all walks of life have been affected to
varying degrees, so in the management of scientific research in universities, it should
also comply with the requirements of the big data era of thinking and theoretical
requirements in the management process. We must pay great attention to the signifi-
cance of big data, with the current situation in-depth study of innovation in scientific
research management, the real work of scientific research management can be applied
to the development of universities and the development of scientific research.
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Abstract. It is little to find off-the-shelf research results in the current literature
about how competent Volunteer Computing (VC) performs big data applications.
This paper explores whether VC scales for a large number of volunteers when
they commit churn and how large VC needs to scale in order to achieve the same
performance as that by High Performance Computing (HPC) or computing grid
for a given big data problem. To achieve the goal, this paper proposes a unification
model to support the construction of virtual big data problems, virtual HPC clus‐
ters, computing grids or VC overlays on the same platform. The model is able to
compare the competence of those computing facilities in terms of speedup vs
number of computing nodes or volunteers for solving a big data problem. The
evaluation results have demonstrated that all the computing facilities scale for the
big data problem, with a computing grid or a VC overlay being in need of more
or much more computing nodes or volunteers to achieve the same speedup as that
of a HPC cluster. This paper has confirmed that VC is competent for big data
problems as long as a large number of volunteers is available from the Internet.

1 Introduction

Big Data is coined as it cannot be handled by a single computer in a reasonable amount
of time. Big data is a result of accumulated business transactions or social media events.
Big data is an enterprise’s legacy and asset in support of smart decision, predicting
business trends, deepening customer engagement or optimizing operations. However,
the computational analysis of big data makes incompetent of the traditional data
processing by a single computer and demands parallel or distributed approaches and
tools [21]. Traditionally parallel and distributed computing is to solve compute-intensive
problems, with no or little data exchange between the parallel or distributed tasks. Big
data problem challenges the traditional parallel or distributed computing paradigms by
a large amount of inter-task data exchange in the course of computing. Thus the needs,
such as distributing the data, parallelizing the computation and synthesizing results,
demand a newer programming paradigm to handle. In this area, MapReduce [7] has been
a successful model, originated from Google to process the large data set of crawled
documents, inverted indices and web request logs. Thereafter, MapReduce has been
applied to more extensive big data problems by the big enterprises like Yahoo, Facebook
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and Microsoft. Nowadays medium or even small enterprises also face big data
processing problems.

The MapReduce computing paradigm is abstracted as in Fig. 1. Among the 3 steps,
the second step shuffle involves a large amount of data exchange between computing
nodes. Thus naturally MapReduce software tools such as Hadoop [14] has been designed
to utilize High Performance Computing (HPC) clusters, where the high speed network
supports fast data exchange between cluster nodes via Distributed File Systems (DFS)
like the Hadoop HDFS. The problem is that the high cost of HPC facility makes it
inaccessible to every enterprise, especially small or medium enterprises. The extensive
needs of big data analysis enables the exploring of cheaper distributed facilities. Among
them, computing grid, making use existing corporate computers connected by high
speed intranet or broadband wan, or Volunteer Computing (VC) [24], making use of the
donated computing cycles and temporary storage from millions of the Internet volun‐
teers, are extremely attractive.

Map Step
1. The original big dataset is divided into a number of small datasets. 
2. The datasets with processing code are distributed as map tasks onto a 

HPC cluster.
3. The datasets will be computed in parallel by the same map function by 

the entire cluster. 
4. Each computer will emit a number of <key, value> pairs with some keys 

being the same.
Shuffle Step
1. All the <key, value> pairs with the same key will be merged together 

in the form of <key, a list of values>.
2. These pairs will be further sorted by the keys into a number of reduce 

tasks with no any 2 keys being the same. 
3. The reduce tasks are re-distributed onto the HPC cluster. 

Reduce Step
1. The reduce tasks are computed in parallel by the same reduce function

by the entire cluster. 
2. Each computer will emit a number of <key, value> pairs as the final 

results.

Fig. 1. The MapReduce algorithm

Computing grids and particularly VC overlays exhibit more dynamics and oppor‐
tunism than HPC clusters in terms of heterogeneous compute-capacity, storage and
communication bandwidth and churn. Whether they are competent to solve big data
problems has not been confirmed by the current literature. By competence, we are meant
whether MapReduce on computing grids or VC overlays is scalable to a large number
of computing nodes or volunteers and for a given big data problem, how large a
computing grid or a VC overlay needs to scale in order to achieve the same performance
as that by a High Performance Computing (HPC) cluster. Although computing grid or
VC has been successfully applied to large-scale scientific projects such as SETI@Home
[16], FiND@Home [12], ATLAS@home [2], Climateprediction.net [3] and DrugDis‐
covery@Home [10], those projects are normally compute-intensive. Consequently, it is
necessary to study their competence to solve big data problems, with intensive data
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exchange between computing nodes or volunteers during the course of computing,
before we really take the effort or invest to build such a hardware and software facility
in dynamic and opportunistic environments. This paper addresses the above issues via
the following approaches.

1. Proposing Standard Step to universally model the compute-capacity of a HPC
cluster, a computing grid or a VC overlay, the cost to search for tasks or exchange
data, and the compute-load of a big data problem.

2. Modelling churn as opportunistic behaviour of volunteers, who can join, leave or
crash at any time and in a large number during the course of computing.

3. Proposing a unification model to support the construction of virtual HPC cluster,
computing grid or volunteer overlay on the same platform.

4. Evaluating the competence of HPC cluster, computing grid or VC overlay for solving
the given big data problem by inspection of the speedup and scalability vs a large
number of computing nodes or volunteers.

The proposed models have been fully implemented as a simulator, where the
dynamics and stabilization of VC overlay has been built on the Distributed Hash Table
(DHT) protocol Chord [26]. The initial evaluation results are promising from 2 aspects.
First, HPC cluster, computing grid and VC all scale to the big data problem, particularly,
VC scales to 40K volunteers in the evaluation. Second, for the given big data problem,
a computing grid or a VC overlay can achieve the same speedup as that of a HPC cluster
by simply adding more nodes or volunteers, particularly, the VC overlay can achieve
the same speedup in the face of 30% or 50% volunteers committing churn in the course
of computing.

2 Related Work

In the current literature, some research have promoted VC to solve MapReduce big data
problems. Tang et al. [27] developed a model to apply MapReduce to a desktop grid
environment, where computing nodes were heterogeneous in compute-capacity and
could fail. The architecture was not a pure P2P structure as stable nodes are introduced
as the master nodes and the shuffle step of MapReduce was centralized. The experimental
environment was of 356 computing nodes in a Gigabit Ethernet desktop grid. A word
count application of 2.5 TB data was processed by 50,000 map and reduce tasks. The
systems scaled for throughput (MB/s) vs the number of computing nodes. However,
whether VC scaled for larger computing nodes or stronger churn was not confirmed.

Monsalve et al. [18] developed a complete simulator (named SimGrid) of BOINC
[1] to analyze the performance of VC to solve data-intensive problems. The number of
volunteer nodes, CPU power, node availability and unavailability vary for the simula‐
tions. The bottleneck problem of the data servers had been confirmed by the simulation.
For the given number of servers (1 to 64), the size of input files (4 KB, 256 KB, 1 MB,
16 MB and 64 MB) and the number of volunteer nodes (3,000 and 30,000), the servers
were saturated at a certain number of volunteer nodes, causing a severe deceleration of
throughput and validated results. The new model of [19] had improved the previous
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model in 2 aspects, using volunteer nodes as data server and data access locality. The
new model outperformed the previous one for scaling throughput vs up to 10,000
volunteer nodes with 30% as data servers.

The GiGi-MR model of Costa et al. [4, 5] introduced DHT to the original BOINC
structure to allow data exchange between volunteer nodes in the shuffle step of a
MapReduce application. The evaluation was conducted on 50 homogeneous volunteer
nodes connected by an intranet of 700 KB/s download speed. The result showed that
GiGi-MR was much better (half of the turnaround time) than the original BOINC
although there was a large number of intermediate file exchanges. A volunteer node in
[4, 5] communicated with another volunteer node directly, rather than by an overlay, to
request a data set. The process could stop if the target volunteer committed churn. Costa
et al. [6] was their following work, but improvement seemed little on the above issues.

Ryden et al. [23] was similar to Monsalve et al. [18] in that volunteer nodes were
used as a part of system storage (data servers). As a result, the data exchange of the
shuffle step of a MapReduce application could happen between volunteer nodes. The
partitioned key-value pairs from the map step were pulled by the volunteers that were
assigned reduce tasks. The disadvantage was that the pulling needed to contact other n
volunteers. Thus once a reduce task was aborted, redoing the same task on another
volunteer needed to contact the n volunteers again. The evaluation results showed a
better performance of [23] than the original BOINC because of the removal of data
bottleneck and the introduced locality-awareness of data access. The results also showed
that the system still worked on 70% node failure. The results were still unable to demon‐
strate the scalability of the system because of the use of small amount of data (2 GB) or
small number (52) of volunteer nodes.

MOON [17] was an extension to the MapReduce middleware Hadoop [14] by
bringing Hadoop into the opportunistic VC environment. To cope with the unavailability
of volunteer nodes, MOON made use of a small number of dedicated nodes and exploited
data replication and task replication. For the real world applications sort and word
count, MOON scaled against the unavailability of volunteer nodes, working effectively
at different unavailable rate and working better at a lower unavailable rate. The drawback
of the experimental results of MOON was that the problem size or volunteer number
was still small when the data size was 24 GB and the overlay comprised of 60 volatile
plus 6 dedicated nodes, which were homogeneous in compute-capacity and connected
by 1 Gbps Ethernet.

The above studies cannot confirm how competent VC performs a big data problem,
in comparison with the traditional big data computing facilities like HPC cluster or
computing grid, when the problem size is fairly large, volunteers are heterogeneous in
compute-capacity and bandwidth and committing churn at a large rate and particularly
when there are a large amount intermediate data exchange between volunteers. This
paper aims at filling up the gap by confirming the competence of VC for solving big
data problems to clarify the above issues.
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3 The Conceptual Unification of 3 Computing Facilities

This section conceptually unifies 3 computing facility HPC cluster, computing grid and
VC overlay, along with the related communication cost and computing load of big data
problems, by proposing the concept of virtual Base Capacity and Standard Step. Such
a conceptual unification enables the modelling and sound comparison of different
computing facilities on the same platform.

First, we need to measure the compute-capacities of HPC cluster, computing grid or
VC overlay. The start point of such a measurement is a general personal computer (PC).
The test results from TechPowerUp [28] have shown that the popular Intel Core i3, i5
and i7 processors vary from 10s to 170s GFlops with the average of 60s GFlops. An
investigation of some HPC clusters in Australia has been summarized in Table 1. On
this basis, the simple equivalence by flops between a HPC cluster and the numbers of
PC is also listed in Table 1.

Table 1. The compute-capacities (flops) of some Australia HPC clusters

HPC cluster Flops Equivalence (PCs)
Raijin [22], Australia National Computational
Infrastructure

1.37 PFlops 23,000

Fujin [13], Australia National Computational
Infrastructure

22.7 TFlops 378

Isaac Newton Cluster [15], Central Queensland
University

12.35 TFlops 206

Tinaroo [30], University of Queensland 234.2 TFlops 3,900
The SGI Altix XE Cluster [25], Queensland
University of Technology

127 TFlops (Double
Precision)/271
TFlops (Single
Precision)

2,117/4,517

The Fawkes Cluster [11], University of South
Queensland

27.1 TFlops 452

The compute-capacities in terms of flops of the world top 500 supercomputing
supremacy are officially listed on Top500 [29]. The general conclusion from the above
investigation is that the compute-capacity is relative between any 2 machines. If the
slowest computer is chosen as the Base Capacity (shorten as BC), all others’ compute-
capacities can be simplified as a times of the base capacity, e.g. 1.5BCs, 2BCs etc.

Second, we also need to measure the communication cost of HPC cluster, computing
grid or VC overlay. When the broadband standards depend on countries, Australia
National Broadband [20] provides 3 speed plans for download and upload (Mbps): 25/5,
50/20 and 100/40. Some speed test results by using the popular internet speed test tools
including the Australian government recommended speedtest.net showed that the
internet speed of Central Queensland University (the authors’ affiliation) corporate
network compiles with the 100/40 and one of the authors’ home internet connection
complies with the 25/5 standards. Thus for a given dataset, e.g. 50 MB, the data exchange
speed of 16/80 s for an internet volunteer and 4/10 s for a corporate network is a safe
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assumption. In this paper the communication cost is unified by Standard Step like
4/10, representing the download and upload speed of 4 standard steps and 10 standard
steps for a 50 MB dataset. The internal network between computing nodes of a HPC
cluster is significantly fast. For a 50 MB data exchange, it costs less than 1 s (1 standard
step in this paper) in the current available test reports [8, 9].

Third, we need to measure the compute-load of a map or reduce task. The compute-
load of a task depends on the processing algorithm, the size of a big data problem, the
split numbers of the original data set and the compute-capacity of a computer. However,
once the above are determined, the compute-load of a task is determined. As described
previously in this section, the compute-capacity is relative for any 2 computing facilities.
Thus the standard step is also used to represent the workload of a task for a single BC
computer to complete it. For example, if the standard steps of a task is 48K, it means
that a BC computer needs 48K stand steps to complete it, but a 2BCs computer needs
only 24K standard steps to complete the same task.

Based on the above analysis, the conceptual unification of 3 types of computing
facility can be summarized as follows. A HPC cluster consists of reliable and homoge‐
neous computing nodes, having the same compute-capacity, e.g. 6BCs. The data
exchange speed between the computing nodes of a HPC cluster is significantly fast, for
example a standard step for a 50 MB dataset. A computing grid consists of reliable but
heterogeneous computing nodes, having different compute-capacity mBCs, where m is
a positive number, e.g. 3 or 6 etc. However, the difference in compute-capacity is not
too much because the grid is based on the corporate computers. The computing nodes
of a computing grid solely work for the big data problem during the course of computing.
The communication network between the computing nodes of a grid are reliable and the
data exchange speed between the nodes is fast. A volunteer overlay consists of hetero‐
geneous volunteers, having different compute-capacity mBCs, where m is a positive
number and can be significantly different, e.g. 1, 1.2, 3 or 6 etc. The volunteers are
opportunistic because they can join a big data computing at any time, leave or crash
even before completing the assigned tasks. Both the reliability of communication
network and the data exchange speed between volunteers are assumed sound.

4 The DHT Based MapReduce Model

This section proposes a DHT-based model to bind the most complex case of volunteer
overlay modelling and MapReduce modelling together. On such a model, the computing
grid can be treated as a special case of VC with computing nodes behaving reliably (no
churn). Furthermore, the HPC cluster can also be treated as a special case of VC as well
with all computing nodes behaving reliably and being homogeneous in compute-
capacity. The benefit of such a modelling unifies the 3 computing facility structures to
make performance comparison between them sound on the same platform.

The DHT-based modelling incorporates the following considerations. For a big data
problem, it is allowed the problem to be split into any number of map or reduce tasks.
Each task’s compute-load is represented by the number of standard steps of a single BC
computer. For data exchange speed, it is allowed in standard steps of the setting of search
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time, download time and upload time for a task to be located and downloaded and to
return the result of the task. For a computing facility, it is allowed the setting of the
number of computing nodes and the compute-capacity of each computing node. For
volunteers, it is allowed the setting of the number of volunteers, the join time of every
volunteer and the leave or crash time of each churn volunteer. Based on the considera‐
tions, the computing progress of a task can be trigged by a logical clock. If we assume
that each clock cycle is n standard steps, a task will progress n × m standard steps in a
clock cycle, where the task is assigned to an mBC computer and m is a positive number.
A task will be certainly completed by the computing node to which it is assigned in a
HPC cluster or a computing grid, but a task can be left unfinished by a volunteer which
leaves or crashes. The DHT-based modelling allows the progress of an unfinished task
of a leave volunteer to be check-pointed so that the unfinished task can be picked up by
another volunteer to continue the progress. However, the modelling does not check-
point the progress of an unfinished task of a crash volunteer, thus, the task must be
completely redone by another volunteer.

The DHT-based modelling firstly considers the most complex condition of MapRe‐
duce on a volunteer overlay. To model MapReduce on DHT, any object like a task or a
result is represented by a key-value pair. DHT structure naturally matches the data
structure of MapReduce as depicted in Fig. 1 of Sect. 1 of this paper, and the modelling
of this paper extends the key-value pairs to represent a MapReduce task as a finite state
machine. In the Map step, each map task changes between the following states as illus‐
trated in Fig. 2.

Fig. 2. The state change of map tasks

The original big data problem is split into m ∈ N1 = {1, 2, …} map tasks
<MKi0, mti>, which are uploaded into the VC overlay, where MKi0 is the key and mti is
the task and i ∈ {1, 2, … , m}. When a volunteer gets a task, it will put the task into the
execution state by changing MKi0 to MKi1. If the volunteer leaves before completing the
task, it will change MKi1 back to MKi0. An active volunteer needs to update the timestamp
tsi of the task within an agreed time period in order to inform that it is still active on the
overlay. Otherwise, the task will be treated as dead (from a crash volunteer). Under such
assumption, a volunteer has 2 search points: search of an available task <MKi0, mti> or
search of a dead task <MKi1, tsi, mti> which timestamp tsi has not been updated for
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longer than the agreed time period. A map task mti is a self-satisfied object, which
includes the executable code and data that are encapsulated in the data structures that
are appropriate to a particular MapReduce application. A method call on mti such as
mti.execute() will perform the map task and emit a set of key-value pairs
Si =

{
<ki1, vi1>,<ki2, vi2>, … ,<kip, vip>

}
. Furthermore we assume

KSi =
{

ki1, ki2, … , kip

}
 and p ∈ N1 from the output of this step.

In the Shuffle step as depicted in Fig. 3, the output of the last step is re-distributed
into a number of reduce tasks <RKj0, rtj> by a hash function hf, where RKjo is the key
of an available reduce task rtj, j = {1, 2, … , r} and r ∈ N1 is the total number of reduce
tasks. The shuffle procedure is to feed data to each reduce task by the following rule:

1. At the beginning, rtj = 𝜙, where j = {1, 2, … , r} and r is the total number of reduce
tasks

2. For any k ∈ KSi (see the output of last step), hf (k) = RKj0, where i ∈ {1, 2, … , m}

and m ∈ N1 is the total number of map tasks
3. For any <k1, v1>,<k2, v2> ∈ ∪ Si ∪ rtj (see the output of last step) and

hf
(
k1
)
= hf

(
k2
)
= RKj0, if k1 ≠ k2, rtj = rtj ∪

{
<k1, v1>,<k2, v2>

}
. Otherwise if

k1 = k2 = k, rtj = rtj − {<k, listk>} ∪ {<k, listk ∪
{

v1, v2
}
>}, where listk is the

value list of k.

Fig. 3. The redistribution of the output data from map step into reduce tasks

That is, the shuffle procedure will classify the output key-value pairs from the map
step into r sets, of which the same key will represent a single set only and multiple values
for the same key comprise the value list of the key. Furthermore we assume
KHj = {k|hf (k) = RKj0 ∧ k ∈ KSi}.

The shuffle step incurs a large amount of data exchanges between volunteer nodes.
For the result set Si =

{
<ki1, vi1>,<ki2, vi2>, … ,<kip, vip>

}
 from the map task mti,

where i ∈ {1, 2, … , m} and m ∈ N1 is the total number of map tasks and p ∈ N1, we
define a re-distribution factor rfi, the total number of the other volunteers that the volun‐
teer of mti needs to redistribute Si. That is, if Si is divided by hf into
Si = SS1 ∪ SS2 ∪… ∪ SSt subsets where t = rfi, there will be rfi other volunteer nodes to
be contacted for the redistribution of Si. For each re-distribution, the data size is different.
However the total data size of the re-distribution still remains DSi, which is the data size
of Si, because for any SSa and SSb, SSa ∩ SSb = 𝜙, where a, b ∈

{
1, 2, … , rfi

}
. Further‐

more we define a re-distribution cover times as:
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the total number of map result redistribution
the total number of reduce tasks

For example, if we assume m = 10,000, r = 5,000, rfi = 200 and DSi = 50 MB, each
Si needs 200 result re-distributions, of which each re-distribution will upload a 250 KB
(50 MB/200) data set in average. For total 10,000 result sets, there will be 2,000,000
(10,000 × 200) data re-distributions. Consequently the redistribution cover times will
be 400 (2,000,000/5,000). Furthermore, the lookup performance of the volunteer node
of storing a reduce task is Chord provable performance O(logn), where n ∈ N1 is the total
number of volunteers. Thus the overall lookup performance for the re-distribution of
each result set Si will be rfi × O(logn).

The reduce step is similar to the map step as illustrated in Fig. 4. In the step, there
are r ∈ N1 available reduce tasks <RKj0, rtj> from the shuffle step, where j = {1, 2, …,
r}. When a volunteer gets a task, it will put the task into execution state by changing
RKj0 to RKj1. If the volunteer leaves before completing the task, it will change RKj1 back
to RKj0. An active volunteer needs to update the timestamp tsj of the task within an agreed
time period in order to inform that it is still active on the overlay. Otherwise, the task
will be treated as dead (from a crash volunteer). Under such assumption, a volunteer has
2 search points: search of an available reduce task <RKj0, rtj> or search of a dead task
<RKj1, tsj, mtj> , which timestamp tsj has not been updated for longer than the agreed
time period. A reduce task rtj is also a self-satisfied object, which includes the executable
code and data that are encapsulated in the data structures that are appropriate to a partic‐
ular MapReduce application. A method call on rtj such as rtj.execute() will perform the
reduce task and emit a set of key-value pairs
Tj = {<kj1, vj1>,<kj2, vj2>, … ,<kjd, vjd>}, where kjd ∈ KHj ∧ d ∈ N1. The result of
the entire MapReduce task from this step is ∪Tj.

Fig. 4. The state change of reduce tasks
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5 The Evaluation Environment

Written in Java, the simulator of the proposed DHT-based MapReduce model has been
implemented on the Chord DHT protocol [26]. Once a volunteer overlay is constructed
by the simulator, it will have the following certain reliability and performance from the
Chord.

1. Chord overlay transparently replicates the uploaded key-value pairs to tolerate
volunteer crashes to provide built-in reliability.

2. Chord stabilisation protocol periodically updates the routing information to reflect
churn; Chord consistent hashing ensures the storage load balance among volunteer
nodes.

3. Given a key, searching the value identified by the key is done in logarithmic
performance O(logn), where n ∈ N1 is the number of peers on the Chord overlay.

Based on the above condition, a MapReduce problem can be completed by a Chord
DHT overlay as long as there are a number of volunteers continuously active on the
overlay.

Instead of using a real big data problem, a virtual problem is proposed to generalize
any big data problems as long as they comply with the MapReduce programming para‐
digm as defined by [7]. This virtual problem is able to demonstrate the generality of the
simulation model in the volunteer environments, thus the runtime behaviors of this
virtual problem could be applied to a wide range of MapReduce problems. In the virtual
problem, a safe assumption of the size of map or reduce tasks is 50 MB. Such assumption
has real world application support, e.g. each SETI@Home [16] work unit is only
0.34 MB. The simulator has no restriction on the number of map or reduce tasks, but in
this evaluation, both the number of map and reduce tasks is randomly chosen as equally
1.4 million. Thus the big data problem size is 1.4 × 2 × 50 MB = 140 TB, which is big
enough for the effectiveness evaluation of the model.

For the evaluation, the compute-load of each map or reduce task is randomly chosen
as 8,000 standard steps by a single BC computer. This compute-load assumption is big
enough for a single BC computer to process the entire big data problem in
1.4 × 2 × 8,000 = 22.4 × 109 standard steps.

The download time and upload time of a 50 MB map or reduce task is determined
by the general assumption of a volunteer’s internet speed of 25/5 Mbps. Thus they are
16/80 s (standard steps in the evaluation) respectively. For a computing grid, the internet
speed is assumed as 100/40 Mbps, thus, the download time and upload time are 4/10 s
(standard steps in the evaluation) respectively. For a HPC cluster using a distributed file
system, the speed of download and upload is significantly fast. In the evaluation, we set
them as 1/1 because a standard step is the minimum granularity of communication cost.

For a volunteer to search for a task, the search time is calculated on the provable
performance of Chord lookup services of O(logn) [26], where n ∈ N1 is the number of
volunteers, because the simulator is built on the Chord protocol. If we assume that each
lookup message needs 4 standard steps to turnaround, the search time for a maximum
40,000 peers overlay will be 4 × log(40,000) ≈ 60 standard steps. The real situation
could be better when these messages are somehow processed concurrently and when
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the volunteers are actually less than 40,000 due to churn. For a computing grid or a HPC
cluster, we assume the search time of 0. The reason is that because the computing nodes
are reliable in a HPC cluster or a computing grid, the map or reduce tasks can be pre-
assigned to certain nodes.

For the volunteer overlay, we represent the heterogeneity of volunteers by assuming
that they have different compute-capacities from 6 randomly chosen levels between BC
and 6BCs. This assumption of difference is sound for modern PCs, of which a high-end
PC can be several times faster than a low-end one. The assumption of a computing grid
is that it has computing nodes with small heterogeneity in compute-capacity. Thus in
the evaluation, we set 2 levels of compute-capacity as having 3BC and 6BCs computing
nodes for the computing grid. The HPC cluster has homogeneous and high-end
computing nodes, thus, setting all the computing nodes as having 6BCs compute-
capacity is a safe assumption.

Table 2. The scenario setting of evaluation for 3 computing facilities

Scenario variable Value
Volunteer overlay Computing grid HPC cluster

The number of map tasks 1,400,000 1,400,000 1,400,000
The number of reduce tasks 1,400,000 1,400,000 1,400,000
The compute-load in standard steps
of a map or reduce task for a single
BC computer

8,000 8,000 8,000

The turnaround to lookup a particular
task on the overlay

4 0 0

The result re-distribution factor and
re-distribution cover times

200 and 400 0 0

The search time for a map or reduce
task in standard steps

4 × O(logcn), where
cn ∈ N1 is the current
number of volunteers
on the overlay

0 0

The download time for a map or
reduce task in standard steps

16 4 1

The upload time for a map or reduce
result in standard steps

80 10 1

The number of volunteers/computing
nodes

1,000 to 40,000 1,000 to 12,000 1,000 to
8,000

The compute-capacity Evenly in BC, 2BCs,
3BCs, 4BCs, 5BCs,
6BCs

Evenly in 3BCs
and 6BCs

6BCs

The churn rate 30%, 50% of total
volunteers

0 0

The peer join interval 20 standard steps All joins at time 0 All joins at
time 0
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Another assumption is about how churn occurs in the evaluation. Assume that there
are n volunteers, of which c commit churn and n, c ∈ N1. For volunteer 1 to n, they are
divided into c segments, of which each segment has n/c volunteers and a churn volunteer
is randomly chosen for each segment. The churn time for each volunteer is also randomly
chosen so that the volunteer could commit churn when it is searching for, downloading
or computing a map or reduce task or uploading a result. For all churn volunteers, a half
leaves and the other half crashes.

In the evaluation scenario, volunteers join the VC overlay in an interval of 20
(randomly chosen) standard steps and the churn would happen to any volunteers if it is
randomly chosen for. All computing nodes of a HPC cluster or a computing grid join at
the same time when the computing starts and they never commit churn. The evaluation
scenario is set as in Table 2.

6 The Evaluation of Competence

In this section, the evaluation results and analysis are reported. The performance of a
computing facility is measured by speedup, that is,

the total standard steps to complete the entire problem by a single BC computer
the total standard steps to complete the entire problem by a computing facility

The evaluation of the 3 computing facilities has been conducted by testing the
speedup against the number of computing nodes or volunteers starting from 1,000 for
an increasing step of 1,000 each time. The results have been reported in 2 ways. First
(Way 1), the speedup has been reported by the average compute-capacity (in the meas‐
urement of BCs) of a computing facility, which is calculated as follows and where the
compute-capacity types are evenly distributed among computing nodes or volunteers,
cn is the current number of computing nodes or volunteers and the churn rate is 0 for
the HPC cluster or the computing grid.

The sum of compute − capacity of each type
The total number of compute − capacity types

× (1 − the churn rate) × cn

Based on the above formula, the average compute-capacity of the computing facili‐
ties in Table 2 is 3.5 (i.e., 1 + 2 + 3 + 4 + 5 + 6)/6) × (70% or 50%) × cn for the volunteer
overlay, 4.5 (i.e., (3 + 6)/2) × cn for the computing grid and 6 × cn for the HPC cluster
respectively. The speedup results have been illustrated in Figs. 5, 6 and 7 respectively
for each computing facility in Table 2. From the results, any of the 3 computing facility’s
speedup scales for the big data problem when the average compute-capacity increases,
particularly for the HPC cluster or computing grid, the speedup is close to linear growth.
If we define speedup/compute-capacity as the measurement of each BC contribution to
the speedup acceleration, the average speedup acceleration of the HPC cluster, the
computing grid and volunteer overlay is listed in Table 3. The differences between the
maximum or minimum speedup acceleration and the average speedup acceleration are
also listed in Table 3.
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Fig. 5. The speedup of the HPC cluster vs the average compute-capacity

Fig. 6. The speedup of the computing grid vs the average compute-capacity

Fig. 7. The speedup of the VC overlay (with 30% churn rate) vs the average compute-capacity

Table 3. The average speedup acceleration, the differences between the maximum or minimum
speedup acceleration and the average speedup acceleration

Computing facility Average speedup
acceleration

Maximum acceleration
difference

Minimum acceleration
difference

HPC 0.99902 0.00235 0.00002
Computing grid 0.99576 0.00389 0.00025
Volunteer overlay 0.619708 0.106823 0.00127

Comparing the results in Table 3, the computing grid has almost reached the speedup
acceleration of the HPC cluster for each more BC contribution. The volunteer overlay
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has a lower speedup acceleration because of the waste of computing from peer crashes,
the search for reduce tasks to re-distribute map results and higher cost of communication.
Either the maximum or the minimum acceleration difference is in the ascending order
of the HPC cluster, the computing grid and volunteer overlay. That property complies
with stability of the 3 computing facilities.

Second (Way 2), the speedup of 3 computing facilities has been contrasted for the
same number of computing nodes or volunteers in a single chart in Fig. 8, where the VC
overlay has 30% and 50% churn rate respectively. The results have demonstrated that
any of the 3 facilities can reach the same speedup for different number of computing
nodes or volunteers, complying with the conclusion in Way 1. It can be inferred that the
computing grid needs more computing nodes to reach the same speedup as that of the
HPC cluster because of the heterogeneous compute-capacity of the computing nodes
and higher communication cost between computing nodes in the computing grid.
Furthermore the volunteer overlay needs much more volunteers to reach the same
speedup as that of the HPC cluster because it has more heterogeneous compute-capaci‐
ties of volunteers, much higher communication cost than that of the HPC cluster, the
need of search for reduce tasks to re-distribute map results and particularly the peer
churn.

Fig. 8. The speedup contrast of the 3 types of computing facility

7 Conclusion

The 3 most important types of parallel or distributed computing facility, HPC cluster,
computing grid and VC, have been successfully modelled onto a single simulation plat‐
form with computing grid and HPC cluster being treated as the special cases of VC. By
configuration, a computing grid is just a VC overlay without churn or the need of search
for reduce tasks to re-distribute map results and with only small heterogeneity of
compute-capacity between computing nodes. Furthermore on computing grid configu‐
ration, if all computing node are homogeneous in compute-capacity, it is configured as
a HPC cluster. As all 3 facilities have been unified onto a single platform, a sound
comparison of their performance to solve MapReduce big data problems has become
possible.
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The competence of computing facilities has been quantitatively evaluated in terms
of overall speedup by using a virtual big data problem. The evaluation results have
confirmed that any computing facility’s speedup scales for the 140 TB big data problem
in the evaluation and any computing facility can reach the given speedup as long as the
computing nodes or volunteers have been increased to a certain number, where the
average compute-capacity of the facility is big enough for the required speedup. The
main difference among the 3 computing facilities is the actual compute-capacity that
they can provide in the same number of computing nodes or volunteers in consideration
of the heterogeneity and possible churn of computing nodes or volunteers.

When an optimized simulation algorithm for a higher time efficiency in simulation
is developed, the future work includes more intensive evaluations by using even bigger
data problems and larger number of volunteers such as millions of volunteers to further
confirm the competence of VC.
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Abstract. With the development of science and technology, container-based
cloud platforms have been widely used. For the security issues for container-based
cloud platforms, this paper lists the current threats to container-based cloud plat‐
forms and demonstrates the principle of BlockChain technology. The aim of this
paper is to demonstrate a security protection scheme for container-based cloud
platform node based on BlockChain technology. With the characteristic of
tamper-resistant and traceability of BlockChain, the Merkle tree is utilized in the
scheme to protect vital documents in child nodes. The effectiveness of this tech‐
nology for file security protection has been verified.

Keywords: BlockChain · Merkle tree · Container-based cloud platform
Hash encryption · Node protection

1 Introduction

Container technology has the characteristics of continuous deployment and testing, high
resource utilization and isolation, ease of use and easy understanding, and it has been
rapidly developed and popularized. However at the same time, the security of containers
and nodes in container-based cloud platforms has also become increasingly prominent.
Attacks such as node attacks, kernel exploits, malicious mirroring, and key acquisition
have emerged in an endless stream, seriously threatening the security of container-based
cloud platforms, and constraining the development of container technology. The existing
security protection methods have certain limitations and cannot protect the security of
the nodes in the container-based cloud platform well. With the advent of BlockChain
technology, a new idea for the protection of container-based cloud platform node key
file information is proposed. Characteristics of BlockChain such as tamper-resistance,
forge-resistance, distribution and so on can be applied to the container-based cloud
platform node security protection, thereby greatly improving the node’s security
performance.
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BlockChains are mainly divided into Public BlockChains, private BlockChains, and
Consortium BlockChains. The Public BlockChain is a BlockChain where everyone can
access and read transaction information and users are not interfered with by developers.
In the Public BlockChain, all data is public by default. It is mainly applied to Bitcoin,
Ethereum, Hyperledger and other fields. The characteristic of the private BlockChain is
that its write permission is only in the hands of an organization or individual, and the
read permission and openness are limited. Compared to the Public BlockChain, the
private BlockChain has better protection in terms of file privacy, and the transaction
speed is also faster than Public BlockChains. The Consortium BlockChain can be
considered as “partial decentralization”, and the public can consult and trade, but can
not verify the transaction, either publish smart contracts, unless the permission from
Consortium is obtained [1].

In this paper, the container-based cloud platform is considered as a private Block‐
Chain. The master node is the only node that has the key file write permission for all
child nodes. When creating a child node, hash encrypt the information of all tamper-
resisitance key files in the node and generate two Merkle trees. Save the hash digests of
all root nodes to the master node. By continuously verifying the consistency of the hash
value of the root node (Fig. 1), the key file of the container-based cloud platform node
cannot be tampered with, and the overall security of the container-based cloud platform
is improved.

Fig. 1. Merkle tree root node verify
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2 Overview of Container-Based Cloud Platform Security and
BlockChain Technology

2.1 Overview of Container-Based Cloud Platform Security

Container technology is a lightweight virtualization technology with the advantages of
rapid integrated deployment, high suitability, version controllability, high utilization,
and cross-platform capability. Its vigorous development has also brought many security
issues:

Remote attack problem. Due to the user’s negligence in configuration, the remote
access port was opened, resulting in a malicious attacker gaining access to the remote
container through the remote access interface. When the container-based cloud platform
is started, the hacker tampers with the root file, writes its own ssh private key, and finally
gains remote control of the main container.

Container escape problem. The Docker operating system is virtualized to share the
kernel, memory, CPU, and disk. However, when the container escapes, it poses great
threats to all the containers connected to the node as well as the node itself. For example,
if the operator calls the open_by_handle_at function, then the operator will obtain the
inode index number of the target file by constructing a file_handle, and then uses the
index to construct the file_handle again, and calls the open_by_handle_at function.
Finally, the main container file system is violently scanned to obtain the sensitive files,
and the container escapes [2].

Network Attacks. Attackers can attack Docker through ARP attacks, IPtable vulner‐
abilities, and sniffing between containers. For example, attackers use ARP-deceived
Trojan horses virus to spread widely in the container network, resulting in random
network dropouts or even overall paralysis, communications being eavesdropped, and
information being tampered with and other serious consequences [3]. Public cloud has
more security risks than the private cloud.

Denial of service attacks. If endless new files are continuously created in a container,
the inode of the file system of the main container (i.e., node main container) is exhausted.
As a result, other containers cannot create new files, resulting in abnormal services, and
the main container cannot create new containers. This is a denial of service attack.

Many researchers have proposed solutions to various problems for container-based
cloud platforms. Docker version 1.0, Docker uses a white list mechanism to limit the
capacity of the container, thus preventing the container escape event; many container-
based cloud platform platforms utilize the configuration file to limit the use of the
memory of the container to prevent denial of service attacks. There is also a way to
prevent container escape attacks by the Namespace to which the monitoring process
belongs.

2.2 Overview of BlockChain Technology

BlockChain is a distributed shared ledger that can hardly be tampered. It has the
following features:
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(1) Decentralization. The BlockChain utilizes the p2p network. Each node has the same
authority and all obey the same transaction rule. This rule is based on cryptographic
algorithms.

(2) Safe and credible. Asymmetric encryption is used to encrypt transaction content,
and a one-way hashing algorithm is used to add time irreversibility, enabling trace‐
ability to any intrusion tampering.

(3) Smart contracts. Smart contracts can not only exert the advantages of smart
contracts in terms of cost, but also avoid the interference of malicious behaviors on
the normal execution of contracts. The smart contract is written into the BlockChain
in a digital form. The features of the BlockChain technology ensure that the whole
process of storage, reading, and execution is transparent and can not be traced. At
the same time, a state machine system is constructed from the consensus algorithm
of the BlockChain, which makes smart contracts run efficiently [4].

BlockChains generally fall into three categories: private BlockChains, Public Block‐
Chains, and Consortium BlockChains.

(1) Public BlockChain: Public BlockChain refers to a BlockChain where anyone can
access the BlockChain system at any time to read data, send confirmable transac‐
tions, and compete for billing. The Public BlockChain is completely decentralized
because no individual or institution can control or tamper with the data.

(2) private BlockChain: private BlockChain refers to the BlockChain whose write
permission is controlled by an organization or institution. It is characterized by fast
transactions, privacy protection and low transaction costs.

(3) Consortium BlockChain: A consortium BlockChain refers to a BlockChain that is
jointly managed by several organizations. Each organization runs one or more nodes.
The data in the BlockChain is only allowed to read, write, and send transactions by
different organizations in the system, and record transaction data together.

3 Tentative Scheme for the Security Protection for Container-
Based Cloud Platform Node Based on BlockChain Technology

3.1 The Basic Idea

In this scheme, the secure and tamper-resistant characteristics of the BlockChain is
integrated into the security mechanism of the container-based cloud platform. A Merkle
tree is established at each node, which combines the tamper-resistance and traceability
features of the key configuration files in the container-based cloud platform nodes,
thereby improving the security performance of the nodes.

3.2 Build Merkle Tree

Hash Algorithm
The Hash algorithm can transform data of any length into a fixed-length data, and it is
irreversible, and it is impossible to inversely derive the original data according to a series
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of hash data. The Hash algorithm is also sensitive to the content of the input. Even if the
content of the file changes only a little, the resulting calculations will be very different.
Because of the sensitivity and irreversibility of its input content, Hash algorithm has
been widely used in cryptography, and it is also the foundation of establishing Merkle
tree.

Merkle Tree Construction Process
Hash algorithm is used to convert the tamper-resistant configuration file of the child
node into a Hash digest, and then merge the two adjacent hash summaries into a string.
This string is converted into a new digest using the Hash algorithm, and the two new
digests are merged and hashed. This is a reverse-generation process of the tree. At the
end, we will get a root node. This root node is also a fixed-length Hash digest. as shown
in Fig. 2.

Fig. 2. Merkle tree on child node

If the leaf node’s file content is tampered with, the Hash digest content of the Merkle
tree root node will change too. If it is found that the content of the Merkle tree root node
is incorrect, each leaf node will be compared from the top to the bottom to trace the
specific tampered configuration file.

3.3 Program Implementation Process

(1) At the beginning of the creation of the child node, the configuration file to be
protected is sent to the master node to be saved as a copy.

(2) Hash algorithm is utilized to generate Hash digest on child nodes. Combining the
Hash digests in pairs and recalculating them to build a whole Merkle tree. This
Merkle tree and leaf nodes are also stored on the master node with the configuration
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file mapping table. The information of Merkle tree on original child node is shown
in Fig. 3.

Fig. 3. The information of Merkle tree on original child node

(3) The Merkle tree of the child node is recalculated every period of time and the
calculation result is sent to the master node for review. The contents of the audit
file has the Merkle tree root node and timestamp.

(4) Compared master nodes, the Hash digest of the root node of the Merkle tree is found
to be inconsistent with the original one, and the master node requests the child node
for the complete Merkle tree.

(5) When the request reaches the Merkle tree, the child node’s container-based cloud
platform service is stopped. By comparing two Merkle trees, the specific tampered
leaf nodes are locked. According to the leaf node and the configuration file mapping
table, it is easy to find the tampered configuration file. As shown in Fig. 4, analyzing
the Merkle tree sent from the child node in conjunction with Fig. 3, it can be known
that the test2 file has been modified. In fact, only 1 byte of data has been tampered
with, but the difference in Hash values is obvious.

(6) Send the original copy of the configuration file saved at the master node to the child
node, and restart the container-based cloud platform services.
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Fig. 4. Merkle tree information for tracking tampered files

3.4 Partial Audit

Partial Audit Principle
The process of constructing and calculating a Merkle tree requires a large number of
Hash operations, which requires a large amount of calculation and a long calculation
time, and also increases the I/O consumption of the child nodes. Storj is an open source
decentralized storage platform that uses a partial audit approach. This approach reduces
the computational overhead by auditing a subset of the data and reduces the node’s I/O
consumption.

This method has two important parameters: a set of byte index x within the file and
a set of byte whose length is b. The child node holds a set of triples (s, x, b), where s
represents a specific configuration file. When the leaf node i is generated, a piece of data
of length bi in the file is found through the index xi, and the leaf node is generated using
this data. The entire process does not affect the generation of Merkle trees.

Partial Audit Mistake Probability
If only audit a part of the data, it may cause erroneous judgments, but in fact this method
has a very low probability of making mistakes. Storj utilizes the confidence of each
partial audit to explain the possibility of false positives: Prfalsepositive(N, K, n) is the prob‐
ability of false positives for partial auditing of n bytes of an N byte file. The probability
of tampering with K byte in the file is a hypergeometric distribution of k = 0 [5]. The
formula is as follows:

Prfalsepositive(N, K, n) =

(
N − K

n

)
(

N

n

) (1)

In theory, the probability of false positives is very small, even if only a small part is
tampered with.
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In order to verify the reliability of some audits, in this article the following experi‐
ments has been done: randomly select 512 bytes from a text file of size 8192 bytes for
Hash encryption, then randomly modify K bytes, re-encrypt, compare before and after
twice whether the encryption result is the same. If the result is the same, the test fails.
Carry out 100,000 experiments for each set of data. The results are shown in Table 1.

Table 1. Experimental results

N K n Prfalsepositive(N, K, n)
8192 50 512 0.03995
8192 100 512 0.00169
8192 150 512 0.00004

The experimental results show that even if only a small part of the document is
tampered with, partial audit can have a very low error rate.

3.5 Partial Audit Methods in the Scheme

The partial audit approach adopted in this scheme is to generate two triples for the N-
byte file. The two triples divide the content of the file into two parts. The collection of
these two parts of data is the complete file data. Therefore, each node will generate 2
Merkle trees, and the master node only needs to save a set of hash values in root node.
Each partial audit of a child node is equivalent to a full audit. The Merkle tree number
is added to the audit result sent to the master node for distinguishing different Merkle
Trees. This saves computing costs, reduces I/O consumption for child nodes, and elim‐
inates the possibility of false positives. As long as the interval between two consecutive
audits is short enough, the time cost of growth can be ignored.

4 Conclusion

This article focuses on the combination of BlockChain technology and container-based
cloud platform node security, and utilizes the Hash encryption algorithm and Merkle
tree in the BlockChain to design a preliminary scheme for container-based cloud plat‐
form node profile protection. Through the hash algorithm, the key configuration files of
the child nodes are encrypted into hash abstracts, and the unidirectionality and input
sensitivity of the hash algorithm are used to ensure that the master node can respond in
time and accurately track when the contents of the files are tampered with. By improving
partial audit method, I/O consumption of child nodes can be reduced, and computational
cost can be saved. This paper verifies the reliability of partial audits. However how to
design and implement monitoring and protection systems applied to container-based
cloud platforms, and well reduce the computational cost needs to be further researched.
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Abstract. A centralized computing paradigm, such as cloud computing, cannot
satisfy the explosive growth in the amount of data and computing needs.
Therefore, a computing paradigm for the edge environment is proposed to
enable real-time data analysis with large volumes of data by decentralizing
heavy computational loads and reducing the consumption of network band-
width. Data ownership can provide substantial commercial interests for data
owners. However, traditional data processing exposes data on the Internet and
incurs the risks of data value reduction and privacy issues. By applying the
computing paradigm in the edge environment to data sharing and processing,
people can build data processing applications without providing the whole
original dataset. However, existing work on lightweight methods of building
applications and decomposing computation tasks is still lacking. In this paper,
we present SeCEE, a framework for data sharing and processing in the edge
environment. This framework utilizes geographically distributed datasets to
analyze data without programming and comprises (i) a hierarchical task
network-based approach that describes datasets and corresponding services from
different stakeholders, on the basis of which the features and relationships
among datasets and services are recorded; (ii) a service composition method that
instantiates an abstract process model for multiple data flows in a dynamic
environment; and (iii) an execution engine that coordinates the computing
process by dispatching computing tasks to edge servers and collects results for
combination and further processing. A case study of a data processing appli-
cation for electronic toll collection demonstrates the effectiveness of the pro-
posed framework.

Keywords: Edge environment � Data sharing � Data processing
Service composition

1 Introduction

In the last decade, cloud computing has been the most common solution for big data
processing and storage that is adopted by different domains, such as business, trans-
portation, education, and health care. Cloud-based data analytics requires data col-
lection, and all computations are conducted using cloud resources. However, cloud

© Springer Nature Singapore Pte Ltd. 2018
Q. Zhou et al. (Eds.): ICPCSEE 2018, CCIS 901, pp. 33–47, 2018.
https://doi.org/10.1007/978-981-13-2203-7_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2203-7_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2203-7_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2203-7_4&amp;domain=pdf


computing and other centralized computing paradigms cannot satisfy the explosive
increase in data volumes and computing needs caused by the rapid growth in the
number of data producer and service consumer nodes (e.g., sensors and user apps).
Decentralized computing paradigms, such as fog computing [1] and edge computing
[2], have been presented to address this new challenge in the edge environment. By
transferring data storage and computing tasks as closely as possible to the edge near
data producers, the consumption of network bandwidth and centralized computing
resources by data transfer and computation are considerably reduced, thereby enabling
real-time data processing. In addition, a decentralized computing paradigm can avoid
the duplication of data without permission. Such a paradigm prevents data from
exposure outside the data owner’s systems, thus ensuring data privacy and commercial
value. Hence, a decentralized computing paradigm in the edge environment is an
effective substitute to cloud computing and other centralized computing paradigms.

Computing in the edge environment has been discussed by several existing works
but rarely involving data sharing. Complex data processing logic, which is severely
restricted by data analytics to only a single data source, can be implemented with
multiple datasets shared by different stakeholders. Nevertheless, data sharing and
processing in the edge environment encounters the following challenges:

(1) Decomposing a data processing task into several subtasks that can be executed
separately;

(2) Coordinating the execution of subtasks on distributed computing resources; and
(3) Accessing data that are not directly provided by data owners due to commercial

competition and privacy concerns.

Zhang et al. [3] provided a feasible data sharing solution in the edge environment.
A set of privacy preserving functions was provided by data owners, and these functions
were bound to original datasets. The functions generated several intermediate results
without sensitive information. With a combination of several functions, various com-
plex data processing applications with multiple datasets shared by different data owners
can be formed by reusing software. On the one hand, the aforementioned solution
simplifies task decomposition by reducing the coupling of data processing application
using predefined functions. On the other hand, this solution ensures that data will not
be exposed on the Internet. Consequently, an urgent requirement of service composi-
tion is raised for data analytics in the edge environment. Selecting services and com-
posing them together by manual programming is effective but prone to error and time
consuming; the quality of data analytics may be substandard.

Service composition has had achievements in the academia and the industry [4].
However, traditional service composition approaches can hardly handle multiple
dataflows due to the special geographical distribution of data and services in the edge
environment. For cloud computing, data are stored in a centralized data center, where
the query on a dataset can be accomplished by a single service. Thus, existing
approaches need to consider only the composition of workflow; i.e., only one service is
bound to each activity in the process. However, in the edge environment, a whole
dataset comprises several small ones owned by different data owners and stored sep-
arately for the geographical distribution of business systems. A query on that dataset
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requires several services cooperating with one another. Most existing service compo-
sition approaches fail to achieve this cooperation.

Figure 1 illustrates the incapability of traditional approaches to facilitate service
composition in the edge environment. Every chain bookstore of the company in the
figure is assumed to record every book it sells. The data are not collected and reported
to the headquarters. The sales of a specific book in all chain stores are added to produce
the total sales. In this process, two or more services are utilized to produce the final
result. Hence, in addition to vertical service composition along the direction of
workflow, horizontal composition on a geographically distributed service is essential.
However, the latter is neglected by existing service composition approaches.

Therefore, SeCEE, a data sharing and processing framework for the edge envi-
ronment, is presented to address the aforementioned problems. End users can build data
processing applications by service composition without programming, thereby sim-
plifying the construction of an application and improving the quality of data pro-
cessing. The main contributions of this study are as follows:

(1) A Hierarchical Task Network (HTN)-based service/data register method presented
by an ontology, which describes the services and data and the relations among
them (especially the possibility of service composition);

(2) A multi-dataflow service composition approach for transforming abstract process
models into executable composite services despite the special data distribution in
the edge environment; and

(3) An execution engine that coordinates the execution of composite services and
handles the exception whenever it occurs.

The remainder of this paper is organized as follows. In Sect. 2, existing works on
data sharing and processing and service composition are reviewed. Section 3 discusses
the users and architecture of SeCEE. In Sect. 4, a detailed description of the imple-
mentation of the three main components in the framework is given. Section 5
demonstrates the effectiveness of the proposed framework through a real and simple
case study. In Sect. 6, the work is concluded and future directions are identified.

Fig. 1. Service composition example of chain stores.
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2 Related Works

In this section, an overview of related works on data sharing and processing in the edge
environment is presented. Furthermore, existing methods of service composition are
discussed as an effective data sharing method in the proposed framework.

2.1 Data Sharing and Processing in Edge Environment

Data processing in the edge environment is still in its early stage. Hence, few studies
have focused on this topic. Liu et al. [5] applied a deep learning-based algorithm and
edge computing paradigm to design and implement a real-time food recognition sys-
tem, thereby providing an effective food information collection service with low energy
consumption, high accuracy, and fast response time. Du et al. [6] presented a
Knowledge-Information-Data model-driven Things-Edge-Cloud computing paradigm
to enable the cooperation between edge and cloud servers for enhancing traffic data as a
service. Hosseini et al. [7] utilized autonomic edge computing to enhance traditional
health care big data processing for seizure detection and prediction. However, most
existing works did not support data sharing, thus limiting the capabilities of data
analytics.

Xu et al. [8] presented Edge Analytics as a Service, which provided a rule-based
analytics model that comprised four stages in sequence, namely, data source, trans-
formation, rule, and action. In the first two stages, data sources were parsed and
transformed into a user-designable format. In the third stage, data tuples were emitted
to action stage or not according to a specific rule and rule-hit mode. In the fourth stage,
services were activated on an Internet of Things (IoT) cloud platform or on a local
gateway. The model application that ran on Edge Analytics Agent in the IoT gateway
enables data analytics in the edge environment. However, the model was used to reduce
computing workload in the action stage but did not providing complete data for ana-
lytics and was incapable of data analytics with multiple data sources. The main data
processing logic was implemented in the action stage by utilizing other services. The
construction of a data analytics application required programming.

Zhang et al. [3] presented Firework, a computing paradigm for distributed big data
processing and sharing in the edge environment. Firework nodes provided various
types of data that could be accessed only using privacy-preserving functions that were
bound to datasets. A Firework manager kept a view defining datasets and their cor-
responding functions and coordinated the interaction of nodes in data processing jobs
that consisted of operations on different data nodes. When a query was started, a user
job was transformed into a directed acyclic graph, which was subsequently split into
several tasks on different data nodes. The tasks were then dispatched to various nodes
and executed after scheduling. Finally, the results were returned to the manager and
fused. Firework could provide data processing on multiple datasets with the consid-
eration of data privacy and processed data with complex logic. However, the service
execution plan is generated manually and cannot define a data processing logic without
programming.
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2.2 Web Service Composition

Web service composition is an effective technique of processing data with multiple data
sources. Existing service composition approaches exploited workflow [9, 10], graph
[11, 12], HTN [13], Petri net [14], machine learning [15, 16], and other techniques to
compose web services from functional and non-functional perspectives. However,
existing works focused on task-centric composition scenarios [17], which were not
applicable to data-centric composition. Meanwhile, most studies involved only com-
bining single tasks into a complete data analytics process (i.e., vertical composition)
and ignored the composition of multiple services in the same task (i.e., horizontal
composition), which was common in the edge environment. Although some approa-
ches [18, 19] allowed binding multiple services for a task, they aimed to yield only
improved service utility on QoS and did not address the functional requirement of
covering all related datasets.

Therefore, a data sharing and processing framework in the edge environment is
proposed to address the above problems. This framework enables data processing on
multiple datasets by composing services of geographically distributed datasets. End
users can easily define abstract data process logic without programming. A multi-
dataflow service composition approach automatically instantiates a composite service
for different datasets. A service set is integrated into the framework to provide con-
tinuously updating algorithms and models designed and implemented by domain
specialists.

3 Framework Architecture

SeCEE requires end users to define a data processing model in as detailed a manner as
possible for effective and accurate service composition and data processing with
complex logic. The problem in this study can be summarized as service presentation,
service composition, and composite service execution in the edge environment. A de-
tailed definition is as follows.

On the basis of the registered service information provided by business systems, we
aim to bind services for every activity in the abstract process model defined by end
users to form an executable composite service, which is subsequently executed by
coordinating servers on the edge (i.e., business systems) to yield an outcome. Several
services with the same processing logic may be bound to a single activity according to
the data coverage constraints specified by the end user given that data is geographically
distributed on different systems in the edge environment.

3.1 Framework Users

Figure 2 shows the architecture of the proposed framework, which considers three
types of users, algorithm providers, data providers, and end users. Algorithm
providers are specialists in a specific domain who construct an algorithm set that
consists of algorithms and models and update them continuously to satisfy end users’
data analytics demand. Data providers are administrators of mutually independent
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business systems who choose the data that can be accessed by end users and then
register them to the cloud. Data providers select available parts from the new algo-
rithms and models in the algorithm set and bind these parts to one or more datasets.
Then, the functions are deployed on servers as services that will be registered to the
cloud. End users can then check data, service registration, and abstract actions by
invoking application APIs provided by the cloud and describe data processing logic in
a Business Process Execution Language (BPEL) or through the graphical interface. The
description will be sent to the cloud as a data processing request and web service
composition requirement. The composite service, which can be modified through a
graphical API, will be returned to the end user and executed after verification.

3.2 Components

The main components of the proposed framework are the cloud, business systems, and
an algorithm set. The cloud is the center of the framework and manages, schedules,
and coordinates computations. Upon receiving a data processing request from the end
user, the cloud splits the process into several computing tasks and assigns these tasks to
the business systems for execution. Therefore, data are stored and computations are
implemented on the servers of the business systems instead of the cloud. This com-
puting paradigm is similar to distributed systems. However, servers of business systems
that execute computing tasks are more autonomous in comparison with nodes in

Fig. 2. Framework architecture.
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distributed systems because the former are not directly managed and scheduled by the
cloud.

The cloud is responsible for managing data and service registration and responding
to data processing requests. The key component of the cloud is the processing engine,
which parses a data processing logic description in BPEL (i.e., abstract process
model) and generates an executable composite service from the description by the
service composition approach. The composite service will be sent to an execution
engine and executed in a distributed manner. Moreover, the cloud provides several
graphical APIs for registering data and services, checking the registered data and
services, describing data processing logic, and monitoring the execution status of data
processing tasks and the status of servers.

Business systems are mutually independent and geographically distributed systems.
Several types of data, such as real-time stream data and historical data that is generated
by sensors, and static basic information data, are collected and accumulated inside the
business systems, which are responsible for facilitating data analytics regularly for
decision making. All business systems enable data access for data fusion and com-
puting with other datasets to maximize the value of data. However, original datasets
must not be exposed outside the business system on account of commercial compe-
tition or privacy preservation. Therefore, business systems adopt specific services to
provide mediate results that are based on datasets instead of sending them to the cloud
for centralized computing. These services, i.e., computation tasks, run on business
systems on the edge. Therefore, business systems provide computing resources in
addition to data and services.

An algorithm set includes implementations of generalized or domain-specified
algorithms and models that can be applied in data analytics. The algorithm set may be
extended and updated due to changes in requirements or software defects. These new
contents will be forwarded to the business systems, and functions related to the data
inside the business systems will then be deployed on servers or substitute the previous
version. Unlike in [3], the data access services in the present framework is designed by
domain experts instead of data provider themselves. Therefore, these services are more
suitable for professionals and can satisfy end user requirements more easily than those
in [3].

4 Framework Implementation

4.1 Service/Data Register and Representation

In this paper, services and their relations are modeled by using the HTN to present the
possibility of composition between services. Inspired by [13], we use an ontology to
describe the register information for the following reasons.

(1) The concept layer of the ontology provides a vocabulary from which users select
formalized classes as activity name and combine these classes to form an abstract
process model, thereby allowing the service composition approach to resolve the
model correctly.
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(2) The instance layer of the ontology is a graph that can describe the register
information and relations between services that represent how tasks are decom-
posed (or bottom–up service composition).

(3) The correspondence between services and activities can be built by instantiating a
class in a concept layer to instances in an instance layer.

The service ontology comprises two layers, i.e., concept and instance layers. The
concept layer contains a series of classes that denotes the activities that registered
services can accomplish. For each activity from a correctly defined abstract process
model, a corresponding class can be found in the ontology classes. Meanwhile, the
instance layer of the service ontology, an HTN described by a graph, comprises nodes
and edges that denote the services and relations between them. The two types of
services, i.e., entity and abstract services, are equal to the compound and primitive
tasks in an HTN, respectively. The definitions are as follows.

Definition 1. Entity Service. Entity service is an executable and indivisible service
provided by business systems.

Definition 2. Abstract Service. Abstract service is a non-executable service that can be
instantiated to a single entity service or a composite service composed of several entity
services.

Figure 3 shows part of the services and data registered in one of the applications of
the proposed framework in transportation data processing. The blue and white circles
depict the abstract and entity services, respectively.

The relations between services indicate how an abstract service is decomposed into
several specific services. In HTN, the corresponding term ismethod. Only two types of
service relations, i.e., instantiation and composition relations, are considered because
we focus only on which services can be combined and the new features of the com-
posite service. Instantiation relation is a relation between an abstract service and one or
more entity services and describes how to obtain a result for the abstract service by
combining and executing entity services. Meanwhile, the composition relation is a
relation between one abstract service and others, which shows that the result of the
former can be obtained by the combination of the latter. The difference between the two
types of relation is that the object of instantiation relation is entity service, whereas that
of the composition relation is abstract service. During service composition, the object
abstract services of the composition relation still need further instantiation until it
generates an executable composite service. Different instantiation and composition
relations of an abstract service represent various solutions of a compound task that the
service describes. In Fig. 3, the two relations are depicted by a set of solid lines with an
arc crossing through. The abstract service that calculates Electronic Toll Collection
(ETC) turnover, for instance, can be decomposed into two abstract services that cal-
culate ETC turnover inside province and cross-provinces according to the composition
relation between them. An instantiation relation exists between the service that counts
ETC users and the combination of services that count ETC users in Beijing, Tianjin,
and Hebei.

In addition, every instantiation or composition relation has a weight that represents
the priority of the decomposition solution. The higher the priority, the better the
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solution. Therefore, when several candidate decomposition solutions exist, the one with
highest priority will be chosen; if the selected solution contains unavailable atom
services, then the solution with the lower priority will be employed until an available
solution is found.

Although data from business systems technically cannot be modeled as HTN, data
ontology can be easily created in nearly the same way as service ontology because of
the similarity between data and service in the modeling of concepts (i.e., representing
activities of services and types of data), entities (i.e., representing services and data),
and relations. The construction of data ontology is omitted here.

The association relation is used to involve the corresponding relationship between
a service and a dataset, i.e., describing which dataset is utilized by the service an. In
Fig. 3, the dotted line represents the association relation. The service that counts ETC
users in Beijing are associated with the user information dataset of Beijing, which
means that the service retrieves a result that is based on that dataset.

Fig. 3. Example of SeCEE application in transportation data processing. Only part of the
service/data register information is shown. The result combination functions, such as average()
and sum(), are omitted here.
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4.2 Multi-dataflow Service Composition Approach

On the basis of sufficient data/service register information, service composition in the
edge environment can be considered as the instantiation process from an abstract
process model to a composite service, which is formally defined as follows.

Definition 3. Service. A service S is a 5-tuple S ¼ I;O;P;E;Að Þ, where I and O are
input and output, P and E are precondition and post-condition, and A is the activity that
describes the function of S abstractly.

Definition 4. Composite Service. A composite service CS is a 2-tuple CS ¼ SS;Cð Þ,
where SS ¼ S1; S2; . . .; Snf g is a set of services and C is the control flow that organizes
the services and specifies the execution order.

Definition 5. Abstract Process Model. An abstract process model M is a 2-tuple
M ¼ AS;Cð Þ, where AS ¼ A1;A2; . . .;Anf g is a set of activities that represents the
processing steps of the abstract process model and C is the control flow that indicates
the organization of activities. For Ai 2 AS 1� i� nð Þ, a corresponding class can be
found in the service ontology that describes the same function.

Definition 6. Instantiation of Abstract Process Model. Instantiation is the binding of
one or more executable services for every activity in the abstract process model to form
a composite service.

The multi-dataflow service composition approach comprises two stages, i.e.,
searching and binding. The searching stage searches for corresponding executable
services iteratively for every activity in the abstract process model. Starting from the
top abstract service (the abstract service that has the same name as the activity), the
approach seeks a service or a service combination with the highest priority and share an
instantiation or composition relation and satisfy user parameter constraints. Specially, if
the selected solution contains abstract services, then further instantiation is needed until
all services involved are entity services.

In the binding stage, services are bound to activities in the abstract model. The
activities are substituted by the outcome of the searching stage. If more than one entity
service is bound to a single activity, then a result combination service should be
involved according to the service register information. Algorithms 1 and 2 are the
detailed algorithms. Algorithm 1 briefly specifies the two stages, and Algorithm 2
further describes how an abstract service is instantiated by iteratively searching for
entity services.
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Algorithm 1 Service-Composition(m)
Input: m: the abstract process model
Output: m: the abstract process model after instantiation

1: for each abstract activity A in m do
2: if A.name in classes from service ontology then
3: find the instance R with the same name
4: ins = Find-Possible-Composition(R, A.params)
5: end if
6: if ins.services.count>1 then
7:         add result combination to ins according to instances relations
8: end if
9: substitute A with ins

10: end for
11: return m

Algorithm 2 Find-Possible-Composition (node, params)
Input: node: the abstract process model

params: the parameters of the activity
Output: sol: the instantiation of the activity

1: solutionSet = ∅
2: solutionSet= solutions ∪ node.hasInstantiation ∪ node.hasComponents 
3: find sol, where sol∈solutionSet, and for ∀sol’∈solutionSet, sol.priority≥sol’.priority
4: if sol contains abstract service then
5: for each abstract service C in sol.nodes
6: substitute Find-Possible-Composition(c, params) for C
7: end for
8: else 
9: delete unrelated services in sol using filter with parameter set A, where

10: bind parameter remaining B to services in sol, where =
11: end if
12: return sol

The parameters given by users can be classified into service properties and function
parameters. Therefore, in Algorithm 2, some of the parameters are used to screen the
entity services (Line 9). Meanwhile, the rest of the parameters are assigned to entity
services as function parameters (Line 10).

Although HTN is utilized to model the composition possibility of services, the
service composition approach is not exactly identical to HTN planning methods.
In HTN planning, the decomposition solution of a method is fixed. Regardless of the
constraints specified by a user, the subtasks decomposed from a compound task in a
method do not change. However, in the proposed service composition approach, only
part of the services from a service relation may be involved according to the constraints
given by the user at runtime. According to the example in Sect. 4.1, if an activity of an
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ETC user quantity calculation is constrained by district “Beijing”, then only the service
that counts ETC user in Beijing will be bound to it and services from other districts will
be eliminated.

4.3 Composite Service Execution

Composite service execution engine executes atom services in a specific order and
continuously combines the results due to the dependencies between the atom services.
Meanwhile, the execution engine is responsible for exception handling during the
execution of the composite service. The common exceptions and the handling mech-
anism are specified below. Section 6 shows the detailed handling process.

Service Failure. Any invalid service or service exception may cause an inaccurate
final result or even a fatal error that hinders the execution of the composite service.
Once a service fails, the execution engine will request a new composite service without
the failing service. If no other composition solution can be found, then the execution
will be aborted and the execution log is returned to the end user.

Lack of Services. A lack of services may cause defects in the service composition that
contradict real-world business logic. These services cannot be found in the service
ontology. However, they may exist in certain business systems that are waiting to be
involved. As shown in Fig. 3, a user request of the ETC user calculation nationwide is
hard to satisfy due to the lack of counting services in other districts, except Beijing,
Tianjin, and Hebei. The execution engine can detect the lack of atom services in the
composite service and inquire whether to resume the execution or not.

By composing services implemented by different techniques, such as Spark, Storm,
MapReduce, or even such traditional data analytics techniques as SQL, the barriers
between heterogeneous business systems are eliminated. All the heterogeneous services
at the edge can be involved in the same computing process without data collection,
thereby enabling data analytics with multiple datasets in the edge environment and
substantially improving the efficiency of data processing.

5 Case Study

In this chapter, the usability of SeCEE is demonstrated using a simple case of trans-
portation data processing. An end user must collect data about average ETC con-
sumption per user in different months of a year to estimate the development trend of
ETC. Two statistics, i.e., monthly ETC turnover and total number of ETC users, are
required to obtain the average consumption.

In China, ETC systems of different provinces are relatively independent and owned
by different agencies. Therefore, the transaction data and user information are dis-
tributed to different systems (specifically, all of the data of a user are stored in a system
owned by the agency from which the user applied for the ETC account) and not shared
with other systems. Meanwhile, the Highway Monitoring & Response Center (HMRC),
an intermediary organization responsible for settling trans-provincial transactions,
collect all such records. A trans-provincial transaction takes place in a province
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different from where the ETC account is from. For example, a user has an ETC account
applied for in Beijing but pays the highway tolls for the same account in Henan.
Concentrating all distributed data on a platform for centralized data processing is
impractical due to the large data volume and privacy concern. Therefore, a computing
paradigm in the edge environment is adopted to enable decentralized data analytics by
sharing geographically distributed datasets. In this scenario, only business systems
from Beijing, Tianjin, and Hebei provide services for accessing transaction and user
data, as shown in Fig. 3. With the variety of services, multiple composite services can
be generated on the basis of the same requirements.

By visiting the graphical interface provided by the cloud, end users design an
abstract process model (Fig. 4) that will be translated to a BPEL file. They can also
provide a BPEL-represented abstract process model directly. For every activity, the end
user specifies a set of parameters that will be used to screen services or assigned to
functions. In the “total ETC turnover” activity example, a time period is specified (e.g.,
January). Meanwhile, without a specific geographical range, the activity aims to cal-
culate a nationwide ETC turnover.

The processing engine then checks and resolves the abstract process model. On the
basis of the registered services, three candidate composition solutions can be found.
Figure 5 shows the optimal composite service among them. The end user can modify
the atom services or control the flow through a graphical interface. After user verifi-
cation, the execution engine will execute the composite service. In this scenario, the
registered services (services from only the business systems in Beijing, Tianjin, and
Hebei are available) cannot provide the total ETC turnover nationwide. Therefore, the
processing engine will also report the absence of the services and ask the end user to
confirm whether to resume service execution.

An additional service composition is required if any atom service is invalid. For
example, if the service that calculates total ETC turnover of Beijing is unavailable, then
a suboptimal solution should be adopted to substitute the former one. Figure 6 illus-
trates the new solution. All transactions can be classified into provincial and trans-
provincial transactions. Therefore, the turnover can be obtained by calculating the
provincial and trans-provincial turnovers using the services provided by ETC agencies
and HMRC. Furthermore, if the trans-provincial turnover calculation service in HMRC
is invalid, then it can be replaced by similar services from ETC agencies. The details
are omitted here.

Fig. 4. Abstract process model of average ETC turnover calculation.
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6 Conclusion

In this paper, we present SeCEE, a big data sharing and processing framework in the
edge environment. According to end user data processing requirements, the framework
can compose a series of related services provided by different business systems, exe-
cute the composite service, and handle exceptions whenever they occur. The service
composition is based on the register information of data and services, which is modeled
as an HTN and presented by an ontology. The case study of a real transportation data
processing application demonstrates the effectiveness of SeCEE.

In future work, we will improve the automation level of our framework such that
the end user is no longer required to provide a detailed processing model with con-
siderable domain knowledge. Meanwhile, we plan to adjust the priority of the service
composition plan in the service ontology using non-functional attributes, such as
composite service execution time, to improve the quality of service composition.

Acknowledgments. This research was supported by the National Key R&D program under
Grant No. 2016YFC0801700, Beijing Municipal Science and Technology Project
No. Z171100000917016, the National Natural Science Foundation Project under Grant
No. U1636208.

Fig. 5. Optimal composite service.

Fig. 6. Suboptimal composite service.
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Abstract. Crowdsourcing is a business model that relies on computer net-
works. It was first introduced in 2006 and more and more people began to
participate in this business model. At present, how to improve the completion
rate of crowdsourcing mode task, while reducing the cost of the publisher has
became an urgent problem. Based on the nonstandard form, we implement
experiments on the dataset given by CUMCM and propose a time shar-
ing + dynamic pricing model to solve the problem of offline tasks in crowd-
sourcing. Experiment results show that the model task completion rate improved
to 83.5%, 26.6% higher than the traditional mode, the average task publication
costs 69 yuan, 4 yuan lower than the traditional. Finally, according to the
experiment results, we make some reasonable suggestions to the future
crowdsourcing platform design.

Keywords: Non standard assignment problem � Timesharing assignment
Dynamic quota � Crowdsourcing

1 Introduction

In June 2006, American journalist Geoff Howe [1] introduced the concept of crowd-
sourcing for the first time in the Wired. Crowdsourcing: “a company or an institution
outsourced the tasks which previously performed by employees to a non specific mass
network in a free and voluntary way”. The biggest change between crowdsourcing and
outsourcing is that crowdsourcing is assigning tasks to non specific groups, outsourcing
is assigning tasks to specific groups which emphasizing highly specialized [2]. At
present, crowdsourcing is an increasingly important approach to pursuing innovation
but the research on crowdsourcing mainly stays in the definition and the model [3–5].
With the development of Internet technology [6], there are many commercial crowd-
sourcing platforms, like Amazon Mechanical Turk (Mturk), Crowd-Flower, Sama-
source CloudCrowd and so on. The well-known crowdsourcing platforms in home
market, such as Brain Store, Zhu Bajie, San Da Ha. These commercial crowdsourcing
platforms provide the corresponding services according to different needs of task
publishers and recipients [7, 8], and charge some management fees to the publisher.
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After users registered members, they can publish or receive tasks through platforms. As
for platforms, only to ensure the task completion rate can improve the influence, and
attract more members to profit; As for task publishers, wish the published tasks were
completed on time and with high quality, while reducing the price as low as possible.
As for the task recipients, can quickly get tasks through the platforms according to their
locations and free time to get paid.

Crowdsourcing, as a new type of economic model, carries out and accepts tasks
through the Internet [9–11], shapes online communication and cooperation patterns,
subverts the traditional mode of solving problems, provides new impetus for the
development of enterprises and networks, creates great value, realizes a win-win sit-
uation, and realizes a kind of social resources [12]. There are a wide variety of
crowdsourcing tasks [13], including market research, trademark design, business
planning, online translation and even website design. The tasks are mainly online and
offline. Online tasks mainly refer to: the task members can finish tasks without going
outdoors, such as designing a logo, creating a professional website, etc.; offline tasks
mainly refer to: the task members are required to finish tasks to the specify location,
such as to distribute leaflets to streets, classify the goods in the malls. Crowdsourcing
bid problem has been plaguing the crowdsourcing platforms and task publishers [14],
reduced people’s feeling sense and easy-using to crowdsourcing patterns, so we pro-
pose our model to solve it.

2 Related Work

At present the study of crowdsourcing bid is mainly about the nature of the strategy,
and function crowdsourcing bids are rarely found. So it is a key problem to design a
reasonable price which can improve the completion rate and reduce the cost of pricing.
In recent years, Enrique Estellees Arolas, Bayus, Vuculescu have studied crowd packet
mode [15], public package task and public packet network platform from management
or technical point of view. Mason and others have found that the high or low price of a
task will have a certain impact on the completion of the task [16]. If the price is too
high can attract more workers to answer the task, but will not improve the quality to
complete the task, instead of increasing the burden of task request money; in addition,
the high price of the tasks are easier to attract fraudsters and lead a low quality [17]; and
if the task price is too low, members will have no interest in it so it will be difficult to
finish the tasks on time. The main idea to research crowdsourcing is to apply game
theory and reverse auction theory to deduce the theory [18] (Dominic Di Palantino,
Milan Vojnovic, 2011), and to study the expression of crowdsourcing task pricing is
very few.

In order to solve this problem and combine the practical significance of crowd-
sourcing (economic benefits), we have read many excellent papers, and we find that
most of them is just discussing the conception, pattern and the development prospect.
However, the papers about pricing for the crowdsourcing tasks are seldom, finally we
propose a time sharing + dynamic pricing model. This include distribution method and
pricing method.

Research on Pricing Model of Offline Crowdsourcing 49



(1) The method of distribution. We put the coordinate of tasks and members on the
map and get their distance from each other, then we calculate the number of tasks
and members in every period. Then we use 0-1 distribution method to account
finished and on finished tasks and the members receive tasks and not. We find that
the number of members receiving the task is different in each time period, if all the
tasks are published in one time, the task will be accepted by the members and not
completed in time. Therefore, the public package platform can distribute the task
according to the time period according to the acceptance task time of the member,
and form a model of hunger marketing. Improve the timeliness of tasks, such as
reducing the release of tasks at 8:00 to 9:30 at the low activity peak period,
increases the number of missions during the rush hour 20:21:30. Taking the
information in the packet as an example, we calculates the number of members in
each time period, and the average tasks of each member. By comparing the impact
of the one-time release task and the time sharing task on the membership eval-
uation task, the effectiveness of the allocation method is judged.

(2) The method of pricing. For the new dynamic pricing model the price should be
given by crowdsourcing platforms by obtaining the user’s task attributes (such as
ease, geographical location, completion time) and access to the task of mem-
bership attributes (such as membership reputation, membership geographical
location) to give a reference value l_price. In theory, reference price is the min-
imum value to ensure tasks members can be profitable while answering tasks.
According to the reference price publishers will give the finally price r_price. If
the r_price > l_price means the pricing is reasonable and the platform can push
such pricing tasks to the appropriate members. However if r_price < l_price, it
means that the pricing was unreasonable, the risk of failed to complete the task is
higher, and the platforms would not push such tasks to the members, This kind of
task can only be selected by members actively screening information. By
obtaining the data of membership attribute and task attribute, we first analyze the
main factors that affect the pricing, take the original price in the data packet as Y ,
then calculate the weight of each parameter by multiple regression and fuzzy
mathematics, and bring the result into metadata inspection, get its error, and
finally compare the new task completion rate and total task pricing with traditional
pricing methods(price is determined by the publisher, the crowdsourcing plat-
forms just the spread tasks news and manage them).

In this paper, we take the most common offline task “take photos to make money”
as the research object. CUMCM provides two data packages for reference. Data
package one is the data of finished tasks, including the latitude and longitude of each
task, pricing and completion (“1” means completion, “0” means incompletion), the
number of tasks in packet one is 835; packet two is member information, and there are
1848 members in total, including latitude and longitude of members, credit value, and
the start booking time and booking limit, in principle, the higher the member credit, the
more priority to start the selection of tasks, the greater the predetermined limit.
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3 Analysis of the Unfinished Task

According to the latitude and longitude we spread the members and tasks to the global
open source image basemap, and make member distribution thermodynamic diagram,
and superimposed task price information on it. Figure 1 shows the distribution of
membership hotspot and task price overlay, light circles indicate low prices, dark blue
circles indicate high price tasks, the blue background shows the distribution of
members, and the deeper the background color indicates that members are densely
distributed. Figure 2 shows the hotspot chart of members’ distribution and the com-
pletion of the task. The red circles indicate the successful tasks. The blue circles
indicate the unfinished tasks. Here are the two figures.

3.1 Task Pricing Rules and Task Completion

(1) A significant negative correlation between task pricing and member reservation
limit.

Figure 1, in the high quota area mainly distributed the low price tasks, and the area
surrounding the city, members of the actual amount of allotment is relatively low but
the price of them are high.

(2) The higher the distance to the membership, the higher the price is.

Figure 1, the distribution of scattered tasks on the map is often with high price,
around the task the number of members is very small and the credit level of the
members is low away from the membership cluster near the task, its price is often low.

(3) The completion of different regional tasks is different.

Figure 2, the completion rate of tasks near Dong Guan is the highest, the com-
pletion rate of tasks around Guang Zhou and Fo Shan is higher, and the completion rate
of tasks in Shenzhen is the lowest, mainly because each city has different economic

Fig. 1. Membership distribution and price
(Color figure online)

Fig. 2. Membership and task completion
(Color figure online)
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development and economically developed. The urban residents tend to have high
expectation on the price of the task.

3.2 Reasons for Pricing Failure

(1) Calculate the actual distribution of each member in the package

allotj ¼ floorð reservlimitjP
reservlimitj

� T þ 0:5Þ ðj ¼ 1; 2; 3. . .1848Þ ð1Þ

floor indicates rounding down. allotj � 0.5, allotj = 1, allotj � 0.5, allotj = 0.
Making MATLAB programs and draw Fig. 3 the actual distribution of all
members in the data package 2. As can be seen from Fig. 3, there are about 350
members that the actual distribution is 0, accounting for 18.9%, and the total
number of members with quotas between 2 and 6 is close to 50, accounting for
2.7% and the maximized member quota is close to 16. There is no platform
control in this quota way and is the main cause of the task unfinished.

(2) The pricing does not make full consider to the distance between the task and the
membership.

distij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þ ðyi � yjÞ2

q
0\ i\ 836:0\ j\ 1849 ð2Þ

i: task number, j: member number, we calculate a 1848 * 835 matrix, import the
data into the MATLAB, we draw the picture 4 the distance between members
i and j.
From Fig. 4, for the same tasks, the distance costs for different members to take
the task are different (assuming all the members have access to the task).
Therefore, when the exact distance between the task and the membership
increases, the costs of time and the transportation will increase of course the price
of the tasks should be increased too.

(3) Did not consider the impact of membership credit. The higher the credit of
members are the number of the task that they can get is more.

Fig. 3. Actual quota of members Fig. 4. Distance between tasks and members
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(4) Not considering the difficulty of the task, the completion time of the task and the
weather and other external non-control factors k. The task more difficult, more
urgent, price should be higher.

4 Time-Sharing Assignment Model

The model of “take photos to make money” is essentially a non-standard assignment
problem. In this paper, j members M1, M2…Mj are assigned to complete i tasks T1, T2…
Tj, requiring each task to be completed by at most k members (k > 0), and the number
of each members complete tasks is different, members will choose the most profitable
tasks priorly to maximize their benefits. The benefit that member Mj to complete task Tj
is benefitij. It is considered that the assignment task is the most efficient in the case of
the maximum income of the member, according this we establish the following model.

xij ¼
0 member Mj don0t answer task Ti
1 member Mj answer task Tii
i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ; m

8<
:

max Benefit ¼
Xn
i¼1

Xm
j¼1

benefitijxij

s:t:

Pn
i¼1

xij � allotj

Pm
j¼1

xij � 1

xij ¼ 0=1

8>>>>><
>>>>>:

Time-sharing assignment model is mainly composed of the following four steps:

4.1 Data Preparation

Calculate the distance matrix for each member from each member distij, the infor-
mation task_price that the data package one.

benefitij ¼ pricei � k � distij ð3Þ

distij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þ ðyi � yjÞ2

q

pricei ¼ f ði; jÞ ¼ Ri � j ð4Þ

benefitij: the benefit of member j finish task i; pricei: the price of task i; k: taking into
account the degree of difficulty of the tasks, the time to complete the task and other
factors cost per km distance cost. R: factor matrix, consider the Relationship strength �
between i and j, we should calculate the weight in the matrix. Statistic the time
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members start to answer tasks start_time, We divide the time into four stages 6:30–
7:00, 7:00–7:30, 7:30–8:00 and after 8:00 we receive The total number of members
receiving the task at each period, specific results are shown in Table 1.

It can be seen from Table 1 that the total number of theoretical distribution tasks in
the four time periods is 649, which is smaller than the total number of tasks in packet
one 877. There are a large number of non-qualified members in each period, with the
largest number of members after 8:00, the quota is the least, so it is necessary to carry
out time-sharing dynamic distribution of tasks.

4.2 Randomize the Membership to Get the Task

Each time, send tasks to qualified members. In real life, for each member to meet the
conditions, they get the equal opportunity of the task, we use the Excel function
random to randomize member number idx_member_qualified.

4.3 Dispatch Tasks by Time, Until the End

According to the new membership number idx_member_qualified to assign tasks. For
each task i, the provisions of the task number is k, when the number of members to
complete the task countij = k means the task has been completed, its state value sta-
teij = −1, and delete this task in assignment table, and calculated the benefitij when
finishing this task. Once a member fails to receive the task in the period, he will be
canceled the qualification to receive the task in the subsequent time period. The
members will receive the task according to the size of the income.

4.4 Make Computer Programs to Simulate, the Model and Get
a Reasonable k

There is an unknown parameter k, in order to get a value that is consistent with the
actual comparison, we make experiments that make k values between 1–15. The
specific results are shown in Fig. 5 and Table 2.

Combining Table 2 and Fig. 4, in Table 2 When the value is 12, the number of
tasks assigned by simulation is 519, which is the closest to the real data 522 in the
packet 1, comparison of task distribution with original results in Dong Guan, Guang
Zhou, Fo Shan and Shen Zhen by SPSS, there are four significant results, which are
0.102, 0.042, 0.033 and 0.051 respectively, all of which are significant in four regions.

Table 1. Distribution of members

Time Member Actual quota > 0 Idea number of task

6:30–7:00 377 190 401
7:00–7:30 274 177 129
7:30–8:00 207 72 72
After 8:00 1059 47 47
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The highest price in packet 1 is 84 yuan, it is assumed that the maximum allowable
membership activities range of 7 km.

4.5 Model Verification

In order to verify the correctness of k, we take the original pricei into expression (3),
when benefitij � 0, it means task i is successfully completed, on the contrary when

benefitij > 0, it means task i is successfully completed, on the contrary, if benefitij < 0,
it means task allocation failed. The results of the simulation and the actual results in the
data packet 1 are respectively shown in Figs. 6 and 7.

As can be seen from the comparison of the figure, the distribution of tasks com-
pleted and unfinished is basically the same on the map, which indirectly proves that the
established task allocation model is correct, and k ¼ 12 is reasonable.

5 Dynamic Pricing Model

(1) The establishment of feature vector R

The study found that the main factors affecting the price is the relative position of task
and members (x, y), and actual quota allot of the members, the membership degree of

Fig. 5. Relationship between k and tasks

Table 2. Tasks number with k

Completed
tasks

k Completed
tasks

k

633 1 562 8
625 2 547 10
583 4 519 12
571 6 496 14

Fig. 6. Simulated distribution results Fig. 7. Actual distribution in packet 1
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credibility credit. But each factor is not independent, such as relative position directly
affects the distance, credibility directly affect the actual quota, so we consider multiple
linear relation between factors the combination of factors, establish a R feature vector.

(2) Using the Knn++ algorithm to calculate all members of each task

For each task to calculate the distance of all the members, and then through the Knn++
algorithm, get the nearest member, Package it as the pricing basis of the task, and
calculate the geographic location (x, y) of each member, calculate the average distance
between the members to the task avg_dist, and the average allotment amount of the
member avg_allot. The classification effect after packing is shown in Fig. 8.

(3) Eigenvector solution

Simplified the expression Price (4):

y ¼ a0 þ a1x1 þ a2x2 þ a3x3 þ . . .anxn

Then the fitted values y for the follow:

ŷ ¼ â0 þ â1x1 þ â2x2 þ â3x3 þ . . .ânxn

According to the principle of least square method aið0; 1; 2. . .nÞ Then
âið0; 1; 2. . .nÞ should make Q get the minimum. Finally we get the following four
equations.

Q ¼
Xn
a¼1

ya � ŷað Þ2 ¼
Xn
a¼1

ya � b0 þ b1x1a þ b2x2a þ . . .þ bkxkað Þ½ 	2

nb0 þ ðP
n

a¼1
x1aÞb1 þ . . .þ ðP

n

a¼1
xkaÞbk ¼ Pn

a¼1
ya

ðP
n

a¼1
x1aÞb0 þ ðP

n

a¼1
x21aÞb1 þ . . .þ ðP

n

a¼1
x1axkaÞbk

ðP
n

a¼1
x2aÞb0 þ ðP

n

a¼1
x1ax2aÞb1 þ . . .þ ðP

n

a¼1
x2axkaÞbk

ðP
n

a¼1
xkaÞb0 þ ðP

n

a¼1
x1axkaÞb1 þ . . .þ ðP

n

a¼1
x2kaÞbk

8>>>>>>>>>><
>>>>>>>>>>:

Using Lingo obtain the parameter values. The specific results are shown in Table 3.

(4) Model verification

Bring the data in packet 1 into the model and we obtain the price of each task, then use
the income matrix formula to calculate the number of tasks that delivered successfully
in the dynamic pricing + assigned scenario. Calculate the completion rate of the task
and the total cost of the published. Compared with packet 1 whether the total cost is
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effectively reduced. Finally, count the benefit of every member and the number of
members to complete the task. Take the calculated data into our program and get
Table 4 and the Fig. 9 (Table 5).

It can be seen from the results (the red represents the task has been completed, the
blue represents the unfinished), under the dynamic quota pricing + time sharing
assignment scheme, though the average benefit members completed the tasks has
declined about 35 yuan for each member, it means the benefit is distributed to more
people, in other words it there are more people taking into crowdsourcing business
model than before. The total number of successfully assigned tasks is 700 compared
with the traditional fixed quota program increased by 195, task completion rate in the
new model is 83.5% higher than the tradition completion rate 59.7%, average cost of
completing the task is 69 yuan of each task, compared with the previous average cost of
73 yuan of each task, with an average cost reduction of 4 yuan. The membership
distance to complete the task is from 1.95 km expand to 2.48 km, effectively
expanding the membership of the task to complete the range (Fig. 10).

Table 3. Pricing model coefficient

a0 6.496 a6 −0.126
a1 0.01 a7 −2.998
a2 0.019 a8 −0.007
a3 2.404 a9 −0.14
a4 2.875 a10 0.002
a5 −0.108 a11 0.64

Fig. 8. Packaging classification effect

Table 4. Results of Simulation

Total cost of the task (yuan) 48298.00
Number of successful
assignments

700.00

The average cost of
completing the task (yuan)

69.00

The average distance (km) 2.48
Number of members to
completed the task

330.00

The average number
members receive tasks

2.12

The average benefit
members completed tasks

35.74

Table 5. The real data in data packet 1

Total cost of the task (yuan) 36446.00
Number of successful
assignments

499

The average cost of
completing the task (yuan)

65

The average distance (km) 1.95
Number of members to
completed the task

278

The average number members
receive tasks

1.71

The average benefit members
completed tasks

76.72
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Fig. 9. Simulation results of model
(Color figure online)

Fig. 10. Actual distribution in packet

6 Conclusion and Suggestion

Through mathematical modeling, we get a new dynamic pricing formula (4). Compared
with the existing traditional pricing methods, we find that dynamic pricing is beneficial
to reduce the cost of the publisher and improve the task completion rate, which is more
conducive to the popularization of crowdsourcing economy and development.

The future crowdsourcing platforms should equipped with intelligent push function,
the system provides member information and task information, and according the
information pushed different profitable tasks to different members. The task’s access is
two-way selection between members and systems, that is, members can receive mes-
sages directly from the system, and can also search information by themselves to
complete tasks. In order to promote the development of crowdsourcing economy and let
more people participate in crowdsourcing business, we give the following suggestions.

1. When registering for membership, you need to submit an idle time period, as well as
your own acceptable range of activities, as a reference for pushing tasks.

2. Members must submit the task content, geographical location, the required com-
pletion time, the number of tasks expected to complete, the initial quotation of the
task (in principle, the more urgent the time, the higher the task difficulty coefficient,
the price must be higher) to facilitate the platform calculate the ideal pricing of these
tasks for different tasks.

3. All members have the same chance of selecting tasks, and members with high credit
standing can get additional platform rewards when the task is completed, and the
higher the credit, the more rewarded they get.

4. For members who do not complete or fail to receive tasks for a long time, they must
deduct their member’s reputation value. When the member’s credit value is reduced
to 0, the platform will no longer push the task to the member.
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Abstract. With the development of educational informatization, the problem of
data quality has become the main problem that restricts the development of
educational informatization. It is particularly important to manage and improve
the data quality at the life cycle of the data by intelligent means. This paper
presents a data verification framework orienting education data based on rule
base, and gives the hybrid data verification method. The method is applied to the
education statistics foundation database platform in the data verification process,
and improves the precision of data.

Keywords: Education data � Data verification � Rule base

1 Introduction

Education statistics directly affects the scientificity, rationality and effectiveness of
government policy making and regulation management. Therefore, it is very important
to standardize the whole life cycle of the collection, storage, processing, use and
sharing of educational data so as to ensure the authenticity and accuracy of the data.

In the current educational data management system, due to the lack of effective data
prevention and detection methods for the data sources and the relationship between
data, so that it can not detect and correct the possible data quality problems, thus
increasing the difficulty and complexity of data reporting work and data analysis. In the
field of data verification, Han realized data verification based on knowledge library [1],
but the drawback is that the construction of knowledge base is highly dependent on
computer capabilities. Xiao checks the input data by reading and analyzing the rules
dynamically [2]. At present, a complete verification mechanism has not been formed
according to its own characteristics in the field of education data verification. Liu and
others introduced some constraints of data quality problems on the basis of a depth
understanding of the existing verification tools, they combine Excel and rules to solve
the related technical questions [3]. Huang puts forward a method of data quality
detection based on multi-dimensional check rules, aiming at each item of the target data
[4]. In addition, there are still some literatures about data verification methods [5–10].

Therefore, this paper proposes a hybrid data verification method combining client
and server data verification, and giving the specific verification model and verification
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method. In this paper, this method is applied to the verification process of educational
statistics, and improves the accuracy of the data. The innovation of this paper is for the
first time to study the verification method of educational data, using SQL rules and
other algorithms to implement a large number of rules to verify the data, separate the
business part from the code, and reduce the coupling degree.

2 Principle of Data Verification

Data verification exists in all stages of data quality control, according to different
standards, it is divided into different types. From the check time, it is divided into
verification before data acquisition and verification after collecting data. From the
check place, it includes client verification, server verification and database verification
[11]. From the check content, it’s composed of business relation verification, logical
relation verification and empirical relation verification and so on. The main process of
data verification is shown in Fig. 1.

In order to realize educational data verification system, firstly, we need to research
and build a data verification model. Check the data by designing different check rules
for different indicators to obtain quality check results.

2.1 Educational Statistics

The educational statistics mainly includes organization basic information, business
information, educational user data, school expansion information, school area and
conditions etc. The organization basic information is consist of organization name,
code, nature, detail address, e-mail, postal and historical evolution and so on. Business
information is consist of the party leader information, the executive director informa-
tion and persons information in charge of statistics. Education user data includes tea-
cher and student information. Expand information includes washing facilities
information, water supply situation and toilet facilities information. School area and
conditions includes green area, sports area, the number of books, computers and
classrooms. In addition, educational statistics is also related to school construction
information and other related information.

Quality
verification

object

Determine
check

indication

Design
check
rules

Design
check
order

Data quality 
check results

Fig. 1. Data quality check main flow
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2.2 Verification Indicator

The educational statistics involves many fields and various kinds of information, and
relevant departments hope to analyze and explore some rules deeply from these data.
However, many records in the education information database have some obvious
quality problems, which are not conducive to data analysis. This paper makes a sta-
tistical analysis of some outstanding quality problems on the historical educational data
of a city in 2016. The results are shown in Table 1.

2.3 Check Rule Management

According to outstanding quality problems and the verification requirements, this
quality framework mainly contains the following aspects. As shown in Fig. 2.

Table 1. Outstanding quality problems (unit: records)

Description Problem data Duplicate records Unreasonable data

Student 155 7628 10052
Teacher 213 288 567
Schoolhouse 87 65 234
School 472 146 0
Expansion information 447 0 131
Conditions 102 0 57

Rule management

Empty value 
checking

Value range 
checking

Normalization
checking

Duplicate
records

checking

Compare
checking

Business
logic

checking

Experience
value

checking Timeliness of 
data

checking

Outliers
identifying

Missing field 
checking

Fig. 2. Data check rule management
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According to the analysis of education data, data verification rules of this paper
mainly are divided into empty value checking, value range checking, normalization
checking, duplicate records checking and missing field checking, outliers identifying,
experience value checking and timeliness of data checking, business logic checking
and standard information comparison checking.

3 A Hybrid Data Verification Framework

The framework is divided into client verification and server verification.
Client verification checks input data for business logic checking, duplicate checking,

outliers identifying and missing field checking according to all kinds of rules. The
unqualified data don’t enter the process of server verification. Server verification
includes logic checking and experience value checking and so on. The results are divided
into error and warn information, both results will be displayed, and the user checks the
warning information again. Data verification framework is as shown in Fig. 3.

The verification framework manages the whole life cycle of the data, including the
data collection, storage and use process, Aiming at various problems, this framework
try to find out a set of extensive education data checking rule base.

In particular, the data verification includes the following steps.

① Design and analyze verification indicator: Determined verification Indicators
through the error rate of the statistical indicator and the expert knowledge.
② Define data verification rules and work flow: According to the verification indi-
cators obtained from the Step 1, we take a comprehensive consideration of the number

Fig. 3. Data verification framework
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of data sources and dependencies between data source to define validation regulations
and arrange the verification place, verification time and verification order.
③ Execute data verification rule: Execute the process on the source data determined in
the previous step by rule execution engine, then display the verification result to the
user.
④ Verify and solve problem data: According to the result of data verification, we need
to iterate and revise. During the actual data checking process, there are rule analysis,
design and verification process for many times before we get satisfactory data verifi-
cation rules and result.
⑤ Repeat the step 3 to step 4 until the check result is passed.

3.1 Client Verification Method

The client verification includes three methods, which are EXCEL file checking, and the
data verification when data is inputting and after data input.

When we import data by using batch import, on the one hand, we need to satisfy the
basic data relations. On the other hand, we use school identification code to identify
EXCEL files to prevent data entry from other institutions and the qualified data will be
imported into the database if the match is successful.

When entering the data, data validation is controlled by the constraint rules of data
items or the relational rules between them, such as checking telephone numbers and ID
numbers with regular expressions. Some of the problems in data entry are shown in
Table 2.

Duplicate data detection is also a very important process in data verification. Multi-
source heterogeneous data fusion or manual entry may lead to similar duplicate records.
We can use the existing matured similar duplicate record detection algorithms, such as
SNM algorithm, to detect duplicate or conflict records [12, 13].

3.2 Server Verification Method

The quality check rule set is composed of different verification rules, which are derived
from a careful analysis of the report file. The server verification is mainly to check the

Table 2. Data entry problems

Field name Field value Note

SFZJHM NULL Missing value
SFZJHM USA530909741 Nonstandard
SFZJHM YA8054213 Incorrect font
SFZJHM M 1843902 Input space
SFZJLX/GJ Resident card/USA Illogical record
XSXM/XSXM Huimin Zheng/Huimin Zheng Doubtful duplicate data
XXMC/XXMC No. 43 school/No. 43 middle school Inconsistent information
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basic table data of the school by single or multiple tables, and you can also view all the
logical and experience rules of the reports. As shown in Fig. 4:

(1) Design rule base

The rule base is composed of many data checking rules. These check rules are
derived from the comprehensive analysis of the reports in the data reporting system,
and combined with the fact database and expert knowledge experience. A complete and
extensive rule base will detect bad data to the greatest extent and reflect the data
detection ability and efficiency.

The educational data verification rules can be divided into logical checking rule,
experience checking rule and integrity checking rule. The general expression of the rule
is defined as shown in Table 3:

• Logic Checking Rules

The logic check formula indicates that the relationship between data tables by
written in a conditional form, and the logical check is to determine whether the rela-
tionship of different tables is consistent.

Begin

Check analysis

Select analysis perspective

Is viewing
the template check 

relations

End

Y

N

Integrity verification

Logic verification

View check 
relations

Experience verification

Fig. 4. Data check overall process
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• Experience Checking Rules

The experience verification is to verify the data by using the empirical value of the
indicator with a certain probability of confidence. For example, such as the school area
should be larger than 330 m2 and less than 330000 m2; the books numbers of school
library should be less than 100000 copies; ordinary teachers should be greater than or
equal to the number of classes; fixed assets should be less than 2 billion yuan.

• Integrity Checking Rules

The integrity verification makes a complete checkout of a record in the database,
which checks whether the record has a missing item.

(2) Expression of data verification rules

In data verification, the expression of rules plays a very important role. For
example, This paper uses the Table 431 “Change Table of Primary School Teacher” as
an example, as shown in Table 4 as follows:

Table 3. Checking rule expressions

No. Rule name Rule description

R1 And Sum of two or more factors
R2 Difference Difference of two or more factors
R3 Product Product of two or more factors
R4 Quotient Quotient of two or more factors
R5 Compound Logical relation of multiple factors
R6 Inequality Inequality relation of multiple factors

Table 4. Change table of primary school teacher

B C D E F G H I..

No. Full-time
teacher
numbers of
last year

Increasing numbers of teacher
Total Number of

graduate teachers
Transferred Changes

in
campus

Total Among
them:
normal
students

1 2 3 4 5 6
Primary
school

01

Female 02
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The verification rules are expressed as follows:
Error Rule 1:
[Table 431]. [primary school full-time teachers] should be greater than or equal to

[Table 912]. [primary school full-time teachers]
Expression:
[Table 431]. (line 01, column 13) � [Table 912]. (line 07, column 09)
Error Rule 2:
[Table 431]. [Full-time teacher Numbers of the school year in primary school]

should be greater than or equal to [Table 4412]. [the number of primary school of the
Communist Youth League]

Expression:
[Table 431]. (line 01, column 13) � [Table 4412]. (line 03, column 2)
Error Rule 3:
[Table 431]. [Number of Graduate Teachers] should be greater than or equal to

[among them: normal students]
Expression:
[Table 431]. column 3 � [Table 431]. column 4
Warn Rule 4:
The Cell “others” has a value in Increasing Numbers of Teacher. Please explain the

situation.
Expression:
The Cell “others” has a value in Increasing Numbers of Teacher. Please explain the

situation.
Error Rule 5:
[Table 431]. [Numbers of full-time teachers in primary school at the beginning of

the school year] should be greater than or equal to [Table 4412]. [sum of Communist
Party, the Communist Youth League and the democratic parties in Primary school]

Expression:
[Table 431]. (line 01, column 13) � [Table 4412].{(line 03, column 1) + (line 03,

column 2) + (line 03, column 3)}
Error Rule 6:
[Table 431]. [Numbers of female full-time teachers in special school at the

beginning of the school year should be greater than or equal to [Table 4412]. [the
female teacher sum of Communist Party and the Communist Youth League and the
democratic parties in special school]

Table 5. Formula expression for rules

Formula Description Condition

D1:I1 � #2 line 01 � line 02 None
F1:F8 � #G column 3 � column 4 None
F1 � F2 − G2 + G1 (line 01, column 3)–(line 01, column 4) � (line 02,

column 3)–(line 02, column 4)
None

F5 � F6 − G6 + G5 (line 01, column 3)–(line 02, column 3) � (line 01,
column 4)–(line 02, column 4)

None
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Begin

Logical association 
table: J4412/J912

Check in table:
[1]formula:D1:P1 >= #2
[2]formula:D3:P3 >= #4
[3]formula:D5:P5 >= #6
[4]formula:D7:P7 >= #8

...

Generating the J431 base 
table

Check between tables and tables:
[1]formula:P1 >= BJ(J4412,D3)
[2]formula:P2 >= BJ(J4412,D4)
[3]formula:P1>=BJ(J4412,D3)-

BJ(J4412,D4)+p2
[4]formula:p1 >= BJ(J4412,E3)p2

>= BJ(J4412,E4)...

Experience  
association 

table J4412

Return check 
results

[1]formula:P1 >= 
BJ(J4412,D3)+BJ(J441

2,E3)+BJ(J4412,F3)
[2]formula:P2 >= 

BJ(J4412,D4)+BJ(J441
2,E4)+BJ(J4412,F4)

...

End

Whether to 
perform integrity 

check?

Read the  check rules

Whether to perform
logical checking?

N

Whether to perform 
empirical Verification?

M
issing value
checking

Y

Y

Is existing 
unqualified data?

N

Y

N

N

Y

Fig. 5. Rule-based data check flow chart
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Expression:
[Table 431]. (line 08, column 13) � [Table 4412].{(line 10, column 1) + (line 10,

column 2) + (line 10, column 3)}
Then, we take out a few examples, and the following are the forms that are

expressed in a formula. As shown in Table 5.

(3) The execution process of data verification

The flow chart of the server’s data check process is shown in Fig. 5. Firstly, we
need to generate base table data. Secondly, query association tables and data. Thirdly,
determine the categories and check sequences to check.

4 Realization and Experimental Results Analysis

4.1 Experimental Data Source

The educational data that is used in data verification is obtained through the educational
statistics basic database platform of a city. The distribution of data sets as shown in
Table 6.

4.2 Experimental Code Implementation

The pseudo code implemented by rule checking algorithms is as follows (Table 7):

4.3 Experimental Results Analysis

After several iterations of the verification process, we get the result of Fig. 6 below.
The number of problem and unreasonable data tends to be zero. But the suspect
duplicate data is almost unchanged at a stable value. It is normal to have some sus-
pected data, these data needs to verify artificially.

After the accuracy meets the requirements of the target, the check time of this paper
method has not greatly increased under the number of different rules. The result of
check time is as shown in Fig. 7.

Table 6. Data set samples

Number of data sheets Rule number

19 758
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Table 7. Algorithm description of the rule checking
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Fig. 6. Iterative diagram of verifying results
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5 Conclusions

This paper proposes a data verification framework model based on rule base, giving the
hybrid data verification method for education data and forming a closed-loop process
control of data quality. To a great extent, the framework maximizes the effectiveness of
data quality.

The innovative points of this article are as follows:

(1) Put forward a perfect data checking framework. By using the respective charac-
teristics of each stage of the life cycle of the educational data.

(2) This paper analyzes the data of the educational report, and proposes a multi -
dimension, multi - table cross check method.

(3) This paper uses database technology to realize data verification and visualize the
results of checkout rules.

Although some achievements have been achieved, there are still some shortcom-
ings and improvements. For example, the automatic conversion of rules to database and
parallel verification technology will be the focus of next research.
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Abstract. As an important variant of skyline query, top-k skyline can
find the best k points as the final results. In order to generate the results
meeting the needs of users for massive data, we propose an efficient user
preferences-based top-k skyline combining partially and totally ordered
domains in MapReduce, named P/T SKY MR. The whole course con-
tains two main phases, partially ordered domains processing and totally
ordered domains processing. In partially ordered domains processing, we
propose the binary encoding and a pruning strategy to present the prece-
dence relationship about the partially ordered domains and different user
preferences. Meanwhile, in totally ordered domains processing, for find-
ing the final results, a defined ranking criterion is also proposed in order
to reduce the calculation cost and minimize the response time. A large
number of experiments show that our method is effective, flexible and
scalable.

Keywords: Top-k skyline · User preferences
Partially ordered domains · Totally ordered domains · MapReduce

1 Introduction

Skyline computation has the extensive application fields, such as multi-objective
decision making, mine microseism warning and data visualization. However, with
the increasing of data volume, the size of the skyline result may also very large,
leading to the users to making decisions difficultly. To identify the best points
among the skyline results, top-k skyline has been proposed.

At present, top-k skyline algorithms usually require a user to define the rank-
ing function over the data objects collection, and return the k top ranked data
objects. However, some data dimensions (for example, in the forms of hierarchies,
intervals, and preferences) are partially ordered in many applications. Besides,
it sometimes requires us to adopt a user-specific metric to narrow down skylines
into the user-specified retrieval size k. It means that different attributes will take
on different degrees of importance for different users.

In order to generate the results meeting the needs of users for massive
data, this paper presents the study on user preferences combining the par-
tially and totally ordered domains for efficient top-k skyline computation using
c© Springer Nature Singapore Pte Ltd. 2018
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MapReduce, named P/T SKY MR. There are mainly two phases MapReduce
computations of the whole course, respectively the partially ordered domains pro-
cessing, P SKY MR, and totally ordered domains processing, T SKY MR. In
the P SKY MR phase, we deal with the partially ordered domains by employ-
ing the binary encoding to present the order of different candidate choices. Then
a pruning strategy is applied to filter out a part of results which can’t be the final
results in advance avoiding the redundancy of computation and storage. When
it comes to the second phase T SKY MR, we handle the numeric attributes
with a defined ranking criterion to order the candidates from the P SKY MR
phase for further filtering. Then, the final k results can be gained by the ranking
of combing the partially and totally ordered domains.

The remainder of this paper is organized as follows. Section 2 reviews the
related work. Section 3 shows the problem statement and the whole distributed
processing course. The partially ordered domains processing is proposed in
Sect. 4. Section 5 presents the totally ordered domains processing. Section 6
reports on the experimental studies. Section 7 concludes the paper.

2 Related Work

2.1 User Preferences Skyline

The user preferences skyline can return the data objects that meeting the require-
ments of users best. Lee et al. [1] proposed the personalized skyline queries as
identifying “truly interesting” objects based on the user-specific preference and
retrieval size k. Cheong Fung et al. [2] defined a novel concept called k -dominate
p-core skyline to decide whether a point is an interesting one or not and pro-
posed an effective tree structure LBM tree to process the preference skyline.
Paper [3] introduced a new operator, namely the most desirable skyline object
query, to identify the manageable size of truly interesting skyline objects. Paper
[4] introduced a novel concept called collective skyline to deal with the prob-
lem of multiple users preferences, then developed a suitable algorithm based on
optimization techniques for efficiently computing the collective skyline. Paper [5]
proposed an incremental method for calculating the skyline points related to sev-
eral dimensions associated with dynamic preferences, which improved notably
the execution time and storage size of queries. Paper [6] presented the first
study on processing top-k representative skyline queries in uncertain databases,
based on user-defined references, regarding the priority of individual dimensions,
then developed two novel algorithms and several pruning conditions. Li et al.
[7] proposed a system model in a mobile and distributed environment to per-
form distributed skyline queries in any subspace according to user preferences.
An efficient parallel algorithm for processing the Subspace Skyline Query (SSQ)
using MapReduce is applied to the system model.

2.2 Top-k Skyline

Top-k skyline is a variant of skyline, which can control the number of sky-
line query results. Paper [8] defined a novel type of skyline query to find
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k combinations of data points according to a monotonic preference function,
and proposed two efficient query algorithms to incrementally and quickly gen-
erate the combinations of possible query results. Paper [9] proposed an efficient
method based on the quad-tree index and used four pruning strategies to solve
the top-k skyline query. Paper [10] proposed k -objects selection function that
selects various k objects that are preferable for all users who may have the
different scoring functions by applying the idea of skyline queries using MapRe-
duce. Paper [11] proposed a distributed top-k skyline method in MapReduce of
big data. Paper [12] considered a method for computing the top-k dominating
query and k -skyband query in a parallel distributed framework called MapRe-
duce, which is a popular framework to handle big data. Siddique et al. [13] found
the conventional algorithms for computing k -dominant skyline queries are not
well suited for the parallel and distributed environments, so they considered an
efficient parallel algorithm to process k -dominant skyline query in MapReduce
framework.

3 Problem Statement and Distributed Processing Course

3.1 Problem Statement

Definition 1 (Top-k Skyline). For any point p in data set P, p ∈ P , the scoring
function is F(), then we call p1, p2,. . . , pk is the top-k skyline set of P, only
when F(p1) + F(p2) + . . .+ F(pk) is the max.

Definition 2 (User Preferences-based top-k skyline). For any point p in data
set P, p ∈ P , the scoring function is F(), then we call p1, p2,. . . , pk is the top-k
skyline set of P, only when F(p1) + F(p2) + . . .+ F(pk) is the max. F() is
defined by the users.

Different dimensions have different importance. In one dimension, different
values also have different importance.

3.2 Distributed Processing Course

The main course of our user preferences-based top-k skyline includes the follow-
ing two phases: partially ordered domains processing, named P SKY MR, and
totally ordered domain processing, T SKY MR. The two phases are all pro-
cessed in MapReduce framework, involving mappers and reducers. The overall
flow of top-k skyline is illustrated in Fig. 1.

– P SKY MR: We focus on the processing of partially ordered domains in one
MapReduce computation. In the Map phase, we identify the binary bitstring
for every data object by the binary bitstring coding method according to the
user preferences, and combine the objects with the same bitstring, and then
compute the virtual min and max points. In Reduce phase, a pruning strategy
is applied to filter the data objects not meeting the conditions, avoiding the
redundancy of computation and storage. The P SKY MR will be presented
in Sect. 4 in detail.
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– T SKY MR: We focus on the processing of totally ordered domains and
calculate the user preferences-based top-k skyline results in one MapReduce
computation. After receiving the output of P SKY MR, in Map phase, we
use our criterion to order the candidate data objects. In Reduce phase, we
obtain the final results by our ranking criterion combining the partially and
totally ordered domains. The T SKY MR will be presented in Sect. 5 in
detail.
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Fig. 1. The overflow of user preference top-k skyline in MapReduce

4 Partially Ordered Domains Processing

4.1 Binary Bitstring and Pruning Strategy

In order to present the user preferences and filter the data objects not meeting
the user preferences, we propose the following binary bitstring strategy and the
pruning strategy.

Given a query with a user-specific preference over partially ordered domains,
we need to use a binary bitstring strategy below to present the precedence rela-
tionship of the different candidate objects.

Definition 3 (Binary Bitstring). A bitstring is assigned to each data object
in the candidate sets based on its value in partially ordered domains (PO). In
each partially ordered domain (PO), there are v attributes given by the user
preferences priority. In the w-dimensional partially ordered domains, each of
which consists of v attributes and the user takes more interest in the PO placed
at the front in default. The binary bitstring of the object in the candidate set is
represented by id = aw×v . . . a2a1, where each v bits will be Vi = av . . . ai . . . a2a1.
We encode Vi as a v-bit binary bitstring where each ai corresponds to ith most
significant bit related to the priority in PO. Similarly, we can simply obtain the
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binary bitstring of Vi(1 ≤ i ≤ w). Finally we merge the w binary bitstrings to
form the whole binary bitstring of w × v bits for gaining the final bitstring id.
Note that we can get a great variety of binary bitstrings which are equal to vw.

Table 1. An example of user preference-based top-k skyline

Package Distance Price Hotel service Airline

p1 1 2200 T J

p2 2 1300 S J

p3 3.5 2000 N W

p4 6 500 T W

p5 4 1000 N W

p6 5 1500 N J

p7 9 1800 S W

p8 8 3000 H J

p9 8 3500 S W

p10 10 800 H W

The representation of binary bitstring can be illustrated using the example
in Table 1. Suppose we look for a vacation package as shown in Table 1. We
know that the attribute Distance and the attribute Price are numeric attributes
where a package with shorter distance from beach or a cheaper one is more
preferable. However, the attribute Hotel service and the attribute Airline are
partially ordered domains. Consider a user-specific preference: compared with
the attribute Airline, the attribute Hotel service is more important for users.
For each PO, a user provides us with some partially order relations expressing
his/her preferences: PO1: N < H, T < S; PO2: J < W . We can transform all the
partially ordered domains of each object in Table 1. According to the definition
of binary bitstring and the user-specific preference, the partially ordered domains
of p1 on the attributes Hotel service and Airline of package are T, J respectively,
so the id of PO1 is 01 and the id of PO2 is 01. The whole id of p1 is 0101.
Following the same principle, the ids of p2 and p3 are 1001, 0110.

Top-k skyline operation is expensive when the large scale data sets are
encountered. Due to the characteristic that the top-k skyline result set is much
smaller than the original data set, the pruning strategy can eliminate the impos-
sible objects in advance.

Given several clusters, each cluster consists of plenty of data points. We
extract from each cluster to form the two artificial d-dimensional points as the
virtual max point and virtual minimum point. Virtual max point is denoted by
vxp(k) = maxpεclusterp(k) with 1 ≤ k ≤ d. Virtual minimum point is denoted
by vmp(k) = minpεclusterp(k) with 1 ≤ k ≤ d.
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Theorem 1 (Pruning Strategy). If the vxp(k) in cluster 1 dominates the
vmp(k) in cluster 2, we can safely remove all the data points in cluster 2 because
all the data points in cluster 1 dominate all the data points in cluster 2.

Proof. Since vxp(k) in cluster 1 dominates vmp(k) in cluster 2, vxp(k) ≤ vmp(k)
for each k with 1 ≤ k ≤ d and there exists k such that vxp(k) < vmp(k). By the
definition of the virtual max point vxp(k) and virtual minimum point vmp(k), all
points p in cluster 1, p(k) ≤ vxp(k), holds for each k and all points q in cluster
2, vmp(k) ≤ q(k), holds for each k. Thus, we also have p(k) ≤ q(k) for each k
and there exists at least one k such that p(k) < q(k). In other words, all points
p in cluster 1 dominate all points q in cluster 2.

4.2 Computing of Candidates Results

We next present the parallel algorithm P SKY MR that calculates the candi-
date objects based on the user preferences about the partially ordered domains
in large data sets using MapReduce.

Map Phase: Each map function is called with an object p in subset Di. We take
the key-value pair (p, <(numeric attributes), (partially ordered attributes)>)
as input. The map function next computes the binary bitstring of each object
according to user preferences-based with the partially ordered attributes. Then
we identify the virtual minimum point vmp(k) and virtual maximum point
vxp(k) of each map to report to the master. The key-value pair of Map phase is
(id, <p, (numeric attributes)>).

Reduce Phase: In accordance with the Theorem 1, if the vxp(k) of one map dom-
inates the vmp(k) of another map, the latter map can be pruned in advance.
Subsequently, the reduce function is called and combines the objects with same
binary bitstring as the output in terms of the bitstring in ascending order.
Algorithm 1 formally describes the query algorithm of P SKY MR.

Algorithm 1. P SKY MR

1: class MAPPER

2: p[i]=ExtractPartiallyOrderedAttributes(p);
3: p[j]=ExtractNumericAttributes(p);
4: id=GetBinaryBitstring(p[i]);
5: if p.pruned==false then
6: emit(p, < p[j], p.bitstring >);
7: class REDUCER

8: for each emitted p do
9: combine p with the same bitstring;

10: output (id, list of (p, p[j])) in ascending order of p.bitstring;

Example: Consider the candidate package set in Table 1, Figs. 2 and 3 show
the data flow of P SKY MR. Each map function is invoked with an object
p in Di as illustrated in Fig. 2. For instance, (0101, <p1, 1, 2200>) is emitted
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<p1 >)J,T,0022,1(,
<p2 >)J,S,0031,2(,
<p3 >)W,N,0022,5.3(,

<p4 >)W,T,005,6(,
<p5 >)W,N,0001,4(,
<p6 >)J,N,0051,5(,

<p7 >)W,S,0081,9(,
<p8 >)J,H,0003,8(,
<p9 >)W,S,0053,8(,

(,1010< p1 >)0022,1,
(,1001< p2 >)0031,2,

(,0110< p3 >)0022,5.3,

(,0110< p4 >)005,6,
(,0110< p5 >)0001,4,
(,1010< p6 >)0051,5,

(,0101< p7 >)0081,9,
(,1001< p8 >)0003,8,
(,0101< p9 >)0053,8,

<p10 >)W,H,008,01(, (,0101< p10 >)008,01,

Input Output

Fig. 2. Map phase of P SKY MR

since the binary bitstring of p1 can be represented by 0101. In addition, each
mapper calculates its own virtual max point vxp(k) and virtual minimum point
vmp(k) and sends them to the master. The vxp(k) and vmp(k) of mapper1,
mapper2, mapper3 and mapper4 can be (<3.5, 2200, 1001>, <1, 1300, 0101>),
(<6, 1500, 0110>, <4, 500, 0101>), (<9, 3500, 1010>, <8, 1800, 1001>),
(<9, 800, 1010>, <9, 800, 1010>) respectively. Because the vxp(k) of mapper2
(6, 1500, 0110) dominates the vmp(k) (8, 1800, 1001) of mapper3, so the whole
mapper3 is not emitted to the reducer and can be discarded safely. Next, each
reduce function combines the key-value pairs grouped by each distinct binary
bitstring in ascending order provided in Fig. 3.

 <    , 1010 ( p1  ) > 0022  , 1  ,
 <   , 1001 ( p2  ) > 0031  , 2  ,

 <  , 0110 ( p3  ) > 0022   , 5 . 3  ,

 <  , 0110 ( p4  ) > 005  , 6   ,
 <  , 0110 ( p5  ) > 0001   , 4   ,
 < , 1010 ( p6  ) > 0051   , 5   ,

 < , 0101 ( p10  ) > 008  , 01   ,

 < , 1010 ( p1  < ,> 0022   , 1  , p6  ) > 0051   , 5   ,

 <, 0110 ( p4  <,> 005 , 6 , p5  <,> 0001 , 4 , p3  ) > 0002 , 5 . 3 ,

( 1001 , < p2  ) > 0031   , 2   ,

 <, 0101 ( p10  ) > 008   , 01   ,

Input Output

Fig. 3. Reduce phase of P SKY MR
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5 Totally Ordered Domains Processing

5.1 Scores and Ranking Criterion

Definition 4 (Dominating Score). Suppose D be the data set, in the totally
ordered domains of D, for an object p ∈ D, the dominating score of p, denoted
by v(p), could be defined as: v(p) = |q ∈ D|p ≺ q|.

In other words, the score v(p) is the number of objects dominated by p.
The higher the v(p) is, the better p is. Consider the Table 1, for instance, p2 is
more preferable than p1 as v(p2) = 5 and v(p1) = 2. Hence, a natural ordering
of objects can be derived based on the dominating score. However, when two
objects share the same dominating score, the tie has to be broken.

Definition 5 (Dominated Score). Let D be the data set, in the totally ordered
domains of D, for an object p ∈ D, the dominated score of p, denoted by v’(p),
could be defined as: v′(p) = 1

v(p)= |q ∈ D|p ≺ q| .

Intuitively, the dominated score of an object takes the number of objects
dominating it into consideration. In fact, an object may have the larger power if
it is dominated by as few objects as possible. As stated in Table 1, the power of
p3 is greater than that of p6, since v′(p3) = 1 and v′(p6) = 1/2. Hence, we define
the B-dominating score of an object: an object is more preferable if it dominates
as many objects with higher dominated scores as possible.

Definition 6 (B-Dominating Score). Let D be the data set, in the totally ordered
domains of D, for an object p ∈ D, the B-dominating score of p, denoted by µ(p),
could be defined as: µ(p) =

∑
q=q∈D|p≺q v

′(q).

In Table 1, for instance, p4 is more preferable than p5 as µ(p4) = 131/84 and
µ(p5) = 89/84 although v(p4) = v(p5) = 4. In fact, the B-dominating score of
an object considers the accumulated power of all objects dominated by it. Based
on the Definitions 4, 5 and 6, the ranking criterion is formalized as follows:

Definition 7 (Ranking Criterion). Let D be the data set, in the totally ordered
domains of D, for two objects p and q, p is more preferable than q, denoted by p
q, if and only if:

p � q ⇔
{
v(p) > v(q)
v(p) = v(q) ∧ µ(p) > µ(q)

5.2 Computing the Final Results

The procedure T SKY MR computes the final k objects in every non-empty
list with the same bitstring independently using MapReduce.

Map Phase: Each map processes the current totally ordered domains of data
set. The input key-value pair is (id, <p, numeric attributes>). In the map
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function called with each distinct key, it calculates the dominating score and
B-dominating score and then ranks the objects on the basis of the ranking cri-
terion as the output. The output key-value pair of Map is (id, <p, v(p), µ(p)>).

Reduce Phase: Each reduce function next selects the object ranking the first in
every mapper. Based on a scoring function, every candidate object will be given
a score. Eventually it returns the first k objects to users as the final results. If
the candidate results is smaller than k, the Reducer can compute by the same
method again for the remainder candidate results. Algorithm2 formally describes
the query algorithm of T SKY MR.

Algorithm 2. T SKY MR

1: class MAPPER

2: for p in each distinct bitstring do
3: compute the dominating score v(p) and the B-dominating score(p) about p[j];
4: emit (p,< v(p), µ(p) >);
5: class REDUCER

6: for each p coming from the same bitstring do
7: rank p according to the ranking criterion;
8: select the top object;
9: rank all top objects according to the score function;

10: output the top k objects;

Example: The behavior of T SKY MR is illustrated in Figs. 4 and 5. Assume
the value of k is 3 in our example. For instance, the map function with p1 outputs
(0101, <p1, 2, 13/42>) since the dominating score and B-dominating score of p1
are 2 and 13/42 respectively. Note that in mapper2, the objects p4, p5 have the
same dominating score, but the B-dominating score of p4 is much larger than
p5. Based on the ranking criterion, p4 is more preferable and sort p4 ahead of
p5. The reduce function is called with all mappers by selecting the first object
of every mapper. We think over both the aspects of totally ordered domains and
partially ordered domains. Thus, we convert the binary bitstring into decimal
number of every candidate object. Then we put the reciprocal of decimal number
as horizontal ordinate and dominating score as vertical coordinate. We know the
rectangle composed of the horizontal and vertical ordinate is the dominating
region. So the area formula of the rectangle represents the candidate’s overall
controlling ability. As a consequence, horizontal ordinate is multiplied by vertical
ordinate to get the final scoring function. In this way, we can get the top 3 objects
which are p4, p6, p2.

We now analyze the space and time complexity involved in our query. In the
w -dimensional partially ordered domains and t-dimensional numeric attributes,
each of the partially ordered domains consists of v attributes. Suppose P be the
data set, the space and time complexity are (w × v + t) × vw, log(P ) + vw
respectively since we utilize R-tree to store all the candidate objects.
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 ( , 0110 < p4  , 005 , 6 , p5  , 0001 , 4 , p3  >  ) 0002 , 5 . 3 ,

< 1001 ,  ( p2,  2 ,  1300 ) > 

< 1010 ,  ( p10,  10 ,  800 ) > 

< 0101 ,  ( p1,  1 ,   2200 ,  p6  > ) 0051   , 5   ,  (   , 1010 < p1  > ) 24 / 31  , 2  ,
 (   , 1010 < p6  > ) 48 / 74  , 3  ,

 (  , 0110 < p3  > ) 24 / 31  , 2  ,
 (  , 0110 < p4  > ) 48 / 131  , 4  ,
 (  , 0110 < p5  > ) 48 / 98  , 4  ,

 (  , 1001 < p2  > ) 48 / 371  , 5  ,

< 1010 , ( p 10 , 0 , 0 ) > 

Input Output

Fig. 4. Map phase of T SKY MR

Input Output

(,1010< p6 >)48/74,3,
(,1010< p1 >)24/31,2,

(,0110< p4 >)48/131,4,
(,0110< p5 >)48/98,4,
(,0110< p3 >)24/31,2,

(,1001< p2 >)48/371,5,

(,0101< p10 >)0,0,

(p4 4, × )3/2=6/1
(p6 3, × )5/3=5/1
(p2 5, × )9/5=9/1
(p10,  0 × )0=01/1

Fig. 5. Reduce phase of T SKY MR

6 Experimental Evaluation

6.1 Experimental Setup

This section reports our experimental results to validate the effectiveness
and efficiency over our proposed method. We evaluate the performance of
P/T SKY MR by comparing it with the approaches Microscope algorithm
[1,15] and MDSO algorithm [2].

Extensive experiments have been conducted on a homogeneous cluster con-
sisting of 8 nodes of Intel(R) Core(TM) i5-4210U CPU 2.4 GHz machines with
4 GB of main memory running Linux. The machines are connected by a 100 Mb/s
LAN. We use the operating system Ubuntu 10.10 to run the machines, and
Hadoop 1.0.3 to build the MapReduce environment on the cluster.

For the data set, we use the synthetic data sets of anti-correlated distri-
butions. In the experiments, we adopt the data sets generated by [14], which
contains both numeric attributes and partially ordered attributes. The par-
tially ordered attributes are generated according to the Zipfian distribution.
The default values of the experimental parameters are shown in Table 2.
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Table 2. Experimental parameters

Parameter Default Range

Data volume 10 GB 10 GB–20 GB

Data dimension 6 2–10

Number of partially ordered dimensions 20 10–30

Number of k 20 10–50

6.2 Experimental Results

Figure 6 shows the performance of changing the data dimensions to illustrate
the three algorithms. With the increasing of data dimensions, the query time
increases. The performance of our P/T SKY MR is better than the others.
The P/T SKY MR adopts the distributed processing framework to handle the
numerous data, so the efficiency is relatively high. The Microscope algorithm only
considers the different weights in different dimensions in centralized method,
without processing the partially ordered domains. The MDSO algorithm also
uses much time to compute the k dominate and constructs the LMB tree in
centralized method.
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Fig. 6. Performance of changing dimensions

Figure 7 shows the performance of space storage overhead by changing the
data size. With the increasing of data size, the space storage overhead also
increases. The performance of P/T SKY MR is better than the others. When
the data size increases, the data dimensions also increase, so the skyline results
would be large and the dominate computing would be increase. The space stor-
age overhead is increasing. The Microscope algorithm retrieves the skycube and
compute the subspace skyline results. When the number of data size increases,
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the number of subspace and the results of subspace skyline increase too, so the
space storage overhead is large. The MDSO algorithm uses LMB tree to pro-
cess the query, without any compressing of LMB tree. So, when the data size
increases, the space storage overhead increases.
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Figure 8 shows the performance of changing the number of partially ordered
dimensions. With the increasing of the number of partially ordered dimensions,
the running time also grows. The P/T SKY MR has obvious advantages. The
main time on processing the partially ordered dimensions is spent on gaining the
coding ids to stand for the user preferences. The Microscope algorithm uses the
skycube to compute the top-k skyline. When the number of partially ordered
dimensions increases, the Microscope algorithm would spend numerous time to
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construct and search the skycube. In MDSO algorithm, computing k -dominate
core points is dependent on the number of partially ordered dimensions. Search-
ing the LMB tree occupies much time when the number of partially ordered
dimensions increases.

Figure 9 shows the performance of changing k of the three algorithms. With
the increasing of k, the running time of the three algorithms all increase.
The P/T SKY MR algorithm has the better performance than the other two
algorithms. The P/T SKY MR algorithm uses MapReduce framework to pro-
cess the user preferences top-k skyline combining the partially and totally
ordered domains. The Microscope algorithm needs to scan the skycube for the
final results. The MDSO constructs the LMB tree without any compressing, so
the running time is large.

7 Conclusion

We have introduced a method to process data sets with various user preferences
on attributes. The binary encoding is offered to the service for query processing.
The query processing utilizes the binary encoding to present the precedence
relation about the partially ordered domains and the different user preferences.
Furthermore, we adopt a pruning strategy and a newly defined ranking criterion
to speed up the query processing. Our experimental evaluation demonstrates
that our method is especially well-suited for many applications that requires a
fast response time.
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Abstract. Entity resolution (ER), as the process of identifying records
which depict the same real-world entity, plays a fundamental role in
data integration and data cleaning tasks. Although deep learning tech-
niques of data science have transformed various applications, there are
few efforts to leverage these techniques to deal with entity resolution.
We also observe the importance of overlapped tokens and the semantic
similarity from pre-trained word vectors can benefit ER. To this end,
we propose a deep learning based framework for ER, which can lever-
age the state-of-the-art techniques in deep neural network communities.
We also propose an importance-and-semantics-aware approach for ER
using a multilayer perceptron (MLP), to combine the importance of over-
lapped tokens, semantic similarity and textual similarity of correspond-
ing attribute values of pairs. Comparative experiments demonstrate that
our method outperforms the traditional method.

Keywords: Data integration · Entity resolution
Semantic similarity · Textual similarity · Importance

1 Introduction

In data cleaning and data integration fields, Entity Resolution (ER), also known
as entity matching, record deduplication or record linkage, is a long-standing
challenge. With the advent of the era of big data, there are enormous published
data sources which may store comprehensive descriptions of overlapped entities.
Since misspellings, inconsistent digital conventions, and ongoing changes exist,
ER has been paid more and more attention to, and plenty of methods have been
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proposed in order to achieve data with higher quality and outstanding value.
For data science, ER is a fundamental problem since data in a consistent form
can bring more knowledge or insights.

Deep learning architectures (e.g., the feedforward artificial neural networks,
recurrent neural networks, and convolutional neural networks) have been broadly
applied in analyzing visual imagery, speech recognition, natural language process
and so forth. Most of these models leverage the strategy of distributed repre-
sentations. There are many amazing semantic vector space models proposed
(e.g., GloVe [1] and word2vec [2]) which can generate word representations (i.e.,
a kind of distributed representation). Such representation makes it possible to
feed semantic information derived from local contexts of words or the statistics of
global corpus (e.g., the global co-occurrence counts), into deep neural networks.
There are many available pre-trained word vectors, which model the fine-grained
semantic and syntactic regularities from large datasets (e.g., Wikipedia or Twit-
ter). However, there are few studies to leverage such semantic vectors to deal
with ER. In our work, we leverage such pre-trained word vectors to construct
the semantic similarity features of record pairs.

Table 1. Records in D1 and D2.

rID Title Authors

r1,1 Broadcast disks: data management for
asymmetric communications
environments

S Acharya, R Alonso, M Franklin,
S Zdonik

r2,1 Broadca. rt l) ikr: data management for
uymmetrir communications
environment

S Acharya, R Alonso, MJ
Franklin, S Zdonik

r1,2 PSoup: a system for streaming queries
over streaming data

S Chandrasekaran, M Franklin

r2,2 Streaming queries over streaming data S Chandrasekaran, MJ Franklin

Table 2. Record pairs.

pID rID rID GT

p1,1 r1,1 r2,1 P

p1,2 r1,1 r2,2 N

p2,1 r1,2 r2,1 N

p2,2 r1,2 r2,2 N

Most existing ER approaches [3,4] depend on the similarity of attribute val-
ues. Various similarity metrics (e.g., the Jaccard coefficient and Levenshtein
distance) only quantify the overall word-level or letter-level concurrences among
corresponding attribute values for each pair [5]. However, for some challenging
pairs, the similarity may fail. For instance, in Table 1 each record describes the
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title (Title), authors (Authors) and identity (rID) of an article, and the first
subscript 1 (or 2) of rID implies that this record is from D1 (or D2). In Table 2,
each pair consists of two records (i.e., one in D1, and the other in D2), where
P indicates the match, N indicates the non-match and the values at the col-
umn of GT indicate the ground-truth status. For a text, there are two kinds of
items: word and letter. A token is an item or a contiguous sequence of n items
(a.k.a. n-gram). For pairs (e.g., p1,1 or p2,2), there are indicative tokens (e.g.,
“system” in r1,2), and unrelated tokens (e.g.,“rt” in r2,1), as shown in Tables 1
and 2, but these hints can not be explicitly presented by similarity measures.
In addition, for conventional one hot representation, one record is encoded by a
vector, where each dimension corresponds to a token and the column value indi-
cates whether the token appears in the record. It turns out the vector for each
record (or each record pair) has a great number of dimensions, as for any entity
matching task, the number of tokens may be far more than ten thousands. The
deep neural network using such vector, may suffer from the curse of dimension-
ality. Therefore, it is challenging to construct pair vectors which can incorporate
the importance of tokens and prevent from such curse. We observe that for a
matched pair (e.g., p1,1), the importance of overlapped tokens for related records
is similar. For instance, an overlapped token (e.g., “management”) in r1,1 with
higher importance, is also important to the other r2,1. We provide an importance-
aware feature generator, and leverage the TFIDF weighting scheme to quantify
the token importance.

The traditional training set for ER is constructed by a threshold-Random
strategy [6]. However, in practice, it is challenging to find a generally appropri-
ate threshold for different datasets. In addition, the imbalance between matched
and non-matched pairs is severe, especially for a Clean-Clean ER [7]. Although
there are many blocking techniques [7–10] in order to reduce massive pair com-
parisons, the imbalance is still serious. For instance, after we employed the
state-of-art blocking technique (e.g., BLAST [9]), the ratio of non-matched to
matched pairs was still up to 171, in DblpScholar datasets which consist of a
wealth of literature records. Therefore, we propose a novel training selection
method, which leverages machine learning models to automatically produce the
training set and to alleviate the imbalance, by filtering non-matched pairs.

In summary, the main contributions of our work are the following.

1. We propose a deep learning based framework for imbalanced ER in order
to leverage the state-of-the-art strategies within deep neural network com-
munities. We also implement a greedy forward search algorithm for optimal
features.

2. We present an importance-and-semantics-aware approach for ER using a mul-
tilayer perceptron (MLP) which combines semantic similarity, textual simi-
larity and the importance of overlapped tokens. To the best of our knowledge,
we are the first to combine three kinds of information via a multilayer per-
ceptron. We also propose a novel training selection method, which leverages
machine learning models to automatically produce the training set, by filter-
ing non-matched pairs.
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3. We conducted extensive experiments, which demonstrate our method outper-
forms the traditional approach.

The rest of this paper is organized as follows. We review extensive related
work in Sect. 2. We introduce our deep learning based framework for imbal-
ance ER, and detail our importance-and-semantics-aware approach in Sect. 3.
We present our evaluation results in Sect. 4. Finally, we conclude this paper and
present our remarks concerning future work in Sect. 5.

2 Related Work

Entity resolution is also known as entity matching or record linkage. Since it is
a fundamental component in data integration and data cleaning systems, vari-
ous approaches [3,11–17] and tools (e.g., Febrl [18]) have been proposed. These
approaches can be broadly classified into three kinds: learning-based ER, non-
learning based ER and efficiency.

Learning-Based ER. There are a few learning-based methods [6,12,18]. Both
the SuppVecMachine classifier in Febrl [18], and MARLIN [12] model ER as
a binary classification problem which is solved by a supervised support vector
machine (SVM). However, they only leverage textual similarity or use TFIDF as
the weight of the textual similarity. In our work, the pair features also include the
semantic similarity. We implemented the method proposed in [6], and consider
it as our baseline method.

A few researchers [11,17] utilize various similarity metrics (e.g., Jaccard coef-
ficient and Levenshtein distance) to generate entity matching rules. Our pair fea-
tures based on semantic similarity or token importance can also be integrated
in the process of mining these rules.

Non-learning Based ER. Some researchers [3,13] focus on how to combine
the textual similarity of record pairs to a match measure. The footrule distance
[13] is the sum of the absolute differences of the positions of tuples of a relational
table in the two rankings. ODetec [3] utilizes Principal Component Analysis to
compute a centrifugal distance as a match measure. However, it is non-trivial
to determine appropriate thresholds for these match measures, since different
dataset has different distribution of the textual similarity. Our learning-based
method can avoid how to determine appropriate thresholds for different datasets.

Efficiency. Since candidate pairs are enormous, there are a great number of
blocking techniques [7–10] to reduce pair comparisons. They focus on how to
construct an indexing key or a composition key, so that only records in the same
blocking are needed to be compared. Wang et al. [16] proposed an approximate
algorithm, which formalize the group-wise entity resolution as the partition of the
vertexes in a weighted graph into cohesive subgraphs. For efficiently performing
entity resolution on a large dataset, they also have provided a heuristic algorithm.
Several works [14,15] focus on how to resolve entity resolution task in pay-as-
you-go fashion, so as to resolve big datasets efficiently. Different from these
approaches, our method focuses on the effectiveness, not the efficiency.
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3 An Importance-and-Semantics-Aware Approach

In this section, we first overview a deep learning based framework for imbal-
anced entity resolution, and then present its implementation, an importance-
and-semantics-aware approach in detail.

Given datasets D1 and D2, labeled pairs Ptrain, and non-labeled pairs Ptest,
the problem is to predict whether a pair p ∈ Ptest is matched or non-matched. To
resolve this problem, we propose a deep learning based framework for imbalanced
entity resolution, as shown in Fig. 1. Its main idea is to employ state-of-the-art
deep neural networks to combine different informative hints (e.g., semantic sim-
ilarity, token importance and traditional textual similarity). Its procedure is
the following. Given datasets, D1 and D2, it first employs some blocking model
to generate candidate record pairs Pc which consists of Ptrain and Ptest. Since
Pc has a severe imbalance between matched and non-matched pairs, a training
selection model is utilized to generate a more valid training (or test) set P ∗

train

(or P ∗
test) in order to rectify such imbalance. And then, it quantifies a vari-

ety of hints, and regards quantified values as features. Finally, it incrementally
selects optimal features using a greedy feature selection algorithm by selecting
and evaluating, and outputs a deep neural network model. Since there are var-
ious kinds of tokens (e.g., word-level and letter-level tokens), enumerating all
these tokens is computationally expensive and does not always bring the best
result. It is worthwhile to select optimal features that benefit ER. Once the opti-
mal features and trained model are achieved, pairs in P ∗

test are resolved. In the
following, we present the main components (i.e., the training selection model,
semantic similarity, token importance, textual similarity, optimal feature selec-
tion, and a deep neural network (MLP)) of our importance-and-semantics-aware
approach in detail.

Fig. 1. Framework overview

3.1 A Novel Training Selection Model

The traditional training set for ER is constructed by a Threshold-Random strat-
egy [6]. However, in practice, it is challenging to find generally appropriate
thresholds for various datasets. To this end, we propose a novel training selection
method to automatically output more valid training set, by filtering non-matched
pairs.
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There are unsupervised models (e.g., Isolation Forest Algorithm, or One-
Class SVM) which assume matched pairs belong to the same distribution [19].
The main idea of One-Class SVM is to estimate a rough, close frontier from
observations (e.g., matched pairs in the training set), and then to compute the
distance between the frontier to a pair to be determined. Such frontier determines
the contour of these observations’ distribution. If the pair lies in the frontier’s
subspace, it is matched, otherwise non-matched. The farther distance implies
that the prediction is with higher confidence. The main idea of Isolation Forest
algorithm is to recursively partition observations by randomly selecting a feature
and a splitting value to construct a few trees. The averaged path length among
these random threes, is a measure to predict whether a pair is matched or not.
Pairs with shorter averaged path length, are more likely to be non-matched. To
avoid mistakenly filtering a truly matched pair, our training selection model first
leverages One-Class SVM and Isolation Forest algorithms to predict whether
a pair is matched or not, and then derives more valid training (or test) set
through filtering consistently non-matched pairs and retaining pairs within some
constraint (e.g., the similarity is larger than 0.5) from the original counterpart.

3.2 Semantic Similarity

Semantic vector space models have been studied thoroughly to generate dis-
tributed representations. Several amazing models (e.g., word2vec and GloVe)
for distributed representations of words have been proposed. Their main ideas
are to capture the semantic and systematic patterns among a great number of
unstructured texts, and quantify such information as low-dimensional vectors
after matrix factorization or local context analyses. For ER, each attribute value
is a natural language snippet with typos and various errors, not a complete sen-
tence. Therefore, it is non-trivial to directly extract these patterns from datasets.
Fortunately, both word2vec and GloVe provide pre-trained word vectors derived
from some gigantic corpora such as Wikipedia or Twitter. These massive external
sources can also provide better representations for words appeared in ER tasks.
Based on this intuition, we leverage pre-trained semantic vectors generated by
GloVe, to compute the semantic similarity features for each pair.

Pre-trained vectors only contain a great number of distributed representa-
tions (i.e., low-dimensional vectors with numeric values) for words, not for record
pairs. Therefore, we first define the semantic representation for each attribute
value of a record as the sum of distributed representations of words appearing
in the attribute value, given by Eq. 1.

SR(ri,j , ank) =
∑

w∈ri,j [ank]

v(V, w) (1)

where ri,j is the j-th record of the i-th database, ank is the k-th attribute name,
ri,j [ank] is the attribute value of ank of ri,j , w indicates a word, and v(V, w)
is the distributed representation of w in pre-trained vectors V. Notice that if
w does not appear in V, v(V, w) is a zero vector with the same dimension.
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In addition, some informative words may not appear in corresponding attribute
values. We regard all attribute values of a record as a document, and compute
the semantic representation of the document in a similar way, given by Eq. 2.

SR(ri,j , doc(ri,j)) =
∑

w∈doc(ri,j)

v(V, w) (2)

where doc(ri,j) is the concatenation of all attribute values of ri,j .
Pair features derived from the semantic similarity, include the cosine simi-

larity of corresponding attribute representations, given by Eq. 3, and the cosine
similarity of the semantic representation for record documents, given by Eq. 4.
Assuming there are k attributes in D1 and D2, for pi,j , there are k+1 features
in terms of the semantic similarity.

SS(pi,j , ank) = cos(SR(r1,i, ank), SR(r2,j , ank)) (3)

SS(pi,j , doc) = cos(SR(r1,i, doc(r1,i)), SR(r2,j , doc(r2,j))) (4)

where cos(·) is a similarity measure between two vectors.

Example 1. Consider Tables 1 and 2. Given V, a distributed representation of
“data” v(V, “data”) is [0.5748, 0.0356, 0.4859, . . . ,−0.3627]. According to Eq. 1,
SR(r1,1, “Title”) is the sum of v(V, “data”), . . . , v(V, “environments”). Given
SS(p1,1, “Title”) = 0.8896, SS(p1,1, “Authors”) = 1.0, SS(p1,1, doc) = 0.9214,
semantic features of p1,1 include SS(p1,1, “Title”), SS(p1,1, “Authors”) and
SS(p1,1, doc). ��

3.3 Token Importance

We observe that for a matched pair pi,j , the importance of overlapped tokens is
similar, which means when a token t is with higher importance in r1,i, t is also
with higher importance in r2,j , if t exists in r2,j . Based on this, we propose our
importance-aware features.

TFIDF, a numeric statistic metric, is used to reflect how important a word
is to certain document. It is the most popular and has been widely used in
information retrieval and document classification. In general, it can make the
weight of frequent and trivial tokens be lower. TFIDF is a product of TF and
IDF, given by Eq. 5. TF, short for term frequency, is the number of occurrences
of a token t in a document d, and IDF, short for inverse document frequency,
quantifies how much information the token provides, given by Eq. 6.

TFIDF(t, d,D) = TF(t, d) ∗ IDF(t,D) (5)

IDF(t,D) = log
|D|

|{d ∈ D} : t ∈ d| + 1
(6)

where t is a token, d is a document, and D is a corpus which consists of a host of
documents. We utilize TFIDF to quantify the importance of overlapped tokens
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of a pair. But directly utilizing this hint is challenging. Firstly, most of deep
neural network models require that the input has the same dimension. However,
different record has different number of tokens. Secondly, the traditional one hot
representation may bring more than ten thousands features, because it regards
each token as a feature, and in general the number of tokens on ER datasets
is enormous. To this end, we propose an importance-aware feature generator
(IAFG), to construct importance features of pairs using TFIDF of overlapped
tokens. Its core idea is first to compute the summed TFIDF for each overlapped
token in each pair, sort these TFIDF in descending order, and regard these sorted
TFIDF as the importance-aware features. The procedure of how to construct such
features, as shown in Algorithm 1, takes as input D1, D2, Ptrain ∪ Ptest, token
types TT , and outputs the importance-aware features of pairs IF . There are
many token types (e.g., biletter or triletter). In this work, we utilized six kinds
of tokens (i.e., biletter, triletter, word, biword, triword, and four-word).

Algorithm 1. IAFG
input : D1, D2, Ptrain ∪ Ptest, and TT
output: IF

1 Convert each record r ∈ D1 ∪D2 into a document by concatenating its attribute
values, and regard all these documents as a corpus;

2 Tokenize each document into tokens according to TT and compute TFIDF for
each token in r;

3 maxLen ← 0;
4 IF ← ∅ ;
5 for p ∈ Ptrain ∪ Ptest do
6 r1,i,r2,j ← p;
7 Select overlapped tokens T appeared in r1,i, and r2,j ;
8 if |T| > maxLen then
9 maxLen = |T|

10 end
11 ifp ← ∅ ;
12 for ot ∈ T do
13 temp = TFIDF (r1,i, ot) + TFIDF (r2,j , ot);
14 ifp ← ifp ∪ temp;

15 end
16 Sort ifp in descending order;
17 IF ← IF ∪ (p, ifp);

18 end
19 for (p, ifp) ∈ IF do
20 if len(ifp) < maxLen then
21 Pad ifp with zeros, update (p, ifp) ∈ IF ;
22 end

23 end



96 Y. Xu et al.

3.4 Textual Similarity

There are various similarity metrics (e.g., Levenshtein distance or Jaccard coef-
ficient) to measure the similarity of two strings. Traditional approaches leverage
these metrics to compute the textual similarity of corresponding attribute values
of a pair. For instance, the textual features of p1,1 in Table 2, are S(p1,1, “Title”)
and S(p1,1, “Authors”), where S(·) stands for some similarity metric. In our
work, we employ Jaccard coefficient.

3.5 A Greedy Feature Selection Algorithm

For traditional attribute-based approaches for ER, the feature number is quite
finite, and linearly scales to the number of attributes in datasets. However, once
importance-aware features are leveraged, pair features are quite a lot, since there
are many kinds of tokens (e.g., word, biword, triword, and so on). Leveraging all
these tokens is computationally expensive and does not always bring the best
result. To this end, we propose a greedy feature selection algorithm, which first
ranks these features according to their scores (i.e., the mean of a feature), and
then adds the feature with the highest score at each iteration, finally evaluates
the performance of the trained deep neural network. If the effectiveness of the
trained model is increased after adding a feature, we reserve the feature, other-
wise we drop it. When all features are evaluated, we can obtain optimal features,
and a deep learning model with the best effectiveness.

3.6 A Multilayer Perceptron

In the big data era, various deep neural networks and related powerful tech-
niques (e.g., normalization, regularization, or optimization techniques [20]) have
been proposed. All of these state-of-the-art techniques can be leveraged in our
framework. In this work, we formalize ER as a binary classification task, which
takes as input labeled pairs in Ptrain, and outputs labels of pairs in Ptest. We
leverage a multilayer perceptron (MLP) as our training model with a modified
error function. MLP, an optimization algorithm, learns an objective function
with the minimum error through estimating weights of perceptron units. Such
error function is the cross-entropy error function. Although the effectiveness of
ER focuses on truly matched pairs, rather than accuracy, the conventional error
function does not take class weights into account. We incorporate class weights
into the error function, as Eq. 7 shows.

E(p) = −cw(tp) ∗ (tplnŷp + (1 − tp)ln(1 − ŷp)) (7)

where tp is 1 if p is truly matched, otherwise 0; cw(tp) is the class weight of pairs
with tp in the training set; and ŷp is the estimated probability that trained MLP
model predicates it to be matched. Plenty of novel regularization techniques
(e.g., dropout or early stopping) have been proposed to mitigate overfitting. We
employed dropout.
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4 Experimental Results

In this section, we conducted extensive experiments on real-world datasets to
demonstrate the effectiveness of our method in terms of Recall, Precision and F1.
We evaluated the importance-and-semantics-aware approach for entity resolution
using MLP (MLP-ER), comparing with SVM-ER [6], and the impact of different
information (i.e., textual similarity, token importance and semantic similarity)
on MLP-ER.

4.1 Experimental Settings

Environment. We used ubuntu 16.04 64 bit as the operating system and python
3.5 as the runtime environment. All experiments were conducted on a machine
with a 2.50 GHz Intel(R) Core(TM) i7-4710MQ processor and 16 GB of RAM.

Evaluation Measures. We use Recall, Precision, and F1 to measure the effec-
tiveness of our method. Positive pairs are predicted to be matched, denoted as
Ppos. Ground truth is composed of truly matched pairs, denoted as PGT . Truly
positive pairs, denoted as PTPos, are predicted to be matched and belong to
ground truth. Recall is the ratio of truly positive pairs to ground truth, i.e.,
Recall = #PTPos/#PGT . Precision is the ratio of truly positive pairs to positive
pairs, i.e., Precision = #PTPos/#Ppos. F1 is the harmonic mean of Precision and
Recall, i.e., F1 = 2 · Recall · Precision/(Recall + Precision).

Datasets. We utilized two real-world datasets in bibliographic domain exploited
in existing literature [3,4,9,12]. Cora is a collection of 1,295 bibliographic records
which involve title, publisher, author, address, etc. Cora contains 17,184 duplicate
pairs. DS, short for DblpScholar, is composed of two relational tables (i.e., DBLP
and Scholar), where DBLP contains 2,616 citations and Scholar contains 64,263
citations. Both of them consist of title, authors, venue, and year. The number
of duplicate pairs is 5,347.

4.2 Comparison with Baseline Method

In the first set of experiments, we compared MLP-ER with SVM-ER. The exper-
imental results were showed in Table 1. The top values are in bold. We make
the following observations. (i) MLP-ER outperforms SVM-ER in all of evalua-
tion measures (i.e., Recall, Precision and F1). Recall, Precision, and F1 of MLP-ER
on DS are improved by 5.35%, 2.53% and 3.97% respectively, compared with
those of SVM-ER. Recall, Precision, and F1 of MLP-ER on Cora are increased by
7.56%, 4.26% and 5.96% respectively, compared to those of SVM-ER. (ii) Recall
of MLP-ER achieves the highest improvement among all of measures. It means
semantic and importance features make more matched pairs be identified.

4.3 Impact of Different Information

Three kinds of information (i.e., semantic similarity, token importance, and tex-
tual similarity) can be used as the hints of whether a pair matches or not. In
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Table 3. Comparative result

Evaluation measure SVM-ER(DS) MLP-ER(DS) SVM-ER(Cora) MLP-ER(Cora)

Recall (%) 88.15 93.50 85.81 93.37

Precision (%) 91.37 93.90 90.00 94.26

F1 (%) 89.73 93.70 87.86 93.82

this section, we conducted experiments to evaluate the impact of different infor-
mation on MLP-ER. The experimental results were showed in Fig. 2, where TS,
SS, IT, Hybrid are separately short for textual similarity, semantic similarity,
the importance of tokens, and all of previous information. We can achieve the
following. (i) Different information on different datasets has its ad-hoc advan-
tage. On DS, compared with TS and SS, IT achieves the highest Recall, while
Precision of TS is the highest compared to those of IT and SS. On Cora, Recall
of SS is the highest, compared to those of TS and IT. (ii) Their combination can
achieve better quality than any of them. For both Cora and DS, Recall, Precision,
and F1 of Hybrid are higher, comparing to their counterparts in IT, SS or TS
(Fig. 2).

Fig. 2. Different information

5 Conclusion and Future Work

In this paper, we made the first step to combine the semantic similarity, textual
similarity and importance of tokens using a deep feedforward network (i.e., MLP)
to improve the effectiveness of ER. We also provided a greedy feature selection
algorithm to search optimal features. We also proposed a novel automatic train-
ing selection approach to alleviate the imbalance and to reduce computation
cost.

In the future, we would like further study other fundamental problems in
data science, such as how to utilize novel deep neural networks to address data
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repairing problem [21]. We also would like to investigate how to learn more
informative vectors for records from dirty datasets.
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Abstract. Data integration provides users a uniform interface for multiple
heterogonous data sources. This problem has attracted a large amount of
attention from both research and industry areas. In this paper, we overview the
state-of-art approaches in data integration which are roughly divided into five
parts: schema matching, entity resolution, data fusion, integration system, and
new problems arisen.

Keywords: Data integration � Schema matching � Entity resolution
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1 Introduction

Data integration systems offer users a uniform interface to a set of data sources. For
instance, first the user submits a query based on a mediated schema; secondly, the system
reformulates the query over the relevant sources based on schema matching; thirdly, all
the answers of the query are combined from the relevant sources. Due to the importance
of data integration, it has attracted significant research attention. On one hand, chal-
lenges of the basic operations, such as schema matching, entity resolution, data fusion,
continue to appear in the new contexts; on the other hand, some new problems have
attracted interest, such as, integrating extremely large data sets, extremely large numbers
of data sets, and extremely heterogeneous data sets, such as data lake.

The general data integration system can be roughly divided into three steps:
(1) schema matching: generating correspondences between elements of two given
schemas; (2) entity resolution: identifying duplicated records which represent the same
real-world entity; and (3) data fusion: resolving conflicts and finding the truth from
different data sources.

1.1 Schema Matching

Schema matching is the problem of finding correspondences between elements of two
schemas. It is usually the first step in data integration. The process of schema matching
often consists of the following steps: (1) Mediate Schema which provides a unified
view for different data sources; (2) Attribute Matching which matches the attributes in
each source schema to the corresponding attributes in mediate schema; and
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(3) Schema Mapping in which the semantic relationship between the content of the data
source and the content of the mediate data are illustrated.

Schema matching is the first and most important step in data integration. Even
though traditional schema matching can improve data quality, there are still several
shortcomings, such as lacking support for extremely large table corpus, heterogeneous
data, online query and so on.

1.2 Entity Resolution

The goal of entity resolution (ER) is to identify the records referring to the same real-
world entity from multiple data sources. ER is a central component in data integration
and has attracted much attention in recent years. The process of ER can be divided into
the following steps.

(1) Blocking: a block function is established on one or more attribute values, and the
entity is divided into several blocks by using this function. The goal of blocking is
to filter most of the unlikely matching pairs so that the number of comparison
between records can be reduced.

(2) Record Matching is to compare tuples based on a given similarity function (or
rules) and determine how similar they are.

(3) Clustering is to partition records where the records that are determined to repre-
sent the same entity are put the same group.

Entity resolution is a hotspot in data integration and has attracted much research
attention for decades. The focus of entity resolution has shifted to some new appli-
cations, such as ER on large-scale data, crowdsourcing ER and temporal ER.

1.3 Data Fusion

The third step in data integration is data fusion. The task of data fusion is to fuse
multiple records representing the same real-world entity into a single, consistent, and
clean representation. The most critical component in data fusion is truth discovery,
which is to identify the true values of data items from multiple sources.

Recent work on data fusion can be roughly divided into three categories. One is
data fusion for special data, such as probability data, time data and graph data. The
second is to optimize the performance of traditional fusion technologies by using data
features (e.g. the long tail effect), characteristics of data sources (the relevance and
reliability of data sources) and specific domain knowledge, etc. The third is the
emerging problems in data fusion, such as knowledge fusion, data fusion based on
query, etc. We will introduce these three technologies respectively.

The rest of the paper is structured as follows. Section 2 describes and classifies the
new techniques for schema matching. Section 3 presents technologies for entity
resolution, Sect. 4 gives an overview of integrated information systems and Sect. 5
present new problems emerged in data integration.
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2 Schema Matching

Schema matching is the first and most important step in data integration. Even though
traditional schema matching can improve data quality, there are still several short-
comings, such as lacking the Synthesizing Mapping Relationships in table corpus, the
online query data system do not have high efficiency, lacking viable technologies on
heterogeneous data. In this section, we will propose solutions to the above problems.

2.1 Schema Mapping Based on Table Corpus

Wang et al. [1] studies the problem of automatically synthesizing mapping relation-
ships from existing mapping tables (also referred to as “bridge tables”). Mapping tables
are versatile data assets with many applications in data integration and data cleaning.
They formalize this as an optimization problem that maximizes positive compatibility
between tables while respecting constrains of negative compatibility imposed by
functional dependencies. It shows that this optimization problem is NP-hard. A greedy
heuristic is developed which can scale to large table corpus. Figure 1 shows the main
steps of the solution.

Step 1. Candidate Extraction. In this step, candidate tables for synthesis are gen-
erated from all matching tables in the corpus. Low-quality tables are pruned based
on co-occurrence statistics. Specifically, Point-wise Mutual Information (PMI) [2] is
used to quantify the coherence of a column C, and C is filtered out if its coherence is
lower than a threshold.
Step 2. Table Synthesis. In this step, they synthesize two-column tables that describe
the same relationship and are compatible with each other by partitioning. However,
this process has a high computational complexity O(N2) where N is the total number
of candidate tables. To address this problem, they use inverted-index-like re-
grouping in a Map-Reduce round, so that only similar tables can be partitioned into
the same group.

Fig. 1. solution overview [1]
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Step 3. Conflict Resolution. After partitioning tables, this step is to find out the
largest subset PT of P such that no two tables in PT conflict with each other, where
P is the partition results of Step 2. This step assumes that most of tables in the
partition should agree with the ground-truth. The objective is to include as many
value pairs as possible, where no pairs of tables in P-T have conflict. This problem is
shown to be NP-hard, and they use a greedy filtering strategy to find the solution.

2.2 Heterogeneous Data Source Querying

To answer a specific research question, heterogeneous in-situ data from different
sources need to be integrated. However, classic Extract-Transform-Load approach is
too complex and time-consuming and unable to handle the heterogeneous in-situ data
sets. To address these problems, Chamanara et al. presents QUIS [3], a system for an
open source heterogeneous in-situ data querying. QUIS consists of three main com-
ponents: a query language, a set of adapters, and a query execution engine. Users write
their queries and applications using the query language and submit them to the exe-
cution engine. The engine chooses the best adapter to transform and execute each
query. The queries may be optimized before sending them to the adapters. Furthermore,
to complement any lacking features of the adapters, query rewriting might also be
required. Query execution is an orchestration between these two endpoints; the abstract
query language and the concrete capabilities of underlying sources accessible via
adapters.

2.3 Schema Matching of Metadata

Arocena et al. presents iBench [4], the first metadata generator that can be used to
evaluate a wide-range of integration tasks, such as data exchange, mapping creation,
mapping composition, schema evolution and so on. Arocena et al. [4] defines the
metadata-generation problem, which includes the generation of independent schemas
with an arbitrary set of mappings between them, where the independent variables are
controlled by a user through the use of schema primitives. It is proved that the
metadata-generation problem is NP-hard. Furthermore, determining whether there is a
solution to a specific generation problem is also NP-hard. They present MDGen, a best-
effort, randomized algorithm, that solves the metadata-generation problem. The main
innovation behind MDGen is in permitting flexible control over independent variables
describing the metadata in a fast, scalable way.

Data Lakes (DLs) provides a centralized data store accommodating all forms of
data, such as structured data and semi-structured data. However, current DL systems
lack details about the required metadata management features. Constance [5] is a DL
system which manages structural and semantic metadata, provides means to enrich the
metadata with schema matching and schema summarization techniques. Figure 2 show
the architecture of Constance.
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The system can be divided into three layers: ingestion, maintenance, and querying,
where the second layer Maintenance is in charge of the metadata management. More
specifically, this layer consists of the following components: (1) the Structural Meta-
data Discovery component extracts metadata from the sources; (2) the Metadata
Matching component consists of four steps as shown in Fig. 2. The output is a graph
representation of the extracted metadata and their relationships; (3) the Schema
Grouping component clusters the schemas and picks up the core of each cluster as its
presentation; and (4) the Schema Summary component extracts a compact structure of
the currently schemata, namely skeleton [6].

2.4 Other Problems

Kolaitis et al. [7] studies the fundamental reasoning tasks and structural properties of
nested tgds in schema mapping. They show the following problems are decidable: the
implication problem of nested tgds, and the problem of deciding whether a given nested
GLAV mapping is equivalent to some GLAV mapping. They also show that whether a
given plain SO tgd is equivalent to some GLAV mapping is undecidable as soon as a
single key dependency is allowed in the source schema.

Fig. 2. Constance system [5]
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A key problem in data integration is query rewriting, which is how to rewrite a
query over the target schema into a query over the source schemas that provides the
certain answers. To address this problem, Konstantinidis et al. [8] introduces the frugal
chase, which produces smaller universal solutions than the standard chase. Instead of
adding the entire consequent to a solution when a chase rule is applicable, the frugal
chase avoids adding redundant atoms. It is proven that the frugal chase results in
equivalent, but smaller in size, universal solutions with the same data complexity as the
standard chase. Using this frugal chase, query answering using views under LAV
weakly acyclic target constraints can be scaled up.

3 Entity Resolution

Entity resolution is a hotspot in data integration and has attracted much research
attention for decades. In this section, we do not intend to cover all aspects in ER,
instead, only the newest research will be introduced.

3.1 MapReduce-Based Entity Resolution

Similarity join is the most essential operation in entity resolution that finds all record
pairs whose similarities are greater than a given threshold

Rong et al. [9] presents a scalable MapReduce-based similarity join algorithm,
namely FS-Join. The architecture of FS-Join is shown in Fig. 3. It consists of three
major steps: ordering, filtering and verification.

Step1. Ordering. A global order O is obtained by applying the ordering algorithm
proposed in [10]. In particular, the tokens are sorted in an ascending order based on
their frequencies. One MapReduce job is required to compute the global order for
the string collection in HDFS.
Step2. Filtering. In step 2, one MapReduce job is required to generate candidate
string pairs by pruning dissimilar pairs without computing their accurate similarity
scores. This is the core operation of FS-Join and has two phases: partitioning and
join. More precisely, the partitioner first selects a number of pivots from O returned
from Step 1. Next, it sorts all the tokens in each received strings according to the
global order. Then, the data partitioner partitions each string into several segments
based on a set of chosen pivots. Finally, FS-Join treats the partition id as the key and
the segment in the corresponding partition as the value in the Map phase.

Fig. 3. Architecture of FS-join [9]
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The segments belonging to the same partition are shuffled to the same reduce node.
In each reducer, the candidate generator of FS-Join generates candidates by using a
prefix-based inverted index and several filtering methods.
Step3. Verification. One MapReduce job is used to verify the candidates generated
in Step 2. If the number of common tokens of a string pair is larger than a given
threshold, then it is determined to be an answer. Otherwise, it is not.

3.2 Hybrid Human-Machine Framework

Li [11] presents a hybrid human-machine entity resolution framework. It first uses rules
(i.e., similarity-based rules and knowledge-based rules) to identify candidate matching
pairs and then utilizes the crowd to verify these candidate results. To improve the
efficiency of the first step, they build a distributed in-memory system and use a
signature-based method such that if two records refer to the same entity, they must
share a common signature. To save the cost of the second step, a selection-inference-
refine framework is proposed. First, some “beneficial” tasks are selected to ask the
crowd, and then the answers of unasked tasks are inferred based on the crowd results;
finally, the inferred answers with high uncertainty are refined.

3.3 Temporal Entity Resolution

To construct a high-quality integrated knowledge repository from different data sour-
ces, a big challenge is to understand how facts across different sources are related to
one another over time. This is called temporal record linkage problem. Li et al. [12]
presents a framework, called MAROON, for temporal record linkage problem. tem-
poral record linkage problem is more challenging than traditional entity resolution
problem, because how facts across different sources are related to one another over time
should be understood. To address this problem, two algorithms are proposed. First, a
transition model learns the probabilities of the transitions between different values over
time. This transition model enables to answer the following question: if an attribute of
an entity currently has a value v, what is the probability that this value will change to a
value v? after Δt time? After that, a matching algorithm is proposed to link temporal
records to the entities in the right time period by jointly considering the value transition
probability and the freshness of the data sources.

4 Data Fusion

The third step in data integration is data fusion. When different data sources provide
values for the same property of the same entity, because of classification error, incorrect
calculation, information expiration, semantic interpretation inconsistency or false
information can lead to conflict.
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Recent work on data fusion can be roughly divided into three categories. One is
data fusion for special data, such as probability data, time data and graph data. The
second is to optimize the performance of traditional fusion technologies by using data
features (e.g. the long tail effect), characteristics of data sources (the relevance and
reliability of data sources) and specific domain knowledge, etc. The third is the
emerging problems in data fusion, such as knowledge fusion, data fusion based on
query, etc. We will introduce these three technologies respectively.

4.1 Coping with Data Diversity

Probability-Based Data Fusion. Probabilistic data can be modeled in various for-
malisms, such as pc-tables, Bayesian networks, and stochastic automata. Olteanu et al.
[13] presents an integration system, namely Pgora, which provides a uniform rela-
tional interface to the heterogeneous probabilistic sources. The components of the
system are shown in Fig. 4.

The system works as follows. Each local source is registered to the system with a
relational schema. The user’s query is expressed as a SQL query extended with an
exact and approximate probability computation aggregate and with a given clause,
which allows to formulate conditionals and ask for the probability of an event given
another event.

Data Sources. To handle heterogeneous probabilistic sources, MayBMS is used to
manage pc-tables [14], FSTs are managed by Staccato [15] and Bayesian networks are
represented in the XML-based BayesNets Interchange Format.

Fig. 4. The architecture of Pgora [13]
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Translation Layer. The query evaluation strategy requires to translate all sources into
one formalism and executes the query using one dedicated engine. However, this
translation has a considerable overhead for networks that are not tree-shaped. To
address this problem, they allow let definitions in the pc-table formalism, whereby
events can be named and re-used several times.

Inference and Query Engines. Pgora is implemented in Java on top of the probabilistic
management system MayBMS [14] with the SPROUT query engine [16] for queries on
pc-tables, SMILE [17] for Bayesian inference, and Staccato for selection queries on
FSTs [15].

Query Planning, Reformulation, and Execution. The task of this component is to
evaluate query. The default strategy is to identify subqueries that are naturally sup-
ported by the formalisms of the sources. They then use the engines associated with the
formalism of the data sources to answer the subqueries. A more advanced strategy is to
convert all data sources by the query into either the pc-tables or Bayesian networks
formalism, followed by evaluation using either a query or an inference engine
respectively, after reformulating the query over the corresponding formalism.

Time-Based Data Fusion. Abedjan et al. [18] studies the rule discovery problem for
temporal web data. Such a discovery process is very challenging because the temporal
web data are (1) sparse over time, (2) reported with delays, and (3) often reported with
errors. Machine learning techniques, such as association measures and outlier detec-
tion, are used to identify approximate temporal functional dependencies and their
durations. This duration is then used as the time window for the rule to identify
temporal outliers. Alexe et al. [19] presents an entity integration framework, called
PRAWN, that integrates temporal data and resolves conflicts based on user-defined
preference rules.

Graph-Based Data Fusion. Petermann et al. [20] presents a graph-based data inte-
gration system, namely BIIIG (Business Intelligence with Integrated Instance Graphs).
A largely automatic pipeline (shown in Fig. 5) is used for integrating metadata and
instance data. More specifically, metadata from heterogeneous sources are integrated in
a so-called Unified Metadata Graph (UMG) while instance data is combined in a single
integrated instance graph (IIG).

Fig. 5. Conceptual overview of BIIIG evaluate [20]
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4.2 Coping with Data Truth

In data fusion, how to improve the accuracy has always been the focus of research.
Actually, there are some important factors should be considered: the correlation
between data sources, the reliability of data sources, the long tail of data, domain-
specific information and human involvement. With these consideration, the perfor-
mance of data fusion can be greatly improved.

Source Reliability. Identifying the reliability of sources can greatly improve the
accuracy of truth discovery. Therefore, it is essential to automatically identify trust-
worthy information and sources from multiple conflicting data sources. As heteroge-
neous data is ubiquitous, a joint estimation on various data types can lead to better
estimation of truths and sources reliability. However, existing conflict resolution work
either regards all the sources equally reliable, or model different data types individually.
Li et al. [21] proposes a general optimization framework, namely CRH, for truth
discovery. In this framework, conflicts from heterogeneous data sources are resolved
by incorporating source reliability estimation. The conflict resolution problem is for-
malized as an optimization problem that targets at minimizing overall weighted dif-
ference between truths and input data, where the weights in the objective function
correspond to source reliability degrees. Various loss functions can be plugged into the
framework to characterize different types of data.

Long-Tail Data. Traditional truth discovery approaches do not consider the effect of
the long-tail phenomenon. A confidence-aware truth discovery (CATD) method that
can automatically detect truth from conflicting data with long-tail phenomenon is
proposed by [22] This method not only estimates source reliability, but also considers
the confidence interval of the estimation. The overall goal is to minimize the weighted
sum of the variances to obtain a reasonable estimate of the source reliability degrees.
By optimizing the source weights, they can assign high weights to reliable sources and
low weights to unreliable sources when the sources have sufficient claims. When a
source only provides very few claims, the weight is mostly dominated by the chi-
squared probability value so that the source reliability degree is automatically smoothed
and small sources will not affect the trustworthiness estimation heavily.

Domain-Specific Information. Current data fusion methods only use the conflicting
observations across sources and do not consider domain knowledge. Moreover,
existing methods rely on complex models can not be easily extended with domain-
specific features. SLiMFast [23] is the first data fusion framework that combine cross
source conflicts with domain-specific features integrated so that data fusion can be
resolved more accurately. In SLiMFast’s logistic regression model, data fusion is
divided into two tasks: (1) performing statistical learning to compute the parameters of
the graphical model which is used to estimate the accuracy of data sources; and
(2) performing probabilistic inference to predict the true values of objects. To learn the
parameters in SLiMFast, they can either use expectation maximization or empirical risk
minimization.
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Human Involvement. Most of the existing fusion techniques automatically identify
correct claims for data items. However, for crucial data, automated data fusion is not
enough and human involvement should be integrated to achieve a higher. Sometimes,
validation from experts is also expected.

In order to improve the confidence of data, a novel crowdsourcing-based machine-
crowd hybrid system, namely CrowdFusion, is designed by [24] to select a set of tasks
to ask crowds. However, since data are correlated and crowds may provide incorrect
answers, how to select a proper set of tasks to ask the crowd is a very challenging
problem. Chen et al. [24] has proved that, given n possible tasks, selecting k of them to
reach the highest value of utility function is an NP-hard problem. An greedy algorithm
of approximation ratio 1 − 1/e is proposed to address this problem. In each iteration,
the most uncertain variable given the ones selected. To further improve the efficiency, a
pruning strategy and a preprocessing method are also presented.

User feedback is leveraged by [25] to validate data conflicts and improve the fusion
result. It is the first work to leverage user feedback in Bayesian-based data fusion
models. They formalize the problem of ordering user feedback for data fusion and
propose a decision-theoretic ranking strategy to evaluate data items. In this model, the
utility function obtained by validating a data item is based on the concept of VPI [26].
In each iteration, a validating which maximizes the gain in utility function is selected.
However, this algorithm has a prohibitively expensive computational cost. To scale up
to large-scale datasets, an approximation algorithm is proposed by analytically esti-
mating the impact of a validation on other unvalidated data items, and selecting a claim
that has the maximum utility gain over the estimates.

Correlation Between Data Sources. Traditional approaches discover the copying
relationship between sources based on the intuition that common mistakes are strong
evidence of copying [27, 28]. However, correlation between data sources is much
broader than copying. Previous approaches are effective in detecting positive correla-
tion on false data, but are not effective in detecting positive correlation on true data or
negative correlation. Moreover, their models often rely on the single-truth assumption.

Pochampally et al. [29] presents a novel technique that models correlations between
sources. They present two quality metrics of sources based on conditional probability,
joint precision and joint recall, to measure the correlation between a subset of sources.
From the precision and recall of the sources, the probability of a knowledge triple being
true can be derived using Bayesian analysis.

4.3 Data Fusion: New Problem

Query-Based Data Fusion. Yu et al. [30] presents a framework, namely FuseM, to
address the query-centric data fusion problem on Web markup data. It includes two
major steps: entity retrieval and data fusion. The first step is to obtain a pool of candidate
facts, denoted F. The second step is to obtain the complete and correct facts F’ from F,
which consists of a classification step and a diversification step. In the classification step,
each fact is classified into one of the two classes {‘correct’, ‘incorrect’} based on their 11
quality features, i.e. 3 relevance features, 4 clustering features and 4 quality features.
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State-of-the-art classification algorithms, such as SVM, kNN, can be applied. After
classification, in order to improve the diversity of F’, the duplicated facts are removed in
the diversification step.

5 Advanced Data Integration Systems

In this section, we will introduce systems about data integration with some feature. For
instance, someone builds a web application to implement a knowledge intensive
application that identifies those people that may have been affected due to natural
disasters or man-made disasters at any geographical location and notify them with
safety instructions. someone builds a system for extracting relational databases from
dark data. someone demonstrates a new system, called BIIIG, it is a new system for
graph-based data integration and analysis. And other people also demonstrates Data
Civilizer to ease the pain faced in analyzing data in the numerous data sources, etc.

5.1 Safe Check System

Pandey et al. [31] build a web application called Safety Check which identifies those
people that may been affected by disasters. This involves extraction of data from
various sources for emergency alerts, weather alerts, and contacts data. However,
disaster data are extremely heterogeneous, both structurally and semantically, which
brings a big challenge for data integration and ingestion. To solve this problem, [31]
adopt semantic web technologies, which are best suited to handle data with high -
volume, velocity, and variety [32]. Specifically, Apache Jena (or Jena in short), an open
source Java framework for building Semantic web and Linked Data application [33] is
been used. The framework of Safety Check that uses semantic technology is shown in
Fig. 6.

Fig. 6. Semantic technology for information data analysis for emergency management system
[31]
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In first step, Data Extraction and Cleansing - gathering data from multiple sources.
In the 2nd step, Data Aggregation processes and translates data into Semantic Graph
with RDF/XML format. Note that, to support data update, there is an automate update
cycle between Phase I and II. In 3rd step, Semantic Reasoning - discovering new
information using “computing engines” that operates on semantic graph. In the 4th step,
transformed data can be accessed and shared using the SPARQL Semantic Web query
language.

5.2 Dark Data

Dark data is the mass of the text, tables, and images which are collected and stored but
cannot be queried using traditional relational database tools. Because the information
embedded in dark data can be massively valuable, institutions have hired human beings
to manually read documents and populate a relational database by hand [35].

However, this practice is expensive, incredibly slow, and surprisingly error-prone.
DeepDive [34] can extract structured databases from dark data accurately and vastly
more quickly than human beings. And its ability to produce databases of extremely
high accuracy with reasonable amounts of human engineering effort.

DeepDive’s high quality is possible because of the unique design based around
probabilistic inference and a specialized engineering development cycle; they are
underpinned by several technical innovations for efficient statistical training and
sampling. DeepDive consists of the following phrases (shown in Fig. 7): extraction,
integration, and cleaning.

1. In candidate generation, DeepDive applies a user-defined function to each docu-
ment to generate candidate extractions. The candidate are intended to be high-recall,
low-precision.

2. In supervision, DeepDive applies user-defined distant supervision rules to provide
labels for some of the candidates. Supervision rules are intended to be low-recall,
high-precision.

Fig. 7. DEEPDIVE takes as input dark data—such as unstructured documents—and outputs a
structured database [34]

Integration of Big Data: A Survey 113



3. In learning and inference, they construct a graphical model that represents all of the
labeled candidate extractions, train weights, then infer a correct probability for each
candidate.

5.3 BIIIG System

Petermann et al. [20] propose a new system, BIIIG (Business Intelligence with Inte-
grated Instance Graphs), for graph-based data integration and analysis. It aims at
improving business analytics compared to traditional OLAP approaches by compre-
hensively tracking relationships between entities and making them available for
analysis.

In contrast to data warehouses, BIIIG does not require defining a global schema for
data integration such as a star or snowflake schema. While such an approach serves
many OLAP queries, it is often too inflexible as it can only evaluate facts according to
the predefined dimensions and relationships. BIIIG thus aims at supporting the analysis
of relationships between business entities in addition to standard analysis tasks. For this
purpose, they present a bottom-up data integration approach that combines metadata
and instance data from relevant data sources in flexible and generic graph models that
preserve existing relationships for later analysis.

The framework works as below. (1) Metadata from heterogeneous sources are
integrated in a so-called Unified Metadata Graph (UMG). The UMG serves BIIIG as a
generic metadata model to combine the metadata from different data sources.
The UMG components are determined semi-automatically per source and integrated
with the help of experts. (2) Instance data is combined in a single integrated instance
graph (IIG) The IIG is generated in a fully automated manner based on the source-
UMG mappings. (3) Finally, the concept of business transaction graphs, called BTGs,
are automatically derived from the IIG. The description of each step is described as
following.

5.4 Data Civilizer System

One difficult problem of in data integration is to find relevant data from numerous data
sources for specific tasks. In practice, data scientists are routinely reporting that the
majority (more than 80%) of their effort is spent finding, cleaning, integrating, and
accessing data of interest to a task at hand.

Motivated by this, Fernandez et al. [36] builds an end-to-end big data management
system, Data Civilizer, with components for: (1) Discovering datasets relevant to the
task at hand; (2) obtaining access to these datasets; (3) integrating datasets and
deduplicating the result; (4) stitching together datasets through the best join paths;
(5) cleaning datasets under a limited budget; and (6) querying datasets that live across
different systems. Figure 8 give an overview of the DATA CIVILIZER system.
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Each module of Data Civilizer is described as below:

Data Profiler and Graph Miner. This offline module creates the metadata required by
the subsequent online modules. It mainly summarizes data contents into an index and
relationships among data elements into a linkage graph.

Data Discovery. This module allows users to capture their intuition about the desired
datasets into a Source Retrieval Query Language (SRQL). SRQL queries are based on a
discovery algebra for expressing different discovery needs.

Join Path Selection. Given multiple datasets obtained from the previous module, users
are usually interested in finding ways to stitch them together and ask meaningful
queries. We propose a join path selection algorithm that permits users to choose the
most appropriate join path. The algorithm uses the source error estimator to determine
the cleanliness of the datasets.

On-Demand Cleaning. Cleaning all source tables is infeasible with large volumes of
data. Data Civilizer incorporates a cleaning module that, given a budget, suggests the
best cells to clean for the desired view. This module uses the source error estimator in
selecting the cells to clean.

Data Query. Analysts want to get the necessary data sets, and they may want to query
multiple data sets from different systems.

6 Data Integration: New Problem

In this section, we present some new problems and technologies. These problems and
technologies are critical to the data integration, determine whether data integration is
successful. For instance, when we discover the cost of data integration, we need to
consider the potential benefits of integrating new data sources. Then, based on the
potential benefits, determine which data sources are worth integrating. When providing
basic services to users, help them find the data source of their domain knowledge.

Fig. 8. Data civilizer system [37]
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After defining the problem of knowledge fusion, do we need to focus on building and
managing knowledge base, so as to improve the efficiency of knowledge fusion. Last, if
heterogeneous data is better applied to information integration, it will also contribute to
the progress of information integration system.

6.1 Data Sources Selection

Since different relevant sources often contain a lot of overlapping data, choosing a good
ordering of sources that are queried can increase the rate at which answers are returned.
To this end, Salloum et al. study the ordering problem in source selection and presents
OASIS [37], an Online Query Answering System for overlapping sources.

The architecture of OASIS is shown in Fig. 9.

1. The Statistics management is at the bottom and consists of two components. The
Statistics Server component is to collect statistics, such as source coverage and
overlap information. Since the collected statistics may be incomplete, the Overlap
Estimation component estimates upon receiving a query the overlap statistics that
are unavailable under the Maximum Entropy principle.

2. The Planning layer contains two components. The Source Ordering component
decides the ordering of sources based on the statistics provided by the Statistics
management layer and the statistics collected during query answering. The Statistics
Enrichment component selects a set of overlaps to enrich and sends the request to
the Statistics Server.

3. The Execution layer receives a user query, queries the sources according to the
ordering decided by Source Ordering, and returns the retrieved answers.

Rekatsinas et al. [38] studies the problem of source selection considering dynamic
data sources whose content change over time. They propose the time perception source
selection problem, which is to reason the profit of the acquisition and integration of
dynamic source, so as to select the best subset of the source to be integrated. A set of
time-dependent metrics are defined, including coverage, freshness and accuracy,

Fig. 9. OASIS system [37]
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to characterize the quality of integrated data. The main components of their proposed
framework for solving time-aware source selection are shown in Fig. 10. In this
framework, it is assumed that knowledge of data changes over a past time window T. In
the pre-processing phase, historical snapshots of sources are used to build change
models for sources and data domains. In the source selection step, they use the change
models to estimate the integration quality and cost for an arbitrary set of sources.

6.2 Heterogeneous Data Integration

There are different forms of data in different data sources. We call them heterogeneous
data. In data integration, the first step is to access data, and the most important step in
accessing data is to parse the data. To parse the data, we must understand the structure
of the data.

In this section, we will introduce how to resolve conflicts among multiple sources
of heterogeneous data types.

CRH Framework. Li et al. [21] develops a conflict resolution framework, namely
CRH, which discovers the truths from conflicting heterogeneous sources. The conflict
resolution problem on heterogeneous data sources is modeled as a general optimization
problem. In this optimization model, truth is defined as the value that incurs the
smallest weighted deviation from multi-source input in which weights represent source
reliability degrees. A two-step iterative procedure is derived, including the computation
of truths and source weights as a solution to the optimization problem. In order to
characterize different data types and weight distributions effectively, various loss and
regularization functions are plugged in the framework.

TATOOINE. Bonaque et al. [39] demonstrates a lightweight data integration proto-
type for data journalism, called TATOOINE, which allows journalists to exploit
heterogeneous data sources of different data models based on key-word search.
Specifically, for each source, a digest is built that comprises: (i) its schema and (ii) the
domain of each attribute. Digests can be viewed as directed graphs (e.g., for a relational
database, there is one node per attribute, one edge per key-foreign key constraint, etc.).
Given the search keywords, the engine looks up the keywords in the digest; and the
corresponding structured query is generated from the keywords.

Fig. 10. The Framework for solving time-aware source selection [39]
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QUIS. One fundamental difficulty for heterogeneous data is the way it is accessed and
queried, which is called data access heterogeneity. Chamanara et al. [3] proposes an
open source software, called QUIS, which can overcome the data access heterogeneity
problem. This system equips with a unified query language and a federated execution
engine that provides advanced features such as virtual schemas, heterogeneous joins,
polymorphic result set presentation, and in-situ data querying. Given an input query
written in its language, QUIS transforms it to a (set of) computation models that are
executed on the designated data sources.

6.3 Knowledge Base

A knowledge base (KB) typically contains a set of concepts, instances, and relations.
Examples of KBs include DBLP, Google Scholar, and Freebase. In recent years, many
well-known KBs have been built, and this topic has received growing attention in both
industry and research community. KBs can be distinguished as two classes: ontology-
like KBs, which attempt to capture all relevant concepts, instances, and relationships in
a domain, and source-specific KBs, which integrate a set of given data sources.

Deshpande et al. [40] describes an end-to-end process of how to build, maintain,
curate, and use a global KB at Kosmix and later at WalmartLabs. The first step,
building a source-specific KB, is in essence a data integration problem, where data
from a given set of data sources must be integrated. Given a KB B, the process of
integrating a source S into B is as follows. First, the data instances and the taxonomy
T over the instances are extracted from S. Second, the categories of the taxonomy T are
matched to those in the KB B, using a state-of-the-art matcher, then clean and add such
matches to a concordance table. Finally, the instances of S are matched and moved over
to the KB B.

Integrating knowledge bases (KBs) has attracted interests in the last several years.
Knowledge bases may differ greatly in their schema, using different named and dif-
ferent granularity relations and properties. This brings challenges for KB fusion.
Rodríguez [41] introduces a knowledge base system, called SigmaKB, that can
incorporate both strong, high-precision KBs and weaker noisy KBs into a single,
cohesive master KB. Rather than integrate all data sources into a single, monolithic
KB, SigmaKB chooses to remain modular, querying over each KB individually and
fusing the results on-the-fly. In order to combine different ontologies of KBs into a
single mediated ontology, all KBs are unioned and relations that are semantically
equivalent are canonicalized. Rather than simply take the union results from all indi-
vidual KBs, a reasoning component is used to combine duplicate and conflicting entries
into a cohesive, singular entry. Specifically, aggregation across individual KBs is
handled using a state-of-the-art Consensus Maximization Fusion framework in which
complementary and conflicting data can be leveraged to present users with a proba-
bilistic interpretation of their results.
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7 Conclusion

Data become more and more important in modern life. In practice, data are often
distributed in multiple heterogonous data sources, which bring the challenges of data
integration. Facing big data era, many new techniques have been proposed to cope data
integration problems in new environment. We believe that it is time for data integration
to eliminate the end-to-end obstacles. Then the original data should be accessible at all
levels of the system.

In this paper, we overview state-of-art techniques. Even though researchers make
great progress in this area, following problems are still not solved, which is left for re-
searchers to do.

1. How to make use of our mobile devices to combing structured and unstructured
data?

2. How to focus on the semantics of the data to make data fusion more intelligent?
3. How to involve data quality issues into data integration?
4. How to scale data integration on massive data sources?
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Abstract. After the rise of big data to national strategy, the application of big
data in every industry is increasing. The quality of data will directly affect the
value of data and influence the analysis and decision of managers. Aiming at the
characteristics of big data, such as volume, velocity, variety and value, a quality
management framework of big data based on application scenario is proposed,
which includes data quality assessment and quality management of structured
data, unstructured data and data integration stage. In view of the current
structured data leading to the core business of the enterprise, we use the research
method to extend the peripheral data layer by layer on the main data. Big data
processing technology, such as Hadoop and Storm, is used to construct a big
data cleaning system based on semantics. Combined with JStorm platform, a
real-time control system for big data quality is given. Finally, a big data quality
evaluation system is built to detect the effect of data integration. The framework
can guarantee the output of high quality big data on the basis of traditional data
quality system. It helps enterprises to understand data rules and increase the
value of core data, which has practical application value.

Keywords: Data quality � Big data � Quality management � Scene
Data cleaning

1 Introduction

Data quality reflects the degree of satisfaction of data to specific applications [1].
Obtaining high-quality data helps managers to make optimal decisions efficiently,
while low quality data will greatly affect decision makers’ judgment. With the advent
of the era of big data, big data technology is gradually applied in all walks of life, and
more enterprises take big data as a means of asset appreciation. Big data specific “4V”
features: volume, velocity, variety and value. Because of the 4V features of big data,
the quality of big data is also faced with the problem of extracting high quality data
from massive, fast changing, and complex data.

At present, there are mainly four challenges. First, the diversity of data sources
brings rich data types and complex data structures, which increases the difficulty of data
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integration. Second, the amount of data is huge, which puts forward higher require-
ments for the technology of mass data processing. Third, the speed of data change is
fast and the data “timeliness” is very short. It is difficult to judge the quality of the data
in an operable time. Fourth, there are no unified big data quality standards at home and
abroad, which is little research on the quality of big data at present.

Existing technologies have resolved partly the issues of big data quality from a
different perspective, but they did not consider the data quality of the basic units under
the big data characteristics. However, big data quality management is a systematic
closed loop. In this paper, in view of data diversity, we adopt the scene-based or topic
approach to reduce the scale of data, and propose a scene-based quality management
framework for big data. For the huge volume of data, we consider the Hadoop dis-
tributed software framework for parallel computing and cleaning. In view of the fast
changing speed of big data and the short timeliness of data, a more efficient Spark or
Storm system is selected. Aiming at the lack of unified data quality standard, a bottom-
up data quality research method is put forward, and the quality standard system of big
data is formed in the promotion and application of many industries.

The rest of this paper is organized as follows. Section 2 describes the related work.
Section 3 proposes a systematic big data quality management framework based on
scene. Section 4 introduces the quality management of structured data. Section 5 gives
the unstructured data quality management scheme. Section 6 describes quality man-
agement of the data integration stage, and gives the framework of big data quality
evaluation system. The conclusion is given in Sect. 7.

2 Related Work

For data quality management, a number of research institutions and scholars at home
and abroad have made fruitful explorations and researches, mainly focusing on analysis
of data quality problems, structured data quality, unstructured data quality, data quality
evaluation and data quality monitoring.

2.1 Analysis of Data Quality Problems

The research of data quality in the computer field began in the 90s of the last century.
Considering the number of data sources, it can be divided into single data source data
quality problems and multiple data source quality problems. Single data sources are
mainly lack of integrity constraints and data recording errors, such as data missing,
duplicate data and inaccuracy of data expression. In addition to all the quality problems
with single data sources, multiple data sources also have structural conflicts and
naming conflicts. Data quality can also be divided according to different stages of data
processing. First, in data collection phase, manual input may have low accuracy and
low efficiency. But automatic acquisition also has problems such as integrity and data
reliability caused by hardware and software failures. Second, in the stage of data
integration, due to the inconsistent data format, structure and semantics, there are some
problems such as erroneous relationship mapping and incomplete data record. Third, in
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the data application stage, if only the data is read, it may not produce data quality
problems.

In order to get more accurate and comprehensive data, enterprises first build data
centers, and then use data cleaning technology [2] to ensure accuracy, integration,
consistency, timeliness and entity identity of the data quality requirements [3]. Data
quality management [4] runs through every stage of data usage cycle. It is a series of
management activities that implements the identification, measurement, monitoring and
early warning of various data quality problems that may arise from data acquisition,
storage, analysis and application. MIT led the Total Data Quality Management project
(TDQM) [5], which put forward the cycle of data quality continuous improvement,
including four stages of definition, evaluation, analysis and improvement. The Six
Sigma quality management [6] process is divided into five stages: definition, mea-
surement, analysis, improvement and control.

2.2 Improving the Quality of Structured Data

For improving the quality of traditional structured data, data cleaning technology [7]
occupies an important position, and related research mainly includes (1) abnormal
data detection. The traditional method of abnormal data detection is data audit [8],
also known as data quality mining [9], which first generalizes the data to obtain the
overall distribution of the data, and then excavates and processes the data quality
problems. Christen et al. [10] based on q-gram set and probabilistic language model
technology, using word features to train a one-class support vector machine classifier,
can automatically discover abnormal textual values. D’Urso [11] proposed a new
method to analyze the quality of data sets, the proposed method is based on proper
revisions of different approaches for outlier detection that are combined to boost overall
performance and accuracy. (2) Missing data detection. Missing data detection is a
means to detect the lack of data in the key data fields and can be processed auto-
matically. It includes the single filling method, the multiple filling methods, the
maximum expected filling method and the maximum likelihood estimation method
[12]. (3) Detection and processing of inconsistent data [13]. In the integration of
multiple data sources, the method of sorting and fusion [14] is often used to deal with
the inconsistent data. (4) Duplicated data detection. Duplicated data detection is the
detection and processing of duplicate records and semi-structured duplicate records in
the relational database. The traditional sorting and merging algorithm is commonly
used in duplicate data detection. After sorting, each data is compared with other data
records, and then duplicate records are found, which has the characteristics of high
accuracy. The basic neighbor algorithm [15] sets the sliding window on the basis of
sorting the data set according to the extraction field, and asks for every new entry
window’s record to compare with other records of the window to find out duplicate
records. The advantage is that the search speed is fast, but the search precision is not
high. An improved K- nearest neighbor algorithm [16] further improves the precision
of the search.
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2.3 Improvement of Unstructured Data Quality

As with structured data, the quality problems of unstructured data are more complex.
Wang [17] sums up the problems in the quality management of big data, and gives
three ways of quality management, which are low-quality data query processing, data
error discovery and data error repair. The query processing of low-quality data mainly
includes inconsistent data and empty value data. Using Hadoop MapReduce archi-
tecture, Yu et al. [18] proposed an automatic discovery algorithm of inconsistent Web
data based on hierarchical probability. Clark et al. [19] carried out an experimental
comparison of two kinds of incomplete data of the empty value and the attribute
concept value. For the discovery of data errors, the research is focused on three aspects:
entity recognition, error discovery based on rules and main data. Entity recognition is
the key technology to guarantee data quality. Researchers put forward various entity
recognition algorithm [20], including how to improve the efficiency of identifying
entities [21], but at present, the computational complexity of entity recognition is
relatively high. Rule-based error discovery refers to using given rules to catch errors in
the data, the main task is to find out the tuples of violate rules, including conditional
function constraints, accuracy constraints, conditions include constraints, function
constraint of describing consistency and timing constraints of describing timeliness
[22]. Master data refers to the data shared between computer systems, which are a high-
quality data set, which can provide a synchronous view of the core business entities for
many applications. Otto et al. [23] described the design process of the main data quality
management function reference model. Data error repair refers to modifying or sup-
plemented wrong data, including rule-based repair, true value discovery, and machine
learning based repair. Bohannon et al. [24] proposed a function dependency based
Greedy_repair repair algorithm, which uses a heuristic method to repair string data. Li
et al. [25] combined the rules and statistical methods to repair stale data. In order to
detect the accuracy of big data, Berti-Equille et al. [26] proposed a cross-modal and
cross-lingual truth discovery scheme. The repair methods based on machine learning
technology mainly include decision tree, neural network and Bayesian network. In
recent years, new technologies have been gradually applied to data quality. Storm is a
real-time streaming data processing platform for Twitter [27], which can be used to
deal with flow data, real-time micro-blog and real-time GPS data. In view of the
inadequacy of Storm task allocation, Alibaba Company launched a Java-enhanced
JStorm based on Storm, which has been adopted by a large number of enterprises [28].
From the statistics and management perspective, Yu [29] studies and constructs a
framework for the quality assurance of non-traditional data in Chinese government
statistics from three aspects of data source conditions, metadata and data. On the basis
of analysis of big data processing flow, Mo [30] constructs big data quality impact
model, and puts forward suggestions and measures for big data quality assurance.

2.4 Data Quality Evaluation and Monitoring

The effect of data quality can be evaluated and monitored [31], that is, the quality
dimension results of data can be evaluated through data quality analysis, so as to
provide basis for other applications. Data quality assessment refers to quantitative or
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qualitative analysis [34] of each data quality dimension [32], that is, accuracy [33],
integrity, consistency and timeliness. Karvounarakis et al. [35] proposed a provenance
query language ProQL based on tuple and semi-ring provenance, which can solve the
storage and query problems of data provenance. Geisler et al. [36] proposed a data
quality framework based on ontology. Chapman et al. [37] described open research
issues in quick and dirty information quality assessment. From the perspective of
accuracy, Huang et al. [38] discussed the data quality assessment framework of Internet
data sources, and gave the practice and key points of single source quality assessment,
multi-source integration evaluation and event information assistant evaluation. Zhao
et al. [39] proposed a quality assessment method of Web data source. It establishes a
unified data model and data quality standard model for multi-source Internet platform,
and then gives quality standard measurement and representation methods for full
sample data analysis of big data, and finally achieves unified quality metrics of Web
data source by comprehensive evaluation of multidimensional data quality.

As far as we know, few researches systematically focus on the quality management
of big data. Considering the data quality problem of the basic unit under the big data
characteristics, we discussed quality management of structured data, unstructured data
and data integration phase, and data quality assessment.

3 Big Data Quality Management Framework Based on Scene

Because of the potential data increment brought by big data, and the quality questions
of all kinds of data will bring serious consequences, we need to further study the
quality system of big data on the basis of traditional data quality. In order to facilitate
data provenance, we propose a big data extension method based on scene, and a big
data quality management framework based on scene.

3.1 Big Data Expansion Method Based on Scene

The advent of the era of big data brings great imagination to enterprises and users, but
the specific use of big data should have a real foothold. For small and medium-sized
enterprises and institutions, the structured main data (points) of their own are used as
core data to expand (lines) according to the application scenario. For large enterprises
and institutions, we can get more insights and valuable data information by further
analyzing and applying the extended results from multiple application scenarios (sur-
faces). Data expansion based on application scenario is the basic unit of big data
analysis and sharing. Following the “step by step” strategy, it expands from inside to
outside, as shown in Fig. 1.

Figure 1 shows extended form of core data, peripheral related data, conventional
channel data and socialized media data from inside to outside. The core data is the main
data, which is the most important business database (such as CRM) of the enterprise or
institution. The second layer is peripheral related data, which are structured data of
other business departments inside the enterprise, and also include structured data that is
related to core data after the special collection. The conventional channel data on the
third layer are structured data outside the enterprise, and the enterprise can combine
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with its own main data for marketing. Fourth layers socialized media data are
unstructured data that enterprises can collect and can be used for promotion and
innovation. When switching to another application scenario, the data sources involved
are different, so the core data need to be coupled with different outer data to customize
the new application scenario.

For example, an application scenario is the credit investigation of a college teacher.
The core data is the basic information base of the college teachers. The peripheral
related data may be teacher’s salary records of school finance department. Conven-
tional channel data may be derived from the record of the bank’s registered income and
loan (repayment). Socialized media data may be a number of online shopping records
or the evaluation of a circle of friends, or even the rating data of sesame credit.

3.2 Big Data Quality Management Framework Based on Scene

According to the general form of data extension based on the application scenario, the
corresponding data quality management framework is shown in Fig. 2.

Fig. 1. General form of data extension based on application scene
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Fig. 2. Big data quality management framework based on scene
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Core data, peripheral related data and conventional channel data are all structured
data. Before the application field is customized, structured data quality management is
needed to eliminate data quality problems existing in single data source itself. The
socialized media data has the basic characteristics of big data, and it needs to carry out
the quality management of unstructured data in order to improve the data quality. In
order to ensure that data can be traced, the data integration quality management is
carried out after the expansion of each layer by using the form of data integration. The
data quality problem caused by integration is eliminated. Therefore, the quality man-
agement of big data needs three basic tasks, including structured data quality man-
agement, unstructured data quality management and data integration quality
management. Finally, the data after data integration is standardized, data profiling and
quality evaluation.

4 Structured Data Quality Management

For the quality management of structured data, it is only necessary to use the traditional
data cleaning scheme under the scientific data collection mechanism.

4.1 Scientific Data Collection Mechanism

There are two ways to obtain the basic data, one is manual entry, and the other is the
automatic collection of system. For manual entry, the accuracy and integrity of the data
should be taken into consideration. In particular, the lack of data fields causes the data
to be disconnected. For the data collected automatically, it is checked by a special tool
and assisted by manual testing. Incomplete data are forbidden to appear in the standard
database, preventing all kinds of low-level errors from the entry, so that errors in
subsequent processing are constantly magnified.

4.2 Framework for Structured Data Cleansing

Data cleaning is a process that detects non-standard data in the data set and repairs data.
Data cleaning can be divided into two categories: “domain independent” data cleaning
and “specific domain” data cleaning. For structured data of “domain independent”, it is
generally prevented from the pattern layer and governance in the instance layer. The
pattern layer use the cleaning method of avoiding conflict and attribute constraint to
solve the problem that the design of data structure is not reasonable and the attribute
constraint is not enough. The dirty data of instance level is usually solved by spelling
error checking, vacancy value metric, duplicate data detection, inconsistent data
cleaning, noise data binning and so on. Structured data cleaning system framework [40]
consists of 5 stages: preparation, detection, positioning, correction and verification, as
shown in Fig. 3.

(1) Preparation stage. On the premise of analyzing the data cleaning requirement,
we then determine the appropriate data cleaning methods and specific data cleaning
tasks. After setting up the data interface and other basic configurations, a complete set
of data cleaning schemes have been formed. (2) Detection stage. After data
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preprocessing, we need to complete the detection of all kinds of problem data, such as
duplicate records, incomplete records, logical errors and exception data, and statisti-
cally detect the results, in order to get comprehensive data quality information. (3)
Positioning stage. The quality problem data are located and tracked, and data quality is
evaluated based on detect results, and then we find out the causes of data quality
problems, so as to determine the location of quality problems, and finally give the
modification plan. (4) Correction stage. Based on the modification plan, we label
problem data, delete the unavailable data, merge duplicate records, estimate and fill
vacancy data, and conduct data provenance management. (5) Verification stage.
Whether the revised data is consistent with the target task, if it is not consistent, it needs
to return to the positioning stage for further positioning analysis and correction. The
whole five processes can start from different stages, and can be used for customization.

5 Unstructured Data Quality Management

After obtaining relevant unstructured data based on scene, entity recognition and data
link of unstructured data must first be carried out, so as to further reduce the scope of
processing data. Considering that there are more quality dimensions in big data, the big
data cleaning system based on semantics is used to clean and repair data in specific
application scenarios, and the data after cleaning are structured. Finally, a real time
control scheme for large data quality is given.
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Fig. 3. Framework of structured data cleaning

Scene-Based Big Data Quality Management Framework 129



5.1 Big Data Quality Dimension

The evaluation of structured data usually considers five dimensions of data quality, that
is, data accuracy, integrity, consistency, timeliness and entity identity. Accuracy refers
to whether the data record is consistent with the true value of the information source.
Integrity refers to whether data records have complete information to provide queries.
Consistency refers to whether data records or attributes are consistent in the associated
data set. Timeliness refers to whether data records meet the time characteristic of
requirements. Entity identity refers to whether the description of the same entity in
various data sources is unified. Considering the unstructured data, the quality dimen-
sion of big data needs further segmentation and expansion, including structural con-
sistency, semantic consistency, identifiability, traceability, currency, reasonableness,
authority and so on. Structural consistency refers to the consistency of similar attribute
values in the same data set or in the data model associated with the related table.
Semantic consistency means that the definition of different attributes is consistent in a
data model, and also refers to the definition of similar attributes in different enterprise
data sets. Identifiability refers to the unique naming and representation of core objects,
and the ability to link data instances containing entity data by identifying attribute
values. Traceability is used to describe the origin of data. Currency is used to measure
the freshness of information. It can be measured by the expected refresh frequency
function of data element, that is, whether the information is correct in the case of
changing time and date value. Reasonableness refers to a comprehensive review of data
consistency or rationality expectation in a time series. Authority refers to the official
data sources issued by the government or the trustworthy enterprise. The suitable data
quality dimension can be selected according to your own business needs.

5.2 Parallel Entity Recognition and Data Link Based on Hadoop

In order to implement data quality management for massive unstructured uncertain
data, it is necessary to solve the problem of large-scale computing. The solution is to
use parallel technology to process massive amounts of data. The Hadoop and
MapReduce parallel computing frameworks are the first choice for current unstructured
data processing. The entity recognition algorithm is used to parse and standardize the
data values, and then compares them to determine whether the two records are directed
to the same entity. For parallel entity recognition, we first calculate the similarity
between records by attribute values, and then identify entity based on clustering
method, and output the final result.

Data link is basically a matching operation. First, we select multiple attributes that
can be used to uniquely identify entities or attributes, and then search all records with
the same attributes. These records can form a candidate set that provides data for the
new information. When a new record is merged into an existing set of data, a higher
value can be obtained by combining multiple data sets. The focus of data consolidation
is to view duplicate records and check the tightness of the other attributes of the record.
Link are established only when the selected attributes are properly matched.
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5.3 Big Data Cleaning System Based on Semantics

The vast majority of socialized media data are from Web pages, which belong to
unstructured data. The big data cleaning system based on semantics mainly aims at
these data. Its basic management process includes data grabbing, preprocessing,
cleaning, quality assessment and monitoring feedback. First, we analyze the content of
web pages, and then we dig out the semantic information expressed by web pages
through massive data comparison and machine learning [41], so as to determine the
quality and sensitivity of data. The system framework is shown in Fig. 4.

The semantic-based big data cleaning system can support real-time and non-real-
time big data cleaning. The non-real-time big data cleaning mainly runs on the
MapReduce batch processing workflow, while the real-time big data cleaning runs on
the Storm flow data framework, which is mainly used to clean log files, Internet data
and video streams. The non-real-time big data of various sources is stored in HDFS.
The MapReduce data cleaning workflow can access the HDFS to obtain the original
massive data. For real-time applications, the semantic-based big data cleaning system
builds a topology to connect to these applications and uses spout to obtain persistent
original stream data.

In semantic-based big data cleaning system, the rules of discovering and cleaning
abnormal data are managed by Drools engine [42], and the relevant rules have
threshold rules and standardization rules. The pattern matching and rule activation
mechanism in Drools is implemented by the Rete algorithm [43]. The system can detect
abnormal data such as error data, inconsistent data, and duplicate data. In order to
improve the results of data duplication detection, the system uses a semantic-based
keyword matching algorithm, which can complete the cleaning of repeated values by
keyword extraction, keyword semantic similarity calculation and keyword matching.
The parallel cleaning of big data is performed by a series of MapReduce or Bolt
functions. During the whole data cleaning process, the log of the data changes is
tracked by the audit. Finally, as a result of the output, the massive data after the
cleaning is stored in HDFS or Storm framework.

Fig. 4. Framework of big data cleaning system based on semantics
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5.4 Data Structure Based on Tetrahedron Model

For the description of unstructured data, tetrahedron data model [44] is proposed by
Beihang University in 2010. The model consists of a vertex, four surfaces and edge
between surfaces. The vertex represents the unique identifier of the unstructured data,
the bottom represents the original data, and the three sides represent the basic attributes,
semantic features and underlying features. The edges of each surface represent the
relationship between the elements on each surface. The model provides unified, inte-
grated and related descriptions for unstructured data of different types, and can support
intelligent data services such as retrieval and data mining. Based on this data model, the
direct conversion from unstructured data to structured data can be accomplished
through metadata.

5.5 Real-Time Control System for Big Data Quality

In view of the general characteristics of the scene-based big data, big data quality real-
time control system framework is given (see Fig. 5). Considering the collection data
has been uploaded to the cloud platform, the system mainly consists of three parts: real-
time audit of the scene-based big data, problem data immediate alarm and problem data

processing.
In Fig. 5, the big data real-time audit section can be used to detect the data that

imported into the JStorm cloud computing platform. The normal data after real-time
auditing is directly stored in the business database or HDFS, and the suspicious data
and erroneous data identified will retain their records and store them in the temporary
database, so as to perform data cleaning and other operations. The data quality
dimension and audit rules required in the process of detection come from the data

Fig. 5. Framework of real-time control system for scene-based big data quality

132 X. Dong et al.



quality knowledge base. Real-time audits are used to examine the accuracy, integrity
and consistency of the data. If the big data value of some scenes is difficult to obtain,
the statistical results in the historical database can also be used as the actual value.

The immediate alarm of the problem data means that if the system monitors the
problem data, it will automatically trigger the alarm function. The problem data will be
saved to the temporary database waiting for processing, and the data quality control
personnel are also informed by e-mail or SMS.

Problem data processing is a key part of improving the data quality. When the data
quality control personnel receive the alarm information, the problem is extracted from
the temporary database for verification and processing. If the data is repeated, it is
deleted directly; if it is wrong data, it is corrected or deleted; if it is the other problem, it
is further analyzed and processed. In general, data cleaning software is used to auto-
matically processing, and manual method is used when necessary. Data that is only
processed and consistent with the quality standards will be transferred from the tem-
porary database to the business database or HDFS. In order to retain the historical
experience, the solutions and experiences formed in the whole process will also be
written to the data quality knowledge base.

6 Data Integration Quality Management, Data Profiling
and Quality Evaluation

The quality management of data integration phase and later stage includes the con-
struction of data quality model, standardization of integrated data, data profiling and
data quality evaluation.

6.1 Data Quality Evaluation Model in Integration Stage

Data integration is a logical or physical centralization of data from different sources,
formats, and properties to provide comprehensive data sharing for the enterprise. At the
stage of data integration, data quality assessment should ensure that the data satisfy the
specified data quality rules. Only when data are passed through these rules one by one,
can we say that the integrated data is of high quality. The input of data quality
assessment model is data quality dimension of data object, data quality rule and data
object, and output is data quality dimension evaluation result. As shown in Fig. 6.
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rules

Data quality 
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Data quality dimension 
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include

according to

Fig. 6. The data quality assessment model
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Data object refers to the data to be processed after integration, and its quality
dimension includes data integrity, accuracy, consistency, timeliness and entity identity.
These dimensions are the constraints of data objects on the data quality. Only when
these constraints are satisfied can the quality of the data object be guaranteed. Data
quality rules are the corresponding rules formulated to satisfy the data quality
dimension. For example, for integrity constraints, data quality rules give nonempty
rules and domain integrity rules. If the data object can satisfy these two rules, it
indicates that the data quality dimension of the data object satisfies the integrity. The
results of the data quality dimension assessment indicate the degree of satisfaction of
the data in the quality dimension. Therefore, the data quality evaluation model can deal
with the quality of the data object through data quality rules, and help to improve data
quality.

6.2 Standardized Management of Integrated Data

In order to implement standardize data management, it is necessary to convert data of
data sources into a unified standardized form, including standardized rules and stan-
dardized processes. The standardization rule contains all kinds of standardized rule
information sets, and the standardized process is the combination of data source and
standardization rule. The data standardization process is shown in Fig. 7.

In the standardization process, one-to-many, many-to-one and many-to-many
association maps need to be established between the data source and the standardized
rules. Users can also modify this relationship on demand. For example, the rules of a
data field are added or deleted. Once these mapping relationships are established, that
is, to complete the matching of information, the standardization process can be created
and the corresponding standardization process can be executed.

Fig. 7. The process of data standardization
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6.3 Data Profiling

Data profiling can empirically examine potential data problems. Data profiling is
mainly used in analysis of exception data and discovery of data quality rule. In order to
realize the availability of data sets, we must first establish measurement datum of data
set quality through data profiling. Exception analysis is to examine all data elements of
the data set, check the frequency distribution and the relationship between data col-
umns to reveal defective data value, data elements and records. The dependencies that
data integration must adhere to are the data quality rules. Data profiling can be used to
check data sets to identify and extract embedded business rules. However, these rules
can be combined with predefined data quality expectation indicators to be used as a
target for data quality audit and monitoring.

Through the results of data profiling, column exceptions, cross column exceptions,
and cross table exceptions can be identified. The purpose of data profiling is to find
rules consistent with data business expectations, including column-oriented rules,
cross-column rule discovery and cross-table rule discovery.

6.4 Big Data Quality Evaluation System

In order to verify the quality of data after standardization, standardized data sets need to
pass the corresponding quality dimensions, evaluation models and rules, so as to
analyze the overall situation of the corresponding data sets in the data quality
dimension. To evaluate the data quality, a scene-based standardized big data quality
assessment system (see Fig. 8) was established.

The data integration module collects big data from different scenarios and stores it
in the database and file system of the cloud computing platform. Therefore, a JStorm

Fig. 8. Framework of scene-based big data quality assessment system
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cluster is built to provide data integration and processing capabilities, and the related
data sources are stored in the MySQL server of JStorm cluster.

Data profiling module is responsible for statistics and data quality related infor-
mation, including cardinal analysis, range analysis, type detection, fluctuation
inspection and data distribution and so on. According to the results of data profiling, the
appropriate data quality assessment standards and quality benchmarks can be selected
for different data sources.

The selection of the quality dimensions is based on the specific requirements of a
particular scene and the results of data profiling. The quality dimension selection
module is responsible for determining the quality dimensions of the various data related
to the scene in the evaluation.

The evaluation model and method module is responsible for analyzing the char-
acteristics of all kinds of data in a scene. Based on the analysis results and the selected
quality dimensions and their evaluation indicators, the evaluation model is established.

The data quality assessment module performs evaluation operations on the JStorm
cloud platform based on the selected quality dimensions, evaluation models and
evaluation methods. The data quality assessment results will be compared with the
quality benchmark. If the results meet the quality benchmark, data quality is acceptable
and subsequent processing is performed. Otherwise, data cleaning operation will be
performed. After data cleaning is completed, quality evaluation will be performed
again. If the benchmark is met, data will be retained for further data persistence.
Otherwise, new data will be selected from the data source and continue to be evaluated.

In a word, the original data from various data sources will perform quality man-
agement of structured and unstructured data, and then perform data quality manage-
ment and evaluation at the integration stage, and the quality of data can be gradually
improved and improved.

7 Conclusion

Big data quality management needs to actively respond to the inherent 4 V features of
big data. In view of data diversity, we adopt the scene-based approach to reduce the
scale of data, and propose a scene-based quality management framework for big data.
For the huge volume of data, Hadoop distributed processing software framework is
used to perform parallel entity recognition and data links. Aiming at the fast changing
speed of big data and the short timeliness of data, we build a semantics-based big data
cleaning system by Hadoop and Storm. Finally, a big data quality evaluation system is
built to detect the effect of data integration. The framework can guarantee the acqui-
sition of high quality big data on the basis of the traditional data quality system. Further
research includes three aspects. First, further optimize the related algorithm of big data
cleaning system. Second, we verify the framework and compare with other systems
through a large number of experiments in different datasets. Third, we should apply the
quality management framework to more industries, and use the bottom-up data quality
research method to explore the general quality standard system for big data gradually.
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Abstract. The storage of statutes is a preliminary and essential work for
Chinese text processing, which plays an important role in legal area. Nowadays,
there are not specific databases for statutes. Most existing database of statutes
focus on using the traditional methods and not put the focus-point on the
judgment documents itself, which language features and writing formats are
unique. In this paper, we proposed a strategy to construct database in the basis of
statutes. We defined a series of rules under the study of structure on statutes. We
chose the statutes with good formats and do some preprocessing before con-
structing database and proposed a method to solve the problem of granularity
and wrong classification based on statutes. We defined several parameters
according to the research on the judgement documents. Moreover, we combined
the dependencies between statutes and found inner relationship between single
statute. The experiments on the three types of law show that the result of the
database we constructed obtains a good consequence and can store enough legal
statutes.

Keywords: Chinese statutes � Database � Compiler theory

1 Introduction

Nowadays, the number of statutes are increasing at an exponential level. Along with
the development of science and technology on data processing, which provides
opportunities to the study on statutes. Researchers on the domain can have rich data of
statutes and can easily access. In 2013, China Judgment Online System officially
opened. Up to now, it has recorded more than 45 million electronic judgment docu-
ments and became the largest judgment document sharing website around the world.

The storage of statutes is a basic work and it is an essential preprocessing step for
upper application of natural language processing on statutes in legal area. Nowadays,
there is no specific technology of data storage on statutes which has its own language
feature and writing format. So the work on how to store legal documents and what
should be stored based on statutes have to be solved seriously.

In this paper, we proposed an approach integrating the language feature of statutes
to construct database in the basis of statutes.
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The contribution of this paper can be summarize as follows:

(1) Propose an method to do text proposing based on statutes, including making the
laws standardization and converting laws into XML file.

(2) Collect a series of statutes for different cases.
(3) Combine the dependencies between statutes and inner relationship between single

statutes.
(4) Propose a method to solve the problem of granularity and wrong classification

based on statutes.
(5) Define several parameters according to the research on the statutes. Realize the

methods we proposed and can run successfully with right result and obtain
powerful storage capacity.

2 Related Work

The application and design of database plays an important role in natural language
processing and there are many works on it. Batini et al. presented an introduction to
database design, data modeling concepts, methodologies for conceptual design, view
design, functional analysis for database design and so on [1]. Let us know more about
database design. Navathe et al. addressed the vertical partitioning of a set of logical
records or a relation into fragments and the rationale behind vertical partitioning is to
produce fragments, groups of attribute columns [2]. Zilio et al. claimed their work is
the very first industrial-strength tool that covers the design of as many as four different
features, a significant advance to existing tools, which support no more than just
indexes and materialized views [3]. Goelman et al. created a tool provides a visual
introduction to important concepts in database design using Entity Relationship Dia-
grams as the primary visual design model, relating these same concepts to other
models, such as UML diagrams and the crow’s feet notation used in MySQL Work-
bench [4]. Rodriguez et al. explored modern technologies to implement geographical
objects (polygons, points, polylines) that were to contain real-time information about
geographical objects around our user (buildings, floors, classrooms). And we imple-
mented a Node.js server to retrieve data from our MongoDB according to our user’s
current location and then handle that GIS information using the Google Maps API [5].
Brossier et al. used the existing bedside information system and network architecture of
their PICU, implemented an ongoing high-fidelity prospectively collected electronic
database, preventing the continuous loss of scientific information, which offers the
opportunity to develop research on clinical decision support systems and computational
models of cardiorespiratory physiology for example [6]. Alotaibi et al. proposed a
novel normalization forms for relational database design that match the related data
attribute, who proposed approach called Matching Related Data Attribute Normal Form
(MRDANF) and that A civil registration database system is used as a case study to
validate the proposed approach, which results show that using their proposed approach
has the positive impact on database quality and performance as the data redundancy
will be reduced [7]. Alzarka et al. claimed the HRFDCC Clinical Database they
constructed is designed to capture the clinical variability within and among this set of
disorders and ultimately to serve as a resource of well-phenotyped patients for future
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interventional studies [8]. Fleri et al. invented tools which include validated and
benchmarked methods to predict MHC class I and class II binding and which pre-
dictions from these tools can be combined with tools predicting antigen processing,
TCR recognition, and B cell epitope prediction [9]. Bouzeghoub et al. presented the
implementation of SECSI, an expert system for database design written in Prolog and
starting from an application description given with either a subset of the natural lan-
guage, or a formal language, or a graphical interface, the system generates a specific
semantic network portraying the application [10].

3 Approach

3.1 Overview

In this section, we describe the approach we proposed to construct database for statutes
that we take on the statutes in detail. Subsection 3.1 presents an overview of the
workflow of our approach. Subsection 3.2 describes the preprocessing work of statutes.
Subsection 3.3 introduces the database we constructed and what it is. Subsection 3.4
describes our method on how to construct the database.

Figure 1 presents an overview of workflow for our work on statutes. The first work
that we have to do is to collect statutes, which should have structured information with
wide coverage and include different categories of cases. The original statutes are pure
text format, in order to have a good result during the work followed, we have to do
some preprocessing work on the statutes. In Subsect. 3.2 we will introduce the pre-
processing work. In Subsect. 3.3 we will describe the content we constructed on sta-
tutes. In Subsect. 3.4 we present the methods we used in detail.

3.2 Preprocessing

In this section, we mainly focus on the methods we used to preprocess statutes for
further research.

Fig. 1. Overview of the workflow of our approach on statutes
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3.2.1 Prepare Corpus on Statutes
It is important to choose corpus that have good formats and with wide area. Statutes can
be classified into three types: civil, criminal and administrative based on their case
nature. Moreover, statutes can be classified into certain types by trail procedure. For
example, first instance, second instance and so on. For this reason, we set up six kinds
of XML templates for all types of statutes and prepare a series of statutes for different
cases.

3.2.2 Make Statutes Standardization
In law, statutes are a decision of a court regarding the rights and liabilities of parties in
a legal action or proceeding. Statutes documents also generally provide the court’s
explanation of why it has chosen to make a particular court order. According to the
different formats of judgment documents, we convert the format of statutes into the
formats of UTF-8 in unite. Moreover, we do some deal on the formats of the judgment
documents, because the formats of documents may be different. Moreover, the formats
of the judgement documents should comply with the following principles: first, in each
chapter, the interpretations of legal clause have to be appeared on the top of the
documents. And before the character “第”, it should be with a space on each legal
clause (see Fig. 2). Second, for the chaos format, we change the wrong format into
right format on artificial way (see Fig. 3).

Moreover, there are other wrong formats on statutes, such as the input method is
not uniform, some are full-width and some are half-width. Under this circumstances,
we make it standardization with the formats of half-width.

Fig. 2. Right format of statutes
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3.3 Construct What

Nowadays, it has great achievements on natural language processing, in this section we
present the content we decided to construct on legal area and the method we chose to
analyse the structure of statutes based on the result preprocessed above.

3.3.1 Dependencies Between Statutes
The corpus we select are statutes based on the types of civil, criminal and adminis-
trative. The numbers of corpus we choose can be seen in Table 1. Legal relationship
represent the main content between legals, which can not be a party to the legal
relationship if its content is not main content.

Things can not become the main body of law, because the main body of law must
have the will to enjoy the benefits provided by the law and to fulfill its obligations

Fig. 3. Wrong format of statutes

Secondary 
Body

Main 
Body

Content

Legal 
Relationship

Fig. 4. The relationship between statutes
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under the law. Therefore, the relationship between people and things in property rights
relationship is not a legal relationship, but the relationship between rights subject and
rights object. Property relationship is the relationship between man and the right holder
of the right to enjoy the property. Based on the principle, we defined the relationship
between judgement documents as following construction principles which can be seen
in Fig. 4.

From Fig. 4, we can see that legal relationship consists of main body, secondary
body and content. Personally, we defined main body is consist of citizens, legal persons
and other organizations. The content of the legal relationship includes rights and
obligations. The object of legal relationship means the object to which the rights and
obligations of subjects of legal relationship are directed. It can be divided into: things,
behavior, personality interests, intellectual achievements (see Table 1).

3.3.2 Inner Relationship Between Single Statutes
Statutes are the forms of legal rules, which are the content of statutes. The relationship
between legal rules and statutes corresponds generally. It may have the following
principles:

Table 1. Position vector for every character

Main body Content Secondary body

Citizens
Legal persons
Other organizations countries

Rights
Obligations

Things
Behaviors
Personality interests intellectual achievements

Table 2. Key elements on statutes

Number Main element Secondary element

1 Legal category Legal category name
Documents release time
Documents note

2 Law article Legal category
3 Legal chapter Chapter order

Chapter name
Legal code id

4 Legal section Section order
Section name
Legal chapter id
Legal section id

5 Statutes Clause order
Clause name
Chapter
Section

6 Legal funds Payment order
Payment name
Clause id
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(1) A complete legal rule is expressed by several statutes.
(2) The contents of legal rules are respectively expressed by the statutes of different

normative legal documents.
(3) A clause expresses different legal rules or their elements.
(4) The law provides only one element or several elements of the rule of law.

Based on the principles above and the study we do on the statutes, we combined a
series of key elements on statutes. The results can be seen in Table 2.

3.4 How to Construct the Database We Want

In this section, we introduced the method we used in detail based on statutes. In the
basis of the description about the content we choose to introduce above, we propose
several methods to construct it.

3.4.1 Introduce the Tools We Used to Construct Database
We choose MySQL database for further work, which is an open source relational
database management system (RDBMS) for database management. Which use the
most commonly used database management language, structured query language
(SQL). MySQL is an open source, so anyone can download it under the general public
license and make changes to it if needed.

MySQL is gaining traction because of its speed, reliability and adaptability. Most
people think MySQL is the best way to manage content without the need for trans-
actional processing [11]. We choose the method of mvn to do some configuration and
use MyEclipse to import the project based on mvn. It makes the build process easier,
provide a unified build system, high-quality project information, best practice guide-
lines for development and can seamlessly add new features.

And for the unique of the number of each statue, we use UUID to make a coding.
Which is a standard for software construction and is also part of the open software
foundation organization in the field of distributed computing environments [12]. Its
purpose is to allow all elements in the distributed system to have unique identification
information without the need to specify the identification information through the
central control terminal.

3.4.2 The Solution on Granularity and Wrong Classification on Laws
The Chinese statutes are consist of parts, chapters, articles, paragraphs, subparagraphs
and items. Nowadays, most methods to construct database on Chinese statutes are
under the analyse and locking of articles, which have omissions when dealing with the
upper natural language processing. The method we proposed is based on the items
which is the smallest unit of statues, when scanning statues we do analysis on the items
and proposed the method combining the idea of principles based on LL1 analysis of
compiler theory and text markup language. The method can be summarized as follows.

(1) Read two lines when scanning statues and according to the beginning of the next
line to determine the current state of the line.

(2) Distinguish chapters or articles: the end of a section must be a colon or period.
The chapter’s ending is Chinese characters.

146 L. Yao et al.



(3) Distinguish articles or paragraphs: exclude subparagraphs and items, in the same
articles are paragraphs.

(4) Distinguish subparagraphs or items: through the shortest match under the
beginning of the subparagraphs and items.

We also defined special marks, such as @Para@, @Item@ and so on, which can be
used to represent some words like the components of the statues, but actually they are
just the ordinary vocabularies, the circumstances like these may produce ambiguities.
So we make a mark for these words and then put them into the buffer pool.

3.4.3 Introduce the Method We Used in Detail
Based on the rules we proposed above, we decided to define some parameters to
represent the relationships between documents (see Table 3). Based on the parameters
we defined, we create database table.

4 Experiments

The corpus we select are statutes based on the types of civil, criminal and adminis-
trative. The numbers of corpus we choose can be seen in Table 4.

Table 3. Parameters of key elements on statutes

Number Main element Main element
definition

Secondary element Secondary
element definition

1 Legal category pub_fllb Legal category name mc
Documents release
time

fbsj

Documents note bz
2 Law article pub_flb Legal category lbid
3 Legal chapter pub_flz Chapter order zsx

Chapter name zmc
Legal code id bid

4 Legal section pub_flj Section order jsx
Section name jmc
Legal chapter id zid
Legal section id flz

5 Statutes pub_fltw Clause order twsx
Clause name twmc
Chapter zid
Section jid

6 Legal funds pub_flkx Payment order kxsx
Payment name kxmc
Clause id twid
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Based on the documents processed before, we convert the statutes into database
with a database table as shown in Table 5. And the judgement documents saved in the
database is shown in Fig. 5.

The pseudocode we use the coding language of Java, the pseudocode can be seen in
Table 6.

Table 4. The corpus we choose

Corpus type Corpus counts

Civil 231067
Criminal 220890
Administrative 203487

Fig. 5. The result presented

Table 5. Key elements on statutes

1 2 3 4 5 6

pub_fllb pub_flb pub_flz pub_flj pub_fltw pub_flkx
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Table 6. The pseudocode of LawConvert

Code: LawConvert
input: Both path and name of the document which is ready to convert.
output: A complete segmentation of law and storage of DAO.
begin
1: lawlist ← GETLIST(lawtext)
2: for law : lawList do TRIM(law)
3: i ← law:indexOf(firstSpace)
4: maxLength law ← length
5: title ← law.subString(0, i)
6: content ← law.subString(i + 1, maxLength)
7: if title ← contains("Part" OR "Chapter" OR "Section") then
8: id ← UUIDGEN(())
9: obj ← new DaoObj(id, title, content,rootId)
10: Dao.save(obj)
11: else if title.contains("Article") then
12: id ← UUIDGEN(())
13: obj ← new ArticleDaoObj(id, title, content)
14: Dao.save(obj)
15: if EXIST("Paragraph", content) then
16: paraList[] ← PARSE("Paragraph", content)
17: else
18: paraList[0] ← law
19: end if
20: for para : paraList do
21: if EXIST("SubParagraph", para) then
22: subparaList[] PARSE("SubParagraph", para)
23: for subpara : subparaList do
24: if EXIST("Item", subpara) then
25: itemList[] ← PARSE("Item", subpara)
26: for item : itemList do
27: obj ← new ItemObj(UUIDGEN(), 

item.title, item.content, item.root)
28: end for
29: end if
30: obj ← new SubparaObj(UUIDGEN(), 

subpara.title, subpara.content, subpara.root)
31: end for
32: end if
33: obj ← new ParaObj(UUIDGEN(), 

para.title, para.content, para.root)
34: end for
35: end if
36: end for
end 
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5 Conclusion

In this paper, we proposed an approach to construct database in the basis of statutes.
Natural language processing in statutes plays an important role in the legal area. On the
basis of the language rules of statutes, We defined a series of rules of statutes. We do
some preprocessing work before constructing database for a good corpus and defined
several parameters according to the research on the statutes. In addition, we combined
the dependencies between statutes and inner relationship between single statutes and
proposed the solution on granularity and wrong classification on laws.

Moreover, experiments show that the result of the database we constructed obtains
a good consequence and can store enough legal statutes.

Acknowledgements. This work was supported by the National Key R&D Program of China
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Abstract. Existing methods of scientific collaboration prediction often
use one-step weighted attribute of the common neighbor to construct
associated feature. Such methods make no distinction between the differ-
ent contributions of different neighbors and they cannot effectively deal
with the redundant information between the features. Consequently, a
general feature-based framework for weighted scientific network relation
prediction is proposed. The framework is based on the heuristics of the
Naive Bayes link prediction model. Firstly, we introduce weighted clus-
tering coefficients to define several weighted Naive Bayes features, then
use the mRMR feature selection method to deal with the information
between the SE relevant features. Extensive experiments on real-world
scientific network datasets demonstrate that the effectiveness of our pro-
posed framework. Further experiments are conducted to understand the
impacts of leveraging of extraction and selection of the proposed weighted
features.

Keywords: Weighted network · Feature extraction
Feature selection · Relation prediction · Link prediction
Clustering coefficients

1 Introduction

Scientific Collaboration Network (SCN) [1], which may also be referred to aca-
demic network or bibliographic network, is a kind of complex network [2]. It
analyzes various types of research academic cooperation from the perspective
of network interconnection such as Google Scholar, CNKI Scholar Network and
Arxiv preprint network etc. SCN is mainly divided into two types: research
collaboration network and paper reference network. In research collaboration
network, nodes is researcher and the links between them mean they published a
paper with collaboration. In papers reference network, paper is node and their
reference relation formulate a link. Thus, as a basic element, the relationship
c© Springer Nature Singapore Pte Ltd. 2018
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between nodes plays an important role in the SCN analysis. One of the hottest
research directions is the research relationship prediction (link prediction), which
is of great value both in the applied and theoretical aspects [3]. Judging from
the application level in the paper reference network, there are many commonly
quoted papers between two papers that have not yet been quoted. The predictive
algorithm can be used to judge whether there is any intentional non-quotation
or false plagiarism between these two papers. In the research collaboration net-
work, it is possible to find out the possibility of future cooperation between col-
laborators who do not yet have a cooperative relationship by the inferring and
predicting technique. Such results can effectively narrow the distance between
academic circles and communities and promote cooperation [4]. At theoretical
level, since the evolution of research networks is driven by the establishment of
relationships among entities, predicting relationships helps to grasp the changing
patterns of SCN and discovers which areas of research are becoming more and
more popular and which academic circles collaborate more and more closely [5].

In order to realize the above requirements, it is necessary to develop a efficient
and effective prediction algorithm to determine whether there exists a node that
has not currently generated a relationship (link) [6]. The relation prediction
methods can be categorized into similarity based methods and learning based
methods [7]. Our work is focused on learning based methods. The learning based
methods try to incorporate machine leaning theory into link prediction, on of
the most common one is the link classification method based on SCN features.
The core idea of this algorithm [8] is that whether the potential links of the
network are formed or not is treated as a binary classification problem.

However, many existing methods [8,18,24] are all based on the unweighted
network. In reality, the links between network nodes are likely to have an inter-
action strength. We call this weighted network. The network of research collab-
orators is a classic weighted network. If we regard it as an unweighted network,
the links only reflect whether the two scientists have the relationship of collab-
orating on published papers. If we regard it as weighted network, the links will
reflect how many papers have been published in cooperation. Therefore, there is
a growing trend recently to adopt the methods in weighted scene [9,10]. However,
there still exist some potential issues that need further concerns. On one hand,
researchers with a close research circle is very willing to create opportunities for
cooperation intuitively. These features do not reflect the density information of
the network’s local structure. On the other hand, lacking feature selection to
process the feature redundancy with similar structure information and choose
more discriminatory features. To be specific, nearly all the features are based on
common neighbors, and cannot be directly applied to the classification model. In
contrast, feature selection methods which are able to achieve the above functions
are extensively required in real-world applications.

In view of the above problems, this paper proposes a relational classification
framework which jointly preserves the process of feature extraction and feature
selection. The illustration of our framework is shown in Fig. 1. And our main
contributions can be summarized as follows:
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Fig. 1. Proposed link classification model. (Color figure online)

1. Novelly analyzing the SCN from the perspective of weight information, and
we propose a general classification model for relation prediction.

2. At the stage of feature processing, the definition of weighted clustering coef-
ficient is given first, and then based on this definition, a weighted naive bayes
model based weighting feature is constructed to measure the weight density
of local structure.

3. In the feature selection phase, mRMR (Max-Relevance Min-Redundancy)
algorithm is introduced to process the redundant information between fea-
tures to filter out the most discriminative features.

4. Experiments in several real SCN show that the proposed framework is effec-
tive and robust.

2 Related Works

Link prediction techniques are mainly divided into two kinds: similarity meth-
ods based on the network structure information and methods based on statistical
learning. The idea of first kind of methods is to calculate the similarity between
two potential nodes by analyzing the structure information of the network, and
using the similarity as the probability of whether it generates a link. The greater
the similarity is, the more likely it is to generate the link. It is mainly divided
into several categories: (1) Common Neighbors based methods (Common Neigh-
bors (CN) [6], Adamic Adar (AA) [6], Tree Augmented Naive Bayes (TAN)
[11]). (2) Path based methods (Meta Path (MP) [29], Local Path (LP) [12]).
(3) Random Walk based methods (Asymmetric Local Random Walk (ALRW)
[14], Superposed Random Walk (SRW) [15]). (4) Global structural information
based methods (Structural Perturbation Method (SPM) [16], Low Rank matrix
completion (LR) [17]) etc. Their advantages are fast speed and high efficiency, so
some progress has been made in recent years. However, as the research on simi-
larity methods continues to deepen and the evolution and scale of such network
structures continue to expand, how to deeply tap the influence of SCN structure
on link formation is still a worthwhile study.

Another kind of methods are based on the idea of statistical learning
which calculates the probability of link generation between two potential nodes
just by using the model in the field of machine learning and data mining.
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Such methods [7] includes classification model, probability graph model, max-
imum likelihood probability, matrix factorization and matrix completion. This
paper mainly studies the problem of link classification based on network fea-
tures. For such a classic classification (supervised) problem, there are mainly
two key problems to be solved: (1) how to obtain the feature space associated
with potential links; (2) how to construct an appropriate classification model
to improve the prediction effect. Hasan [8] first considered link prediction as a
supervised problem. Lichtenwalter [18] defines a similarity index PropFlow based
on the flow information, and then builds HPLP (High Performance Link Pre-
diction) classification model based on Bagging and Random Forest classifier to
effectively solve the problem of network sparsity and sample imbalance. Scellato
[19] found that 30% of the links generated in the location information network
are related to their geographical location, and then they acquired various types
of features such as social, location and global, and predicted the relationship
between users and users and between users and locations. Similar works [20,21]
were also presented.

However, the above algorithms aim to predict link in the unweighted network,
but there is many weighted networks in the real world. De Sá [10] put forward a
classification algorithm based on weighted attribute structure of topology with
weighting. This algorithm builds the feature by integrating the weight informa-
tion into the index of similarity of local co-adjacent nodes, For better results, Lu
[22] points out that Weak-Ties theory plays an important role in the weighting
of network players and proposes a method for defining the similarity index based
on weighted information. On the basis of Weak-Ties theory, Lin [23] introduced
a method to sort the authority of nodes, and BenefitRanks defined the similar-
ity between nodes to achieve better results. In addition, Zhu [24] constructs a
new link prediction index WMI based on Weighted Mutual Information, which
can be effectively extended to many weighted similarity algorithms and achieves
some improvement effects.

3 Proposed Model

3.1 Problem Definition

A weighted SCN can be defined as a weighted graph: G = (V,E,W ). It consisting
of a node set or vertex set V , an edge set E, and a weighted value that with each
edge associates two nodes. All values formulates a weighted matrix W . When
nodes u and v are the endpoints of an edge, euv defines an edge and wuv is its
weighted.

In the link classification problem, a G is partitioned into a training network
GT and a predicting network GP . There is a link mapping function ψ : E → Y . It
means each exist or non-exist links in GT belongs to a positive (+1) or negative
label (−1) respectively. Further, each link euv is associated with a feature vector
θ(u, v) and all the feature in GT is defined as Θ. Then the goal is to utilize a
classification model to learn a function and predict the label in GP :

fΘ(GP |GT ) → Y (1)
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3.2 Feature Extraction Based on Weighted Clustering Coefficient

A common neighbor node is a set of nodes that are connected with two nodes.
Because of its direct connection with potential node pairs, many weighted net-
work link classification algorithms are based on such similarity structure def-
inition. The representation features in literature are (Weighted CN-WCN),
(Weighted AA-WAA), (Weighted RA-WRA) etc. There are two problems in
the above features: (1) The algorithm is only a superposition of the topological
properties, and does not deeply reflect the generation and evolution trend of
the local structure on the network. (2) The above algorithms are the first layer
(one-step) common-node nodes of the candidate node pairs, and do not further
expand the local influence range, it is possible to ignore the weight information of
the neighbor nodes. The left part of Fig. 1 depicts the relevant methods of local
structure diagram. Two potential nodes are blue and their neighboring nodes
are yellow. Orange represents adjacent nodes of the node adjacency node (the
second node). The above features are based on blue and yellow nodes’ topolog-
ical properties of the link weight (gray light line and green line), ignoring the
nodes attributes, and orange and yellow orange node link weights (red line). It
is essential to introduce a broader structure framework of computing the dense
local similarity. Therefore, the concept of weighted clustering coefficient [25] is
proposed to solve this problem.

The clustering coefficient cu denotes the link cohesion of node u and its
neighboring nodes, which is used to quantify the density of local structures
in complex networks [26]. The clustering coefficient generally decreases with
the increase of the vertex degree and is considered as a symbol of the network
hierarchy. It is defined as the number of triangles formed by any node u and the
maximum number of triangles that u may participate in forming ratio:

cu =
2tu

ku · (ku − 1)
(2)

Where ku is the node degree of node u. If cu = 0 indicates that the node
has no neighbor, cu = 1 indicates that all the neighboring nodes are closely con-
nected. Many studies have pointed out that the trend of forming links between
adjacent nodes is higher than the distance between nodes, and the triangu-
lar structure formed by local nodes is very useful in estimating the similarity
between nodes. However, Eq. (2) is based solely on the non-ownership of the
network, irrespective of the fact that weights may reflect that some of the neigh-
bors are more important than others. In order to solve this problem, we combine
the topology information with the weight distribution of the network to define
a weighted clustering measure [17], that is, weighted clustering coefficient cwu :

cwu =
1

pu(ku − 1)

∑

(v,w)

wvu + wuw

2
avwavuauw (3)

Where auw = 1 indicates that there is a link between nodes u and v. This
coefficient is a measure of the local cohesion of the network, which fully considers
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the importance of the local clustering structure, that is, based on the actual
interaction strength and information flow of nodes on the local triangle structure.
In this way, we consider not only the number of closed triplets near the vertices,
but also the total relative weights of their intensities relative to the vertices. The
normalization factor pu(ku −1) takes into account the weight of each edge times
the maximum possible number of triples it can participate in, and guarantees
0 ≤ cwu ≤ 1 [27].

Then we can draw the conclusion that the similarity index of the weighted
clustering coefficient of the integrated neighbor nodes is defined as:

WCC(u, v) =
∑

ω∈CN(u,v)

cwω (4)

3.3 Feature Extension

The purpose of weighted clustering coefficients is to introduce two-step weight-
ing information, but not to differentiate to define the contribution of a neighbor
node. Therefore, this section proposes to introduce weighted clustering coeffi-
cients into the newly proposed Local Naive Bayes (LNB) [28], and use a weighted
LNB similarity definition method [32] for constructing more discriminative fea-
tures. The present work is quite different from [32] as our proposed methods is a
classification-based prediction method and it also incorporate a feature selection
process.

The LNB assumes that the link generation probability depends conditionally
on the local public neighbor. In such a model, two adjacent potentially coordi-
nated links of the same size may have very different link generation possibilities,
which may be defined as:

sLNBCN
u,v =

P (euv)
P (euv)

∏

ω∈N(u,v)

P (euv)
P (euv)

∏

ω∈N(u,v)

cω

1 − cω
(5)

Since cω is a non-weighted clustering coefficient, the definition of this formula is
obviously based on the construction of unweighted network and can not calculate
the local link weight information. In order to further expand the similarity in
LNB to calculate the weighted network, cω is replaced by cwω , so the formula of
Naive Bayesian CN-based weighted network is as follows:

sLNBCN
u,v =

P (euv)
P (euv)

∏

ω∈N(u,v)

P (euv)
P (euv)

∏

ω∈N(u,v)

cwω
1 − cwω

(6)

Similarly, the WLNBCN model can be extended to AA and RA algorithms
available:

sWLNBAA
u,v = C

∑

ω∈CN(u,v)

1
log |N(ω)| +

∑

ω∈CN(u,v)

log cwω
1−cwω

log |N(ω)| (7)
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sWLNBRA
u,v = C

∑

ω∈CN(u,v)

1
|N(ω)| +

∑

ω∈CN(u,v)

log cwω
1−cwω

|N(ω)| (8)

3.4 mRMR Feature Selection

From the previous analysis, we can see that all the features in F are obtained
based on the local structure composed of the common neighbors. Because of the
correlation and redundancy between features [29], it is ineffective to have a better
classification performance. Therefore, we use mRMR (Minimum Redundancy
Maximum Dependency) [30] to process noise information between features and
pick out more discriminative features.

The mRMR feature selection method selects the most redundant feature that
has the highest correlation with the target category and is also the smallest, i.e.,
selects the features that are the largest dissimilar to each other. The smaller
index of the feature indicates that it has a better trade-off between maximum
correlation with the target and minimum redundancy. In mRMR, correlation
and redundancy information is quantified by Mutual Information (MI), which
functions to estimate the degree to which one vector relates to another, which
is defined as:

I(x, y) =
∫ ∫

p(x, y) log
p(x, y)

p(x) · p(y)dxdy
(9)

In this formula, x and y are feature vectors, p(x, y) is the joint distribution
probability, p(x) and p(y) are the marginal probability density. F represents the
set of features, Fs represents the set of m selected features, Ft represents the
set of n features to be selected. The correlation between the feature f in Ft and
the classification target δ can be defined as:

D = I(f, δ) (10)

And the redundancy R between all features in Ft and all features in Fs can be
expressed as:

R =
1
m

∑

fi∈Fs

I(f, fi) (11)

To make the feature fj in Ft have the maximum correlation and the minimum
redundancy, the definition of mRMR function can be obtained by combining
Eqs. (12) and (13):

maxfj∈Fs
[I(fj , δ) − 1

m

∑

fi∈Fs

I(fj , fi)] (12)

When there are N(m + n) features for a given feature set, the fea-
ture’s evaluation of the function is executed N times and returns a set
S: S = {f

′
1, f

′
2, f

′
3 . . . f

′
h . . . f

′
N}. In feature set S, the subscript h of each fea-

ture indicates that the feature will be selected on the hth time. The smaller the
value of h, the more satisfying the Eq. (14) is the discriminant feature.
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Table 1. Statistics of networks.

Network #Node #Links 〈CC〉 〈AV 〉 〈AW 〉
NetScience 1461 2742 0.8770 6.6312 0.7489

countryLevel 226 28869 0.8715 286.6814 27443

cond-mat-2003 5638 20912 0.4584 1.8841 3.2632

hep-th 8255 15751 0.6378 35.878 1.8334

astro-ph 7171 56547 0.4408 7.6529 2.8005

4 Experiments

4.1 Experimental Setting

To prove the validity of the method, partition ratio r is set to 0.9. The experi-
mental results are used AUC for evaluation. The experimental platform is based
on the complex network analysis package which is developed by Matlab. At the
same time, the weighted features (called Weighted features) are composed of
similarity metrics such as WCN, WAA and WRA, WLNBCN, WLNBAA and
WLNBRA are used to construct the LNBweighted features, and the mRMR
feature selection algorithm is used to obtain the eigenvectors.

Then we use three types of classical classification models [31]:

– LR (Logistic Regression). Logistic regression is the most commonly used
method of machine learning in the industry. It is used to estimate the predic-
tive possibility and can also be used to solve the dichotomy problem.

– RT (Regression Tree) Regression Tree classification. RT is a classification
method of local data modeling by constructing decision tree, which can effec-
tively divide the classification features into multiple easily-modeled data, and
then use linear regression to fit.

– DA (Discriminant Analysis) Discriminant Analysis. In DA, a classification
rule consisting of numerical indices is established as a discriminant function,
and then the rule is applied to the samples of the unknown classification for
prediction.

4.2 Scientific Collaboration Network

We conducted experiments in a number of real SCN: NetScience1, hep-th2,
cond-mat-2003 (see footnote 2), astro-ph (see footnote 2), countryLevel3. The
structural attributes of these datasets are shown in Table 1. Where V is the
number of nodes, E is the number of edges, CC, AV and AW are the clustering
coefficient, average degree and average weight, respectively.

1 http://www.linkprediction.org/index.php/link/resource/data.
2 http://www-personal.umich.edu/∼mejn/netdata/.
3 http://opsahl.co.uk/tnet/datasets/.

http://www.linkprediction.org/index.php/link/resource/data
http://www-personal.umich.edu/~mejn/netdata/
http://opsahl.co.uk/tnet/datasets/
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Table 2. Experimental results

Network Weighted LNBweighted LNBweighted + FS

LR RT DA LR RT DA LR RT DA

NetScience 0.9977 0.9988 0.9933 0.9979 0.9989 0.9876 0.9994 0.9996 0.9908

countryLevel 0.8676 0.9894 0.8409 0.9419 0.9931 0.9196 0.9483 0.9933 0.9221

cond-mat-2003 0.9905 0.9955 0.9923 0.9937 0.9956 0.9925 0.9944 0.9984 0.9947

hep-th 0.9793 0.9913 0.9822 0.9877 0.9916 0.9847 0.9818 0.9952 0.9842

astro-ph 0.9843 0.9936 0.9860 0.9873 0.9936 0.9866 0.9877 0.9937 0.9867

4.3 Experimental Results

First, we tested the results of all the experiments under all datasets using
weighted feature (Weighted), LNB based weighted feature (LNBweighted) and
full model (LNBweighted + mRMR) as shown in Table 2. No matter using LR,
RT or DA classification models, the LNBweighted + mRMR results were supe-
rior to those of LNBweighted and Weighted with 0.028%, 0.148%, 0.153% and
2.421%, 0.233% and 1.747% respectively. In addition, LNBweighted improve
Weighted with 1.812%, 0.012% and 1.591% respectively. The performance shows
that it is necessary to extract the features based on weighted clustering coeffi-
cients and select discriminative features in the task of classifying the collabo-
ration in SCN. It can also be seen from the results that the effect of classifi-
cation on the countryLevel dataset is enhanced by up to 5.804% on average.
The reason may lie in the fact that the higher average degree and clustering
coefficient of the dataset and the denser local structure of the corresponding
co-located nodes. As such structure leads to more advantageous for calculating
discriminative weighted naive Bayesian features. Finally, it is observed that the
performance of RT classifiers are all above 0.99 (at least 3% above LR and DA).
Such performance partly due to the fact that RT is an ensemble method that is
more effective than other classifiers.

This part of the experiment aims to further explore the effectiveness of the
proposed feature extraction process. We set training ratio r from 0.5 to 0.9 with
a 0.02 step and report the classification performance corresponding to each step
in Fig. 2. Specifically, countryLevel-LR means the results of countryLevel dataset
with LR classification algorithm and weighted and LNBweighted is the proposed
features. In addition, we have a similar effect in the experiment with all datasets,
because the layout of the relationship, we only give two cases of data sets and
have the following observations: (1) From the trend point of view, as the training
set increases, the classification effects of the two features are gradually improved.
For each classification model, the curves of the LNBweighted features represent
the curves above, when compared with the Weighted features. This shows that
the introduction of weighted coefficient can better measure the impact of more
dense local structure, making the corresponding impact to improve prediction
performance. (2) It can also be seen that the LNBweighted feature is more
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Fig. 2. Performance of AUC by varying the percentage of training network

discriminative than the Weighted feature when the value of r is small. It means
that LNBweighted features can play an important role when the network is
very sparse and show that our proposed framework is stable. (3) We can find
that the difference between the curves of is more obvious than that of hep-ph.
Similar results are observed as in the Table 2. This is because the performance
improvement in countryLevel is higher than hep-ph. But if we look carefully, we
will also find the curves of the LNBweighted features are consistently lying on
the top.

In addition, in order to further verify the validity of mRMR, this experimental
section intends to introduce another statistical feature (distance measure) to
evaluate the feature selection model - Relief for comparison. Relief algorithm
is a feature selection algorithm based on feature weight weighting algorithms
that help mark the importance of different features. The experiments only use
LNBweighted feature to compare for convenient. The results are shown in Fig. 3.
In particular, due to the limitation of the x-axis length, the network datasets
in Table 1 are denoted by shortened as net, cL, cond, hep and astro. It can be
clearly seen that the classification accuracy of mRMR model is higher than that
of Relief model, no matter which classification method is adopted. The major
reason is that mRMR can measure the nonlinear relationship between features. It
demonstrates that mRMR is a better strategy for feature selection. And it also
proves that mining information correlation between features is more effective
than using distance measure and the computational efficiency is high.
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4.4 Experimental Results in Unsupervised Methods

The similarity metric that constitutes LNBweighted eigenvector can also be used
to predict the relationship of unsupervised method. In this section, WLNBCN,
WLNBAA, WLNBRA and WCC are compared with some classic indicators to
further validate the effectiveness of the weighted clustering coefficient defini-
tion. The comparison of indicators are WPA, WJaccard, WSalton and WSoren-
son and the corresponding results are shown in Table 3. The best classification
results are highlighted in bold. It can be clearly seen that the method based
on locally weighted clustering coefficients is better than the method based on
weighted information of common neighbor nodes. The average of WLNBCN,
WLNBAA and WLNBRA is 17.597% higher than that of WPA, WJaccard,
WSalton and WSorenson with a margin by 12.393%, 9.411%, 9.287%, 19.349%,
14.067%, 11.041%, 10.915% and 16.947%, 11.772%, 8.807% and 8.683% respec-
tively. This is due to the fact that scientific research networks usually have two
characteristics: the aggregation of local structures and the different roles of the
common neighbors. Other weighted similarity metrics based on neighborhood
only utilize the weight information of the neighbor nodes and can not mine the
implicit information represented by the above features, thus resulting in poor
performance. In addition, we also find that the performance of simple metric
WCC is better than WPA, WJaccard, WSalton and WSorenson with a mar-
gin by 14.964%, 10.863%, 8.651%, 9.993%. This results again show that our
approach can also effectively integrate local weighted cluster coefficient to learn
more effective common neighbors influence. We also observe that the comparison
methods (WJaccard, WSalton and WSorenson) obtain very poor performance
in countryLevel network. The major reason is that countryLevel is not a sparse
network and these metrics can not capture the dense local structure.

Table 3. Experimental results with similarity index

Network WCC WLNBCN WLNBAA WLNBRA WPA WSalton WJaccard WSorenson

NetScience 0.9912 0.9994 0.9996 0.9908 0.4543 0.9767 0.9782 0.9791

countryLevel 0.9061 0.9438 0.9933 0.9221 0.9276 0.5851 0.6873 0.6931

cond-mat-2003 0.9476 0.9944 0.9984 0.9941 0.8977 0.9195 0.9328 0.9233

hep-th 0.9574 0.9818 0.9952 0.9862 0.9121 0.9116 0.9122 0.9137

astro-ph 0.9815 0.9877 0.9937 0.9868 0.9811 0.9731 0.9745 0.9809
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5 Conclusions

This paper proposes a general scientific collaboration relation classification
model with weighted information. The model fully considers the structural prop-
erties characteristics of scientific research network based on weighted clustering
coefficient. We combine the definition of weighted clustering coefficient to with
naive bayes similarity metrics to extract necessary feature for classification. Then
a minimum-redundancy and maximum-relevancy based feature selection method
is incorporated, which effectively overcome the problems of feature weighted
identification and solves the redundancy and the similarity between features.
In order to prove the validity and robustness of proposed model, we conducted
experiments to evaluate in several real-world SCN. The results show that the
model has obvious improvement when compared with the benchmark algorithms.
In the next stage of work, we will focus on how to improve the capability of the
model, so as to better solve the relationship classification of large-scale and het-
erogeneous scientific research networks.

Acknowledgements. Jiehua Wu is supported by Guangdong Provincial Higher out-
standing young teachers Training Program (Nos. YQ2015177). This work is supported
by Natural Science Foundation of Guangdong Province (No. 2017ZC0348). Guangdong
Provincial major scientific research project (No. 2017GKTSCX009) and Major engi-
neering technical and commercial services applied research project (No. GDGM2015-
ZZ-C03).

References

1. Zhang, C., Bu, Y., Ding, Y., et al.: Understanding scientific collaboration:
homophily, transitivity, and preferential attachment. J. Assoc. Inf. Sci. Technol.
69(1), 72–86 (2018)

2. Mart́ınez, V., Berzal, F., Cubero, J.C.: A survey of link prediction in complex
networks. ACM Comput. Surv. (CSUR) 49(4), 69 (2017)

3. Zhou, J., Zeng, A., Fan, Y., et al.: Identifying important scholars via directed
scientific collaboration networks. Scientometrics 114(3), 1327–1343 (2018)

4. Wang, W., Yu, S., Bekele, T.M., et al.: Scientific collaboration patterns vary with
scholars’ academic ages. Scientometrics 112(1), 329–343 (2017)

5. Gupta, M., Gao, J., Han, J.: Community distribution outlier detection in het-
erogeneous information networks. In: Proceedings of 2013 European Conference
on Machine Learning and Principles and Practice of Knowledge Discovery in
Databases (ECMLPKDD 2013), Prague, Czech, September, pp. 557–573 (2013)

6. Liben Nowell, D., Kleinberg, J.: The link prediction problem for social networks.
J. Assoc. Inf. Sci. Technol. 58(7), 1019–1031 (2007)

7. Wang, P., Xu, B.W., Wu, Y.R.: Link prediction in social networks: the state-of-
the-art. Sci. China Inf. Sci. 58(1), 1–38 (2015)

8. Al Hasan, M., Zaki, M.J.: A survey of link prediction in social networks. In: Aggar-
wal, C. (ed.) Social Network Data Analytics, pp. 243–275. Springer, Boston (2011).
https://doi.org/10.1007/978-1-4419-8462-3 9

https://doi.org/10.1007/978-1-4419-8462-3_9


Weighted Clustering Coefficients Based Feature Extraction and Selection 163

9. Murata, T., Moriyasu, S.: Link prediction of social networks based on weighted
proximity measures. In: Proceedings of the IEEE/WIC/ACM International Con-
ference on Web Intelligence, pp. 85–88. IEEE Computer Society (2007)
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Abstract. K-nearest neighbor rule (KNN) is a simple and powerful classification
algorithm. In this article, we develop a representation-based pseudo nearest
neighbor rule (RPNN), which is based on the idea of pseudo nearest neighbor rule
(PNN). In the proposed RPNN, a query point is represented as a linear combina‐
tion of all the training samples in each class, and we use k largest representation
coefficients to determine k nearest neighbors per class instead of Euclidean
distance. Then, we design the pseudo nearest neighbor of the query point per class
and compute the distance between the query point and the pseudo nearest
neighbor. The query point belongs to the class which has the closest representa‐
tion-based pseudo nearest neighbor among all classes. Experimental results on
twelve data sets have demonstrated that the proposed RPNN classifier can
improve the classification accuracy in the small sample size cases, compared to
the traditional KNN-based methods.

Keywords: K-nearest neighbor rule · Pseudo nearest neighbor rule
Pattern classification

1 Introduction

Pattern classification has been a research hot spot in the field of artificial intelligence
nowadays. Machine learning methods are widely employed in classification, for
example, traffic classification [1, 2] and so on. As one of the top 10 algorithms in data
mining [3], K-Nearest neighbor rule (KNN) [4] firstly proposed by Fix and Hodges, has
been widely used in many practical applications for its superiorities. The basic rationale
of KNN rule is that the class label of every query point is often determined by a simple
majority vote among its k nearest neighbors, which are searched from the training set
by means of Euclidean distance. The main characteristic of the KNN is its asymptotical
classification performance in the Bayes sense [4, 5]. Besides, KNN has several promi‐
nent advantages, such as intuitiveness, simplicity and efficiency. However, the conven‐
tional KNN still exists some major disadvantages as follows. First of all, the choice of
the neighborhood size k is sensitive, especially in the small sample size cases. When k
is too small, the query point is very sensitive to the existing outliers and noise points [6].
Conversely, when k is too large, the neighborhood contains too many points from other
classes which the query point does not belong to [7, 8]. Secondly, the identical weight
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instead of different weights is assigned to k nearest neighbors in KNN. In general, each
neighbor should have different weight according to the classification contribution.
However, the uncorrelated or farther points are given the same weight and the repre‐
sentative ones don’t play a significant role in classification. Clearly, this way is unrea‐
sonable in pattern classification. Thus, how to assign the appropriate weights to nearest
neighbors is not an ignorable issue in KNN-based classification. Thirdly, the way of
determining nearest neighbors is always to use Euclidean distance measure. It could not
find proper nearest points, which can contribute more to classifying the query point. In
fact, the last two issues can further aggravate the sensitivity of k.

To overcome these issues above, many variants of KNN have been introduced [9–
16]. Aiming at reducing the influence of the sensitivity of k and finding the suitable
values of k, a proposal for local k values for k-nearest neighbor rule has been put forward
in [9]. This method can fix the adaptive value of k according to different distributions
of points. In [10, 11], two schemes of dynamically choosing the numbers of k nearest
neighbors are also designed for correctly classifying different query points. To address
the problem that k neighbors of each query point are not given by the rational weights,
a classical weighted voting method for KNN, called the distance-weighted k-nearest-
neighbor rule (WKNN), was proposed in [12]. As a good extension of WKNN, the dual
distance-weighted k-nearest neighbor classier (DWKNN) was proposed to reduce the
sensitivity of k and improve the classification performance in [13]. In order to overcome
the sensitivity of k caused by Euclidean distance as the similarity measure between every
query point and neighbors, nearest centroid neighborhood (NCN) as an alternative
neighborhood was introduced in [14, 15]. It not only considers the similarities of the
neighbors, but also takes the geometrical distributions of the neighbors into account.
Based on NCN, some related k-nearest centroid neighbor classifiers were developed for
good classification in [14–18]. In addition, combining k-nearest neighbor and centroid
neighbor classifier was proposed in [19] in order to get the fast and robust classification.
To well improve the recognition rate of the nearest neighbor classification method,
combining nearest neighbor classifiers using multiple feature subsets was proposed in
[20]. Besides, the selection of k-nearest neighbor can be used as a nearest neighbor
measurement, such as in multiview feature embedding for pattern classification [21] and
multiple nearest neighbor feature matching [22].

The sensitivity of the neighborhood size k could be heavily aggravated in the small
sample size cases with the existing outliers. To solve this issue, a local mean-based k-
nearest neighbor rule (LMKNN) was proposed, which adopts the local mean vector of
k nearest neighbors from each class [23]. In LMKNN, the query point is classified into
the class with the closest local mean vector among all classes. On basis of the idea of
LMKNN using local mean vector, some related methods were introduced to improve
the KNN-based classification performance and overcome the negative influence of the
existing outliers, especially in the case of the small training sample size cases [24–29].
As an extension of LMKNN, a new method has been proposed, which used the cosine
distance to compute the distance between the test samples and the local mean-based
vectors [24]. Among these methods, two promising ones are the pseudo nearest neighbor
rule (PNN) [25] and the local mean-based pseudo nearest neighbor rule (LMPNN) [31].
In PNN, k nearest neighbors from each class are firstly found and the corresponding
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distances to the query point are calculated. Then the pseudo nearest neighbor per class
is determined by the weighted sum of distances from neighbors to the query point. The
query point is finally classified into the class with the closest pseudo nearest neighbor.
Unlike PNN, k local mean vectors per class are used for finding pseudo nearest neighbor
in LMPNN, and the categorical k local mean vectors are computed by the corresponding
k nearest neighbors.

In this article we propose a representation-based pseudo nearest neighbor rule
(RPNN) on the basis of the idea of PNN. Our purpose is to further improve the KNN-
based classification performance and overcome the problem which the value of k is very
sensitive in the case of the small training sample size. In RPNN, a query point is first
represented as a linear combination of all the training samples from each class, and the
representation coefficient associated with each training sample to represent the query
point are solved. Then, the representation coefficients are employed as the similarity
measure to seek k nearest neighbors. After that, k training samples corresponding to k
largest coefficients are chosen as k nearest neighbors in each class. We design the pseudo
nearest neighbor from each class using k nearest neighbors per class, the same as in PNN
and LMPNN. Finally, RPNN classifies the query point into the class that has the closest
pseudo nearest neighbor among all classes. Distinguished from traditional KNN-based
classifiers, the proposed RPNN adaptively searches k nearest neighbors by k largest
representation coefficients instead of Euclidean distance. So the representative neigh‐
bors of each query point can be found in RPNN. Moreover, the distance between the
query point and the pseudo nearest neighbor per class is used as the classification deci‐
sion rather than the simple majority vote among k nearest neighbors in RPNN. Thus,
the proposed RPNN can overcome the sensitivity of k mainly caused by ways of deter‐
mining neighbors and making the classification decision. To evaluate the classification
performance of our method, we compare RPNN to the state-of-art methods including
KNN, WKNN, LMKNN, PNN and LMPNN on eighteen numerical real data sets with
the small numbers of the sample size. Experimental results have shown that the proposed
RPNN performs very well, especially in the small sample size cases.

This article is organized as follows. In Sect. 2, we briefly make a summary about the
related work. In Sect. 3, we elaborate the proposed RPNN method in detail. In Sect. 4,
we present our experimental results and analysis. Finally, Sect. 5 draws the conclusions.

2 The Related Work

In this section, we briefly review two KNN-based methods that are related to our work.
Both are the pseudo nearest neighbor rule (PNN) [25] and the local mean-based pseudo
nearest neighbor rule (LMPNN) [31]. Some common symbols used in what follows are
first denoted. M =

{
xi ∈ Rt}n

i=1 is a training set including n training samples in t-dimen‐
sional feature space, C = {1, 2,… , Q} is the set of the class labels that all training
samples belong to, and the class label li of each sample xi is li ∈ C.Mj =

{
x

j

i
∈ Rt

}nj

i=1 is
the training set from class j with nj samples and y is a given query point.
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2.1 PNN

In PNN, the pseudo nearest neighbor in each class is decided by the weighted sum of
distances of k nearest neighbors per class to the query point, and the query point is
classified into the class with the closest pseudo nearest neighbor among all classes.

Firstly, k nearest neighbors of the query point y from each class j in Mj are found by
using Euclidean distances in Eq. (1).

d(y, x
j

i
) =

√
(y − x

j

i
)T (y − x

j

i
). (1)

Let k nearest neighbors corresponding to the first k smallest distances from class j and
their distances be denoted as 

{
xNN

1j
, xNN

2j
,… , xNN

kj

}
 and{

d(y, xNN
1j
), d(y, xNN

1j
),… , d(y, xNN

1j
)

}
, respectively.

Secondly, the weight Wij of the i-th neighbor xNN
ij

 from the class j is defined as

Wij =
1
i

, i = 1,… , k. (2)

Thirdly, Let the pseudo nearest neighbor of the query point y in class j be xPNN
j

 and
its distance d(y, xPNN

j
) between y and xPNN

j
 is designed as

d(y, xPNN

j
) = (W1j × d(y, xNN

1j
) + W2j × d(y, xNN

2j
) +… + Wkj × d(y, xNN

kj
)). (3)

Finally, the query point y is classified into the class j with the smallest d(y, xPNN
i

).

c = arg min d
j

(y, xPNN

j
). (4)

2.2 LMPNN

In LMPNN, k local mean vectors computed by using k nearest neighbors are employed
to design the pseudo nearest neighbor in each class, and the query point is classified into
the class with the closest pseudo nearest neighbor among all classes, the same as PNN.

Firstly, k nearest neighbors of the query point y from each class j are determined by
Euclidean distance.

Secondly, k local mean vectors of the query point y are calculated by using nearest
neighbors in each class. The i-th local mean vector x̄NN

ij
 of the first i nearest neighbors

of y in class j is calculated as

x̄NN

ij
=

1
i

i∑
i=1

xNN

ij
, i = 1,… , k. (5)

Let 
{

d(y, x̄NN
1j
), d(y, x̄NN

2j
),… , d(y, x̄NN

kj
)

}
 represent the Euclidean distances between y and

k local mean vectors from class j.
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Thirdly, the weight Wij of the i-th local mean vector x̄NN
ij

 from the class j is defined,
the same as Eq. (2).

Fourthly, the local mean-based pseudo nearest neighbor x̄PNN
j

 of the query point y
from class j is determined. Its distance to y is computed as

d(y, x̄PNN

j
) = (W1j × d(y, x̄NN

1j
) + W2j × d(y, x̄NN

2j
) +… + Wkj × d(y, x̄NN

kj
)). (6)

Lastly, the query point y is assigned into the classwith the closest local mean-based
pseudo nearest neighbor among all classes.

c = arg min d
i

(y, x̄PNN

j
). (7)

Note that both PNN and LMPNN are the same as KNN when k = 1.

3 The Proposed RPNN

In this section, we detailedly describe our proposed RPNN method which is based on
the idea of PNN.

3.1 Basic Rationale

As we know, the sensitivity of the neighborhood size k could heavily degrade the KNN-
based classification performance [3, 9, 11, 13], because the noise points or outliers
always exist in the k-neighborhood regions, especially in the small sample size cases.
Thus, how to determine the representative neighbors of each query point plays an
important role in the KNN-based classification. Moreover, the ways of determining
nearest neighbors and making the classification decisions in many variants of KNN can
aggravate the sensitiveness to the choice of the neighborhood size k. Generally, k nearest
neighbors of each query point are often determined by Euclidean distance. Since Eucli‐
dean distance measure only considers the similarities of samples, the appropriate
samples as the neighbors cannot be obtained. A simple majority vote among k nearest
neighbors is always adopted as the classification decision to classify the query points.
In fact, this way gives identical weight to each neighbor. However, such classification
decision cannot provide more classification contribution when neighbors are more
representative. As the good extensions of KNN, PNN can overcome the sensitivity of
k, especially in the small sample size cases with existing outliers. However, the way of
determining k nearest neighbors is to use Euclidean distance in PNN, in order that the
representative neighbors could be not well determined. Therefore, to further reduce the
sensitivity of k and improve the KNN-based classification performance, we propose a
new KNN-based method, called a representation-based pseudo nearest neighbor rule
(RPNN), an extension of PNN.

In the proposed RPNN, a new scheme of choosing k nearest neighbors instead of
Euclidean distance is mainly introduced. For given query point, it is first represented by
a linear combination of all training samples from each class. Then, the representation
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coefficients associated with the training samples are used as similarity measure for
determining class-specific k nearest neighbors. After finding k nearest neighbors from
each class, the pseudo nearest neighbor in each class is designed for the query sample
by weighted sum of distances between the query sample and the neighbors, the same as
what is in PNN. Finally, the query point is classified into the class with the closest pseudo
nearest neighbor among all the classes. In the proposed RPNN, three properties are held:
(1) the class-specific representation coefficients instead of Euclidean distances are used
for seeking representative neighbors, (2) each class-specific neighbor is weighted in
designing pseudo nearest neighbor in each class for classification, (3) the distance of
pseudo nearest neighbor from each class to the query point is used for the classification
decision.

3.2 The RPNN Method

The proposed RPNN method on basis of the rationale of PNN is presented in this section.
In RPNN, each query point is represented as a linear combination of all the class-specific
training samples to construct the similarities between the query point and the training
samples, in order to determine k nearest neighbors from each class. The classification
process of RPNN is carried out as follows.

(1) The given query point y can be represented as a linear combination of all the training
samples from each class.

y = x
j

1a
j

1 + x
j

2a
j

2 +…+ x
j

nj
a

j

nj
= Mjaj. (8)

where aj = [a
j

1, a
j

2,… , a
j

nj
]T is the representation coefficient vector associated with

the training samples from class j. In fact, aj can be solved in the following situations:
If Mj is a nonsingular square matrix, aj is directly solved as

aj = (Mj)−1y. (9)

If Mj is a non-square matrix and (Mj)TMj is a nonsingular matrix, aj is easily solved
as

aj = ((Mj)TMj)−1(Mj)Ty. (10)

In general, (Mj)TMj could be a singular matrix. To obtain the robust solution of aj

and address the singularity, aj is always regularized with l2-norm as

min‖‖y − Mjaj‖‖2
2 + 𝛾‖‖aj‖‖2

2. (11)

According to the lagrange multiplier, aj in Eq. (11) is achieved as
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aj = ((Mj)TMj + 𝛾I)−1(Mj)Ty. (12)

Where I is an identity matrix. Note that the representation coefficient vector in
Eq. (8) is resolved by Eq. (12) in RPNN.

(2) K nearest neighbors of the query point y from each class are determined the repre‐
sentation coefficients. The coefficients to represent the query point in Eq. (8) can
well reflect the similarities between the training samples and the query point, and
are considered as the similarity measure. The larger aj

i
 denotes that sample xj

i
 is more

similar to y. Thus, the representation coefficients 
{

a
j

1, a
j

2,… , a
j

nj

}
 are sorted in a

decreasing order, and the training samples corresponding to the k largest coefficients
in the coefficient vector aj are regarded as k nearest neighbors from class j, denoted
as 

{
xNN

1j
, xNN

2j
,… , xNN

kj

}
. Then, the Euclidean distances between y and k nearest

neighbors in class j are calculated and denoted as
d(y, xNN

1j
), d(y, xNN

2j
),… , d(y, xNN

kj
).

(3) Each nearest neighbor is assigned with the weight. The weight Wij of the neighbor
xNN

ij
 from the class j is also defined as in Eq. (2)

(4) The pseudo nearest neighbor in each class is designed. Let ̄̄xPNN
j

 be the pseudo
nearest neighbor of the query point y in class j. The distance between y and ̄̄xPNN

j
 is

defined as

d(y, ̄̄xPNN

j
) = (W1j × d(y, xNN

1j
) + W2j × d(y, xNN

2j
) +… + Wkj × d(y, xNN

kj
)). (13)

(5) The query point y is classified in the class with closest pseudo nearest neighbor
among all classes as follows

c = arg min d
j

(y, ̄̄xPNN

j
). (14)

3.3 The RPNN Algorithm

As discussed in Subsect. 3.2, the proposed RPNN method is summarized in Algorithm 1
by means of pseudo codes.
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4 Experimental Results

To verify the classification performance of the proposed RPNN, we compare RPNN to
the competing methods including KNN, WKNN, LMKNN, PNN and LMPNN in terms
of the classification accuracy. Our experiments are conducted on eighteen real data sets
from UCI [32] or KEEL [33] repositories. Furthermore, since RPNN, PNN and LMPNN
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design the pseudo nearest neighbor from each class to classify the query points, we
analyze the distances from their categorical pseudo nearest neighbors to the given query
points, in order to further evaluate the proposed RPNN.

4.1 Data Sets

In the experiments, we use eighteen data sets that are taken from UCI or KEEL reposi‐
tories. The information about the attributes, classes and total samples of these data sets
is shown in Table 1. Among these data sets, the ‘Climate Model Simulation’,
‘Led7digit’, ‘Hayes-roth’ ‘Hillvalley’, ‘Parkinsons’, ‘Wisconsin’ and ‘Transfusion’
data sets are abbreviated as ‘Climate’, ‘Led’, ‘Hayes’, ‘Hill’, ‘Park’, ‘Wis’ and ‘Tran’,
respectively. The total samples on each data set are randomly divided into the training
and the testing sets ten times. The number of the testing samples on each data set is also
displayed in Table 1. The final classification results of each method on all data sets are
the averages of the classification accuracy rates on ten runs with 95% confidence. It
should be noted that the chosen data sets used in the experiments have the small training
sample sizes, and are used to well study the classification performance of the proposed
RPNN in the small sample cases.

Table 1. The real data sets used in the experiments

Data Total samples Attributes Classes Testing samples
Wine 178 13 3 59
Seeds 210 7 3 60
Sonar 208 60 2 67
Musk 476 166 2 162
Titanic 2201 3 2 703
Vehicle 846 18 4 282
Led 500 7 10 151
Hayes 160 4 3 58
Bupa 345 6 2 169
Iris 150 4 3 56
Climate 540 18 2 230
Plrx 182 12 2 40
Hill 1212 100 2 600
Park 195 1 2 65
Tae 151 5 3 60
Wis 683 9 2 223
Glass 146 9 2 36
Tran 748 4 2 90

4.2 Experiment 1

In order to study the classification performance of the proposed RPNN method, we
compare RPNN to KNN, WKNN, LMKNN, PNN and LMPNN by varying the
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neighborhood size k in terms of the classification accuracy rates. The value of k is varied
from 1 to 15 with step 1 on each data set. The classification results of each method with
increasing k are displayed in Figs. 1 and 2. As shown in Figs. 1 and 2, we can observe
that the classification accuracy rates of the proposed RPNN method quickly increase at
the smaller values of k at first, and then nearly keep stable when the values of k become
larger on most of the data sets. It is clear that RPNN always performs better than the
other competing methods at large values of k. The significant classification performance
of RPNN can be obviously seen on Wine, Seeds, Titanic, Vehicle, Hill and Tran data
sets. This fact implies that RPNN can use more representative nearest neighbors to well
classify the query points. Meanwhile, the comparative classification results in Figs. 1
and 2 show that RPNN is less sensitive to k than KNN, WKNN, LMKNN, PNN and
LMPNN at the large values of k. Thus, we can conclude that the representation coeffi‐
cients as a similarity measure instead of Euclidean distance are very useful for selecting
the representative neighbors for query samples.

(a) Wine           b) Seeds                  (c) Sonar

(d) Musk          (e) Titanic                (f) Vehicle

(g) Led      (h) Hayes              (i) Bupa

Fig. 1. The classification accuracy rates of each method via k on first nine data sets.
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(j) Iris                (k) Climate              (l) Plrx

(m) Hill  (n) Park                (o) Tae   

(p) Wis            (q) Glass                 (r) Tran

Fig. 2. The classification accuracy rates of each method via k on other nine data sets.

According to the classification results in Figs. 1 and 2, the maximal classification
accuracy rates (%) of the competing methods with the corresponding standard deviations
(stds) and values of k in the parentheses on each data set are shown in Table 2. Note that
the maximal classification performance of each method is obtained among the rang of
k from 1 to 15 with step 1, and the best performance on each data set among the
competing methods is denoted in bold-face. It is obvious that the proposed RPNN nearly
performs better than all competing methods, and the average of the maximal classifica‐
tion accuracy rates of RPNN on all data sets is larger than that of the other methods.
Furthermore, our method can show distinguished performances on Wine, Seeds, Titanic,
Vehicle, Hill and Tran data sets, as we can see from Figs. 1, 2 and Table 2. The reason
may be that we use the way of representation coefficients to determine k nearest neigh‐
bors. The representation coefficients can well reflect the degree of similarity between
training samples and testing samples, which is critical for classification. Therefore, the
experimental results shown in Figs. 1, 2 and Table 2 illustrate that our proposed RPNN
method is less sensitive to k, and it has more satisfactory classification performances
than those of KNN, WKNN, LMKNN, PNN and LMPNN.

A Representation-Based Pseudo Nearest Neighbor Classifier 175



Table 2. The maximal classification accuracy rates (%) of each method with the corresponding
standard deviations (stds) and values of k in the parentheses on all data sets.

Data set KNN WKNN LMKNN PNN LMPNN RPNN
Wine 73.39 ± 5.48

(1)
73.39 ± 5.48
(1)

73.39 ± 5.48
(1)

73.39 ± 5.48
(1)

73.39 ± 5.48
(1)

75.76 ± 4.59
(3)

Seeds 90.67 ± 3.26
(9)

90.17 ± 3.64
(15)

91.67 ± 3.42
(4)

90.67 ± 3.78
(2)

91.50 ± 2.99
(5)

93.83 ± 3.24
(13)

Sonar 78.96 ± 5.99
(1)

80.00 ± 6.02
(7)

81.79 ± 4.55
(3)

79.70 ± 5.68
(4)

82.09 ± 5.89
(14)

84.48 ± 2.74
(8)

Musk 86.60 ± 4.04
(4)

86.05 ± 3.24
(12)

90.12 ± 2.16
(8)

86.36 ± 3.64
(4)

89.26 ± 3.46
(12)

90.62 ± 2.43
(6)

Titanic 30.33 ± 0.09
(13)

30.30 ± 0.00
(1)

37.74 ± 0.71
(12)

37.74 ± 0.71
(12)

37.77 ± 0.73
(14)

53.81 ± 1.57
(11)

Vehicle 67.98 ± 2.46
(3)

68.72 ± 2.37
(6)

70.82 ± 2.04
(2)

68.55 ± 3.02
(2)

70.74 ± 2.54
(12)

73.76 ± 2.20
(13)

Led 68.15 ± 4.24
(15)

57.95 ± 2.34
(15)

73.64 ± 2.89
(14)

72.98 ± 2.97
(14)

71.85 ± 2.73
(15)

74.04 ± 2.72
(13)

Hayes 59.48 ± 4.89
(6)

60.52 ± 5.10
(9)

58.97 ± 5.38
(1)

62.93 ± 4.32
(15)

59.14 ± 4.67
(5)

63.62 ± 3.76
(13)

Bupa 68.76 ± 3.52
(15)

69.11 ± 1.65
(14)

69.29 ± 3.11
(12)

69.05 ± 1.81
(14)

66.69 ± 3.39
(15)

69.23 ± 1.91
(14)

Iris 96.96 ± 1.47
(12)

97.14 ± 1.51
(10)

96.96 ± 1.21
(3)

97.14 ± 0.92
(11)

97.14 ± 1.25
(4)

97.32 ± 1.26
(6)

Climate 88.35 ± 0.67
(3)

88.04 ± 0.55
(8)

88.30 ± 0.88
(4)

88.30 ± 0.63
(3)

88.09 ± 0.74
(14)

88.13 ± 0.65
(8)

Plrx 60.25 ± 1.42
(13)

60.25 ± 4.63
(5)

60.25 ± 0.79
(11)

62.25 ± 2.99
(5)

60.25 ± 3.22
(10)

62.75 ± 2.75
(11)

Hill 57.56 ± 3.15
(1)

58.00 ± 2.49
(5)

60.83 ± 0.96
(3)

58.13 ± 2.37
(2)

59.97 ± 1.93
(3)

66.87 ± 7.44
(2)

Park 83.08 ± 2.88
(8)

83.38 ± 2.28
(14)

83.08 ± 2.43
(5)

84.62 ± 1.54
(13)

84.92 ± 2.28
(13)

85.23 ± 2.79
(10)

Tae 49.67 ± 4.10
(1)

49.67 ± 4.10
(1)

49.67 ± 4.10
(1)

49.67 ± 4.10
(1)

50.33 ± 5.03
(2)

50.58 ± 4.87
(9)

Wis 91.66 ± 1.29
(4)

91.93 ± 1.01
(10)

90.81 ± 1.14
(1)

92.51 ± 1.16
(15)

92.42 ± 0.68
(15)

92.56 ± 1.14
(15)

Glsss 86.11 ± 2.78
(1)

86.67 ± 4.56
(5)

86.11 ± 2.78
(1)

86.11 ± 2.78
(1)

86.11 ± 2.78
(1)

87.22 ± 3.17
(3)

Tran 44.89 ± 2.97
(5)

45.00 ± 4.23
(6)

47.44 ± 3.99
(3)

44.89 ± 3.82
(1)

45.00 ± 4.23
(3)

66.33 ± 3.48
(5)

Average 71.27 ± 3.04 70.91 ± 3.07 72.83 ± 2.67 72.50 ± 2.87 72.59 ± 3.00 76.45 ± 2.93

It should be noted that, through extensive experiments, we found that our method
can perform well under the circumstance of the small sample size. So we select many
small datasets to verify the classification performance of the proposed RPNN method.

4.3 Experiment 2

To further explore the power of the pattern discrimination of the proposed RPNN, we
compare RPNN to PNN, LMPNN on the Seeds, Wine and Iris data sets within three
classes by considering their pseudo distances in the process of the classification decision.
Since RPNN, PNN and LMPNN use pseudo distances between the given query point
and categorical pseudo nearest neighbors to determine the class label of the query point,
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the differences among the pseudo distances play an important role in classification. If
the differences among the pseudo distances are large, the corresponding methods can
easily classify the query point. The pseudo distances between the given query points
and the categorical pseudo nearest neighbors on these three data sets in RPNN, PNN
and LMPNN are shown in Figs. 3, 4 and 5. Note that ci denotes the class i and the value
of k is five. From the pseudo distances in RPNN, PNN and LMPNN, we can see that
differences among the categorical pseudo distances on each data set in RPNN are larger
than that in PNN and LMPNN. Moreover, RPNN correctly classifies the given query
points, but PNN and LMPNN mistakenly classify the given query points. As described
above, the pseudo distances in RPNN, PNN and LMPNN are designed by weighted sum
of the distances from k nearest neighbors to the query points. The experimental results
in Figs. 3, 4 and 5 implies that k nearest neighbors chosen by RPNN are more repre‐
sentative than ones by PNN and LMPNN.

(a) PNN                      (b)LMPNN                (c)RPNN

Fig. 3. The pseudo distances between the query point from class 2 and categorical pseudo nearest
neighbors on seeds.

(a) PNN                      (b)LMPNN        (c)RPNN

Fig. 4. The pseudo distances between the query point from class 3 and categorical pseudo nearest
neighbors on Wine.
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(a) PNN                      (b)LMPNN                (c)RPNN

Fig. 5. The pseudo distances between the query point from class 2 and categorical pseudo nearest
neighbors on Iris.

Through the experiments above, we can draw a conclusion that the proposed RPNN
is a promising method in the KNN-based classification.

5 Computational Complexity

In this section, we analyze the computational complexities of RPNN in comparison with
KNN, WKNN, LMKNN, PNN and LMPNN. Since these competing methods are lazy
learning methods, we only need to discuss their complexities in the classification stage.
Let n, nj, t, C and k denote training samples, the number of training samples from the
class j, the feature dimension, the class labels and the nearest neighbors respectively.

KNN and WKNN: In the classification stage, (a) KNN calculates the Euclidean
distances between the query point and all training samples, in which the complexity nt
is required. (b) KNN determines the k nearest neighbors according to the distances with
nk comparisons. (c) The classification decision of the query point among k nearest
neighbors needs k operations. In WKNN, the complexity of assigning the weight for the
j-th nearest neighbor of the query point is k. And other steps are the same as those of
KNN. So the running time of KNN and WKNN are nt + nk + k and nt + nk + 2k sepa‐
rately.

LMKNN: In the classification stage, (a) LMKNN computes the distances between
the testing point and all training points from each class and finds k nearest neighbors
from each class, which requires nt + nk multiplications and comparisons. (b) LMKNN
calculates the local mean vector of k nearest neighbors, the complexity of which is
Ckt. (c) LMKNN determines the closest distance between the local mean vector and the
query point and ultimately decides the classification result. In this step, Ct + t operations
are required. So the computational complexity of LMKNN is nt + nk + Ckt + Ct + t.

PNN: In the classification stage, (a) PNN determines k nearest neighbors from each
class by computing the distances between the testing point and all training points from
each class, which requires nt + nk multiplications and comparisons. (b) PNN allocates
the weight Wj to the j-th nearest neighbor and needs Ck divisions. (c) Ck + C operations
are required to design pseudo neighbor in each class and determine the class of query
point. Totally, the computational complexity of PNN is nt + nk + 2Ck + k.
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LMPNN: In the classification stage, (a) LMPNN needs the same step as PNN, which
requires nt + nk multiplications and comparisons. (b) LMPNN computing k local mean
vectors of k nearest neighbors needs 2Ckt operations. (c) The weight Wj is allocated to
the j-th local mean vector and the local mean-based pseudo neighbor is found, which
needs 3Ck. (d) Finally, deciding the class of query point requires C. So the running time
of LMPNN is nt + nk + 2Ck + 3Ck + C.

RPNN: In the classification stage, (a) we first represent the query point with a linear
combination of all the training samples from each class and determine the representation
coefficients; (b) We find k nearest neighbors from each class; (c) assign the weight Wj

to the j-th nearest neighbor; (d) Finally, we design pseudo neighbor in each class and
determine the class which query point belongs to. In step (a), nt2 + t3 multiplications are
required. In step (b), n1k + n2k +…+ nck namely, nk comparisons are required. In step
(c), Ck divisions are required. In step (d), Ck + C operations are required. Thus, the
running time of RPNN is nt2 + t3 + nk + 2Ck + C.

6 Conclusion

In this article, we propose a representation-based pseudo nearest neighbor (RPNN) rule.
The aim is to further improve the KNN-based classification performance and mainly
overcome the sensitivity of the neighborhood size k, especially in the small sample size
cases. The RPNN is inspired by the idea of PNN. However, unlike PNN, the new way
of choosing k nearest neighbors of the query sample is introduced. In RPNN, the query
point is represented by the linear combinations of the class-specific training samples.
The representation coefficients are used for determining categorical k nearest neighbors.
Using the k nearest neighbors per class, we design the categorical pseudo nearest
neighbor, whose distance to the query sample is the sum of weighted distances between
the neighbors and the query sample. The query sample is finally classified into the class
with the closest pseudo nearest neighbor among all classes. To demonstrate the effec‐
tiveness of the proposed RPNN, the experiments are carried out on eighteen real data
sets with the small numbers of samples, in comparison with the competing methods.
The experimental results show that the propose method perform very well. In our
method, the values of k are set manually in the process of classification. In order to
further improve the classification performance, we will extend the RPNN by adaptively
determining the values of k. The basic idea of the proposed RPNN method can enhance
the pattern discrimination in the small sample size cases, it may be useful in the classi‐
fication tasks with big data. We will study this issue and use the idea of RPNN to design
some extensions of the KNN-based classification to fit big data in the future.
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Abstract. In order to solve the problem of high data dimension in network
intrusion detection, the paper proposes KNN classifier and two kinds of effective
feature selection algorithms that include Automatic encoder (Autoencoder) and
Principal Component Analysis (PCA). The algorithms that the paper proposes
will be applied in the field of network intrusion detection. First of all, we
combine the KNN classifier with the effective feature selection algorithms to
form a novel intrusion detection model. Secondly, we input the preprocessed
data into the model. Finally, the experimental results show that the combination
of KNN classifier and Autoencoder (KNN-Autoencoder) makes the accuracy of
intrusion detection reach 93%, and the combination of KNN classifier and PCA
(KNN-PCA) makes the accuracy of intrusion detection reach 91%. Apparently,
the efficient feature selection algorithms can effectively reduce the impact of
non-related attributes on the classification results. The performance of the
automatic encoder is better than the principal component analysis. All experi-
ments are done based on the KDD UP99 data set.

Keywords: Intrusion detection � KNN � Feature selection � KNN-autoencoder
KNN- PCA � Autoencoder � PCA

1 Introduction

With the advent of the internet, the network has become an important part of people’s
life, an increasing number of people are beginning to notice the importance of network
security. Therefore, for the network, the first important thing is to promise the network
security [1], because the internet has been closely related to people’s life, for example,
most human tend to do online shopping or trading, so if an attacker steals personal
information or property by invading their network, that will put people in a very
insecure state. In order to solve these problems, it is necessary to carry out the detection
and identification of intrusion of network [2–4].

Since 1970, machine learning and artificial intelligence have begun to rise, those
began to become the most important tools to solve the classification problems. How-
ever, in recent years, with the rapid development in data dimension, it is difficult to
solve this problem by using the traditional classification algorithms.
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In the past, the researchers introduced different machine learning algorithms such as
unsupervised learning self-organizing mapping algorithm (SOM) [5], artificial neural
network algorithm (ANN) [6], support vector machine (SVM) [7], etc. Nevertheless,
among those machine learning algorithms, the K Nearest Neighbor algorithm (KNN),
which proposed by Cover and Hart in 1968, is the most popular one because it is
simple and has a low error rate.

Even if the KNN classifier is used to classify the data easily, the time complexity
will increase many times as the dimension increases. So the most important questions
now are how to solve high-dimensional data, how to reduce the time complexity and
how to improve the computational efficiency and accuracy.

With the continuous study of machine learning, the Deep Learning gradually begins
to become popular. This paper presents two new feature selection algorithms, auto-
matic encoders [8] and principal component analysis [9]. Both algorithms, which can
be very effective in dimensionality reduction of high dimensional data, are attributed to
unsupervised learning [10].

Recently, Lakhina proposes a method of combining PCA with ANN [11], which is
applied to network intrusion detection. Kuang et al. use the combination of kernel
genetic analysis (KPCA) and genetic algorithm for network intrusion detection, in
which the feature selection of data is done by KPCA [12, 13]. Aung and Min proposes
the combination of K-means and Random Tree to solve the problem of intrusion
detection [14]. Yang, Li and Zhang et al. use the Random Forest to extract the char-
acteristics of the original data and then import the extracted data into the SVM classifier
to identify the normal and abnormal data [15]. However, those methods are not able to
establish a mapping from high to low dimensions while automatic encoders and PCAs
can overcome this shortcoming, these two methods are able to learn the optimal subset
of feature subsets and accelerate the calculation. So far, there are few researchers use
the combination of KNN and feature selection algorithms like Autoencoder and PCA in
intrusion detection.

For the above problems, we use the combination of efficient KNN classifier and
efficient feature extraction algorithms such as automatic encoder and PCA to do
intrusion detection, and then test which combination can be more effective in the
application of network intrusion detection. The second part of the paper introduces the
KNN classifier, automatic encoder, and PCA. The third part shows that the proposed
work. The fourth part reveals that the process and results of the experiment. The fifth
part shows that the conclusion of those experiments we’ve done. The last part proposes
the future directions.

2 Related Works

2.1 K-Nearest Neighbor Classifier

In the field of machine learning, the KNN algorithm is very popular in classification
applications. In this paper, the training data and the corresponding training labels are
placed in the KNN classifier to form a classification model and then drop the test data
into the classifier, finally, we are able to get the accuracy of intrusion detection after
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comparing the predicted labels with the real labels. KNN classifier can be achieved by
following steps:

1. Using vectors to store the training data. For instance, TrðAc1;Ac2;Ac3. . .;Acm

. . .;AcnÞ, m represents the weight of the attribute in the cth sample.
2. Calculating the distance between the testing sample and other samples, determining

the K value and finding the K samples that are closest to the test sample.
3. Finding the main type of the samples from the K neighboring samples to determine

the type of test sample.

2.2 Autoencoder

In order to solve the problem of high dimension in network intrusion detection, here is
a very efficient data reduction method called automatic encoder and it is a branch of the
Artificial Neural Network. The Autoencoder can convert high-dimensional data into
low-dimensional data effectively. The automatic encoder is a feedforward neural net-
work that contains one or more hidden layers and the automatic encoder that includes
one or more hidden layers tries to reconstruct its input data according to its output.
Therefore, the major difference between automatic encoder and traditional neural
network is the size of output layer, the size of input layer always has the same size as
the output layer. In addition, the size of output layer and input layer is always larger
than the size of hidden layer. Figure 1 shows the workflow of the Automatic Encoder.

2.3 Principal Components Analysis

PCA is one of the most efficient methods, this method can extract the features among
the 41 dimension-dataset, it is usually used for the linear transformation and unsu-
pervised learning.

DataSet

Encoder

E
r
r
o
r

Decoder

Code

Fig. 1. The process of the automatic encoder
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We assume that a given training dataset contains N samples, and each data sample
is represented by an N-dimensional vector, X 2 Rn and m is the average.

X ¼ ½X1;X2;X3. . .;Xn�T 2 Rn ð1Þ

The covariance matrix of the training set is defined as:

Z ¼
Xn

i¼1

ðXi � mÞðXi � mÞT ð2Þ

Selecting j eigenvectors in Z and sort them according to the eigenvalues, the
dimensionality-reduced feature subspace is expressed as: P 2 Rj, d < < n.

P ¼ QTX ð3Þ

P ¼ fp11; p21; p31; . . .pj1gT ð4Þ

The most important characteristics of PCA are that the samples should be dispersed
as much as possible in the low-dimensional space, the difference of the original samples
should be kept in the original space, and the minimum mean square error should be
controlled between the projection data and the original data.

3 Proposed Work

3.1 The Design of the System

After all the preparations are completed, the processed data is dimensionally reduced.
The dimensionality reduction tools here use the Autoencoder and PCA, then we put the
data, which dimensions have been reduced, into KNN classifier. The whole system will
be shown in Fig. 2.

Raw Data Processing 
Data

Autoencoder
PCA

KNN Classi-
fierResults

Fig. 2. Design of proposed system
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3.2 Data Resources

In this paper, it’s effective to use the KDD’99 [16] to do the experiment. The dataset
was collected by the Lincoln laboratory at Massachusetts Institute of Technology, so
that it is authoritative.

The KDD’99 data set has 494021 samples as training data and 311029 samples as
test data, and there are four categories of attack ways: Denial of service (DOS),
Remote-to-Local (R2L), User-to-Root (U2R) and Probing. Table 1 shows the number
of each original type of data.

3.3 Data Preprocessing Phase

There are 41 categories of attributes involved in the Net Intrusion Dataset, and three
attributes are non-numeric data and the rest are numeric, so the process of the treatment
will be involved into two major steps.

First of all, we normalize the original data, which solves the problem of too much
differences between different data value, and then improve the convergence rate. In this
paper, we use the No.9 formula for normalization, which is able to reduce the value of
the attribute to 0-1effectively.

Z 0 ¼ ðZ �MIN ZÞ=ðMAX Z �MIN ZÞ ð5Þ

In this formula, Z is the value of attribute, MIN_Z shows that the minimum value of
the attribute and the MAX_Z represents the largest value in the attributes.

Secondly, we are going to convert non-numeric data into numeric data. Because of
there are three columns non-numeric data that is not able to be calculated in the
datasheet. we replace these non-numeric data with the specific data, so that will build
the connection between the non-numeric data and numeric data. For example, there are
some Attributes called PROTOCAL_TYPE that contains three types of value, ‘TCP’,
‘ICMP’, and ‘UDP’, so we use the number 1, 2, 3 to replace them. At the same time,
we use the same way to process the attributes like ‘flag’ and ‘service’.

Finally, in order to facilitate the calculation, we divide the experimental results into
two categories, normal data and abnormal data.

Table 1. The number of training and testing samples

Typle Training_samples Testing_samples

Normal 97278 60593
DoS 391458 229853
R2L 1126 16189
U2R 52 228
Probe 4107 4166
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3.4 The Preparation of Training and Testing Samples

In the experimental data set, I would like to use the data from Table 1 and extract 6
groups of dataset randomly to make sure that the proportion between normal data and
abnormal data is equal in each group of training samples. Apparently, training samples
and testing samples in each group will be shown in Fig. 3.

3.5 The Standard of the Estimation

In order to test the efficiency of the models, we do the detection experiment by
comparing the accuracy and wrong detection rate, so there are some definitions as
follows:

CR ¼ ðCNþCPÞ=ðCN þCPþWNþWPÞ ð6Þ

WR ¼ WP=ðCPþWPÞ ð7Þ

The formulas above introduce what the definitions are. CR indicates that the total
accuracy, CN shows the number of abnormal samples which are detected rightly, CP
means the quantities of normal sample that are detected rightly, WN introduces the
number of the abnormal samples which are detected wrongly, WP indicates that the
quantities of normal samples that have been detected wrongly.

4 Experiment and Analysis

At the beginning of the experiments, we use the KNN algorithm to do the intrusion
detection, and then record the result. Furthermore, we use the KNN classifier with
Autoencoder and PCA to do the intrusion detection, and record the result. There are
four following groups of experiments.

Ex1: In the model of KNN-PCA classifier, we oversee if the K values has effects on the
result of PCA and record the experimental result in Table 2.

0

5000

10000

15000

DS1 DS2 DS3 DS4 DS5 DS6

Training Tes ng

Fig. 3. The proportion of training and testing samples
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Ex2: Analyzing the model of KNN-Autoencoder, and seeing if the number of selected
features and K values has effects on experimental results in Table 3.

Ex3: Comparing the efficiency between the model of KNN-Autoencoder and KNN-
PCA in Fig. 4.

Through Fig. 4, we find that when K-value is 9, both methods have got their best
accuracy. However, when K-value is greater than 9, the accuracy intend to decline. We
also find that the KNN-Autoender is better than KNN-PCA by comparing these two
models.

Ex4: Analyzing the False Alarm Rate which calculated by KNN-Autoencoder and
KNN-PCA in Table 4.

Table 2. K-values’ influence in KNN-PCA

K_val 3 5 7 9 11 13

CR (%) 80.23 83.21 88.43 91.23 90.43 90.01

Table 3. K-Values’ influence in KNN-autoencoder

K_val 3 5 7 9 11 13

CR (%) 80.67 86.43 92.12 93.01 92.15 92.03
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Fig. 4. Comparison between KNN-Autoencoder and KNN-PCA

Table 4. False alarm rate recording

K_val 3 5 7 9 11 13

Auto-WR (%) 8.60 7.34 7.04 4.45 6.14 7.18
PCA-WR (%) 9.74 9.57 9.08 7.53 7.80 7.94
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Ex5: Comparing the False Alarm Rate between the KNN-Autoender and KNN-PCA in
Fig. 5.

In Fig. 5, the wrong rate of the detection declines from WR-3 to WR-9, but the
wrong rate recovers from WR-9 to WR-13. Apparently, the WR of KNN-Autoencoder
is lower than the KNN-PCA When the K-value reaches 9.

Ex6: Comparing the accuracy between the Auto-KNN and SVM in Fig. 6

It is obvious that Auto-KNN classifier can perform better than the SVM classifier in
accuracy of detecting intrusion. The experiment is divided into 6 groups, apparently,
Auto-KNN has a good performance in each group.
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Fig. 5. Comparing the false alarm rate between KNN-autoencoder and KNN-PCA
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Fig. 6. The comparison between auto-KNN and SVM in accuracy
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5 Conclusions

To solve the problem of high data dimension in network intrusion detection, it is
necessary to propose an effective way to address it. Autoender and PCA are the
efficient methods to do the feature selection, so we use these two methods to extract the
raw data, then put the data into KNN classifier to do the classification. After the
experiments in Sect. 4, it is clear that KNN-Autoencoder and KNN-PCA can perform
well in the intrusion detection, they can effectively reduce the impact of non-related
attributes on the classification results. Furthermore, those experiments are detailed for
us to see that the KNN-Autoencoder works better than the KNN-PCA.
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Abstract. Recognizing human complex activities has become an essential topic
in pervasive computing research area. With the growing popularity of mobile
phones, more and more studies have been dedicated to identifying human
complex activities using mobile phones in recent years. However, previous
works often restrain the position and orientation of cell phones which limit the
applicability of their methods. To overcome this limitation, we propose a novel
position-irrelevant activities identification method named PSHCAR, which
efficiently utilize information from multiple sensors on smartphones. Moreover,
besides commonly-used features such as accelerometer and gyroscope,
PSHCAR also employ the knowledge about scenes of activities, which is helpful
but ignored by previous works, to identify complex activities of mobile phone
users. Comparative experiments show that our method performs better than
several strong baselines on the task of human complex activities recognition. In
conclusion, our method achieves state-of-the-art performance without any lim-
itation on position or orientation of mobile phones.

Keywords: Human complex activities � Activity recognition � Mobile phone
Mobile computing � Pervasive computing � Data science

1 Introduction

Activity recognition is an essential task in pervasive computing research area. Identi-
fying simple activities is well-studied, and now, more researchers are working at
recognizing complex activities, which are used to detect human diseases, care old aged,
predict human social behavior, etc. Many activities of daily living have more than one
sub-activity. For example, people eating lunch may involve sitting on the chair, picking
chopsticks, picking food, etc. We define these sub-activities as atomic activities which
cannot be broken down further given application semantics. Complex activities in daily
life consist of atomic activities which may interleave and occur concurrently or serially.

Moreover, in recent years, the percentage of the population owning a smartphone
has increased significantly. Modern smartphones ship with lots of sensors such as

© Springer Nature Singapore Pte Ltd. 2018
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accelerometers and gyroscopes which enable detecting the activities of users. Thence
smartphones have become a more and more popular platform for human activity
recognition.

Human activities recognizing approaches usually include a series of steps, i.e.,
human motion data acquisition, features extraction and activities identification using
statistical machine learning algorithms. Extracting features from raw data is a signifi-
cant work in the recognition methods. In this paper, we extract features from multiple
data sources, including audio information from microphone and motion information
from the linear accelerometer, gravitational accelerometer, and gyroscope on mobile
phones. In previous studies, some mobile phone recognition methods take the location
and direction of the mobile phone into account [1, 2], but most of them are too
complicated to run on a mobile phone. We design a lightweight mobile phone-based
position-irrelevant feature extraction algorithm which can overcome the restriction of
placement of phones. Also, the past activity recognition methods focused on how to
identify activities more accurately but neglected the scenes where the activities happen.
However, different activities often occur on distinct scenes and the probability of
various activities occur in different scenes varies, especially for some complex activ-
ities. Moreover, the limitation of scenes is smaller for the occurrence of simple
activities, but the occurrence of complex activities has certain particularity. For
example, walking as a simple activity can be carried out in many places, while the
complex activity of playing badminton will not be carried out in a canteen. Thus, the
knowledge of scenes is more conducive to the identification complex activities. Taking
this into consideration, we present a method named PSHCAR, which is short for
‘Position-irrelevant Scene-aware Human Complex Activities Recognition’ in this
paper. It first employs the scenes detector to find where activities occur, and then use
the position-irrelevant algorithm to collapse the variance of placement of phones, and
finally use the scene-aware classifier to identify the activities of smartphone users.

The main contributions of this paper are as follows: First, the PSHCAR method
overcomes the limitation of the placement of mobiles phones. Secondly, it could use
the information of scenes to help identify a variety of activities, and effectively
improves the accuracy of recognition.

The rest of this paper is organized as follows: The next section describes the related
works of human activities recognition. The third section describes PSHCAR algorithm
including the scenes detector, position-irrelevant algorithm, scene-aware activities
classifier. The fourth section describes the data collection, data analysis process, and
the experiments. The last section is the conclusion and future work.

2 Related Work

Recognizing human activities is an increasingly popular research area, attracting many
researchers to enter. Human activities recognition has been applied to smart home
[3, 4], health monitor [5, 6], sports training [7], etc. and other related fields. There are
many ways to identify human activities so far, which are mainly divided into two
categories, the environment sensor-based identification approaches and wearable
sensor-based identification methods. For example, in [8], eight different sensors are
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deployed in the environment to identify complex activities such as cooking, work, bed
toilet transition, et al. [9] uses wearable devices to identify 22 simple and complex
activities, such as run, washing machine, drinking, et al. And their method effectively
used background sounds.

However, besides the sensing functionality in the smart environment and body-
worn sensors, smartphones are also convenient interaction platforms for persuasive
applications to motivate healthier behavior, monitor disease [10], recognize activities
[11, 12] and other domains. Smartphones that are integrated with a rich set of sensors,
such as the accelerometer, gyroscope, GPS, microphone, camera, proximity and light
sensors, Wi-Fi, and Bluetooth interfaces, provide a suitable platform for personal
activity recognition systems. In summary, due to the diversity of cellphones’ functions,
the use of these sensors on mobile phones to study and explore human activities has
become increasingly meaningful. For instance, in [13], Dernbach et al. used the
accelerometer to monitor some complex activities, such as cleaning, cooking, medi-
tating and so on. The activity recognition system was developed on the Android
platform but lack accuracy. Alqassim et al. used microphone and accelerometer to
distinguish breathing, movement, and no-sleep-apnea on Windows and Android
phones [14]. Concone et al. presented a framework for human activity recognition
using data captured using embedded triaxial accelerometer and gyroscope sensors on
smartphones. Some statistics over the captured sensor data are computed to model each
activity [15]. In [16], Lane et al. designed an automated well-being application named
BeWell for the Android smartphones. BeWell system monitors sleep, physical activity,
and social interactions and gave feedback to promote better health. GPS and
accelerometer in Bewell were used to monitor a person’s physical activities, such as
driving, being in a stationary state, running, and walking, and microphone was used to
recognize social interactions by identifying voicing and non-voicing states. Sleep
durations were approximated by measuring phone usage patterns, such as phone
recharging, movement, and ambient sound.

Many of the activity recognition studies, not necessarily in the field of mobile
phone sensing, focused on the use of statistical machine learning techniques to infer
information about the user activities from raw data. The learning phase can be
supervised, unsupervised and semi-supervised approaches, but the last method is less
used. There are many approaches to recognize human activities. HMM (Hidden
Markov Model), SVM (Support Vector Machines) and RF (Random Forest) are typical
supervised learning methods, which are often used in activity recognition. For example,
Lee et al. [17] proposed a layered Hidden Markov Model to recognize both short-term
activity and long-term activity in real time. Min and Cho [18] proposed a method to
recognize activities by combining multiple classifiers such as support vector machine
(SVM) and Bayesian network (BN) using accelerometer and wearable sensors.
Yonggang Lu [19] employed an unsupervised method for recognizing physical
activities using smartphone accelerometers. Features were extracted from the raw
acceleration data collected by smartphones, then an unsupervised classification method
which was a clustering algorithm based on density for activities recognition.

However, most of these above studies have a limitation of placement of smart-
phones or the position-irrelevant algorithm is complicated. They do not consider the
scene of the activity, either. The occurrence of activities is related to some specific
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scenes, and the detection of scenes can better assist the recognition of activities. Take
this into account, based on the previous research, we propose a method that gets rid of
the limitation of mobile phone placement and devise an identification method that
focuses on scene and activities to improve the recognition accuracy of complex
activities.

3 PSHCAR Algorithm

3.1 Overview of the PSHCAR Algorithm

There are three components in the PSHCAR algorithm: the scenes detector which
detects the location where activities occur; the position-irrelevant algorithm which
collapses the variance of the placement and orientation of cell phones; the scene-aware
activities classifier that combines knowledge of scenes with information of audio and
motion to identify the activities of users.

Figure 1 shows the overview of the PSHCAR algorithm, which extracts features
from multiple data sources, including audio information from microphone and motion
information from the linear accelerometer, gravitational accelerometer, and gyroscope
on mobile phones. Then it uses the position-irrelevant algorithm to process the
accelerometer data. At the same time, it employs the scene-aware algorithms to detect
the scenes and form a new feature based on Wi-Fi and time features. Finally, it
ensembles these features to identify the activities of users.

3.2 Features Selection

The PSHCAR algorithm uses multiple data sources on mobile phones, which comprise
motion data from accelerometers, audio signals, Wi-Fi and time information.

Fig. 1. The overview of the PSHCAR algorithm.
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Acceleration Data
Acceleration data from motion sensors includes three-dimensional linear acceleration,
gravitational acceleration, and angular velocity. These are commonly used features in
previous studies. However, raw readings from these motion sensors are relevant to the
position and orientation of cell phones which is a restriction of previous studies on
human complex activities recognition. We will use the position-irrelevant algorithm
which will be introduced in Sect. 3.4 to collapse the variance of positions of mobile
phones. We use the maximum, minimum, mean, standard deviation and covariance of
the acceleration data as motion features.

Maximum

Max ¼ Maxða1; � � � ; aNÞ ð1Þ

where N is the number of samples.
Minimum

Min ¼ Minða1; � � � ; aNÞ ð2Þ

where N is the number of samples.
Mean

Mean ¼ 1
N

XN
i¼1

ai ð3Þ

where N is the number of samples.
Standard Deviation

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

xi � �xð Þ2
vuut ð4Þ

where N is the number of samples and �x is the mean.
Covariance
It means the covariance between the data axes under the same feature. Take the

covariance of the linear accelerometer between the X-axis and the Y-axis as an
example, the calculation formula is as shown in Eq. (5). Covariance between Y-axis
and Z-axis, and covariances between the Z-axis and the X-axis could be calculated in
similar way.

covðX; YÞ ¼ 1
N

XN

i¼1
xiyi � ðPN

i¼1 xiÞð
PN

i¼1 yiÞ
N

 !
ð5Þ

where N is the number of samples and xi, yi are the readings of the sensors under this
dimension.
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Audio Information
It uses the jAudio [20] package to extracts audio features from the microphone on
smartphones. These extracted features are commonly used in audio information
retrieval studies and are also useful to identify the activities of mobile phone users. The
main audio features used in this paper are as follows:

Zero Crossing
Zero Crossing is calculated by counting the number of times that the time domain

signal crosses zero within a given window. Mathematically, the zero crossing can be
expressed as: ðXn � 1\0 and Xn [ 0Þ or ðXn � 1[ 0 and Xn\0Þ or ðXn � 1 6¼ 0
andXn ¼ 0Þ.

RMS
RMS, Root Mean Square, is used to calculate the basis of a window, which can be

expressed as Eq. (6)

RMS =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

x2i

vuut ð6Þ

where N is the number of samples in a window. RMS is used to calculate the amplitude
of the window.

Fraction of Low Amplitude Frames
Low sub-frame score, this feature is used to extract the low-energy window ratio

from each window, it can be a good measure of how much of the remaining signal is
relatively quiet.

Spectral Flux
Spectral Flux is a good metric for the spectral change of a signal. It first calculates

the difference between the amplitude of each frame in the current window and the
corresponding amplitude in the previous window, and finally the square of all the
differences summation.

Spectral Rolloff
Spectral Rolloff Point is a way to describe the spectral waveform and has been

widely used to distinguish speech and music. It is often used to indicate the degree of
tilt of the frequency in the current window.

Compactness
Tightness, the signal noise interference is a good indicator.
Method of Moments
Moment method, this function consists of the first five statistical moments of the

spectrometer, including the area (zero order), mean (first order), Power Spectral
Density (second order), Spectral Skew (third order), Spectral Kurtosis (fourth order).
These features describe the shape of the spectrometer for a given window.

MFCC
MFCC is also known as Mel Frequency Cepstral Coefficients. It has been widely

applied in the field of automatic speech recognition.
LPC
Linear prediction, LPC, is one of the most effective analysis methods in speech

signal processing. It is mainly used in audio signal processing and automatic speech
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recognition to represent digital speech signal in compressed form according to the
information of linear prediction model.

Beat Histogram
Beat Histogram, which builds a regular histogram of rhythms, is used as a base

feature to determine the best rhythm match.

Wi-Fi Hotspots and Time Features
Wi-Fi signal intensity is various in different scenes. For example, there are often more
Wi-Fi hotspots in offices than in gyms. Meanwhile, the probability that people in some
locations is related to time. For instance, people are more probable in offices than in
gyms during work hours. Therefore, Wi-Fi hotspots and time features are useful to
distinguish the scenes where activities occur.

3.3 Scenes Detector

The features used in scenes detector are time features and the number of Wi-Fi hotspots
features, which are conditionally independent and discretely distributed. Therefore, we
select a Naive Bayesian model as the scenes detector.

Naive Bayes Classifier
Naive Bayes classifier is based on the Bayesian theorem and the hypothesis that
features are conditionally independent. For a given training dataset, it first learns the
joint probability distribution of inputs and outputs based on the hypothesis. For a given
input x, the classifier uses the Bayesian theorem to find the output y with the highest
posterior probability as the category of x [21].

Let the input space X�Rn be a collection of n-dimensional vectors and the output
space Y ¼ fc1; c2; . . .; ckg be a set of class labels. The training data set is
T ¼ fðx1; y1Þ; ðx2; y2Þ; . . .; ðxn; ynÞg. The input is feature vector x 2 X and the output is
class label y 2 Y. X is a random vector defined on input space X , and Y is a random
variable defined on output space Y. PðX; YÞ is the joint probability distribution of X
and Y .

Specifically, the conditional independence assumption can be expressed as Eq. (7).

PðX ¼ xjY ¼ ckÞ ¼ PðXð1Þ ¼ xð1Þ; . . .;XðnÞ ¼ xðnÞjY ¼ ckÞ
¼ Qn

j¼1
PðX j ¼ x jjY ¼ ckÞ ð7Þ

The Naive Bayesian classifier’s final decision is represented by Eq. (8).

y ¼ argmax
ck

PðY ¼ ckÞ
Q

j PðXðjÞ ¼ xðjÞjY ¼ ckÞP
k PðY ¼ ckÞ

Q
j PðXðjÞ ¼ xðjÞjY ¼ ckÞ ð8Þ

In Eq. (8), the denominators are the same for all ck, so we only need to consider
Eq. (9).
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y ¼ argmax
ck

PðY ¼ ckÞ
Y

j
PðXðjÞ ¼ xðjÞjY ¼ ckÞ ð9Þ

In this experiment, the Naive Bayesian model has two-dimensional features. xð1Þ is
the number of Wi-Fi hotspots as the first-dimension feature and xð2Þ as the second-
dimension feature. At the same time, ck is one of the three kinds of scenes, namely the
gymnasium, canteen, and office. Using the Naive Bayesian model, we can calculate the
probability that each sample exists in each scene. Moreover, Bayesian classifier method
is simple and costs little amount of computation, so it is suitable for mobile phones
platforms.

Scenes Detector Algorithm
The scenes detector detects the location where activities occur which is shown in
Algorithms 3.1 and 3.2:
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3.4 Position-Irrelevant Algorithm

To make the activity recognition method applicable in most scenes, we relax the
placement of the phone. Even for the same activity, different position and direction of
the phone could cause different readings from the sensors, which makes the perfor-
mance of recognition unstable. To overcome this challenge, it needs to find an invariant
coordinate system during the recognition.

Projection of a Vector on Another Vector
Suppose there are two vectors~a ax; ay

� �
and~b bx; by

� �
in 2D space, as Fig. 2 shown, a is

angle between ~a and ~b, as Eq. (10):

~a �~b ¼ ~aj j � ~b
���
��� � cos a ð10Þ

While we have Eqs. (11) and (12):

~a �~b ¼ ax � bx þ ay � by ð11Þ

~aj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2x þ a2y

q
ð12Þ

To modify Eqs. (10) to (13):

~a �~b
~aj j ¼ ~b

���
��� � cos a ð13Þ

As shown in Fig. 2 we have Eq. (14):

b
!���
��� � cos a ¼ b

!���
��� � Pba

b
!���
���
¼ Pba ð14Þ

If we combine these formulas, we have Pba, which is the projection of a vector b
!

on a
vector ~a:
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Pba ¼~a �~b
~aj j ¼ ax � bx þ ay � byffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2x þ a2y
q ð15Þ

Vectors in 3D space could be derived similarly. On Earth, the gravitational acceleration
always keeps pointing vertically downward. Thus, we could decompose the linear
acceleration along the direction of gravity and the horizontal direction. In a 3D space,
the three base vectors can determine a spatial coordinate system. Since we have
determined one base vector along the direction of gravity, we should choose the other
two directions from the horizontal plane. One possible solution is along the cardinal
directions, i.e. north, east, south, and west. However, human activities are not per-
formed according to them, so it is unable to identify and classify the activities using
these cardinal directions. Therefore, the linear acceleration is decomposed into the
direction of gravity and the horizontal plane. Suppose we have an acceleration vector
~a ax; ay; az
� �

and the gravity vector ~g gx; gy; gz
� �

, and we could extend Eq. (15) to 3D
space, i.e., the projection of a vector ~a on a vector ~g is Eq. (16):

Pag ¼~a �~g
~aj j ¼ ax � gx þ ay � gy þ az � gzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2x þ a2y þ a2z
q ð16Þ

Note that we have Eq. (17):

a2x0 þ a2y0 þ a2z0 ¼ ~aj j2¼ a2x þ a2y þ a2z ð17Þ

where ðax0 ; ay0 ; az0 Þ is the vector that ~a after the normalization. Meanwhile az0 is Pag,

which is the projection of a vector~a on a vector~g, then the remaining vector
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2x0 þ a2y0

q

is the projection of~a in the horizontal plane. Thus, the space vector~a ax; ay; az
� �

will be
broken down into two parts, one part is projected in the gravitational direction, the
other is projected to the horizontal plane.

Position-Irrelevant Algorithm
The position-irrelevant algorithm collapses the variance of the placement and orien-
tation of cell phones, which is described as below:

Fig. 2. Illustration of projection of a vector on another vector.
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We apply Algorithm 3.3 for each accelerometer reading. So, each acceleration has
two more dimensions, i.e., horizontal projection and gravitational projection.

3.5 Scene-Aware Activities Classifier

Random Forest
Human activity recognition is essentially a classification process. The choice of the
classifier will affect the classification results. Compared to the traditional model,
Random Forest (RF) is an efficient statistical learning theory. It is a discriminant
classification method. And many theoretical researches and practices have proved that
RF has a high prediction accuracy. It has good tolerance to outliers and noise, and it is
also not prone to over-fitting [22]. And in the previous work [23], the Random Forest
classifier also shows good applicability. In addition, trees in RF is relatively indepen-
dent, which make it easy to make a parallel implementation. It is suitable for the multi-
core platform of the mobile phone. It uses the bootstrap sampling method to extract
multiple samples from the original sample set to form a new sampling set. It models a
decision tree for each new sampling set and then combines multiple decision trees to
predict. The final forecast result is obtained through majority voting.
Random Forest classification model is composed of multiple decision trees
fhðX; hkÞ; k ¼ 1; . . .g. And its parameters fhkg are random variables that independent
identically distributed. For a given sample X, each decision tree makes its judgment. RF
constructs a different training set to increase the variance between decision trees, then to
obtain a combined classification model. The final classification results are generated by
the majority vote method, as Eq. (18).

HðxÞ ¼ arg max
Y

Xk
i¼1

IðhiðxÞ ¼ YÞ ð18Þ

where HðxÞ represents the combined classification model, hi is a single decision tree, Y
represents the category, Ið�Þ is an identity function.
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Scene-Aware Activities Classifier
The scene-aware activities classifier combines knowledge of scenes with information of
audio and motion to identify the activities of users.
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After the scene-aware activities classifier is trained, we can use the model to
identify the activities, as shown in Algorithm 3.5:
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4 Experiments and Analysis

4.1 Data Collection

In our experiment, there are three scenes: office, gymnasium, and canteen. Although
there are only three kinds of experimental scenarios designed in this paper, the scenes
detecting algorithm and the time and Wi-Fi feature can also be applied to other scenes.
We designed eight different kinds of complex activities. Our experiments mainly focus
on the complicated activities in the office, e.g., drinking, washing, sweeping, calling,
talking. The specific description of each activity is as follows:

(a) Drinking
Experimental participants picked up the glass, stood up, walked to the side of the
drinking fountain, bent over to received water, drank, and then returned to their
seat to sat down.

(b) Washing
Experimental participants stood up, walked out of the office to the restroom,
turned on the faucet, washed their hands, turned off the faucet after washing his
hands, returned to the office and sat down.

(c) Sweeping
Experimental participants stood up, picked up the broom, swept the floor, dumped
the trash into the trash, sent back the broom, returned to the seat and sat down.

(d) Calling
Experimental participants dialed up their phones, standing up, talked through the
phone, hang up the phone, return to the seat, and sit down. They could walk
around in a small area during the phone call.

(e) Talking
Experimental participants stood up and talked with their colleagues around, after
the conversation returned to the seat, and sat down. They could walk around in a
small area during the phone call.

In addition to these five complex activities at the office, we also collected two
complex activities in the gymnasium and a complex activity in the canteen. In the

Fig. 3. Screenshot of the data collection App on Android phone.
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gymnasium, we collected data of the ping pong and badminton activities of the
experimental participants. In the canteen, we collected some complex activities related
to eating. These activities include ordering food, eating, serving plates, etc. These
activities collectively referred to like eating.

Figure 3 shows the mobile phone APP we used to collect the data. We used
Android 4.4.2 based HTC mobile phone to collect data. We collected a total of 336
samples from all the complicated activities. There is no specific requirement on the
location of the participants’ mobile phones on their bodies, and there are no restrictions
on the length of time. At the same time, no matter where the experimenter is located,
we collected data from cell phone sensors and recorded the number of Wi-Fi hotspots
at that moment and the time.

Figure 4 shows the number of Wi-Fi hotspots that can be received by the mobile
phones carried by the experimental participants at different times and in different
scenes. Figure 4 also shows the relationship between different scenes where partici-
pants are at different times and the number of samples.

From there figures, we can see that in the office environment participants can
receive the most Wi-Fi hotspots, such as the office’s Wi-Fi signals, or the China Mobile
Wi-Fi signal CMCC. As the gymnasium signal is not very strong, so the number of
hotspots participants can collect is the least. Concerning time distribution, we can see
that in the morning, noon and evening, many people are going to the canteen for meals
in these three periods. At the same time, we can see that the number of people who
appeared in the gymnasium at noon was relatively low. Most people appeared in the
office from 8 o’clock to 11 o’clock and from 15 o’clock to 20 o’clock.

4.2 Results of Complex Activities Recognition

We used 10-fold cross-validation in our experiments. Table 1 shows the results of the
scene detector using the Naive Bayes method. From the table, we can see that it
performs best in the office scene, probably due to office Wi-Fi signals are more
intensive which makes smartphones receive more Wi-Fi hotspots. Table 2 shows the
classification result of the scene-aware activities classifier.

a) Distribution of samples over time. b) Distribution of samples over number of Wi-Fi 
hotspots.

Fig. 4. Distribution of samples over time, number of Wi-Fi hotspots.
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We constructed 70 trees in the random forest, and each tree randomly selected eight
features for feature classification. Comparing Tables 1 and 2, we also find that the
misclassified scenes are modified in the scene-aware activities classifier, which proves
that the activity recognition method in this paper is not a hard classification method.

Figure 5 shows the running results of PSHCAR. We observe that the Kappa statics
is 0.97. The Kappa closer to 1, the classification performance is better. The average
absolute error is 0.04, and the root mean square error is 0.096, indicating that the
misclassification rate in this paper is rather low. The relative absolute error is 16.93%,
and the root mean square error is 29.22%.

Table 1. Confusion matrix of the scenes detector.

Office Canteen Gymnasium

Office 200.0 1.0 1.0
Canteen 0.0 21.0 9.0
Gymnasia 0.0 5.0 99.0

Table 2. Confusion matrix of the scene-aware activities classifier.

Eating Ping
pong

Badminton Calling Drinking Sweeping Talking Washing

Eating 27.0 1.0 1.0 0.0 0.0 0.0 1.0 0.0
Ping pong 0.0 51.0 1.0 0.0 0.0 0.0 0.0 0.0
Badminton 0.0 1.0 51.0 0.0 0.0 0.0 0.0 0.0
Calling 0.0 0.0 0.0 22.0 0.0 0.0 0.0 0.0
Drinking 0.0 0.0 0.0 0.0 51.0 0.0 0.0 1.0
Sweeping 0.0 0.0 0.0 0.0 0.0 52.0 0.0 0.0
Talking 0.0 0.0 0.0 1.0 0.0 0.0 23.0 0.0
Washing 0.0 0.0 0.0 0.0 1.0 0.0 0.0 51.0

Fig. 5. The running results of PSHCAR.
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4.3 Comparative Experiments About Scenes

This section describes the accuracy of the model with scene information and the model
without scene information to identify the complex activities. We can conclude from
Fig. 6 that the accuracy of the activity recognition using the PSHCAR approach is
higher than that of the classifier direct recognizing activities, which shows the effec-
tiveness of the integration of knowledge about scenes.

4.4 Ablation Experiments

Table 3 shows the ablation experimental results of different data feature sets. We
remove each feature from the whole feature set to test the effectiveness of it. PI features
mean the position-irrelevant accelerations. We can observe from the table that there is a
performance regression after removing the position-irrelevant features, which verifies
the usefulness of our position-irrelevant algorithm. The accuracy also decreases if we
remove the audio features, which means they are a good complement to motion fea-
tures for complex activities recognition. The fifth row, i.e., ‘PSHCAR – PI features –
Audio features’, only uses the raw readings from motion sensors of smartphones. The
last row only employs audio features. The last two rows obtain poor performance,
showing that only using motion or audio features could not efficiently identify human
complex activities.

97.619 

96.493 
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y

Fig. 6. Results of comparative experiments about scenes.

Table 3. Results of ablation experiments.

Features Accuracy (%)

PSHCAR (all features) 97.619
PSHCAR – PI features 96.030
PSHCAR – Audio features 88.614
PSHCAR – PI features – Audio features 86.634
Audio features only 84.555
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4.5 Comparative Experiments

In this section, we explore the performance of different classifiers as the final activities
identifiers. The experimental results are shown in Fig. 7, where PSHCAR means the
proposed activity recognition algorithm, SVM (Support Vector Machines), J48 (a
decision tree classifier), NB (Naive Bayes classifier) are baseline classifiers. We find
that the PSHCAR algorithm using random forest outperforms all other baseline
methods on human complex activities recognition task. At the same time, we can see
that the proposed position-irrelevant algorithm for mobile phones can improve clas-
sification accuracy for various classifiers, showing the effectiveness of it.

5 Conclusion and Future Work

According to the characteristics of complex human activities, this paper presents a
method PSHCAR to recognize complex activities. It combines features from multiple
data sources of mobile phones and gets rid of the limitation of mobile phone placement
using a lightweight algorithm. At the same time, the method effectively uses the
relationship between scenes and activities by first detecting the scenes and then identify
activities using the scene-aware classifier to improve the recognition accuracy. Fur-
thermore, experiments show that the accuracy of the proposed method in identifying
individual complex activities is higher than baseline methods. However, there is still
room for improvement, e.g., due to the computational complexity is rather high, it
might not be applied to low-end devices. We will continue to optimize the algorithm to
reduce the complexity of the algorithm to apply to low-end mobile devices in the
further work.

PSHCAR SVM J48 NB
1 97.619 93.069 86.664 85.861
2 96.030 92.169 85.644 84.275
3 88.614 83.683 79.703 82.752
4 86.634 80.703 79.208 80.188
5 84.555 80.619 80.149 78.752

50.000
60.000
70.000
80.000
90.000

100.000

1 2 3 4 5

Fig. 7. Comparative experiment results: 1 represents PSHCAR (all features); 2 represents
PSHCAR – PI features; 3 represents PSHCAR – Audio features; 4 represents PSHCAR – PI
features – Audio features; 5 represents Audio features only.
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Abstract. Most dense word embedding methods are based on statis-
tics and semantic information currently. However, for hieroglyphs, these
methods ignore the visual information underlaid in the characters, more-
over this visual information in the expression of characters plays an
extremely important role. Therefore, the visual information can be
uncovered from the single character image through Convolutional Neu-
ral Network (CNN). Compared with the mainstream methods, the CNN
method is inferior in efficiency and precision. In this study, we present a
novel model called Img2Vec: using Principal Component Analysis (PCA)
to generate word embedding vectors. Because the semantic and the visual
information of the characters are complementary, we feed Word2Vec and
Img2Vec embeddings into two different fusion models to implement text
classification. Experiments show that our Img2Vec model has significant
improvements in training time and precision. Finally, the visualizations
of our Img2Vec character embedding prove that our model has a state-
of-the-art representation of the visual information.

Keywords: Principal Component Analysis
Convolutional Neural Network · Word embedding · Text classification

1 Introduction

Images and texts are the essential components of Big Data era. Enormous works
have done to analysis the information behind texts. Word embedding becomes an
important part of representing texts which can directly impact the performances
of tasks [12] like information retrieval [18], search query expansions [8] and rep-
resenting semantics of words etc. In recent years, neural network methods [17]
and statistical methods [1,7] are widely researched to generate word embedding
effectively for Natural Language Processing tasks. In those works, bag-of-word
model (BOW model) by Harris [4], Word2Vec [16,17] and GloVe [19] are widely
recognized.
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The radicals can affect the expression of characters while Word2Vec-like
methods can’t learn it from text. Meanwhile, the expressions of rare character
embedding depend on the size of the corpus. In Fig. 1, radical structure informa-
tion can determine the character semantics, and we can abstract the structure
information from character image. We transform each character into an image,
generating the corresponding embedding through the image without considering
the rarity of the characters. However, compared with mainstream word embed-
ding method (Word2Vec) [16,17], previous works which utilize visual information
have significant weaknesses in the accuracy and train time.

Fig. 1. There are three kinds of paradigms of radical combinations: (a) We can see that
the first radical which means mouth and the combined character which means eat; (b)
Two same radicals which both mean fire can be combined into a character which also
mean fire; (c) First radical means illness and second radical means arrow which leads
to the character means disease or fast.

Inspired by the success of Principal Component Analysis (PCA) in the field of
machine learning [20], we improve the Convolutional Neural Network (CNN) [11]
feature extractor with PCA based on the departure point of effectiveness. Our
Img2Vec model exploits PCA algorithm to concentrate on the global visual infor-
mation, which can represent the whole character and the associations between
radicals and characters. We propose the fusion models which can combine the
statistical embedding from Word2Vec with the visual embedding from PCA to
achieve better accuracy.

The rest of this paper is organized as follows. We present a brief review of
the related work in Sect. 2 and our Img2Vec model and the highlights in Sect. 3.
The two parts of Img2Vec model is introduced in Sects. 4 and 5, respectively.
Next, two kinds of fusion models are described in Sect. 6. In Sect. 7, we discuss
the evaluation results and compare it with representative models. Finally, Sect. 8
concludes the paper and demonstrates our prospect.

2 Related Work

The task of generating word embedding has been a popular topic in the research
community for years. And a lot of neural networks are proposed to take advan-
tages of varietal word embeddings. We will briefly outline connections and dif-
ferences to four related work of research.
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Word Embedding. Word Embedding methods that exploit neural networks to
learn distributed representations of words or characters have been widely devel-
oped. BOW [4] is early referenced by Harris as an early approach to get word
embedding. Word2Vec [16,17] is one of the mainstream word embedding meth-
ods which make use of the linguistic contexts of words by building two-layer
neural networks. It does not only generate the word embedding, but also can
produce a language model that can be exploited in other NLP applications. Fur-
thermore, GloVe [19] has some similarities with Word2Vec, adding the global
contexts information into its training process. Both models have great perfor-
mances in tasks. Meanwhile, they are based on the statistic information of the
corpus, which means they have a same feature that the bigger corpus is, the
better representation they have. However they are based on the neural network,
it takes too much time to train and produces large-size linguistic model lacking
the interpretation of a single character embedding.

Character-Level-Embedding. Besides the word-level embedding, Zhang et al. [25]
proposed a character-level embedding which decompose the word to character.
Experiments demonstrate that their methods are state-of-the-art in represents
of tweets vectors [2]. However, for hieroglyphics, we hold the opinion that the
embedding of characters is based on the radical-level.

Long Short-Term Memory. Hochreiter and Schmidhuber et al. propose Long
Short-Term Memory (LSTM) [5] which solves long-term dependency problem
efficiently, meanwhile LSTM is widely used in machine translation [22], language
modeling [9], and multilingual language processing [3]. Furthermore, LSTM also
has a great performance in image captioning [24]. Thus, we choose LSTM as our
topic classifier based on its excellent performance.

CNN Extract Image. Liu et al. [15] proposed a CNN Extract Image (CEI) model
to generate word embedding, which exploits the visual characteristic of charac-
ters. CEI model concentrates on the visual data which mimics human action.
CNN are employed to extract the visual information from character-level images
in CEI model. The experiments show that the visual model can have almost
identical performances with the look-up model. However, the CEI model has a
huge disadvantage in training time. Based on the point of departure of reducing
training time, we propose a character-level embedding model.

3 Overview

Our overall model has two main components: the PCA embedding layer and the
RNN classifier, as illustrated in Fig. 2.

1. The PCA embedding layer. We apply PCA algorithm to transform the char-
acter images to fixed dimensional embedding vectors, which gives us an app-
roach to extract the features from the 2-D image matrices. The embedding
vectors generated from the PCA layer can be considered as the input vectors
of the topic classifier.
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Fig. 2. The flowchart of Img2Vec model.

2. The RNN classifier. There are three layers of LSTM and one layer of fully-
connected in the RNN network, and dropout [21] is adopted to make the
Img2Vec model have a satisfactory generalization. For the RNN classifier, it
regards minimize the loss function of classification as its target.

Our Img2Vec is a visual-based model with a better performance compared
with previous works. The highlights of our model are summarized as follows:

1. Better Performance. Our Img2Vec takes several seconds to generate embed-
ding vectors while Word2Vec-like method need a couple of hours. Simulta-
neously, our Img2Vec have a significant improvement in the accuracy. Com-
parison with the CEI model, our model has a same excellent performance to
prior works by using less time to train the whole network.

2. Exportable. The embedding generated by the PCA embedding layer can be
exported to a standalone embedding that can be utilized in other tasks. More-
over, it can initialize the embedding as a pretrained word embedding input
like Word2Vec does.

3. Visual Information. We employ the visual information of characters to yield
embedding, however, the mainstream methods take advantage of statistical
analysis to generate embedding which ignore the visual information. Thus,
we can coalesce our Img2Vec with Word2Vec to obtain better performance.

4 The PCA Embedding Layer

4.1 Layer Configuration

The PCA processing of our model is illustrated in Fig. 3. A character vocabulary
C can be obtained by traversing the corpus. Then c1, c2, . . . , cn ∈ c can be
converted into i1, i2, . . . , in ∈ I which means image dataset. It should be noted
that the input dimensionality and output dimensionality of the PCA layer can
be alterable, which means the embedding dimensionality can be changed during
training to adapt different applications. After PCA processing the image dataset,
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Fig. 3. The process of PCA transforming.

we can get e1, e2, . . . , en ∈ E, which means an embedding matrix contains a
vector for each character.

In Algorithm 1, for each character c in a Character Sequence (CS), we can
set the embedding vector v according to the Embedding Dictionary (ED) if c
belong to ED. Otherwise, we set a zero vector which has a same shape with
embedding vector. Finally, the output Vector Sequence (V S) constructed by
converted character vectors v is the input matrix of the RNN classifier.

Algorithm 1. Embedding layer algorithm.
Input: CS, ED
Output: V S

1 for each c in CS do
2 if c ∈ ED then
3 v ← c
4 else
5 v ← 0

6 V S ← V S ∪ {v}
7 Return V S

5 The RNN Classifier

An embedding vector dictionary V C which contains the corresponding vector of
each characters can be gotten through the PCA embedding layer. We exploit V C

Fig. 4. We add a dropout layer and a fully-connected layer after three layers of LSTM.
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to initialize the embedding layer of the neural network, transforming character
to their corresponding embedding vectors. Then, we utilize a RNN network to
implement a simplified Chinese text classification with three layers of LSTM as
our experiment setup. The structure of topic classifier is illustrated in Fig. 4. We
add a dropout layer and a fully-connected (FC or Dense) layer after three layers
of LSTM.

6 Fusion Models

In this section, we describe two kinds of fusion models which are named early
fusion model (Fig. 5 left) and late fusion model (Fig. 5 right) respectively. They
are the supplementary models of Img2Vec model. Both of them can utilize the
visual and statistic information to represent texts for better performance.

Fig. 5. The illustration of two fusion models.

6.1 Early Fusion Model

We describe each components of the early fusion model. First, two kinds of
embeddings with fixed d-dimensions can be concatenated to a 2 × d-dimensions
vector in the Merge layer. Then, 3-layer LSTM are applied to process the vector
and reduce its dimensions to 64. Next, the dropout rate is set to p = 0.5 to
prevent it from being overfitted. Finally, we construct a fully-connected layer
with softmax function as our final classifier in the Dense layer.

6.2 Late Fusion Model

We now consider not to merge two kinds of embeddings at the beginning. Both
embeddings are processed by 3-layer LSTM which final output vector dimensions
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are d = 64. Next, a merge layer concatenates the processed vectors whose output
dimensions 2 × d = 128. Then we utilize the Dropout layer with the possibility
of p = 0.5 to enhance generalization ability. Finally, a fully-connected layer
is our classifier to output the labels. In this model, we don’t concatenate the
embeddings directly, instead, we concatenate the vectors after 3-layer LSTM
processing to mix the visual and statistic information.

7 Experiments and Results

In this section, we introduce the dataset for our experiments. Then, we set
an experiment configuration for a uniform standard, and discuss the trade-offs
involved between different embedding dimensions. Next, a quantitative analysis
is performed to evaluate the effects of models including our Img2Vec model,
Word2Vec model, two kinds of fusion models and CEI model. We test different
percentages of training size to examine the robustness of Img2Vec model and
compare the speed of above models to measure the performance of models. We
conduct a visualization experiment to explain why PCA performs better and
why we do not choose the autoencoder to generate embedding.

7.1 Dataset

It should be noted that all the experiments are based on a previous Simplified
Chinese dataset [15] which has 12 different topics from the Wikipedia web page:
Geography, Sports, Arts, Military, Economics, Transportation, Health Science,
Education, Food Culture, Religion and Belief, Agriculture and Electronics. They
collected 593K articles and split the dataset into training, validation and testing
sets with a ratio of 6:2:2.

7.2 Experiments Configuration

We sample images of characters with a configuration of a resolution of 36 × 36
pixels with 3 channels. Meanwhile, in the Img2Vec model, we need to use a con-
version tool1 to transform each character to corresponding image. Moreover, we
use these images to train the PCA layer. After fitting the PCA layer, we use the
processed low-dimensionality vector dictionary to initialize the visual embed-
ding. And we deploy a pretrained Word2Vec model to initialize the Word2Vec
embedding layer.

The batch size for entire models is set to B = 4096 and the dimensionality
of the embedding dc have 7 values containing the dimensionality of 32, 64, 128,
256, 512, 1024 and 2048. Moreover, Adam [10] with a learning rate lr = 0.001
is our stochastic optimization strategy. Meanwhile, to avoid overfitting, we use
the dropout layer whose dropout rate is set to 0.5 to generalize models. All the
sequences are padded to the identical length l = 10 which is same to previous
works and the number of epochs are 50.
1 https://github.com/djzgroup/Visual-basedCharacterEmbedding.

https://github.com/djzgroup/Visual-basedCharacterEmbedding
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7.3 Experiment on Different Embedding Size

In these experiments, we test 7 kinds of visual embedding sizes to discuss the
influence by dimension. The results are shown in Table 1. The table shows the
different dimensionality does not have many associations with accuracy and F1-
Scores. We consider 256 as our embeddings dimensions in the next experiments
for achieving a balance between time and performance.

Table 1. The influences of different dimensionality.

Dimensions Accuracy F1-Scores

32 53.52% 48.53%

64 53.32% 47.97%

128 53.19% 47.74%

256 56.31% 48.04%

512 53.26% 47.89%

1024 53.40% 48.18%

2048 53.32% 48.17%

7.4 Comparison Between Models

We evaluate 5 kinds of model including Img2Vec model, Word2Vec model, the
two kinds of fusion models and CEI model through performing a simplified
Chinese text classification. We initialize our Word2Vec embedding layer with
pretrained Word2Vec model2 based on a WeChat3 Simplified Chinese corpus.
For a uniform standard, we set the batch size B = 4096, embedding size dc = 256
and only use the standard three LSTM layers. What’s more we adopt the same
padding length with setups of Liu et al.

Table 2. The accuracy and F1-scores of Img2Vec, Word2Vec, early fusion, late fusion
and CEI.

Accuracy/F1 Train Test

Img2Vec 66.47%/56.59% 52.02%/47.04%

Word2Vec 56.74%/44.31% 55.29%/45.15%

Early fusion 68.38%/58.98% 54.75%/49.65%

Late fusion 73.34%/64.04% 53.94%/49.49%

CEI –%/–% 55.07%/–

2 http://spaces.ac.cn/archives/4304/.
3 http://www.wechat.com/en/.

http://spaces.ac.cn/archives/4304/
http://www.wechat.com/en/
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We exploit the above models to perform a simplified Chinese text classifi-
cation to evaluate performances. The result is shown in Table 2. We can see
our models are better than the Word2Vec model in training. But in testing,
Word2Vec model has a little improve over others in accuracy. Meanwhile, all
the models have almost identical performance in test. Thus, we attribute these
problem to lack of generalization ability and the defects of datasets.

We can observe the two kinds of fusion models both have great performances
in Table 2. And the late fusion model is better than the early fusion model in
accuracy and F1-Scores. The late fusion model has 6.1M parameters while the
early fusion model has 5.6M parameters. thus, more parameters make the late
fusion model represent better.

Fig. 6. Time comparison between Img2Vec, Word2Vec, early fusion, late fusion and
CEI.

It should be noted that if we don’t exploit the pretrain Word2Vec model, it
occupies a long time to access the corpus and train the language model to obtain
the Word2Vec model. Moreover, the train time of the CEI model is similar with
the Word2Vec model. The CEI model needs to train the whole network which
contains the CNN embedding layer and the RNN classifier, which leads them
cost more time. Our Img2Vec model can be converge in 15 min, and it has a
better performance of time compared to the Word2Vec model. The comparison
of time costing among the above models is illustrated in Fig. 6. As we can see, the
training process of CEI model has a poor efficiency. We blame CNN for learning
global features from local features, whereas the PCA does not need this process.

7.5 The Result of Different Training Sizes

We test four training sizes, 25%, 50%, 75% and 100%, to indicate the influences.
We find that there is about 5% of the gap in accuracy and 4% of the gap in
F1-Scores between the full training size and the 25% training size.
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The results of experiments which is illustrated in Fig. 7 meet our expectation
and the results do not drop off too much which can suggest the visual information
has a good representation of the character. Moreover, these experiments prove
that our Img2Vec model has a high robustness.

Fig. 7. The different size of training dataset comparison.

People exploit the pretrain embedding model like Word2Vec to initialize the
weights of the embedding layer to improve convergence speed and avoid saddle
point in many NLP applications. Img2Vec embedding and Word2Vec embedding
are utilized to initialize the embedding layer of the RNN classifier and set to
trainable separately. Table 3 shows the performances of different embeddings of
initialization. The results show our Img2Vec embedding performs 7% better than
Word2Vec embedding. Because Img2Vec learns embeddings from images, making
similar texts have similar word vectors. We consider that the Img2Vec embed-
ding has a specialty of keeping stabilization. No matter what kind of corpus
is exploited, the embeddings remain unchanged, but the Word2Vec embedding
lacks this stabilization. In theory, the bigger corpus is, the better Word2Vec
embeddings performs, whereas it leads the training time increase if using big
corpus.

Table 3. Pretrain embeddings comparison of Img2Vec and Word2Vec

Accuracy/F1 Img2Vec Word2Vec

Train 72.97%/64.86% 65.63%/55.58%

Test 52.29%/49.40% 54.95%/48.30%
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7.6 Embeddings Visualization

We perform embeddings visualization qualitatively to analysis the effects of rep-
resentation of embeddings. Two kinds of visualization models are PCA-based and
Autoencoder-based respectively. We analyze why our model can be an excellent
approach to generate embedding. We convert the entire image sets to 256 − D
vectors and we denote the visualization of the embedding by using Matplotlib [6].

Fig. 8. The embedding visualization of Img2Vec and Autoencoder.

We evaluate the effect of PCA algorithm by utilizing visualization. As illus-
trated in Fig. 8 (left), the different characters have different embeddings. These
characters with a same radical can denote an identical feature which is a service-
able attribute for character representation. Because characters which have one
or more radicals often have semantic association with other characters [23]. This
figure reflects that the PCA algorithm can convert the character into a vector
with low loss of visual information. This method also works for the rare words in
the corpus and the complex words. The PCA algorithm can be broken into some
single radicals which appear in the other character. We can infer causal associ-
ations between the complex characters and the simple structure characters to
represent the embedding for the complex characters. The smallest-grained items
which are radicals can be represented in the visual information of the characters,
thus word segmentation does not need to be applied in the Img2Vec model.

We construct an autoencoder [13,14] with two fully-connected layers which
have a same purpose with the PCA model to reduce dimension. Moreover, we
exploit the same datasets to train the autoencoder. We can find the relation-
ships of radicals among the characters clearly, as illustrated in Fig. 8 (right).
Compared with reconstruction images of embeddings from PCA algorithm, the
images generated by the autoencoder model has disturbed by noise that it is
hard to find out the characters. Thus the embedding vectors can not represent
the visual information of the characters well. Consequently, the PCA algorithm
can represent the global visual information of characters better than the autoen-
coder.

8 Conclusion and Future Work

We propose a novel method for extracting feature and improve pervious works
via PCA. We peel off the train process from the whole process, thus the train
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processes can be standalone to be integrated in other applications. First, we
propose a model called Img2Vec which contains an embedding layer based on
PCA algorithm and a RNN classifier. Then, we construct two kinds of fusion
models to utilize statistical information (Word2Vec [16,17]) and visual informa-
tion (Img2Vec) simultaneously which both achieve better performance compared
with models only using one kind of information. Next, we perform some experi-
ments with different embedding size, model structure and training size. Finally,
we construct two kinds of visualization to prove that Img2Vec model can gen-
erate visual information embedding effectively compared with autoencoder.

In the future, we will study about the influences of using different fonts of
characters and the input image parameters. What’s more, we will combine the
local and global semantic information with the visual information to generate
a new type of word embedding, which can perform well whether rareness the
words are and can explain every radical on different grains.
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Abstract. Reinforcement learning algorithms are used to deal with a
lot of sequential problems, such as playing games, mechanical control,
and so on. Q-Learning is a model-free reinforcement learning method.
In traditional Q-learning algorithms, the agent stops immediately after
it has reached the goal. We propose in this paper a new method—
Experience-based Exploration method—in order to sample more effi-
cient state-action pairs for Q-learning updating. In the Experience-based
Exploration method, the agent does not stop and continues to search the
states with high bellman-error inversely. In this setting, the agent will
set the terminal state as a new start point, and generate pairs of action
and state which could be useful. The efficacy of the method is proved
analytically. And the experimental results verify the hypothesis on Grid-
world.

Keywords: Inverse exploration · Reinforcement learning
Q-learning · Deep learning · Deep Q-learning Network

1 Introduction

The goal of reinforcement learning [1] is to learn good policies for agent to
maximize their expected future rewards from interacting with an unknown envi-
ronment. The idea on which reinforcement learning based is deeply rooted in
psychological and neuroscientific perspectives on animal behaviour. This univer-
sal problem applies on learning control of mobile robot, optimizing operation
sequence in factory, learning the board games, etc.

Supervised learning has some difficulties during dealing with reinforcement
learning problems, since the reward signal in reinforcement learning (corre-
sponds to the label in supervised learning) is normally sparse, noisy and delayed.
c© Springer Nature Singapore Pte Ltd. 2018
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Another issue is that for supervised learning, the data is assumed that is sub-
jects to a fixed underlying distribution. While for reinforcement learning, the
data distribution normally changes when the algorithm is learning new behav-
iors. Whereas, Deep Q-learning Network (DQN) [2] demonstrates that neural
network can overcome these challenges to perform better in controlling policy
learning which reinforcement learning want to learn.

In some situations such as robot working space, traditional methods use
the 4-tuple sampled in exploration to update the policy. But it wastes much
information when resetting the environment. So the method converges slowly.

In this paper we propose a method to help the reinforcement learning algo-
rithm to sample more useful state-action pairs to update its policy. We prove
that our method could make the updating of policy more efficient. Experimental
results demonstrate that the method can improve policy converge effectively and
efficiently.

2 Background

Reinforcement learning [1] focuses on learning control policies for agents
interacting with an unknown environment. The environment is usually mod-
elled as a Markov decision process (MDP) which is completely described by
a tuple(S,A, P,R), i.e. the set of states, the set of actions, the probabil-
ity of transformation and the reward function. Many reinforcement learning
algorithms learn from sequential experience in the form of transition tuples
(st, at, rt+1, st+1). At each time step t, the agent interacting with the MDP
observes a state st ∈ S, and chooses an action at ∈ A which determines
next state st+1 ∼ P (st, at) with the reward rt+1 ∼ R(st, at). The goal of
agent is to improve its policy in order to maximize its discounted gain, i.e.
Gt =

∑T
i=t+1 γi−(t+1)ri, where γ is the discount coefficient of rewards. The dis-

counted gain is a random variable of the agent’s cumulative feature rewards
starting from time t. A common objective of them is to learning the action-value
function, Q(s, a) = E

π[Gt|st = s, at = a], which is defined as the expected gain
of takeing action a in state s and following policy π thereafter. If an agent learns
about the policy that it currently subjects to, we call it learning on-policy. Oth-
erwise, if the agent learns from experience of another agent or another policy,
we call it learning off-policy.

Q-learning [3] is a popular off-policy reinforcement learning method. It learns
about the greedy policy which always chooses the action with the highest esti-
mated value Q at each state. The bellman optimal equation will update the
current Q-value estimation iteratively towards the observed reward r and the
estimated utility of the resulting state s′:

Q(s, a) = Q(s, a) + α(r + γ max
a′

Q(s′, a′) − Q(s, a)) (1)

A naive method to store the Q-value is using an S × A array to represent
the value of each individual state-action pair. The array is called a look-up
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table. We could update the individual Q-values with Eq. (1) for state-action
pairs incrementally. But in many challenging domains, such as Atari games,
there are too many unique states. It would lead to “Curse of Dimensionality”
if we try to maintain a separate estimate for each state-action pair. Deep Q-
learning Network (DQN) [2] uses function approximator to approximate the
Q-values. Specifically, it uses a neural network parameterized by weights and
biases denoted as θ to represent the Q-value, and build an experience pool to
store the agent’s experiences at each time-step. Then it updates the network
parameters θ in batch by minimizing a sequence of loss functions Li(θi) that
changes at each iteration i. The loss function is defined as below.

Li(θi) = Es,a∼ρ[(yi − Q(s, a; θi))2] (2)

where ρ(s, a) is a probability distribution over state s and action a that we refer
to as the behaviour distribution.

In traditional methods, the agent gets st from the environment, takes at

depended on its policy, gets rt+1 and st+1 and updates its policy with the
4-tuple (st, at, st+1, rt+1) repeatedly, until the agent reaches the terminal state.

3 Related Work

In the domain of game control, DQN [2] performs better than human play-
ers in Atari games. The network is composed of convolutional neural network
(CNN) and fully-connected layers instead of linear function approximator. DQN
has some problems such as overestimating and relying on experience pool.
For overestimating, [4] proposes Double DQN inspired from [5] to reduce the
observed overestimation. For experience pool, [6] uses priority experience pool
to improve the efficiency of learning. In addition, [7] optimizes DQN controller
with asynchronous gradient descending algorithm. There is much work on DQN.
[8] defines a novel method, i.e. “Actor-Mimic” of multi-task and transfer learning.
[9] presents a new dueling neural network architecture which has two separate
estimators. [10] trains AlphaGO with the combined algorithm of reinforcement
learning and Monte Carlo tree search program. In March 2016, AlphaGO won
the match by 4 to 1 with S. Lee who is one of the top GO players. And in May
2017, AlphaGO won the match by 3 to 0 with J. Ke who is the best GO player
in the world now.

For rigid body control problem, policy gradient algorithms are perhaps the
most popular class of continuous action reinforcement learning algorithms. [11]
presents the deterministic policy gradient algorithm instead of stochastic policy
gradient algorithm. [12] solves more than 20 simulated physics tasks with deep
deterministic policy gradient algorithm and deep neural network. In [13], rein-
forcement learning also directs the agent to shoot and performed pretty well,
better than the world champion of 2012.

In other domains, [14] investigates the possibility of exploiting emotions
in agent learning in order to facilitate the emergence of cooperation in social
dilemmas. [15] proposes the first probably approximately correct algorithm for
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continuous deterministic systems without relying on any system dynamics. [16]
proposes a method for the choice and adaptation of the smoothing parameter of
the probabilistic neural network. [17] shows how self-organizing neural networks
designed for online and incremental adaptation can integrate domain knowledge
and reinforcement learning. [18] tries to address this challenge by introducing a
recurrent deep neural network for real-time financial signal representation and
trading.

4 Method

In robot working space, the cost of resetting the environment is expensive. The
reason lies that resetting the environment means to control the robot go back
from the terminal state to the start state. Traditional methods lose much infor-
mation of resetting the environment. And the agents learn nothing during reset-
ting process. Then we try to make the agents extract more useful information to
learn in the process. In our method, we change the environment settings. Specif-
ically, we remove the absorbing state, so the agent could still explore the whole
space after it has reached the goal we set. And we need not move the agent from
the terminal state to the start point. The episode is not be finished until the
agent reaches the goal for the second time.

By observing the updating process of Q-learning, we could find that back
propagation of reward signal from terminal state to start point through all states
visited in the trajectory is the essence of Q-learning. A simple idea is to update
the states’ estimation following the inverse order of the trajectory, such as Monte-
Carlo method, which updates the state’s estimate according to the next state
that is close to goal during one updating phase. However, it is too hard to
store the whole trajectory if the trajectory is infinite. One solution is to explore
inversely, which means the agent will continue exploring after it has reached the
terminal state. The agent will take the original terminal state as a new start
point. And the reward will be propagated forward along the trajectory. Then we
propose a method which is shown in Algorithm 1. The method makes the agent
inversely search and sample states after it reaches the terminal state.

In fact, our method includes two games and unify them together. Our method
makes the agent play two games. One game is the original game, which has the
long winding paths. It’s hard for the agent to learn. The other is the inverse game,
which has only one “straight” path and makes it easy for agent to learn. This
inverse game makes the value function converges more efficiently and allows the
agent to learn the original game. In order to unify these two games, we propose
an algorithm as below.

We give the agent a coarse module PR based on its own physical structure
in the line 8 of Algorithm 1, such as “go straight” would make the agent move
straight. This module could be different from environmental model. But the
module could help the agent to explore the environment.

The module PR is an alternative representation of the robot’s system error. It
can be obtained by pre-training. We train the module from the easy case which
is only 3× 3 Gridworld. The agent could use this module PR to find the set of
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Algorithm 1. Framework of Experience-Based Exploration Method.
1: Initialize, inverse flag = 0 and last reward = 0
2: Initialize the action-value function Q
3: for t = 1 to T do
4: //pick an action a based on state s
5: if inverse flag == 0 then
6: get an action a with ε − greedy strategy
7: else
8: bulid a set of neighbor states

S′ = {s′|∃a, s′ ∗ a → s}
9: compute bellman-error

e(s′) = (y − Qt(s
′, a))

2|s′ ∗ a → s
where y = r(s′, a, s) + maxa′′γQt(s, a

′′)
10: pick up an action with the action selection strategy (ASS)

a′ = ASS(e(s′))
11: get an inverse action

a = a′−1

12: end if
13: execute action a in emulator and observe reward r and next state s′

14: //update based on the tuple (s, a, s′, r)
15: if inverse flag == 0 then
16: add sample tuple (s, a, s′, r)
17: else
18: add sample tuple (s′, a−1, s, last reward)
19: end if
20: update action-value function Q with bellman optimal equation Eq. (1)
21: last reward = r
22: if s ∈ terminalstates then
23: inverse flag = 1 − inverse flag
24: end if
25: inverse flag = 0 if inverse flag == 1 for a long time
26: end for

neighboring states it could reach in one step. Then we compute the bellman-error
of all candidate states with bellman optimal equation Eq. (1). The larger the
errors are, the fewer times the state has been visited. And the higher possibilities
it should be visited in exploration.

As for action selection strategy, we select the action according to the possi-
bilities for every action computed by ε−greedy strategy. We compare 3 kinds of
action selection strategies in Sect. 5. The first one is greedy strategy. We choose
the action with the largest bellman-error, i.e. π = argmaxaQ(s, a). The second
one is ε − greedy strategy. It is an exploration strategy which selects a random
action with probability ε, otherwise selects the action with max Q-value. The last
one is softmax strategy. We choose the action with the probabilities computed
by softmax function, i.e. π = P (a|s) = exp(Q(s,a))∑

a′ exp(Q(s,a′)) . When the inverse flag

is false, we select action with ε − greedy strategy which is the same as the
baseline—DQN’s strategy, otherwise, we select action from those 3 strategies.
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We could regard samples from trajectories searched inversely both as inverse
samples and as normal samples. But in some special conditions, the samples
from trajectory can not be reversed, such as the agent hitting the obstacles. In
this case, the agent will take one action a and stay in the same state s. If we
reverse this sample, the agent will take inverse action a−1 and stay in the same
state. Then we would get incorrect states in tuples. Thus we remove all these
inverse samples where s = s′ in 4-tuple (s, a, s′, r).

As for the reward, we only care about the state after the agent has taken
action. The reward function could be rewritten as rt(st, a, st+1) ∼ r(st+1),
because the environment gives reward in accordance with the state instead of
the action. The reward function in computing bellman-error could be calculated
by

rt(s′, a, s) =
∑t

τ=1 rτδs′, sτ+1
∑t

τ=1 δs′, sτ+1 + ε
(3)

where δx, y is the Kronecker delta function, and the ε is a small number added
with denominator to prevent divided by zero.

In inverse sampling, the last time-step reward is related to the state s′. Then
this reward should be the reward of the reverse sample (s′, a−1, s). This time
difference is caused by the environment with giving reward according to the
state instead of the action And we set the value last reward.

Inverse exploration starts when the agent reaches the terminal state and stops
with finite steps according to the state space, or breaks when the agent reaches
the terminal state again. inverse flag indicates whether agent is inversely
searching or not. Since terminal states are sparse in state space, the inverse flag
will not change frequently.

The whole process is like that a person resets the agent to where the agent
always makes mistakes, but the resetting works automatically. If the part of
experience based exploration is removed, the process degenerates into imitation
learning. We propose to make the agent inversely explore and reverse the sample
for updating policy. And the method enables the reward information be propa-
gated from the terminal state. It is similar to update with Monte-Carlo method
step by step.

Our idea comes from the bellman-equation showing in Eq.(1). Specifically,
according to the bellman-equation, only updating from the goal to the start point
could make the reward propagates to other state, such as dynamic programming.
Normally, the states around the goal are updated first. It’s useless to update the
states around the start point in the beginning of learning.

Consider 2 episode sampling results in a simple case where there is only one
way to reach the goal. In order to simplify the presentation, we represent the
state of quad (s, a, s′, r) abbreviated as bigram (s, s′). The traditional sampling
result is as below.

Episode1 : (s0, s1), (s1, s2), ..., (sn−1, sn).
Episode2 : (s0, s1), (s1, s2), ..., (sn−1, sn).
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where n is the length of path, s0 means the start point and sn the goal. Each
episode ends once the agent reaches the goal.

While the sampling result of our proposed method is as below.

Episode1 : (s0, s1), (s1, s2), ..., (sn−1, sn),
(sn−1, sn), (sn−2, sn−1), ..., (s0, s1).

where samples in the inverse order have been flipped, e.g. the second (sn−1, sn)
in the sampling result. The sampling order would not change as the updating
order changes.

As we know, in this case, the expectation of value function could be written
as

E[V t(si)] = maxa(Q(si, a)) = Q(si, a)

= P t(si) ∗ (ri + E[V t−1(si+1)]) + (1 − P t(si)) ∗ E[V t−1(si)]
(4)

where P t(si) means the probability of updating sample (si, si+1) in time t. The
n times’ updating order of si is (sn−1, sn−2, ..., s3, s2, s1, s0). The initializations
of the function V are all 0. And the rewards are all 0 except rn−1. After expand
E[V ] repeatedly, we only consider the product of probabilities P̂ below.

E[V t(s0)] =P t(s0) ∗ P t−1(s1) ∗ P t−2(s2) ∗ ... ∗ P 1(sn−1) ∗ rn−1

=
n∏

t=1

P t(si) ∗ rn−1 = P̂ ∗ rn−1 s.t. i = n − t
(5)

Then we analyze our proposed method and the traditional sampling method.
The previous n − 1 steps are the same for the two methods. The reward in

the goal cannot be propagated from the goal in these n − 1 steps. There are n
samples (sn−1, sn−2, ..., s1, s0) need to be updated, and the two methods have
2n − (n − 1) = n + 1 times to update. Therefore they have n + 1 − n = 1 time to
make mistake. In other word, they have one chance to update samples without
following the order of (sn−1, sn−2, ..., s3, s2, s1, s0) .

Take m = 0, n = 6 as an example, where m is the number of the irrelevant
samples in experience pool before Episode 1 starts. Table 1 shows the probability
of picking up given samples from the experience pool without normalization. The
first column in the table means the two methods make mistake in the ith update.
The numbers in the rest n + 1 columns mean the number of samples the two
methods could use to update.

Look at first row of the two methods in Table 1, i.e. j = 1. For our method, it
should not update s5 at time t = 1, hence the number of samples the method
could use to update is 6 − 1 = 5. To fulfil the target, at time t = 2, it should
update s5. Since there are two samples s5 in the experience pool, the number of
samples the method could use to update is 2. Similarly, for traditional sampling
method, it should not update s5 at time t = 1, hence the number is 6 − 1 = 5.
Then it should update s5 at time t = 2. Since at this time, Episode 2 starts.
There is only one sample s5 in the experience pool, hence the number of samples
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the method could use to update is 1. The probability of our method for j = 1 is
product of 5

6 , 2
7 ,..., 2

12 . Generally, the product of denominators in each row is same
and equals to (m+n)(m+n+1)(m+n+2)...(m+2n) = (m+2n)!/(m+n−1)!.
The probability of the whole method is the sum of the product of each row .

Table 1. Probability of picking up the given sample without normalization.

The time j
making mistake

Our method The time j
making mistake

Traditional sampling
method

1 5 2 2 2 2 2 2 1 5 1 1 1 2 2 2

2 1 6 2 2 2 2 2 2 1 6 1 1 2 2 2

3 1 1 7 2 2 2 2 3 1 1 7 1 2 2 2

4 1 1 1 8 2 2 2 4 1 1 1 7 2 2 2

5 1 1 1 1 9 2 2 5 1 1 1 2 8 2 2

6 1 1 1 1 1 10 2 6 1 1 1 2 2 9 2

7 1 1 1 1 1 1 12 7 1 1 1 2 2 2 12

The product of probabilities of our method is equal to

P̂ours =
(m + n − 1)!
(m + 2n)!

[(m + n − 1)2n + (m + n)2n−1 + ...

+ (m + 2n − 2)20 + (m + 2n − 1) + 1]

=
(m + n − 1)!
(m + 2n)!

[(m + n − 1)2n+1 + 2n + 2n−1 + ...

+ 2 − (m + n − 1 + n) + 1]

=
(m + n − 1)!
(m + 2n)!

[(m + n − 1)2n+1 + 2n+1 − 1 − (m + 2n − 1)]

=
(m + n − 1)!
(m + 2n)!

[(m + n)2n+1 − (m + 2n)]

(6)

And the product of probabilities of the traditional sampling method is equal
to

P̂trad =
(m + n − 1)!
(m + 2n)!

2
n
2 [(m + n − 1) + (m + n) + ... + (m + n +

n

2
− 2)

+ (m + n +
n

2
− 2) + ... + (m + 2n − 3) + (m + 2n)]

=
(m + n − 1)!
(m + 2n)!

2
n
2 [(m +

5
4
n − 3

2
)
n

2
+ (m +

7
4
n − 5

2
)
n

2
+ (m + 2n)]

=
(m + n − 1)!
(m + 2n)!

2
n
2 [(m +

3
2
n − 2)n + (m + 2n)]

(7)
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Dividing Eq. (6) by Eq. (7), we can obtain

Y =
(m + n)2n+1 − (m + 2n)

2
n
2 [(m + 3

2n)n + m]
(8)

We only need to consider whether the last equation, i.e. Y , is larger than 1
or not. The partial derivative of Y with respect to m is

∂Y

∂m
=

( 12n − 1)n2n+1 + 1
2n2 + 2n

2n/2[(m + 3
2n)n + m]2

(9)

The denominator of Eq. (9) is larger than or equal to 0. When n ≥ 2, (12n−1) ≥ 0,
hence the numerator of Eq. (9) is larger than 0. That is

Eq.(9) > 0 s.t. n ≥ 2, m ≥ 0 (10)

Since Y has exponential items, the partial derivative of Y with respect to n
is hard to compute the analytic solution. And Y can be written as

Y =
(m + n)2n + (m + n)2n − (m + 2n)

2
n
2 [(m + 3

2n)n + m]

>
(m + n)2n

2
n
2 [(m + 3

2n)n + m]
=

(m + n)2n

2
n
2 [m(n + 1) + 3

2n2]

=
m2

n
2 + n2

n
2

m(n + 1) + 3
2n2

s.t. n ≥ 2, m ≥ 0

(11)

When n ≥ 7, 2
n
2 > (n + 1) and 2

n
2 > 3

2n. Then Eq. (11) is larger than 1.
When n = [2, 3, 4, 5, 6], Y is still larger than 1.

The value of the function Y is shown in Fig. 1. It can be observed that when
m ≥ 0 and n ≥ 2, the function Y in Eq. (8) is larger than or equal to 1. Therefore
our method is better than the traditional sampling method when n ≥ 2. In the
special case when n = 1, the two methods are the same.

Fig. 1. The value of the function Y in Eq. (8). The larger the function Y value is, the
deeper the corresponding gray scale is.
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5 Experiments

5.1 Experimental Setting

In our experiment, we use the Gridworld as the environment. The Gridworld is
from UC Berkeley CS188 [19]. It is a maze as shown in Fig. 2. The blue point
in the maze represents the agent. All dark grids divided into four triangles are
free to move. The gray grids not divided represent the obstacles. The grids with
number 1 or -1 mean the terminal states. The agent could only get rewards from
the terminal states.

Fig. 2. The map of the maze is an 8×8 Gridworld. (Color figure online)

We use a policy search algorithm, i.e. Pegasus [20], to evaluate the perfor-
mance of our method. Pegasus is an algorithm to evaluate policy performance by
setting the environment from stochastic MDP to deterministic MDP. Then we
can obtain episodes with the start points randomly generated in each episode.

We test our method on Deep Q-learning Network (DQN) [2] and use the new
sampling method. DQN is a kind of Q-learning method with model-free, sample
backup, and off-policy. It updates the action-value function with batch method.

The architecture of DQN we use consists of one input layer, one hidden
layer, and one output layer. It is a lite version of DQN without CNN layers.
The input to the neural network consists of 2 integers of state, e.g. (1, 1) or
(3, 2). The hidden layer is fully-connected and consists of 64 rectifier units. The
output layer is a fully-connected linear layer with a single output for each valid
action. We train it with caffe [21]. And we use supervised learning to ensure that
the architecture has the enough capacity to make the algorithm converge and
represent the value function of the best policy in this maze.

For testing, we play 2,000 episodes for the baseline method and 1,000 episodes
for our method each time with ε = 0.2 and the discount γ = 0.9 in one game. To
ensure the agent can reach the goal, the agent goes 5,000 steps under random
policy or 200 steps under optimal policy. Then the agent finishes the rest episodes
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following its own policy, such as Greedy, Epsilon, and Softmax. The experimental
steps and returns are the average of 32 times games. And the experiments’
results are the average steps (the steps before the inverse phase of our method)
and returns of 32 times for each action selection strategy. The curves of results
are affected by stochastic fluctuation. Therefore, we present the result with the
cumulative value function to observe the trend of results.

5.2 Result Analysis

DQN with and Without Noise. Figure 3 shows the mean steps and returns
of DQN without noise on the maze of 8×8 Gridworld. The larger the returns
are, the better the result is. Otherwise, the smaller the number of steps is, the
better the result is.

It can be observed from Fig. 3 that our method with different action selec-
tion strategies performs better than the traditional sampling method (baseline)
with DQN. Among the action selection policies, the greedy strategy performs
best, and ε − greedy strategy performs better than softmax strategy. All these
strategies perform better than the baseline method.

As we mentioned earlier, we give the agent a coarse model without considering
the noise. This coarse model would be different from the real environment. Then
we need to test whether the model can work with noise or not. The noise is
defined as that the action the agent executes is different with the probability of
20% from the action selected by the strategy. Figure 4 shows the mean steps and
returns of DQN with noise.

Fig. 3. Mean steps and returns of DQN without noise on 8×8 Gridworld.

It can be observed from Fig. 4 that our method can work with noise. Specif-
ically, the tendency of the curves of the return in Fig. 4 is similar to that of
Fig. 3. The reason lies that we use the same random seed of starting points in
one experiment.

It can be observed from Table 2 that our method performs better than the
traditional sampling method. The larger the returns are, the better the result is.

In the process of inverse sampling, we found that Greedy strategy performs
better than other action selection strategies. It suggests that we should always
select the direction with largest bellman-error to explore and adjust.
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Fig. 4. Mean steps and returns of DQN with noise on 8×8 Gridworld.

Table 2. Mean returns of DQN

Strategy w/o noise Noise

Baseline 0.170 0.140

Greedy 0.213 0.187

Epsilon 0.204 0.179

Softmax 0.207 0.170

Table 3. Mean returns of look-up table

Strategy w/o noise Noise

Baseline 0.459 0.365

Greedy 0.458 0.367

Epsilon 0.460 0.366

Softmax 0.461 0.366

Look-Up Table with and Without Noise. We also test our method on a
simple Q-learning with look-up table. It updates the action-value function with
incremental method, and converges faster than DQN in a small set of states.
The result is tabulated in Table 3.

It can be observed from Table 3 that Greedy strategy fails to perform better.
The reason is that the look-up table updates the values relatively fast. The
bellman-error near terminal states towards to 0 in short time, then the agent
will always choose the same way to explore. For other action selection strategies,
the agent could choose different directions and explore different states. As for
the experiment with noise, the bellman-error is hard to be removed. The Greedy
strategy performs best. And in those experiments, the value function is converged
so the returns of different action selection strategies are almost the same.

Convergence of the Method. To evaluate the convergence speed of our sam-
pling method, we remove update step in the line 20 of Algorithm 1 while the
agent is in the inverse phase. So the times of updating in this method is the same
as that of the baseline method. It means that in the methods, the agent both
updates the value function when it searches the path towards the goal, and does
not update with bellman-error searching. It is worth noting that the agent keeps
sampling throughout the process. Experimental result is shown in Fig. 5. It can
be observed from Fig. 5 that our sampling method still converges faster than
traditional method without additional updating. It means our method collect
the better samples for updating.

Experiment on Policy of Initializing the Experience Pool. In order to
test whether the method can perform better on different policies of initializing



A Novel Experience-Based Exploration Method for Q-Learning 237

Fig. 5. Mean steps and returns of DQN without noise for convergence on 8×8 Grid-
world.

the experience pool or not, we perform the experiment on the random and the
optimal policies.

The random policy makes the agent randomly go in the first 5,000 steps. On
the other hand, the optimal policy is the policy reach the goal with fewest steps.
This policy is labeled by human. The agent goes under the optimal policy in the
first 200 steps. Then the agent finishes the rest episodes following its own policy.
The process that the agent goes with the optimal policy is similar to imitation
learning. Experimental results are shown in Fig. 6.

It can be observed from Fig. 6 that our method preforms better than tra-
ditional sampling method. It can also be observed that 3 kinds of action selec-
tion strategies have different performance under different initialization policies.
Specifically, softmax strategy performs better than greedy strategy under opti-
mal policy to initialize the experience pool. The reason lies that the action selec-
tion strategy can only look forward one grid without model of the environment.
When the values of the grids around one grid are converged to a fixed value,
greedy strategy will only go to the grid in one direction, while softmax strategy
can explore more neighborly grids.

On the other hand, greedy strategy performs better than softmax strategy
under random policy to initialize the experience pool. When the values of the
grids around one grid are not converged to a fixed value, it still has bellman
error and makes greedy strategy find the better path than softmax strategy.

In addition, it can be observed from Fig. 6 that the first 50 episodes cost few
steps, and get the higher returns. It is the beginning phase that the agent goes
under the optimal policy. The optimal policy to initialize the experience pool
makes the agent go to the goals directly. The number of samples in this path is
less than that by the random policy. And it makes the agent’s updating harder
than that by the random policy. The results of our method are less affected by
less samples than traditional sampling method.

Experiment on Size of the Maps. To test whether the method can perform
better on maps with different sizes, we perform the experiment on maps with
sizes of 6 × 6, 8 × 8, and 12 × 12.
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Fig. 6. Mean steps and returns of DQN under optimal policy without noise on 8×8
Gridworld.

The number of steps that random policy needed increases exponentially with
the increase of size of the map. We select the optimal policy as the initialization
policy for 12 × 12 map.

We compare the steps and returns on the 3 kinds of maps. The results are
tabulated in Table 4. It can be observed that our sampling method performs
better than traditional method no matter on what kind of maps.

The results of our sampling method with 3 kinds of action selection methods
have nearly same performance on random initialization on map with size of
6 × 6. The map is small in this case. Those methods converge quickly in a small
number of steps. Therefore the performances are mainly affected by the random
initialization. And for map with sizes of 8× 8 and 12× 12, our method performs
better than traditional method. Also greedy strategy performs best on random
initialization in map with size of 8 × 8. And softmax strategy performs best on
optimal initialization in all maps. The reason is the same as optimal policy in
8 × 8 grid as stated in Sect. 5.2. If you have known the optimal policy, you can
train the agent with softmax strategy to select action. On the other hand, we
normally do not know the optimal policy. Therefore, We suggest using ε−greedy
strategy for training.

Table 4. Mean returns of DQN with different initialization policies on maps with
different sizes.

Strategy 6 × 6 8 × 8 12 × 12

Random Opt. Random Opt. Opt.

Baseline 0.392 0.324 0.170 0.139 0.125

Greedy 0.394 0.351 0.213 0.177 0.167

Epsilon 0.396 0.343 0.204 0.174 0.166

Softmax 0.394 0.371 0.207 0.193 0.178

6 Conclusions

In this paper, we propose a method that keeps the agent moving instead
of stopping on the terminal state and exploring the spaces with high
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bellman-error which are rarely visited. This method makes the algorithm focus
on the state around the goal at the beginning of updating the value function. So
the expectation of reward would be propagated from the goal to other states
early. In other words, this method makes the distribution more suitable for
updating the value function of Q-learning during training phase. By explor-
ing experience, it helps the Q-learning algorithm converge more effectively and
efficiently. Our proposed method is useful for Q-learning with both incremen-
tal updating and batch updating. Experimental results demonstrate that our
method is efficient.
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Abstract. There are many problems in the community detection algorithm
based on big data sets that can’t effectively find the overlapping community and
the rationality of the community structure is not high. This paper proposes
overlapping community detection based on the connection similarity of maxi-
mum clique. The algorithm introduces an idea of maximum clique to initialize
the network structure, quantifying analysis the community connection similarity,
which is based on the sharing neighbor nodes and the connection between
communities. On this basis, all cliques are merged to get a rational structure of
overlapping community. The rationality of the proposed algorithm is tested on
four real network dataset through comparing with CPM algorithm. The results
show that the proposed algorithm has superior performance in term of accuracy,
coverage and modularity on mining community structure. Thus, this algorithm is
a kind of effective overlapping community detection algorithm.

Keywords: Big data � Community detection � Maximum clique
Community connection similarity

1 Introduction

With the rapid development of communication technology and IT technology, the
continuous expansion of the network scale and the gradual complexity of its structure,
massive information data generated, namely: Big Data. The emergence of big data
makes the human science and technology transit from the information age to big data
era. Network big data has infiltrated every corner of human life, especially in the social,
economic, scientific research and other fields have a significant role at the same time, it
provides ample information for human being to cognize and understand the material
world more thoroughly [1, 14]. The great value hidden in big data has aroused
widespread concern in academia at home and abroad. Although big data has brought
precious opportunities to the development of human society and the advancement of
science and technology, the characteristics of big data such as complexity, diversity and
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heterogeneity pose severe challenges to the development of big data [10]. Unlike
simple networks, these complex networks often contain many individuals, and the
relationship between individuals is also more complicated. How to mine useful
information from these complex networks and apply these information to specific areas
is the hot topic in the field of data mining at present [13].

Complex network is the main structure of big data; especially big data of the
network, the methods based on complex network theory is one of the main methods to
deal with big data mining and application. With the research on the structural char-
acteristics of complex networks, people find that many real networks not only have the
basic characteristics such as small world and scale-free, but also have topological
feature-Community Structure [17], That is, the nodes in the same community are
closely connected and the connections between different communities are sparse.
Therefore, in order to study the big data of the network preferably, understand the
function of the big data of the network and predict the behaviour of the big data of
network, it is necessary to divide the network structure into communities. In 2002,
Girven Etc. [11], proposed the concept of community mining, the representative
algorithms include hierarchical clustering algorithm [4], module-based optimization
partitioning algorithm [12, 16] and spectrum bisecting algorithm [3]. The above
algorithms divide the network into several independent communities. That is, each
node in the network belongs to only one community. However, communities are not
completely independent in many real networks, Some nodes in the network can belong
to multiple communities at the same time, Therefore, the study of structure overlapping
community is more practical [15]. In order to discover structure of overlapping com-
munity in the network, Palla Etc [6] proposed The Clique Percolation Method (CPM
algorithm), which identifies overlapping nodes in communities in 2005, but the com-
munity results divided by this algorithm are often affected by the selection of k values.
Lancichinetti Etc [5] proposed LFM community detection algorithm, the algorithm
randomly selects the seed node, through the calculation of fitness function, the network
community structure is divided, and however, seed nodes selected randomly will affect
the accuracy of the algorithm.

In summary, this paper proposes a big data set community detection algorithm
based on maximum clique connection similarity. Through the introduction of maxi-
mum clique to initialize the community structure of the network, and the close con-
nection of community was analysed and quantified, According to the quantified
connection similarity, the closely connected communities in the network are merged to
obtain structure of overlapping community.

2 Core Ideology

2.1 Introduction of Maximum Clique

In the given undirected graph G = (V, E), V is the assemblage of node in G, E is the
assemble of edges in G. The clique of G represents the sub graph in which every node
(in the same node’s assemblage) can be connected by edges, it is also to say that the
clique means a completed sub graph of the undirected graph G. If there is any
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completed sub graph which is not contained in another bigger completed sub graph of
G, it is to say that this completed sub graph is not any other clique’s proper subset of G,
we call “maximum clique” of graph G.

The maximum clique represents a group of dense nodes in the given network,
which possesses the best connexity, contains assemble information; based on above
characters, the maximum clique is used in the research of community detection; it
shows strongly cognition, accessibility, robustness etc. Architectural features, which
are expected by the cohesive sub graph. Therefore we can conclude that all the nodes of
maximum clique are under the same community.

In the view of situation that most layering cluster algorithm regards each node in
the network as an independent community for prolongation; in this article we introduce
the theory of maximum clique when initializing the structure of community network, in
order to enhance the accuracy and the rationality of the algorithm.

2.2 Improving the Formula of Connection Semblance

Currently, most algorithms of community detection adopt concept we called “sem-
blance”, among which the most widely used is the semblance pointed at node. While,
when we focus on the computation method in similarity of connection, the majority
methods just take account in the situation of partaken nodes in the network, losing the
sight of bridging connection. If there are more bridging connections between two
communities, it means the two communities are closely connected, also, we can say the
two communities are more likely to be the member of the same community. Therefore,
if we neglect the bridging connection among the communities, it may lead the mistakes
as follows; in the Fig. 1, we may merger community (a) and community (b), and the
same way to community (c) and (d). Actually, after observing, it’s more rational to
merger community (c) and (d).

Fig. 1. Community Structure in case of Ignoring Bridging Edges
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In the Fig. 2, If we don’t take neighbouring nodes into account, there will be the
same amount of bridging connections between community (a) and (b), community
(c) and (d); besides, if we only focus on the connectivity of community, it will occurs
that community (a) and (b), community (c) and (d) are merged, shown in Fig. 2. In
comparison, it’s more rational to merge community (c) and (d).

Generally analyzing the advantage of neighboring nodes and bridging connections,
this text proposes a computation method which considers about both the bridging
connection in different kind of communities and the neighboring nodes owned by all
communities, integrating the above-mentioned situation, will help us divide the com-
munity more rationally. We define the similarity of connection between communities as
sim_L:

sim LðCi; CjÞ ¼
N Cið Þ \N Cj

� ��� ��
N Cið Þ [N Cj

� ��� �� L Ci; Cj
� � ð1Þ

LðCi; CjÞ ¼ EðCi;CjÞ
EðCiÞþEðCjÞ
����

���� ð2Þ

In it, N(Ci) and N(Cj) represent the neighbouring nodes of two communities we
called Ci and Cj; E(Ci, Cj) delegates the number of bridging connection in two com-
munities; E(Ci) and E(Cj) represent the whole number of edges in each community.
According to the concept of sim_L(Ci, Cj), the more neighbouring nodes which shared
by two communities, the ratio of bridging connection and internal edge will get bigger,
besides, there are more similarities between two communities; they’ are also connected
more closely that can be more likely integrated. Through the quantitative analysis of
how closely that communities are connected, we can improve the accuracy and
rationality of the algorithm mentioned in the text.

Fig. 2. Community Structure in case of Ignoring Neighboring nodes
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3 Algorithm Introduction

This paper proposes an overlapping community detection algorithm based on the
connection similarity of maximum clique. There are two main stages: the discovery
stage of the maximum clique and the clustering stage of the maximum clique. In this
paper, the algorithm based on the structure of maximum clique in the network to
quantify the similarity of the connection between communities, Hierarchical clustering
is carried out based on community structure initialized by a maximum clique, through
the implementation of the two phases, and we get a structure of overlapping community
ultimately.

3.1 Maximum Clique

Maximum Clique Detection Algorithm. In order to prevent duplication of selected
nodes, each node is marked with a serial number firstly.

Step 1: Select the initial node with serial number 0 from the network and obtain the
node’s neighbour nodes;

Step 2: Select the node with the smallest serial number from the node’s neighbour
nodes and obtain the current clique; Get the set of nodes that connect with the current
clique. That is, neighbour nodes of the current clique;

Step 3: Select the node with the smallest serial number from neighbour nodes of the
current clique to expand the current clique, get neighbour nodes of expanded clique;

Step 4: Repeat the third step, until the neighbour nodes of the clique are empty, the
maximum clique with the initial node 0 as the vertex is obtained;

Step 5: Select a node with the smallest serial number from the neighbour nodes of
initial node which not included the selected node, repeat the second step until all the
neighbour nodes have traversed, then you can get all the maximum cliques with the
initial node as the vertex;

Step 6: select a node with the smallest serial number from the neighbour nodes of
initial node which not included the selected node and repeat the first step until all the
nodes are traversed.

Sample Heading (Third Level)
The analysis of overlap maximum clique is as follows: taking Fig. 3 as an example, the
network shown in Fig. 3 includes two maximum cliques. When starting from node 0, a
maximum clique {0, 1, 2, 3} is obtained; when starting from node 2, get the maximum
clique {2, 3, 4, 5, 6}. The maximum clique obtained from node 0 and the maximum
clique obtained from node 2 both contain node 2 and node 3, that is, there have
overlapping nodes in the two maximum cliques. it can be inferred that the communities
discovered based on these overlapping maximum cliques are likely to overlap with
each other. So communities that discovered based on these maximum cliques also
overlap with each other.
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3.2 Describe the Specific Algorithm

Overlapping community detection based on community connection similarity of
maximum clique (where the parameter a equals 0.2):

Step 1: Initialization. Think of every discovered maximum clique of network G as a
individual community Ci, the initial community structure of the network
CS ¼ C0; C1; . . .. . .; Cnf g;

Step 2: According to the formula (1), we calculate the connection similarity of
communities which connected with edge in CS and put it into the queue Csim;

Step 3: Determine whether each two communities merged in CS. If there is a value
greater than parameter a in Csim, Then merge the two related communities, update Csim

and CS. Continue to operate the second step;
Otherwise operate the fourth step;
Step 4: Output overlapping community structure CS.
When initializing the network community structure, some isolated nodes do not

belong to any maximum clique, and these nodes tend to extend the algorithm running
time, so this article does not consider these isolated nodes. In this paper, the algorithm
finds out all the maximum cliques of a given network to initialize the network com-
munity structure. Each maximum clique is regarded as a separate community. Then, the
improved inter-community connection similarity formula is used to calculate the inter-
community closeness, The greater similarity value, the higher probability that two
communities belong to the same community, merge the communities whose similarity
value is larger than the parameters; then update the community structure and recalculate
inter-community connection similarity, Until connection similarity of any two com-
munities in the network less than the parameters, and finally output overlapping
community structure of the network.

3.3 Time Complexity Analysis

In this paper, the time complexity of the algorithm in calculating the maximum clique
is OðcÞ(where c is the number of initial communities), and because the algorithm in this
paper uses the closeness of the two communities to determine whether the two com-
munities are merged, The time complexity in calculating inter-community connection
similarity is OðsÞ(where s is the number of neighbour communities), and the time
complexity of merging communities repeatedly is Oðs2ðc� 1ÞÞ. So the time com-
plexity of the algorithm is Oðs2cÞ.

Fig. 3. Maximum Clique
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4 Experimental Analysis

In order to validate the rationality of overlapping community structure according to the
algorithm mentioned in the text, we do experiments on four real networks in order to
compare CPM (clique percolation method) with our algorithm.

4.1 Experimental Data

The detailed information we used in four real networks can be found in tabulation 1.
The structure of network N1 and N2 is already known, while, it’s unknown to in
network N3 and N4.

In the text, the Karate network [9] is supposed to be a classical data set in social
network analysing. In early nineteen seventies, the sociologist Zachary spent two years
on observing the social relationship of 34 members in a karate club in a American
university. Based on internal and external relationship among thus members, he con-
structed a social relationship network, including 34 nodes and 78 connections; two
members are regarded as close friend at least if they’re nodes are connected together.

Dolphins networks is proposed by Lusseau [2, 7] together with his colleagues, they
had observed the living habit of 62 dolphins in New Zealand, getting conclusion that
the engagement model of these dolphins emerged a special model, besides, they
constructed a social network contains 62 nodes and 159 connections. Two nodes would
be connected together if two corresponding dolphins have a frequent contact.

P2p-08 network is a file sharing network from the year 2002 August, collecting a
huge number of p2p files, including 6301 nodes and 20777 connections, in it, nodes
represent hosts, if there is connection between two nodes that means two hosts have
shared some files.

Ca-HepPh network [8], it contains 12008 nodes, every node represents an author.
Each connection indicates that two authors may have published a discourse together
(Table 1).

4.2 Evaluating Indicator of Community Detection

Accuracy and Coverage Rate. If the community’s structure is known, we will adopt
accuracy and coverage rate as the evaluating indicator which are used to judge the
result of our algorithm. Supposing that C is the structure of community constructed by
algorithm, C’ is the structure already known;

Table 1. Real network dataset.

Structure of communities Name Node Connection

Known N1 Karate 34 78
N2 Dophins 62 159

Unknown N3 p2p-08 6301 20777
N4 ca-HepPh 12008 237010
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Accuracy: the percentage of nodes in C that belong to the same community both in
C and C’;

Coverage rate: the percentage of nodes in C’ that belongs to the same communities
both in C’ and C;

The larger two evaluation indexes, a better the detection effect of the algorithm is.

Modularity Qov. In the study of complex network, descriptive concepts can’t be
applied directly. While Newman and Girvan defined a kind of function we called
modularity, we can make quantitative analysis on rationality of the excavated structure.
Normally, Qov is used to describe the modularity of community’s structure. A bigger
Qov shows that the structure we have explored is better closes to the structure of real
network.
Assuming that community’s structure has been divided, we use formula as follows to
indicate modularity:

Qov ¼ 1
2M

Xn
i¼1

Xm
j¼1

ðaij � kikj
2M

Þdðri; rjÞ
� �

ð3Þ

In the formula, aij is element in the order matrix of network, if vi and vj are
connected, aij equals to 1, else, aij ¼ 0; M ¼ 0:5

P
aij is the number of connections in

network; ki is degree of node vi, kj is degree of vj; in the network, if the structure is
fixed, edges are connected randomly, the probability that vi and vj are connected

together will be kikj
2M;

d is membership function, if vi and vj belong to the same community (ri ¼ rj),
we’ll conclude that d ri; rj

� � ¼ 1, else, d ri; rj
� � ¼ 0.

4.3 Detection Result and Analysis

Result of known community’s structure. As the known network like karate club and
dolphin social network, we use accuracy and coverage rate to estimate the result of
community detection, in Fig. 4 (a) and (b) have given the experimental result. In our
algorithm, we set a ¼ 0:2, in clique percolation algorithm, K ¼ 3.
We use both CPM and the textual algorithm to conduct the experiment of community
detection, after comparing the accuracy and coverage rate, we show the result in Fig. 4.
Comparing (a) with (b) in Fig. 4, In the karate club database, the distribution of nodes
possess property of concentration, in the community structure of C’, there are relatively
fewer nodes belong to the same community, therefore at the step 2 and step 3 in
algorithm, less communities will be merged. So in the final community detection
according to the algorithm, the number of nodes that belong to the same community is
much closed to such nodes in structure known communities. So in Karate club network,
the accuracy shows an excellent performance, for example, in Fig. 4(a), accuracy
equals to 1. We get higher accuracy and coverage through our algorithm than that
through CMP; in the Dolphins network, we get the same conclusion. In comparison,
algorithm mentioned in the text has advantage of dividing community on accuracy and
coverage.
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(a) Comparison of the accuracy of the two algorithms

(b) Comparison of the coverage of the two algorithms

Fig. 4. Comparison of the accuracy and coverage of the two algorithms
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Result of Unknown Community’s Structure

(1) a Parameter Selection

In the text, a decides the size of community, mainly reflect on process of com-
munity integrating; finally make an influence on size of community’s structure. If a is
large, the scale of the excavated community will be petty. When a ¼ 0, the commu-
nity’s structure will be the network its self; when a[ 1, the final community’s
structure will be the structure initialized through maximum clique. In order to analyse
how a have effected community detection, we make 0.1 as step from 0.1 to 0.6,
adjusting the value of a and analysing the value of Qov, we test on p2p-08 and ca-
HepPh data set, showing the result in Fig. 5.

(a)→p2p-08

(b)→ca-HepPh

Fig. 5. The influence of a on the Qov in different data
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Normally, it’s supposed to be rational if Qov is larger than 0.3. Of course, the larger
Qov is, the more reasonable detection we will get. From Fig. 5, to p2p-08 network, the
result of community detection according to textual algorithm will get better along with
the decrease of a, when a is 0.2, the Qov will not only be the highest, but also will be
the most reasonable; to the ca-HepPh network, the result of community detection
according to our algorithm will get better along with the decrease of a, when a = 0.3,
Qov will be the highest, also to be the most reasonable. In a word, a needs to choose
corresponding value in the light of different network’s structure.

(2) Analysis of experimental Results

In the text, we compare the best community detection with CPM. In the Fig. 2, we
show the experimental results on real network dataset through the algorithm in men-
tioned in the text and CPM, in clique percolation method, we regard K ¼ 3.

In Table 2, we operated two algorithms on the real network dataset (p2p-08, ca-
HepPh) and the results are shown in Table 2. It’s clear that in the large-scale real
network, textual algorithm has a better performance on modularity of overlapping
community than CPM has. In summary, the textual algorithm enhances the rationality,
and also conforms to the physical truth.

5 Conclusion

In the text, we composed a new overlapping community algorithm based on the
similarity of maximum clique. Through the similarity calculation, we can merge to
networks together if they’re connected closely. Besides, we can get the structure of the
overlapping community. Based on four experiment on real networks dataset, we can
conclude: the textual algorithm could not only deal with the large scale dataset net-
works, but also has a better effect on dividing communities than CPM has, in the end,
we get a rational community detection, once more illustrating that our algorithm has an
excellent effect on community detection.

In the days to come, we can continue the study of social networks in the following
aspects: (1) Continue the experiment on more real large-scale networks, and explore the
relationship between the different scale networks and the similarities, selecting a rea-
sonable parameter for the different networks; (2) taking a comprehensive consideration
of community discovery algorithm on weighted networks in large dataset networks.

Table 2. Experiment results on real network dataset.

Network name Textual
algorithm

CPM

a Qov K Qov

N3(p2p-08) 0.2 0.3157 3 0.2494
N4(ca-HePh) 0.3 0.7355 3 0.5772
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Abstract. The community mining of heterogeneous networks is a hot issue to
study the big data of the network, and the original structure of the heterogeneous
network and its information can fully exploit the community structure in the
network. However, the existing algorithms mainly analysis one type of objects
in the heterogeneous network, and the algorithms about the heterogeneous nodes
which constitute the community structure is rarely studied. Therefore, this paper
introduces the theory about maximum bipartite clique: Firstly, regarding the
largest maximum bipartite clique that the key node belongs to as initial com-
munity. Then, the community is expanded based on the similarity between the
neighbor node of the community and the initial community in quantitative.
Finally, a reasonable community structure is mined and the simulation experi-
ments are carried out on artificial networks and real heterogeneous networks.
The experimental results show that the algorithm has relatively high community
accuracy and modularity in community detection, which proves the rationality
and validity of the algorithm.

Keywords: Heterogeneous network � Community detection
Maximum bipartite clique � Similarity

1 Foreword

With the rapid development of communication technology and IT technology, the scale
of networks have gradually expanded, its structures have become more intricate,
meanwhile, producing a huge number of information data, what we called: Big Data.
The emergence of Big Data promotes human being’s technology transmit from
Information Age to Data Age. Big Data in internet have penetrated into every corner of
human’s life, especially in such fields: society, economy, and scientific research; at the
same time, it provides enough information bases for people to cognize, understand the
material world [15]. The huge wealth concealed in Big Data has attracted a lot of
attention from scholars inside and outside the country.
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Although Big Data have brought value opportunities to the development of society
and improvement of technology, the features Big Data such as complexity, diversity
and heterogeneity also bring severe challenges to the development of Big Data [1]. In
real networks, heterogeneous networks with more complex structures are becoming
more and more abundant. Compared with the homogeneous networks with single
structure, types of nodes in heterogeneous networks put up difference, also the type of
edges which connect nodes together shows diversity [10]. It’s hard to analyzing the
complex heterogeneous networks with the traditional social network analysis method,
so the research on heterogeneous networks is on the upsurge, and is also becoming the
very important research direction in the field of Data mining. For different social
networks, whether it is homogeneous or heterogeneous, shares the same feature
community structure, that is, in the internal connections of a community are closely,
while the connections between two communities are sparse.

At present, the research on community detection algorithm in heterogeneous net-
works has attracted more and more people’s attention. Based on the original two
diagrams, Wu et al. [14] proposed the clustering method according to resource dis-
tribution. Zhang et al. [17] proposed the community detection method, this algorithm is
based on the convergence factor of edges, successively removing the edges which have
the minimum convergence factor, until the network is divided into the number
established. Tang et al. [11] based on the spectral theory proposing the joint clustering
algorithm, they divide the singular value in relational matrix which has been normal-
ized, gaining the community division. While we need to set up the number of com-
munities in advance through thus algorithms as above, generally, it’s uncertain that
how many communities should be divided will be the best suited. Huang et al. [5]
proposed the community detection in dynamic heterogeneous network with joint non-
negative matrix factorization, the algorithm first uses a multi-relational similarity
matrix to describe heterogeneous relationships in dynamic heterogeneous networks,
combining topological similarity with non-negative matrix decomposition method,
realize community detection of dynamic heterogeneous networks; Wu et al. [13]
proposed heterogeneous network community detection algorithm based on semantic
path, calculating similarity information between different types of nodes in a hetero-
geneous network Based on semantic paths, use this as a prior condition for community
detection to guide the community division of heterogeneous networks; Wang et al. [16]
proposed a community detection algorithm in bipartite networks using graph
regularized-based non-negative matrix factorization, through graph regularization
achieve internal connection between the user subspace and the target subspace, use
inter-class and intra-class information to improve the accuracy and stability of matrix
decomposition, to improve the performance of the bipartite networks community
detection. The above algorithms use some different methods to analyze the nodes of a
target type in a heterogeneous network basically, use similarity information between
different types of nodes as a priori condition to divide the community in the network
constituted by the target type nodes, so above algorithms don not consider the situation
some hetero-junctions belong to the same community. However, there are such cases
that heterogeneous nodes together constitute a network in actual heterogeneous net-
works, the above algorithms cannot classify this heterogeneous network accurately. At
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present, there are few researches on community discovery algorithms for heteroge-
neous networks which have communities constituted by heterogeneous nodes.

In a comprehensive analysis, we propose a community detection algorithm for the
heterogeneous networks based on two maximal groups, for the analysis and investi-
gation of heterogeneous. Firstly, the most import two largest cliques are regarded as the
initial communities, and then extend the communities based on the similarity of
communities and neighbor nodes of quantified community, so that we can rationally
divide the community structures of heterogeneous networks.

2 Correlation Analysis

2.1 Indirect Mapping

Nowadays, the research about heterogeneous networks has attracted widely attention. In
the study on community structure of heterogeneous networks, the mainly work is about
mapping and transformation of the heterogeneous; and then, using the existing com-
munity detection algorithm of homogeneous networks to divide the networks. However,
in the process of mapping the heterogeneous networks to homogeneous networks, the
information contained in heterogeneous networks may be lost or changed.

(1) Unweighted Mapping

As shown in Fig. 1, heterogeneous networks contain digital and alphabetic nodes.
In (a), digital nodes 1, 2, 3, 4 are all connected with alphabetic nodes a, so digital nodes
in (a) can be mapped into the network shown in (c); digital nodes 1, 2, 3, 4 in (b) are
connected with all alphabetic node a, so the digital nodes in (b) also can be mapped
into the network in (c). However, through the observation, we can find that digital
nodes 2, 3, 4 in (a) are also connected with alphabetic node c, in (a), nodes 2, 3, 4 are
connected more closely, while nodes 2, 3, 4 in (b) are relatively estranged, but (a) and
(b) are mapped into the same homogeneous network. So while studying heterogeneous
networks, neglecting the information of nodes and edges may lead the loss of network
primitive semantics, and may have effect on the final divided communities.

Fig. 1. Heterogeneous network mapping diagram
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(2) Weighted Mapping

Weighted mapping uses the information of heterogeneous nodes and edges to
project, such as community detection of heterogeneous networks method based on
semantic path [3, 13]. The basis method of the algorithm: firstly determine the type of
the target objects (that is to determine the type of object needed in the community
detection), through the semantic path (semantic path is a series of combinations of two
nodes in the heterogeneous networks. If the semantic path of two nodes is different,
means the relationship of the two nodes is distinct.), we can evaluate the heterogeneous
information’s similarity of the different type of objects, and through constructing the
reliability matrix as a regularization constraint of semi- supervised non-negative matrix
factorization to realize the community detection of heterogeneous network.

In heterogeneous networks, objects are connected with multiple semantic paths,
which represent a variety of relationships between objects. Although the method
considers about the information of heterogeneous nodes and edges in community
detection, there are still some deficiencies: firstly, the algorithm considers about only
one relationship corresponding to a semantic path [13], while ignoring the relationship
corresponding to other semantic path; The algorithm uses semantic paths to calculate
similarity information between different types of nodes in a heterogeneous network, use
this as a prior condition for community detection to divide target object type into
communities, so this algorithm does not consider the situation where heterogeneous
nodes belong to the same community, but for heterogeneous networks which have
communities constituted by heterogeneous nodes, this algorithm unable to divide the
community accurately.

2.2 Direct Analysis

The clustering method based on resource distribution [14] is a kind of clustering
algorithm based on the original bipartite clique, which combines the resource distri-
bution with community detection of the bipartite clique. The process of resource dis-
tribution is as follows: the node distributes resource to all the nodes connected with
itself, through such process, all the nodes in network can be represented by three
dimensional or multidimensional vectors. The algorithm considers that, nodes in the
same community have a similar resource vector. Through resource distribution, dif-
ferent types of nodes are mapped into the same dimensional vectors, and then we use
K-means algorithm to solve the problem, and finally find the structure of community.

Assuming that the node i in the type of node X, its initial resource occupancy value
f ðxiÞ� 0, so we can represent the resource of node l in the type of node Y:

f ðylÞ ¼
Xn
i¼1

eilf ðxiÞ
kðxiÞ ð1Þ

In it, kðxiÞ represents the degree of node xi; eil the element of adjacency matrix in the
network, if there is an edge between node i and node j, the eil ¼ 1, else eil ¼ 0; and
then resource will back-flow to nodes in type X. Finally, the resource allocation of node
i in type X will be:
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f ðxiÞ ¼
Xm
l¼1

eilf ðylÞ
kðylÞ ¼

Xm
l¼1

eil
kðylÞ

Xn
j¼1

ejlf ðxjÞ
kðxjÞ ¼

Xn
j¼1

xijf ðxjÞ ð2Þ

Actually, when we use K-means algorithm to divide the community, the initial-
ization settings are random, the result of the final division is uncertain; Besides, we
need to set the number of communities. When we are facing the unknown structure
networks, it’s hard to estimate the number of communities, and is also hard to divide
the community structure accurately.

To solve the above problems, we propose a community detection algorithm based
on maximum bipartite clique, which not only preserves the original information of
heterogeneous network, but also considers about the situation of heterogeneous nodes
belonging to the same community.

3 Detailed Introduction

In order to avoid matters mentioned above influence the heterogeneous network
community detection algorithm, the paper optimizes and improves heterogeneous
network community detection algorithm from the following aspects.

3.1 Key Nodes

Usually, there are unbalanced topology structures in communities, that is to say, there
are a few key nodes, which play a dominant role to other non-critical nodes. In the real
life, unbalance within community can be seen everywhere. For example, in the research
cooperation network, a key member in a research team is more likely to be the aca-
demic leader than others. He may be the soul of the team and guide the other non-
critical members in scientific research. Therefore, considering about the influence and
representation of the key nodes in a community, we can use the character of “key” in
nodes to discover the key nodes in the community, which can quickly locate the dense
areas in the network as a key part of the community structure.

Generally, the higher key is, the more important the node is. Method of mining key
nodes are usually based on the degree index [12], the interpreting index [6], the feature
vector [4], and so on. In the networks topology, the degree index means the more
important the node is, and the smaller the node’s degree is, the lower importance of the
node is. Therefore, the paper uses the node degree method to find the key nodes.

Starting from the right key nodes helps us to find community structure quickly and
accurately, but if we start from the wrong key nodes, it may increase the complexity of
the algorithm and affect the quality of community detection. The community detection
algorithm based on key nodes has the following advantages: firstly, starting expanding
the community from the key nodes will effectively avoid the restrictions and impacts on
community detection by nodes with low influence or at the edge; secondly, when we
get the key nodes, we can also get the key clique, through the expanding of the key
clique (not the expanding of the key node) we will determine the key node belongs to
which community accurately; besides, we also determine all the location of all the key
nodes and key clique accurately.
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3.2 Maximum Bipartite Clique

Big data set networks generally show complexity, diversity, and heterogeneity. The
bipartite clique is an important heterogeneous network structure which accord with the
character of big data. The maximum bipartite clique is composed of two types of nodes
and edges between two kinds of nodes, there is no connection between the same kind
of nodes.

In the undirected bipartite clique G ¼ ððX; YÞ;EÞ, given subgraph Gs,
XðGsÞ�XðGÞ; YðGsÞ�YðGÞ, for the arbitrary node xi 2 XðGsÞ x, yj 2 YðGsÞ, there will
be the edge eðxi; yjÞ 2 EðGsÞ e, then we call the Gs bipartite clique. Generally, it’s
required that XðGsÞj j � 2, YðGsÞj j � 2. If there are no other bipartite clique G0

s exist
which makes XðGsÞ � XðG0

sÞ, YðGsÞ � YðG0
sÞ, then Gs will be maximum bipartite

clique. It is also called complete bipartite graph shown in Fig. 2.
The maximum bipartite clique is a set of nodes which connected closely in the

heterogeneous network. it has the best connectivity, and is also regarded as the core
part of dense substructure in heterogeneous networks, contains concentrated knowl-
edge, so when it is applied to the community detection, it shows the structural features
of awareness, accessibility, robustness which are expected possessing in coagulation of
a subgroup. Therefore, we can conclude that all nodes in maximum bipartite clique
belong to the same community.

3.3 Introduction of Similarity Formula

Similarity is the judgment indicator of expanding the key community of algorithm.
Usually the similarity of nodes is set for the nodes in homogeneity network, hardly can
be find in heterogeneous networks. In heterogeneous network G ¼ ððX; YÞ;EÞ, in
process of community detection, we define the set NðviÞ, it contains all the neighbor
nodes which connected with node vi. So the similarity between community and
neighbor node is defined as follows:

sim v;Cð Þ ¼
N vð Þ \ Y Cð Þ
N vð Þ [V Cð Þ
��� ��� v 2 Xð Þ
N vð Þ \X Cð Þ
N vð Þ [V Cð Þ
��� ��� v 2 Yð Þ

8<
: ð3Þ

Fig. 2. Network of maximum bipartite clique
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In it, VðCÞ represents set of all the nodes in local community C, XðCÞ represents the set
of nodes belong to X type in local community C, YðCÞ represents the set of nodes
belong to the type Y in local community C. The definition indicated that the ratio of the
number of nodes which shared by the set of Vi neighbor node and the number of nodes
in community C with the nodes in two sets, the larger ratio is, the closer the two part is
connected, also they’re more likely belonged to the same community.

4 Introduction of the Algorithm

In the paper, we have introduced the maximum bipartite clique theory: firstly, the
largest scale maximum bipartite clique which contains the key nodes will be the initial
community; and then, expanding the community based on the similarity of the com-
munity and the neighbor nodes in quantitative community; finally, dividing a reason-
able community.

4.1 Key Nodes

Algorithm 1: Key nodes seeking algorithm
Input: initial network )( )( , ,G X Y E=
Output: key nodes
1.  select node v in the network randomly
2.  Repeat
3.    acquire v’s neighbor nodes, calculate the degree of v and 
its neighbor nodes;
4.     if  v has the largest degree
5.        v will be the key node;
6.      else 
7.        node with the largest degree will be the initial node v;
8.      end
9.   Until  the initial node v has the largest degree;
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4.2 Maximum Bipartite Clique Discovery Algorithm
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4.3 Introduction of Community Discovery Algorithm

4.4 Analysis of the Time Complexity

The time complexity of the algorithm is mainly focus on the selection of key nodes, the
detection of maximum bipartite clique, community expansion. If the number of com-
munities in a network is k, then the selection of key nodes and the time complexity is O
(kr), r means the shortest path from randomly selected nodes to the key nodes; O(k) is
the time complexity in finding the maximum bipartite clique; the complexity time of
expanding initial community is O(kc), in it, c is the number of neighbor nodes of each
initial community; so the algorithm’s time complexity is O(kr + k + kc).

5 Experimental Analysis

In order to verify the performance of the textual algorithm, we make experiments on
artificial data set and three real networks, so as to estimate the rationality and the
accuracy of the community division structure based on the algorithm.
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5.1 Artificial Network

Artificial heterogeneous network contains two types of nodes, it is constructed as
follows: the network contains 128 nodes, each type of node contains 64 nodes, divided
into 4 equal communities, there are 32 nodes in each community, each type of node
contains 16 nodes, set degree of each node is 16, which is k ¼ 16, k ¼ kin þ kout, kin
means the edges of one node connected with other nodes in the community, kout means
the edges of one node connected with other nodes out of the community. Following the
structure features of the bipartite clique, there is no connection between the same types
of nodes. To test the performance of the algorithm, we select an artificial network
kin ¼ 16; 15; 14; . . .; 9 (shown in Fig. 3) to do the experiment of community division.

5.2 The Real Network

In this paper, we choose several real network data like: CEO Club Data [9] ,Southern
Women Data [7] and Graph Products Data [2] to test the algorithm.

CEO Club Data is a heterogeneous network composed a set of CEO collected by
Galaskiewicz, if a CEO is a member of the club, there is a connection between the CEO
and interior of the heterogeneous network, otherwise, the connection will not exist.

Southern Women Data is a heterogeneous network composed of 18 women and 14
activities. If a woman takes part in an activity, there is a connection between the woman
and the activity in this heterogeneous network, else, there is no connection. Graph
Products Data comes from a book written by Klavzar S. in 1999. It is a heterogeneous
network composed by 314 authors and 360 articles. If an author is the author of an article,
there will be an edge connect the author and an article, otherwise, the edge is not exist.

Fig. 3. 8 artificial network diagram
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5.3 Evaluation Index of Community Division Result

Correct Partition Rate
The correct division rate [11] is usually applied on the network analysis of known
community structure. Through comparing the difference between the community
structure and the real community structure to judge the performance of the algorithm.
The larger the correct partition rate is, a better quality of the community is.

AC ¼
Pn

i¼1 dðsi;mapðciÞÞ
n

ð4Þ

In it, n represents the whole number of nodes in the network, si and ci mean the
community label and the true label of node vi, besides we define the function dði; jÞ as
follow: if i ¼ j, we will get dði; jÞ ¼ 1; otherwise, dði; jÞ ¼ 0; mapðciÞ is a mapping
function, it means the discovered community label map to the true value label.

Modularity
In the study of complex network community structure, the descriptive definition can
not be directly used. So Newman and Girvan [8] define a modularity function, in order
to quantitatively analyze the rationality of the detected community structure. Generally,
we use Qov function to qualify the modularity of the community structure. The larger
number Qov is, the community structure detected by the algorithm is closer to the
situation in real network.
Assuming that the community structure of the heterogeneous network is well divided,
the community module degree in the bipartite network is represented by the formula (5):

Qov ¼ 1
M

Xn
i¼1

Xm
j¼1

aij �
kxikyj
M

� �
d xi; yj
� � ð5Þ

In it, M ¼ 0:5
P

aij is the number of edges in the network; kxi is the degree of the node
xi, kyj is the degree of the node yj; d is the membership function, when node xi and node
yj belong to the same community, there will be dðxi; yjÞ ¼ 1, else, dðxi; yjÞ ¼ 0:

5.4 Experimental Results and Analysis

Experimental Results of Artificial Network
We do the experiment of community division on both he textual algorithm and cluster
method [14] based on the resource distribution, and compared the correct partition rate,
the result is shown in Fig. 4. It can be seen from Fig. 4, when the number of edges of
node is connected to the community is larger than 13 (that is the network community
structure is obvious), the result of textual algorithm and resource distribution method are
almost coincident, but with reducing the number of edges that connected with the nodes
in community (that is the community structure is getting worse obvious), although the
correct rate of community division based on both the textual algorithm and resource
distribution method remain decline, the correct rate of the textual algorithm is still higher
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than the resource distribution method. In comparison, the community structure, divided
by the algorithm, still has a great advantage in the accuracy.

Experimental Results of Real Network

(1) Analysis of parameter a

In the textual algorithm, we control the size of the community through parameter a
its effect is manifested on the algorithm’s process of merging the communities which
are connected closely, so it will have certain influence on the size of the final dis-
covered community structure. When the a is larger, the size of community based on the
textual algorithm will be small; if a ¼ 0, the detected community structure will be the
network itself; when a� 1, we will find that the final community structure will be the
discovered maximum bipartite clique after initialized. In order to analyze what the
influence will have on the quality of community structure when use different a, we set
0.1 as the step from 0.1 to 0.9, adjusting parameter value, using Qov function as
evaluation index; we test on three types of networks(CEO Club Data, Southern Women
Data, Graph Products Data), results are shown in Fig. 5.

Generally, the number of Qov is larger than 0.3 means the community structure is
rational, the larger Qov is, the better community is. Shown in Fig. 5(a), when a ¼ 0:4,
the community division has the best performance; from Fig. 5(b), when a ¼ 0:4,
community division has the best performance, from Fig. 5(c), when a ¼ 0:2, com-
munity division has the best performance. With the increasing of a, the value of Qov is
getting smaller, until a� 0:5, the value of Qov will not change. According to the
experimental analysis, a has different value in networks with different structure.

(2) Analysis of Experimental Results

In Fig. 6, we show the comparison of Qov through the textual algorithm and
resource distribution clustering method in three different data sets. We compared the

Fig. 4. Comparison of two method
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(a) CEO Club Data

(b) Southern Woman Data

(c) Graph Products Data

Fig. 5. The influence of parameter a on the modularity in different data set
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best community division based on the textual algorithm with the results based on the
resource distribution clustering method, communities produces by latter method is
equal to former algorithm. From Fig. 6, we can see that the modularity of community
based on the textual algorithm is larger than the modularity based on the resource
distribution clustering method, which means that the textual algorithm can get com-
munity with better quality.

Through the experimental results obtained from artificial networks and the real
networks, we can see that the algorithm is superior to the resource distribution based on
clustering algorithm in terms of accuracy and modularity. In summary, this algorithm is
a more realistic heterogeneous network community detection algorithm.

6 Epilogue

Aiming at the problem of original semantic loss in heterogeneous network community
detection algorithm, this paper proposes a heterogeneous network community detection
algorithm based on maximum bipartite clique. In order to preserve the original infor-
mation in the heterogeneous network, the theory of bipartite clique was introduced.
First, we use the bipartite clique that the key node belongs to as the initial community.
Then we compare the similarity between the neighborhood of initial community and
the initial community to determine whether the neighboring node belongs to the current
initial community, and then divide a more reasonable community in the heterogeneous
network. Finally, the experiments of community segmentation on artificial networks
and real heterogeneous network, the results show that the proposed algorithm is
superior to the clustering method based on resource distribution in accuracy and
modularity, so the proposed algorithm can find more realistic community. This proves
the rationality and effectiveness of the proposed algorithm.

Fig. 6. Comparison of modularity based on different algorithms
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In order to improve and enhance the effectiveness and robustness of the proposed
algorithm, the proposed algorithm will be further studied in the follow-up work in the
following aspects: to continue experiments on more practical large-scale networks, to
explore the relationship between different network sizes and Similarity parameter, to
select more reasonable parameter values for different scales of networks; considering
the community detection algorithm in the weighted network in the big data set network;
and further analyzing the community detection algorithm of the network with n types
of node.
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Abstract. Frequent pattern mining is one of the hotspots in the research of
moving object data mining. In recent years, with the rapid development of
various wireless communication technologies, such as Bluetooth, Wi-Fi, GPRS,
3G, and so on, more and more mobile devices have been used in various
applications. In the face of so many data, the following problem is how to deal
with and apply the massive data stored in the database, and the theory and
technology of data mining emerge as the times require. Therefore, frequent
pattern mining for moving objects is very necessary, meaningful and valuable.
This paper draws on the existing algorithms for mining frequent patterns of
moving objects, and puts forward some innovations. Aiming at the defect of low
time efficiency for common frequent mode Apriori algorithm, an improved
algorithm named IAA-DT based on dictionary tree is proposed in this paper.
The algorithm first traverses all the trajectories in the database and adds it to the
dictionary tree. At the same time, it also needs to maintain the linked list to
facilitate the pruning of invalid entries. Because of the high degree of com-
pressibility of the dictionary tree, it can be counted directly on the dictionary
tree, which greatly improves the time efficiency. The IAA-DT algorithm and the
existing improved Apriori-like algorithm based on SQL are compared and
analyzed by using the open real data of taxi trajectories in San Francisco. The
experimental results with different minimum support levels demonstrate the
effectiveness and efficiency of our IAA-DT method.

Keywords: Frequent pattern � Moving trajectory � Apriori algorithm
Data mining

1 Introduction

With the continuous development of sensing technology and global positioning system,
people can use moving terminals to send their own locations to the server at anytime
and anywhere, providing their own moving trajectories. Under this trend, a large
number of moving data will be generated. At the same time, the technology of moving
object database is also booming, among which the mining of frequent patterns of
moving objects has become a hot spot of research.

© Springer Nature Singapore Pte Ltd. 2018
Q. Zhou et al. (Eds.): ICPCSEE 2018, CCIS 901, pp. 269–278, 2018.
https://doi.org/10.1007/978-981-13-2203-7_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2203-7_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2203-7_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2203-7_20&amp;domain=pdf


The traditional algorithm is Apriori algorithm. Because of its low time efficiency,
this paper proposes an improved Apriori algorithm based on dictionary tree. The
improved algorithm is compared with the existing improved Apriori algorithm based
on SQL, and the conclusion is drawn that the improved algorithm based on dictionary
tree has better performance and higher time efficiency.

Section 2 of this paper introduces the related research work; Sect. 3 introduces the
related knowledge of frequent pattern mining. In Sect. 4, the implementation process of
the improved Apriori algorithm based on dictionary tree is introduced in detail. The
experiment and result analysis are in Sect. 5. Section 6 summarizes the full text and
looks forward to the future research work.

2 Related Work

Rakesh Agrawal and Ramakrishnan Srikant [1] first proposed Apriori algorithm based
on association rules to solve frequent pattern mining problems. The purpose of asso-
ciation rules is to find out the relationship between items in a data set, also known as
“Market basket Analysis”. Apriori algorithm scans the database multiple times and uses
candidate frequent sets to generate frequent item sets each time. The algorithm has
good expansibility and can be used in parallel computing and other fields. Because
Apriori algorithm needs to scan the database multiple times before generating frequent
pattern complete sets and generates a large number of candidate frequent sets at the
same time, this makes the time and space complexity of Apriori algorithm larger.

In 2000, Han [2] and others proposed FP-growth algorithm, which adopted the
following divide-and-conquer strategy: the database providing frequent item sets is
compressed into a frequent pattern tree (FP-tree), but the association information of
item sets are still preserved. FP-tree is a special prefix tree, which consists of frequent
item header table and item prefixes. It sorts each transaction data item in the transaction
data table according to the degree of support in descending order, then inserts it into a
tree with NULL as the root node successively, and records the support degree of the
node at each node.

Both Apriori algorithm [3] and FP-growth algorithm [4] exploit the idea of
searching to explore the candidates of frequent patterns and verify them by calculating
the support degree, but the characteristics of moving objects determine that their fre-
quent patterns are moving trajectories, which has the topology that the normal frequent
patterns do not have. Therefore, Apriori algorithm and FP-growth algorithm have a lot
of redundancy in time and space when dealing with moving object data, which is
inefficient.

3 An Overview of Frequent Pattern Mining Algorithms

This section discusses the main definition of frequent pattern mining and the basic idea
of algorithm.
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3.1 Preparatory Knowledge

Definition 1. Item set: Suppose I ¼ fx1; � � � xng, where the element xi is the item, I
represents the collection of all xi. If there is a set X:X�I, and X ¼ fx1; . . .; xkg, then X
is called a k-item set.

Definition 2. Data set: Suppose that data D is a collection of database transactions,
where each transaction T is a non-empty item set, such that T�I. Each transaction has
an identifier, that is called TID. Suppose A is an item set, transaction T includes A, if
and only if A�T .

Definition 3. Frequent patterns: The patterns that frequently appear in the data set,
such as item sets, subsequences and substructures. It has two basic measurements,
namely, support degree and confidence degree.

Definition 4. Association rules: It is the implication of the form like A) B, among
which A � I;B � I;A6¼£;B6¼£; A\B¼£.

Definition 5. Support degree: An association rule A) B is established in a transaction
set D and has a degree of support, that is, transaction D includes the percentage of
A[B, which is expressed as: supportðA ) BÞ¼PðA[BÞ:
Definition 6. Confidence degree: An association rule A) B has a degree of confidence
in transaction D, that means D includes the percentage of transactions A and B at the
same time, which is expressed as:confidenceðA ) BÞ¼PðBjAÞ:
Definition 7. Closed frequent item sets: If the item set X does not have its true super
set Y , so that the support count of Y is the same as X in the data set D, then the item set
X is closed in the data set D. And if the item set X is closed and frequent in the data set
D, then the item set X is a closed frequent item set in the data set D.

Definition 8. Maximal frequent item sets (Maximal item sets): If the item set X is
frequent, there is no super item set Y such that X � Y and Y is frequent in the data set
D, then the item set X is a maximal frequent item set or a maximal item set in the data
set D.
According to the above definitions, the problem of mining association rules can be
attributed to mining frequent item sets, the steps are as follows: (1) find out all frequent
item sets; (2) generate strong association rules by frequent item sets.

Obviously, the time and space cost of the first step is much larger than that of the
second step, that is, the performance bottleneck of the algorithm is mainly determined
by the first step, so the solution to the frequent pattern mining problem should start with
the first step.

3.2 The Basic Idea of the Algorithm

The Apriori algorithm uses an iterative method of layer-by-layer search, where k-item
sets are used to search (k + 1)-item sets. First, scan the database, accumulate the counts
of each item, and collect items that meet the minimum support. Find the set of frequent
1-item sets, denoted as L1; Then, use L1 to find the set of frequent 2-item sets, denoted
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as L2; and then use L2 to find out L3, and so on until the frequent k-item sets can no
longer be found. Finding out every frequent set Lk requires a complete scan of the
database.

Figure 1 shows the pseudo-code of Apriori algorithm, first find the set of frequent
1-item sets L1 (step 01). At steps 02-10, for k� 2, Lk�1 is used to generate candidates
Ck so that to find out Lk. The process apriori gen generates the candidates, then those
candidates with infrequent subsets are deleted using the A priori property (step 03).
Once all candidates have been generated, the database is scanned (step 04). For each
transaction, use the function subset to find all subsets in the transaction that are can-
didates (step 05), and add up a count of each such candidate (step 06 and 07). Finally,
all candidates satisfying the minimum support degree (step 09) form a set of frequent
item sets L (step 11).

After searching all frequent sets of the same depth, the Apriori algorithm extends to
the next depth. It requires frequent access to the database and a large number of I/O
operations, which greatly reduces the performance. Moreover, when the mode length is
long, a large number of unqualified candidates will be produced and it’s hard to
exclude them, which makes it difficult to improve the performance of the algorithm [5].

Fig. 1. Pseudo-code of Apriori algorithm
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4 An Improved Algorithm IAA-DT

4.1 Dictionary Tree

Dictionary tree is a kind of data structure which takes advantage of space for time and
compresses the public prefix of a string to reduce the time overhead of query strings
and to improve efficiency. Dictionary trees can also greatly avoid pointless compar-
isons between strings, far more efficient than hash tables. Based on these properties of
the dictionary tree, multiple strings can be stored in the same tree to improve the
efficiency of the query operation.

Given an example of a dictionary tree, as shown in Fig. 2.

4.2 The Core Idea of the IAA-DT Algorithm

The IAA-DT algorithm generates candidate frequent item sets through association rules
and validates them. The key improvements are pruning of the candidate item sets
generated by the dictionary tree and optimizing the algorithm for the counting phase.

Figure 3 shows the pseudo-code of the improved algorithm IAA-DT. First, we
traverse all the moving trajectories in the database and add them to the dictionary tree
one by one. Due to the topological nature of motion trajectories of moving objects,
each motion trajectory in the database is regarded as a string, which is read and stored
in the dictionary tree of memory, thus solving the problem that requires a large number
of I/O operations [6].

While building the dictionary tree, a lot of chain tables need to be maintained for
the convenience of the pruning operation. These linked lists are composed of several
List linked lists and one Head linked list. Lists store all the locations of an item
corresponding to the linked list in the dictionary tree, while the Head stores the position
of the List header corresponding to each item.

Fig. 2. An example of a dictionary tree
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After each k-item set is generated, candidate sets can be quickly pruned and
counted through the maintained List linked lists and the Head linked list (steps 03 to
07). When counting each candidate set, first find the first item in the candidate set and
all the nodes appearing in the dictionary tree in its corresponding List linked lists, then
match and count the candidate sets from these nodes downward. Because the dictionary
tree has a high degree of compression, it can be counted directly on the dictionary tree.
If the current node does not meet the sub nodes of the candidate (step 11), then quickly
pruning, which can greatly improve the time performance of Apriori algorithm.

5 Experimental Results and Analysis

5.1 Experiment 1: Apriori Algorithm and IAA-DT Algorithm

In order to verify whether the IAA-DT algorithm proposed in this paper has better time
performance than the traditional Apriori algorithm, experiments are carried out. The
two algorithms are run on the real data and then compared and analyzed to verify which
one has higher time efficiency and better performance.

Fig. 3. Pseudo-code of the IAA-DT algorithm
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The experimental data come from the GPS positioning data of taxi drivers in San
Francisco in 2008 and the raw data are preprocessed as the data used in this experiment
[7]. In order to facilitate the analysis of experimental results, we make eight data sets.
The numbers 1 to 8 represent that with the number of taxi drivers increasing from 1 to
8, the number of moving trajectories also increases accordingly. The amount of time
consumed by these eight data sets on two different algorithms is taken as a criterion, as
shown in Fig. 4.

Figure 4 shows a comparison of time consumption between Apriori algorithm and
IAA-DT algorithm. As can be seen from the diagram, the traditional Apriori algorithm
has almost no change when the data sets are between 1 and 2; Time shows an
increasing trend when data sets range from 2 to 3; Time reduces when data sets are
between 3 and 4; Time growth is small when data sets range from 4 to 5; When the data
sets are from 5 to 8, the time increase is very large, while the running time of the IAA-
DT algorithm is almost the same as the data sets from 1 to 5, and the increase from 5 to
6 is also very small.

Comparing the time consumed by two algorithms, it is obvious that IAA-DT
algorithm always takes less time than the traditional Apriori algorithm and the overall
trend is that as data sets increases, the differences in time consumption between these
two algorithms are getting bigger and bigger [8]. This proves that the proposed
algorithm is indeed more efficient and has better performance than the traditional
Apriori algorithm.

Fig. 4. Time contrast diagram of Apriori and IAA-DT
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5.2 Experiment 2: Improved Apriori Algorithm Based on SQL and IAA-
DT Algorithm Based on Dictionary Tree

Studies have shown that the improved Apriori algorithm based on SQL also takes less
time than the traditional Apriori algorithm. In order to compare the time performance of
the proposed IAA-DT algorithm based on dictionary tree and the existing improved
algorithm based on SQL, the second experiment is now carried out. The two algorithms
are run on the real data (the same data as in Experiment 1). Then compare and analyze
to verify which algorithm has more time efficiency and better performance. The result
is shown in Fig. 5.

Figure 5 is a comparison diagram of the time consumption between the IAA-DT
algorithm proposed in this paper and the existing improved Apriori algorithm based on
SQL. It can be seen from the diagram that as data sets increase, the time of both
algorithms shows an overall trend of growth [9], but the improved algorithm proposed
in this paper always takes less time than the improved Apriori algorithm based on SQL,
which shows that the proposed IAA-DT algorithm has higher time efficiency and better
performance.

5.3 Experiment 3: Compare the Execution Time of the Three Algorithms
Under Different Levels of Support

The traditional Apriori algorithm, the improved Apriori algorithm based on SQL and
the IAA-DT algorithm proposed in this paper are combined to compare their execution
time under different minimum support levels. Run three algorithms under different
minimum support levels, measure the execution time of each algorithm, and then

Fig. 5. Time contrast diagram of IAA-DT and the improved Apriori algorithm based on SQL
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compare and analyze to verify the performance of these three algorithms. The result is
shown in Fig. 6.

Figure 6 shows the execution time of three algorithms under different minimum
support [10], it can be seen from the diagram that the execution time of these three
algorithms decreases gradually with the increase of the minimum support degree. When
the minimum support degree is small, the differences of the execution time of three
algorithms are large, while the differences between them are gradually reduced as the
minimum support degree increases. It can also be found from the graph that no matter
how large is the minimum support degree, the execution time of the IAA-DT algorithm
proposed in this paper is shorter than that of the traditional Apriori algorithm, which is
because the Apriori algorithm contains the time overhead of connection and pruning
while the proposed algorithm eliminates this overhead. In addition, comparing the
proposed IAA-DT algorithm with the existing Apriori algorithm based on SQL, it can
be found that the execution time of the IAA-DT algorithm proposed in this paper is
always shorter than that of the existing improved Apriori algorithm based on SQL
under different minimum support. This further proves that the proposed improved
Apriori algorithm based on dictionary tree has better time performance and higher
efficiency.

6 Conclusion

In this paper, the problem of frequent pattern mining for moving objects is studied. In
order to solve the problem of low time efficiency of traditional Apriori algorithm, the
IAA-DT algorithm based on dictionary tree is proposed. The main idea of this

Fig. 6. The execution time of three algorithms under different minimum support
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algorithm is to add all the trajectories to the dictionary tree and maintain all the linked
lists, then the pruning and counting operation can be done directly on the dictionary
tree by these maintained linked lists. It is a novel frequent pattern mining algorithm for
moving objects which can solve the problem of huge time consumption. At the same
time, this paper carries out experiments to compare and analyze the existing similar
algorithms to ensure the objectivity and effectiveness of the evaluation. The results
show that the IAA-DT algorithm proposed in this paper has higher time efficiency and
better performance.

In the following work, we will further focus on and study new frequent pattern
mining algorithms for moving objects to get better and practical mining results.
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Abstract. Malware clustering analysis plays an important role in large-
scale malware homology analysis. However, the generation approach of
the ground truth data is usually ignored. The Labels from Anti-virus(AV)
engines are most commonly used but some of them are inaccurate or
inconsistent. To overcome the drawback, many researchers make ground
truth data based on voting mechanism such as AVclass, but this method
is difficult to evaluate different-granularity clustering results. Graph-
based method like VAMO is more robust but it needs to maintain a large-
size database. In this paper, we propose a novel evaluation model named
MalCommunity based on the graph named Malware Relation Graph. Dif-
ferent from VAMO, the construction of the graph is free from a large-
size database and just needs the AV label information of the samples
in the test set. We introduce community detection algorithm Fast New-
man to divide the sample set and use modularity parameter to measure
the target clustering results. The experiment results indicate that our
model has the ability of noise immunity of malware family classification
inconsistency and granularity inconsistency from AV labels. Our model is
also convenient to evaluate different-granularity clustering methods with
different heights.

Keywords: Malware family clustering · Evaluation model
Anti-virus label · Graph theory · Modularity

1 Introduction

In recent years, serious malware attacks emerged in an endless stream, and led
to huge losses to the world. Ukrainian power, mining and railway systems was
seriously infected by KillDisk and BlackEnergy [1]. The botnet Mirai led to
network paralysis in America [2]. The series APT tools from ATP28 and APT29
may even affected the presidential election of the US [3] but so far there is still no
assertive evidence to find out the criminal groups. The most famous ransomware
WanaCry infected hundreds of thousands of computers all over the world [4].
Millions of polymorphous and complex malware samples are made every year
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and existing anti-virus(AV) engines are hard to resist. Some reports from AV
company showed that there were 324 million malware samples detected in 2014
[5] and the average number of infected computers per day was between 2–5
million [6].

To reduce the workload of malware analysis, analysts attempt to introduce
clustering algorithms in malware automatic classification. Malware clustering
analysis can also help analysts to discover the relations of malware samples,
which can provide assertive evidences for tracing to the source, and even help to
infer the criminal hacking groups. In recent years, malware family clustering and
classification are research hotspots. Many researchers clustered malware samples
by their extracted features such as behavior information collected by dynamic
sandboxes, or metadata and disassemble information with static analysis.

However, the evaluation standard of malware clustering algorithm is still hard
to reach a consensus. The production process of valid ground truth data is often
ignored because it is not the kernel content in many clustering researches. At
present, majority of researchers use labels of anti-virus(AV) products, namely
AV labels, to make ground truth. However, the label mechanisms of differ-
ent AV products are usually inconsistent. When in production process, most
researchers used majority voting-based mechanism to decide which samples
should be divided into the same families. An open-source tool AVclass [26],
which was released in 2016, are still based on this mechanism. Li et al. [31] also
pointed out that the samples with inconsistent AV labels may be abandoned
when making the test set, but this samples may be the difficult samples for the
clustering model to be evaluated. Different AV engines may have different mal-
ware family definition standards, which will seriously affect the validity of voting
mechanism. Another approach detects the relations of samples by constructing
graph of AV labels like VAMO [7], but VAMO needs to maintain a large-size
database to guarantee the accuracy of the weights of edges in the graph.

In this paper, we propose a novel malware clustering evaluation model called
MalCommunity. The model can be separated into two parts. The basic part is
constructing a topological graph named Malware Relation Graph. This part of
work is to reduce the effect of label inconsistency noise from raw data, which
is the main problem of the effective evaluation model, and build a solid data
foundation. The second part is the evaluation method, in which we compute
a evaluation score for the target clustering results based on Malware Relation
Graph. In Malware Relation Graph, each single sample in the dataset will be
present as a node, and the weights of edges indicate the relation degrees of the
two connected samples, namely the probability of whether they belong to the
same family. The weights are also decided by AV label information, but different
from VAMO, they are free from sample information outside the tested sample
set and we needn’t to maintain a large database. We also introduce a community
detection algorithm, Fast Newman, to provide a serial of best divisions on Mal-
ware Relation Graph for reference. When evaluating other clustering results, we
use modularity parameter to measure the division but not comparing the clus-
ters. Because there may exist several best divisions and the marginal samples
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are difficult to categorize. These samples may lead to uncertainty results for the
evaluation method of comparing the clustering sets. In addition, Fast Newman is
hierarchical, therefore the model can be used to evaluate the clustering systems
with different granularities.

We summarize the contributions of this paper as followed:

– We proposed a novel malware family clustering evaluation model MalCom-
munity. This model is based on Malware Relation Graph which relies on AV
label information. We also improve the computational efficiency of this model.

– We introduce community detection algorithm Fast Newman and modularity
parameter into our model. When evaluating, we measure the target cluster-
ing results by modularity but not precision or recall, which is computed by
comparing the clustering sets.

– Our model is hierarchical so that it is suitable to evaluate different-granularity
malware clustering system.

The rest of the paper is organized as followed. In Sect. 2 we will introduce
the related works in malware analysis and evaluation areas. In Sect. 3, we dis-
cuss the methodology of our model in detail, including the construction of Mal-
ware Relation Graph and Fast Newman division algorithm. Then we present our
experimental results in Sect. 4. Finally, we make a brief conclusion of our work.

2 Related Works

Malware analysis is a persistent and hot research area all along. Various analyz-
ing techniques were proposed to detect and classify malware samples and applied
in AV software, which leads to different detection mechanisms of AV engines.
The extracted features of malware samples based on these different techniques
are used to malware family clustering to discover the relations of malware sam-
ples. But the evaluation model of malware clustering results are often ignored.
We focus on studying this kind of researches and propose our own model.

Static analysis is a traditional techniques to analyze malware samples, which
needt extract features of samples in run time. Tamersoy et al. [29] introduced a
large-scale malware detection method by mining file-relation graphs based on file
similarity analysis. Drew et al. [9] used local sensitive hash for file summarization
and analyzed the similarity among files at the physical level but not semantics.
But obfuscation techniques are obstacle for the development of static analysis. In
recent years, dynamic analysis is a hot topic in malware detection research. Xu
et al. [11] implemented a prototype system, GOLDENEYE, with high success
rate, high speed and little memory to dynamically trace malwares’ behaviors
in right environments. Spensky et al. [13] developed a low-level framework for
performing automated binary analysis using hardware-based instrumentation.
Dynamic analysis is good at bypassing obfuscation and package but the anal-
ysis is time-consuming. Now the researchers start to turn their attention in
content-agnostic analysis, namely tracing the malware samples in the wild but
not running them in the sandbox. Invernizzi et al. [17] and Taylor et al. [18]
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checked and traced HTTP flow then detect the HTTP attack chains and find
out malicious downloads and exploit kits. Kwon et al. [20] introduced two new
concepts called downloader graph and influence graph to describe the features of
downloaders. Content-agnostic analysis is usually for the malware samples that
have frequent network behavior.

Malware clustering analysis is used to automatically classify large-scale mal-
ware sample set to multiple clusters which contain similar samples. This tech-
nique can sharply reduce the workload of malware analysis and provide assertive
evidences for tracing to the source and even find out the criminal groups. Kirat
et al. [8] proposed SigMal, which detected malware variants based on signal pro-
cessing techniques. They considered that variants retained some similarity at the
binary level. In another work, Kirat et al. [28] developed a leverages algorithms
MALGENE, borrowed form bioinformatics, to locate evasive behavior in system
call sequences. Hu et al. [12] built a system named DUET to trace malwares’
run-time behaviors by extracting their system or API calls, then associated with
some static features and clustered the malware set. Saxe et al. [15] used deep
neural network to reach high true positive and low false positive rate. These
approaches are based on different malware features and used different clustering
models, which may lead to different results. The evaluation standard of malware
clustering is difficult to reach a consistent level.

We focus on the evaluation method of malware clustering for a long time.
Bayer et al. [30] chose consistent samples to make up of the test set, which
are consistently voted into the malware families by all AV engines. But only
very little size of sample set match the condition and Li et al. [31] also pointed
out that the chosen samples may be easy to cluster and this method cannot
construct a valid test set closed to the real world. Perdisci et al. [7] proposed
VAMO system to evaluate malware clustering systems. They first construct a
huge AV Label Graph to compute the distances of different AV labels, then cal-
culate the relation degrees between every two samples in the test set. They also
introduced hierarchical clustering algorithm to divide the test set and produce
a reference division for evaluation. VAMO is an important inspiration source
of our model. But VAMO needs to maintain a huge database and the accuracy
of relation degrees among samples is decided by the database they maintained.
Our method is free from a huge database and the relation degrees among sam-
ples is solid. Based on VAMO and majority voting mechanism, Sebastian et al.
[26] developed an open-source tool AVclass, which can detect AV label alias and
provide a single family name for each sample. However, this approach can’t
provide multiple reference divisions for different clustering mechanisms. Wei
et al. [32] concludes the previous evaluation models and proposed a new approach
based on the behavioral clustering system which developed by their research
team. But this method rely on the feature extraction method they used and it
is lack of objectivity.

An objective and valid malware clustering evaluation model should be
proposed. After summarizing the previous works, we define the concept of
Malware Relation Graph to describe the relations among samples in the target
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test set. We also introduce non-parameter division algorithm to generate refer-
ence division and we use modularity to evaluate target results instead of simply
comparing the clusters between the target results and the reference results.

3 Methodology

In this section, we discuss our evaluation model MalCommunity in detail, which
is based on AV labels and community detection algorithm. Firstly, we will intro-
duce how to gather family name labels by AV software programs based on an
open-source tool AVclass [26]. Then we will propose the concept of Malware
Relation Graph and introduce the implement and improvement. Next we will
describe the community detection algorithm, Fast Newman, to divide the Mal-
ware Relation Graph into MalCommunities. Finally, we will show the processing
step to measure the performance of target clustering results.

3.1 Family Name Generation

After fetching all data back from VirusTotal, in this section, we introduce how
to extract family names from the name information provided by AV software.
It is thoughtless to use all AV information directly. Firstly, some of AV software
vendors have more than one products in the AV’s list of VirusTotal [24]. These
software use the same AV engine as the backend so their scanning result are
similar and it’s pointless to record all results. Secondly, some AV engines have
poor performance with low accuracy. Third, there is plagiarism in AV software.
The detecting ability of some AV engines is weak, so their vendors copy the
information from other AV software to improve their performance. We select 15
representative AV software from the AV’s list of VirusTotal, mainly referencing
some reports [25] of Anti-Virus Comparative, an authentic third-party testing
institution for AV software. The selected AV software are listed in Table 1.

Table 1. The list of 15 selected AV software programs.

ID AV software ID AV software ID AV software

1 AVG 6 F-Secure 11 GData

2 Avast 7 Emsisoft 12 Symantec

3 Avira 8 Microsoft 13 Panda

4 BitDefender 9 McAfee 14 K7AntiVirus

5 ESET-NOD32 10 Kaspersky 15 Qihoo 360

Every AV software provides their scanning information when detecting the
malicious file. The AV information contains a malware name, the AV name and
the scanning date. In our research, the scanning date is not necessary any more.
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The name commonly could be separated into three parts: malicious type, fam-
ily name and variant name. Take the name Trojan.Spy.Delf.NNO for example,
Trojan and Spy is malicious type, while Delf is the family name and NNO is
the variant name. As the named rules of numerous AV software are quite differ-
ent, every samples have 15 different names. And what we need is their family
name. The extraction work of family name is not cushy. The main problem
is that various AV vendors defined their own name frameworks and the name
fields are up-and-down depending on their detection scheme. Fortunately, the
open-source tool named AVclass [26] to overcome this problem. AVclass takes
malware names as the input, identifies and filters the irrelevant information, then
extract the family names. In the second step, AVclass selects a possible family
name by a voting mechanism. But we think the second step lose too much useful
information, such as the relationship of malwares, which we will discuss in the
next section. We modify AVclass to just extract family names and take them as
output.

3.2 Malware Relation Graph

Malware Relation Graph is a undirected topological graph. Malware Relation
Graph, containing all malware samples in the sample set, just presents the mal-
ware relation by undirected edges without coordinate. In the Malware Relation
Graph, a node represents a malware while an edge connecting two different nodes
represents that the connected nodes are in the same family. The weight value of
the edge is the confidence level of the connection. Just as the above statement,
single AV engine performs poorly on malware detection and family classification
while the combination of all selected AV engines greatly improves these abilities.
We use a voting mechanism by various AV engines to find out the connection
and evaluate its confidence level.

Fig. 1. Example of a small-size Malware Relation Graph (uninitialized).

Figure 1 illustrates a small-size example of Malware Relation Graph, con-
taining eight samples and three families. Nodes A to H represent the malware
samples. The 15 AV engines vote whether two different nodes are in the same
family or not by the family names we extracted. If a single AV software marks
two nodes with the same family name, the weight value of the edge connecting
these two nodes increases 1. For example, assume that all edges are initialized
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to 0, then Avast labels node A and B with the same family name Delf, so the
weight of edge AB increases to be 1. When AVG labels them with Duch, the
edge AB is modified to be 2. Therefore we can see, Malware Relation Graph
is independent of name contents and just retains relationship information from
various AV information.

Under the mechanism of edge connection we introduce above, a malware
family is a fully connected subgraph. The dotted circle we labeled in Fig. 1 are
three full-connected families. Take family {F,G,H} for example. The weights of
edges FG, FH, GH are all 5, which means that there are 5 AV software which
simultaneously classify samples F , G, H into the same family (thought they
use different family names to label). But in the real Malware Relation Graph,
cases like {A,B,C,D,E} are much more common. Subgraph {A,B,C,D,E},
on the left of Fig. 1, contains two related families, {A,B,C,D} and {A,D,E},
while nodes A and D are in the both families. It means, there are 4 AV engines
that classify A, B, C and D into the same family while the other 5 AV engines
classify A, D, E into another family. The AV engines which have not classified E
into family {A,B,C,D} may not detect E as malicious one or consider that E
should be in another family. Briefly, the intersection of these two families is not
empty, which indicates that they are related but not isolated. The relationship
is observed and uncovered from different angles by the combination of various
AV detecting mechanisms.

To regular the Malware Relation Graph model, we normalize the weight val-
ues of edges and set the confidence threshold. The normalization depends on
the number of AV engines we select. As shown in Table 1, the aggregate number
NAV is 15. The formula or normalization is obtained as

ωij =
ω

′
ij

NAV
, (1)

where ω
′
ij is the weight of edge connecting node i and j and ωij is the normal-

ization result of ω
′
ij .

Now we provide the definition for the malware map abstraction. Malware
map G can be defined as G = (V , E, W ), where the meaning of each symbol is
as follows:

– V denotes the set of all samples in the malware map G.
– E ⊆ V × V denotes a set of undirected edges. Note that there is no self loop

in E and the adjacency matrix of E is a symmetric matrix.
– W denotes a set of weight defined on the edges of the malware map. Notes

that ωij in W is between 0 and 1.

3.3 Algorithm Improvement

When processing large-scale sample set, the Malware Relation Graph is difficult
to construct because of its large scale. While generating the Malware Relation
Graph, we should maintain a large sparse adjacency matrix in the memory,
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Table 2. An example of malware family table.

Malware family Member nodes in the malware family

Avira:Deil G,F ,H

AVG:Redir G,F ,H

McAfee:Netag G,F ,H

Mircosoft:Kryptik G,F ,H,A

ESET-NODE32:Eldorado G,F ,H,B

which is an unbearable consumption. Even though we change the data struct
of the adjacency matrix to a chain table, it is poor in performance owing to
a great number of edges. An equivalent but high-performance optimization is
needed, which can separate the adjacency matrix into small parts so that the
maintenance is no longer needed. Such an algorithm is designed by us. We first
build and maintain a new table to store the information of every malware family
labeled by every single AV engine. A simple example is shown in Table 2. Every
malware family has a member node list in the table. The scale of the table is much
smaller than the adjacency matrix. The query of the table can be implemented
by hashing algorithm, whose complexity of time is O(1).

We introduce a kind of virtual nodes to the graph. The virtual nodes repre-
sent the malware families shown in Table 2. Malware node is no longer connected
to another one but connected to the family nodes it belongs to. For example,
G is connected to 5 family virtual nodes: Avira:Deil, AVG:Redir, McAfee:Netag,
Mircosoft:Kryptik, ESET-NOD32:Eldorado. At the same time, nodes F and H
are connected to these five families. However, node A is only connected to Mir-
cosoft:Kryptik and B is connected to ESET-NOD32:Eldorado.

Now consider which nodes may be in the same family with node i. In the
virtual graph, as shown in Fig. 2, every node that could be reached in two hops
from node i is considered to be is neighbor. Thus, a two-layer breadth first
traversal is needed. Node j will be connected to i if there are more than NAV

different two-hop paths from j to i. The weight of edge ij is the number of two-
hop paths between i and j. Take node G for example, F and H will be connected
to G while A has only one two-hop path to G, and B, either.

Fig. 2. An example of a virtual graph.
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Using this methodology, the state of edges needn’t to be maintained in the
memory throughout the process. Only a portion of edges will be operated when
finding the neighbors of one node then the weights of edges can be moved out
of memory and are no longer needed in the construction. Figure 3 presents the
Malware Relation Graph of a sample set we collect from VXheaven [23].

Fig. 3. The Malware Relation Graph of the ground true dataset.

3.4 MalCommunity

The method we introduced above has constructed an AV-label-based Malware
Relation Graph of the sample set. In this section, we will divide the graph
into multiple tight clusters by community detection algorithm, Fast Newman
[33]. This algorithm is non-parameter and hierarchical, which is measured by
modularity.

Suppose that there are n nodes and m edges in our graph. For a particular
division of the graph, δ(ci,cj) represents the relation of the nodes i and j. If
the two nodes are in the same group, δ(ci,cj) is 1 and otherwise δ(ci, cj) is 0.
Therefore, the modularity of the division is as

Q =
1

2m
Σij [Aij − kikj

2m
]δ(ci, cj) (2)

where Aij is the weight of the edge between node i and node j. When there is no
edge between node i and node j, Aij is 0. ki and kj denote the degree of node i
and node j. The larger modularity denotes that the better the division result is.

Fast Newman algorithm is to find out a division to reach the maximal modu-
larity value in a given graph. The algorithm can be separated into two steps. At
the beginning, the graph is initialized into n different communities which con-
tain only one node for each. In the first step, named modularity optimization,
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the nodes are divided into the neighbor community to increase the modularity
value of the whole graph. Then in the second step, which is named community
aggregation, replace the communities in the first step result by nodes to con-
struct a new graph, and repeat the first step for further polymerization until the
modularity value is maximum.

In addition, the Fast Newman algorithm is also hierarchical. In the polymer-
ization process, we can also get the maximum modularity under different com-
munity number. The advantage of this feature is that, Fast Newman algorithm
can be a reference system to evaluate different-granularity clustering results.

3.5 Malware Family Clustering Validity Analysis

We now introduce in detail on how to use the result of Fast Newman algorithm as
a benchmark to measure the performance of malware family clustering methods
in other researches.

The evaluation process can be divided into the following steps:

1. construct the Malware Relation Graph of the test set;
2. calculate the modularity value MFN of the division using Fast Newman algo-

rithm, whose community number is set to be n. n is the cluster number of
the clustering results to be evaluated;

3. calculate the modularity value M ′ of the clustering results to be evaluated;
4. calculate the evaluation score M ′

MFN
.

Fast Newman algorithm is a kind of non-parameter algorithm. Namely it
can get the best community division result without setting any parameter. The
result is one of best divisions that have the maximum modularity in the whole
Malware Relation Graph. Fast Newman algorithm is also one kind of hierarchi-
cal algorithm. The community (or cluster) number can be given then get the
corresponding result. This result is the best division with a given community
number, whose modularity is always smaller than the maximum modularity in
the whole graph.

In the second step, MFN is the maximum modularity value of the
n-community division where n is the cluster number of the clustering method
to be evaluated. We choose n-community division as reference but not the best
division result of the whole graph. That is because different clustering methods
have different granularities. The best division result of Fast Newman is usu-
ally coarse grained and unreasonable to evaluate different-granularity clustering
results. The best n-community division result of Fast Newman has the same
granularity with the clustering result to be evaluated and the validity analysis
is more reasonable.

In addition, evaluating the clustering results by calculating the modularity
is more stable. Many previous evaluation models like VAMO used the division
results of hierarchical clustering algorithm as reference. But hierarchical clus-
tering algorithm may be disturbed by marginal samples and there may exist
multiple best division results at the same time, which will lead to uncertainty
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when evaluating. Fast Newman algorithm may also exist multiple best division
results. But different from VAMO, we measure the performance of the cluster-
ing results by modularity. The multiple best division results of Fast Newman
algorithm have the same modularity so that the disturbance from marginal
samples doesn’t exist anymore.

4 Experimental Results

In this section we evaluate our model by comparing the validity and noise
immunity of MalCommunity with some previous evaluation models VAMO and
AVclass. The experiments can be separated into three groups. The first two
experiments discuss the performance of MalCommunity under the noise of label
inconsistency through the single factor experiment designs. The third experiment
is an application of MalCommunity.

In the first experiment, we artificially construct a sample set then gradually
increase the noise to simulate the malware family classification inconsistency of
AV engines, and evaluate the noise immunity of our model. The second experi-
ment also changes the single factor based on the artificial dataset but this time
we control the granularity of malware family labels. This experiment is designed
to evaluate our model under the noise of family granularity inconsistency among
different AV engines. The third experiment is a real application, namely an eval-
uation process for an existing malware family clustering results.

In addition, the controlled models we used in this paper is AVclass and
VAMO. AVclass is an open-source tool which can be downloaded from GitHub
[27]. The methodology of VAMO was first presented in [7] but we can’t find the
source code of the tool, so we reimplement VAMO through [7] to complete the
two controlled experiments.

The validity indexes we used in this paper include F1 score, Rand Statistic
(RS), Jaccard Coefficient(JC) and Folkes and Mallows Index(FM). The deriva-
tion method of these four indexes is as follow.

Assume that in the sample set, there are s reference clustering RC =
{R(C1), R(C2), . . . , R(Cs)} and the malware clustering result is C =
{C1, C2, . . . , Cn}. In this setting, the indexes precision, recall and F1 score are
defined as:

– Precision. Prec = 1
nΣn

j=1maxk=1,...,s(Cj ∩ RCk
)

– Recall. Rec = 1
sΣs

k=1maxk=1,...,n(Cj ∩ RCk
)

– F1 score. F1 = Prec·Rec
Prec+Rec

Given a pair of samples (m1,m2) where m1,m2 ∈, we can compute the fol-
lowing quantities:

– a is the number of (m1,m2) that m1, m2 are both in the reference cluster
RCk

and in the same cluster Cj as well.
– b is the number of (m1,m2) that m1, m2 are in the same reference cluster

RCk
, but they are separated into two different clusters.
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– c is the number of (m1,m2) that m1, m2 are in the same cluster Cj but are
assigned to different reference clusters RCk

and RCh
.

– d is the number of (m1,m2) that belong to two different reference clusters
and separated into two different clusters, either.

Based on these four definitions, we can compute the cluster validity indexes
RS, JC and FM as [34]:

– Rand Statistic. RS = a+d
a+b+c+d = a+d

|M |
– Jaccard Coefficient. JC = a

a+b+c
– Foldes and Mallows Index. FM = a√

(a+b)(a+c)

The four validity indexes F1 score, RS, JC and FM are all in [0, 1], and
higher values indicate that the clustering result is closer similarity to the ground
truth.

4.1 Malware Family Classification Inconsistency

Malware family classification inconsistency among different AV engines is caused
by different AV detection mechanisms. For example, AV engine A detects sample
a and b and categorizes them into malware family Fam1, then categorizes the
sample c into Fam2. But AV engine B recognizes that sample a is in Fam1

while b and c are in Fam2 through its own detection method. This phenomenon
is called malware family classification inconsistency.

The experiment in this section is to evaluate the validity of our model under
the classification inconsistency noise. We first construct an artificial sample set,
then simulate the inconsistent division methods of different AV engines in the real
world by changing the AV labels of the samples and increasing the inconsistency
degrees. MalCommunity, VAMO and AVclass are evaluated repeatedly under
different inconsistency degrees of AV labels.

Controlled Datasets. The artificial sample set that we constructed includes
3000 malware samples, which can be divided into 15 different malware families,
namely 200 samples per family. The labels were provided by four different AV
engines, namely that each sample has four different family labels.

At initialization, the samples in the 15 malware families all have high-
consistency AV family labels, namely the divisions for the sample set by the four
AV engines is identical. For instance, malware family Fam1 contains 200 sam-
ples, each AV engines will use a family label to mark these 200 samples and mark
other samples by other family names. It is worth noting that there may exist fam-
ily name alias, namely different AV engines may use different family label to indi-
cate Fam1. Therefore, for sample a, there is a set of labels La = {l1a, l2a, l3a, l4a}.
And for sample b, there is Lb = {l1b, l2b, l3b, l4b}. If sample b belongs to the same
family with a, lib = lia where i = 1, 2, 3, 4; otherwise lib �= lia. Since there are 15
different families in the ground truth, the labels provided by each AV engines
have 15 kinds, namely for sample a, lia ∈ {Fi1, Fi2, . . . , Fis} where s = 15 and
i = 1, 2, 3, 4.
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In the next step, we increase the inconsistency noise in the dataset through
controlling the malware family labels for each samples. At the beginning, the
divisions of sample set by the four AV engines are identical. But when the noise
is introduced, the division is no longer consistent. The method of controlling
variables is as followed. When the noise index is N , namely the labels of N
samples in the dataset are with noise, we randomly choose N samples and flip
some of their labels. Take sample a as an example. The label set of sample a is
La = {l1a, l2a, l3a, l4a} when initializing, we randomly change some of its labels
and get the result as L′

a = {l′1a, l2a, l
′
3a, l4a}, where l′1a ∈ {F11, F12, ..., F1s}/{l1a},

l′3a ∈ {F31, F32, ..., F3s}/{l3a} and s = 15.

Performance Evaluation. We use previous works AVclass and VAMO as
control groups to evaluate the amending ability of our malware classification
evaluation model MalCommunity. AVclass is a majority-voting-based evalua-
tion model, namely deciding which malware family the target samples should
belong to by joint voting. Since the research of AVclass is later than VAMO,
AVclass draws lesson from the principles of VAMO to detect family name alias to
improve the performance of traditional majority-voting-based evaluation mod-
els. Therefore, AVclass is better than previous majority-voting-based evaluation
models. VAMO is proposed by Perdisci et al. [7] and in this paper we reimple-
mented this tool through the related paper. The principles of VAMO is similar
to MalCommunity, which both construct topological graph based on AV labels
to search the best family division. But the graph that VAMO constructs is AV
Label Graph whose nodes are family labels, and the graph of MalCommunity is
Malware Relation Graph whose nodes indicate the malware samples.

Fig. 4. The F1 score, RS, JC and FM indexes of VAMO, MalCommunity and AVclass
under different noise indexes.
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Figure 4 indicates that the overall performance of MalCommunity is slightly
better than AVclass. VAMO performs the best under classification inconsistency
noise. Especially when the noise index is less than half of the dataset, VAMO and
MalCommunity is relatively stable. However, because VAMO needs to compute
the average distance values between every two samples in the dataset for hierar-
chical clustering, it is time-consuming though Floyd Algorithm is introduced into
the model. The time-consumming curves are shown in Fig. 5. Therefore, VAMO
is undesirable for the evaluation of large-scale clustering results. Generally, Mal-
Community is better performance and less time consumed, which indicates that
MalCommunity is suitable for large-scale clustering evaluations.

Fig. 5. The time-consuming curves of VAMO, MalCommunity and AVclass with dif-
ferent sizes of datasets.

4.2 Malware Family Granularity Inconsistency

Malware family granularity inconsistency is an universal phenomenon among
different AV label mechanisms. For example, AV engine A labels the samples in
a sample set by three different family names Fam1, Fam2, Fam3. But in the
mechanism of AV engine B, the samples in the whole set are simply labeled by
the same family label, such as Agent. In this case, AV engine A and B has no
classification inconsistency but B can not distinguish the difference of samples
in the set and marks with a coarse granularity label.

Similar to the previous experiment, by constructing artificial sample sets
and controlling the single factor, we evaluate the restoration ability of true fam-
ily classifications under the inconsistency noise of malware family granularity.
The inconsistency of malware family granularity indicates the difference of mal-
ware family classification standards among different AV engines. For example,
AV engines A divides a 600-sample dataset into three malware families but AV
engines B recognizes all the 600 samples as a family directly. In this section,
we evaluate the noise immunity of MalCommunity under the increasing incon-
sistency noise of family granularity, by comparing to AVclass and VAMO as
such.
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Controlled Datasets. In this experiment, we initialed a 3000-sample dataset,
whose samples are all labeled by four different AV engines. Similarly, the dataset
can be divided into 15 malware families, namely 200 samples per family.

This time, we keep the consistency of malware classification but control the
inconsistency degrees of the family granularities. The consistency of malware
classification means that if AV engine A labels sample a and b by the same
family name, AV engine B will not them into two different families. But coarse-
grained family labels may category multiple malware families into a large family.

Therefore, we expand the family labels of a certain AV engine to control
the granularities of family labels. Take AV engine A as an example. We expand
the family labels of A from 200 samples per family to 400 samples per family
or more. Relatively, we increase the number of AV engines with coarse-grained
labels from one to two or three. Under different granularity degrees and different
number of AV engines with coarse-grained labels, we evaluate the restoration
ability of the ground-truth divisions of our model.

Fig. 6. (a) The F1 score of the three models under different granularities by controlling
only one AV engines; (b) The F1 score of the three models under different granularities
by controlling two AV engines; (c) The F1 score of the three models under different
granularities by controlling three AV engines.

Performance Evaluation. As Fig. 6 shown, (a) indicates that only control
the family label granularities of a certain AV engines from 200 per family to
400 per family, 600 per family and etc., but keep the labels of the other three
AV engines and evaluate the performance of the three models. And (b) is the
F1 results when expanding the family labels of two AV engines at the same
time. (c) is the results when changing the labels of three AV engines. It is worth
noting that the cluster number should be given for VAMO before hierarchical
clustering but this parameter is unknown for VAMO. Therefore, we can only use
the average number of different family label types among the four AV engines
to be the cluster number parameter.

The experiment results suggest that the division of MalCommunity will not
be affected no matter how many AV engines change their labels or what the
granularities of the labels are. The F1 scores of MalCommunity is always nearly
1, which means that the division results of MalCommunity are very close to
ground truth. Relatively, with the increase of the number of coarse-grained AV
engines, VAMO and AVclass is seriously affected and their F1 scores sharply
decrease. When the granularity degree is five times larger than ground truth,
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namely 1000 samples per family, AVclass reaches the lowest performance; VAMO
performs worst when the granularity degree is nearly 13 times larger than ground
truth. Therefore, MalCommunity is robust to the inconsistency noise of family
label granularity.

4.3 Real-World Application

In this section, we discuss how to apply our model MalCommunity to evaluate
other malware family clustering results in the real world. We take a self-developed
malware clustering system as an example to introduce the specific process of
MalCommunity to evaluate the target clustering system. This system clusters
the sample set based on the disassemble information of binary samples. We first
choose a real sample set, including 93 binary malware samples, which are all
from the revealed hacking group APT28. The samples in this sample set are a
serial Trojan tools that APT28 used to attack and permeate their targets. These
tools have various variants so that there are multiple malware families.

We collect the AV labels of these samples from VirusTotal then construct the
Malware Relation Graph of the sample set by our approach. It is worth noting
that the AV Label Graph of AV needs a large-size malware label database,
with more than one million samples, to guarantee the validity of the weights
of edges in the graph. But the suitable size of this database is also affected
the distribution of containing samples. Different from VAMO, Malware Relation
Graph of MalCommunity only needs to collect the AV labels of the samples in
the dataset and the weights of edges in the graph are firm and certain.

We can get a serial of division results on the Malware Relation Graph of
APT28 using the community detection algorithm Fast Newman. As shown in
Table 3, the 93 samples of APT28 can be categorized into 15 clusters by Fast
Newman with the highest modularity value 0.413. With the increase of cluster

Table 3. Top 20 division results of Fast Newman on the Malware Relation Graph of
APT28.

Clustering number Modularity Clustering number Modularity

15 0.413254 25 0.375044

16 0.409168 26 0.370511

17 0.407947 27 0.367446

18 0.404186 28 0.365708

19 0.400329 29 0.360979

20 0.392758 30 0.357377

21 0.390023 31 0.354132

22 0.381991 32 0.350845

23 0.379825 33 0.346329

24 0.376522 34 0.342941
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numbers, the modularity will decrease. Table X lists the cluster number and
their corresponding modularity values of the Top 20 division of Fast Newman.
The disassembly-based clustering system divides this sample set into 26 clusters.
Therefore, the reference modularity value for this system is 0.371 in this granu-
larity degree. On account, the modularity value of this clustering result on the
Malware Relation Graph is 0.352. Thus, The evaluation score for this clustering
method is score = 0.352/0.371 = 0.949.

5 Conclusion

In this paper, we propose a novel evaluation model named MalCommunity to
automatically evaluate the target malware clustering results. We use two groups
of experiments in controlled setting environment to verify the validity and noise
immunity against malware family classification inconsistency and granularity
inconsistency of AV labels. We also make a real-world application to show the
evaluation process of target malware clustering models.

In previous works, many evaluation models are based on majority voting
mechanism such as AVclass. But voting mechanism is lack of the ability to eval-
uate the clustering methods with different granularity. Some of models also used
label graph to analyze the relation of samples such as VAMO. But VAMO needs
to maintain a huge database and its division approach may lead to uncertain
results if there are marginal samples. MalCommunity uses community detec-
tion algorithm based on Malware Relation Graph and evaluate other clustering
models through modularity parameter. It is free from huge database and the
uncertainty of marginal samples. It is also able to evaluate different-granularity
clustering models with different heights.
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Abstract. Influence maximization is one of the key research problems in social
networks due to its wide applications like spread of ideas and viral marketing of
products. Most of the existing work focus on social networks containing only
positive relationships (e.g. friend or trust) between users, but in reality social
networks containing both positive and negative relationships (e.g. foe or dis-
trust). Ignoring the negative relations may lead to over-estimation of positive
influence in practical applications. Thus, in this paper, we study influence
maximization problem with negative effects (NIM). To address the NIM
problem, we use the polarity Independent Cascade (IC-P) diffusion model which
extends the standard Independent Cascade (IC) model with negative opinions.
Then we propose the positive influence maximization algorithm (PIM) and
negative influence maximization (NIM) problem. We prove that influence
function of the NIM problem is monotonic and submodular, so we propose a
CELF based algorithm (CELF_NIM) to solve it. Experiments results show that
our algorithm has matching influence spread compared with greedy algorithm
and achieves several orders of magnitude time improvement.
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1 Introduction

The rapid growth of large-scale social networks such as Facebook, WeChat and Weibo
has enabled people around the world to share information and share their hobby
without leaving home. The definition of influence maximization problem is proposed
by Kempe et al. for the first time [1]. Given a social network graph G and the number
of k, based on a certain propagation model, influence maximization algorithm will find
the k nodes which can influence as many nodes as possible. The propagation models
are mainly divided into two types: the independent cascade model (IC) and the linear
threshold model (LT). The diffusion procedure is as follows: The seeds try to activate
their neighbors with a certain activity probability. And then in the later periods, all the
active nodes continue to try to activate their neighbors until no more nodes can be
activated. The aim of the influence maximization problem is to select k nodes as seeds
and make the propagation as wide as possible from the seed nodes.
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However, most of the existing research work [2–4] focus on social networks only
containing positive relationships (e.g. friend or trust) between users, but in reality social
networks containing both positive relationships and negative relationships (e.g. foe or
distrust) between users. Ignoring the negative relations may lead to over-estimation of
positive influence in practical applications. The negative influence maximization prob-
lem in signed social network is a key research problem that has not been studied and it is
the focus of this paper. Although Li et al. has studied the influencemaximization problem
in signed social network [7], they only give a greedy solution for the problem. The high
time complexity hinder the application of their solution to a large scale social network.

In this paper, we extend the IC model by adding a quality factor q and propose a new
propagation model IC-P. Based on this model, we divide the influence maximization
problem into positive influence maximization problem PIM and negative influence
maximization problem NIM. Since the greedy simulations are expensive, we present
CELF_NIM and MIA_NIM algorithm to reduce the running time. CELF_NIM opti-
mization utilizes submodularity such that in each round the incremental influence spread
of a large number of nodes do not need to be re-evaluated because their values in the
previous round are already less than that of some other nodes evaluated in the current
round. In a large scale social network, the running time of CELF_NIM is still very long.
Thus, we propose MIA_NIM algorithm which borrows the idea of Maximum Influence
Arborescence (MIA) heuristic algorithm to solve the negative influence maximization
problem. MIA_NIM algorithm is proved to be highly efficient and scalable.

The contributions of this paper are as the following:

• We extend the IC model to IC-P model in signed social network by introducing
quality factor q.

• We propose CELF_NIM and MIA_NIM algorithms to effectively solve the nega-
tive influence maximization problem in signed social network.

• We conduct a series of experiments on real social network dataset to verify the
superiority of our algorithms.

2 Related Work

Kempe et al. formalized the maximization problem as a discrete optimization problem
[1]. They gave the proof that the problem was NP-hard. Leskovec et al. proposed “Lazy
Forward” optimization strategy, and proposed CELF (Cost Effective Lazy Forward)
and CELF++ algorithm, which can significantly improve the efficiency of the greedy
algorithm [5]. The experimental results show that the CELF algorithm is similar to the
greedy algorithm in terms of the influence range, but the CELF algorithm is up to 700
times faster than greedy algorithm.

Chen et al. proposed NewGreedy algorithm and MixGreedy algorithm which are
used to solve the deficiencies of greedy algorithm [6]. The NewGreedy algorithm
eliminates the edges of the network which are not useful for influence propagation, in
this way, it can make an efficient propagation on the network. The MixGreedy algo-
rithm combines the NewGreedy algorithm and the CELF algorithm together. In
addition, Chen et al. also proposed an improved algorithm based on maximum degree,
which is called DegreeDiscount algorithm. Li et al. put forward the problem of
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maximizing the impact in signed social networks for the first time [7]. They introduced
the concept of maximizing positive and negative effects in signed social networks and
pointed out that the relationships among people in social networks are not always
friendly and positive. Negative relationships also exist in real situation. Thus people’s
reviews of products usually have both good and bad effects.

IC (Independent Cascade Model) and LT (Linear Threshold) model are the two
most popular influence propagation model in social network. The independent cascade
model is proposed by Glodenberg [8] and the linear threshold model is firstly intro-
duced by Granovetter [9].

3 Propagation Model

In signed social network, there exists both positive influence and negative influence.
Traditional propagation model only considers the positive influence. In order to
incorporate the negative influence, we extend the IC model to Polarity-related Inde-
pendent Cascade model which is called IC-P model in this paper.

In the IC-P model, when a node is activated, q determines the probability of the
node becoming a positive node. The model works as follows. In network graph G, the
initial set S contains activated nodes, nodes in set S become positive nodes with
probability q, and a negative node with probability 1 − q. At each step of information
propagation, the node that is being activated in the previous step will deactivate all its
neighbor nodes that have not been activated in this phase with the probability p (edge
activation probability). If the activation is successful, then the activated node will
become a positive node with probability q and a negative node with probability
1 − q. Meanwhile, if a node is negatively activated in the previous step, it will also be
deactivated with a probability p in this phase. If all its inactive nodes are activated, then
the active node changes to a negative node with a probability of one. In the process of
model propagation, if there are more than one node to activate a node at the same time,
then the probability of activation is random.

4 CELF_NIM and MIA_NIM Algorithm

4.1 CELF_NIM Algorithm

The aim of maximizing the impact is to find the initial set S of nodes of size k, which
maximizes the number of nodes that can be affected in the network graph G. The
polarity-related influence maximization problem can be divided into two parts: positive
influence maximization (PIM) and negative influence maximization (NIM). Given a
network G = (V, E, P), the initial set S of size k, the quality factor q, the problem is
defined as: S 2 argmaxs2v;jsj¼k rG S; qð Þ.

Next we will discuss rG S; qð Þ and use the properties. Given a network graph
G = (V, E, P), initial set S, quality factor q, we define positive activation probability as
papGðv; S; qÞ negative activation probability as napG v; S; qð Þ. According to linear
expect, we calculate:
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rþG S; qð Þ ¼
X

v2V papGðv; S; qÞ ð1Þ

r�G S; qð Þ ¼
X

v2V napGðv; S; qÞ ð2Þ

The distance from the set S to the node v in graph G is defined as dG S; vð Þ, and
dG S; vð Þ is the shortest distance between nodes in set S and the set v, and if there is no
path to node v in the set S, then dG S; vð Þ ¼ þ1. If the distance is infinite, we agree
qþ1 ¼ 0ð0� q� 1Þ. In social network G, a set of nodes that i steps away from the
initial set S is defined as aGðS; iÞ ¼ fvjdGðS; vÞ ¼ igj j. The following Lemma 4.1 gives
the proof of formulas (1) and (2).

Lemma 4.1. Given a network graph G = (V, E, P), assume that the edge probability
p (e) = 1, for e 2 E, v 2 V :

papGðv; S; qÞ ¼ qdGðS;vÞþ 1

napGðv; S; qÞ ¼ ð1� qÞð1þ qþ q2þ . . .þ qdGðS;vÞþ 1Þ ¼ 1� qdGðS;vÞþ 1

thus:

rþGðs; qÞ ¼
Xn�1
i¼0

aGðS; iÞqiþ 1

r�Gðs; qÞ ¼
Xn�1
i¼0

aGðS; iÞð1� qiþ 1Þ

For a network graph G, we simulate all random events on the basis of the proba-
bility of edge propagation, and we obtain a subgraph G0 ¼ ðV 0;E0; p0Þ, where V 0 ¼ V ,
E0 2 E, for each e in E0, p0ðeÞ ¼ 1, G0 with probability PrðG0Þ ¼Q

e2E0 pðeÞ�
Q

e02EnE0 ð1� pðe0ÞÞ calculated. Defining all such sets of subgraphs G0 as
dG, this edge must be active if one can be found in subgraph G0.

For calculation, we can first figure out the subgraph G0, and then calculate the
subgraph on the impact of communication problems, so the problem becomes simpler.
In G0, when multiple neighbor nodes of node v try to activate them at the same time, we
do not need to randomly sort these neighbor nodes anymore. Because the probability of
edge is one, the activate result is the same. Therefore, after the calculation, we simply
choose one of these neighbors in the node set.

Theorem 4.1. Given a network graph G = (V, E, p), the initial node set S 2 V , we have:

rþGðS; qÞ ¼ EG0 dG ½rG0 ðS; qÞ� ¼
X

G02dG PrGðG
0Þ � rG0 ðS; qÞ

¼
X

G02dG PrGðG
0Þ
Xn�1
i¼0

aG0 ðS; iÞqiþ 1
ð3Þ
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r�GðS; qÞ ¼
X

G0 dG
½rG0 ðS; qÞ� ¼

X
G02dG PrGðG

0Þ � rG0 ðS; qÞ

¼
X

G02dG PrGðG
0Þ
Xn�1
i¼0

aGðS; iÞð1� qiþ 1Þ
ð4Þ

Theorem 4.2. For any network G = (V, E, P), the influence function is monotonic with
submodel characteristic when the initial set of nodes S is fixed.

Without loss of generality, we take the positive impact function as an example and
prove as follows:

rGðS; qÞ ¼
X

G02dG PrGðG
0Þ
X

u2V q
dG0 ðS;vÞþ 1 ð5Þ

Since the CELF algorithm adopts the submodel property, with the initial S
increases, the marginal benefit brought by new seed node decreases. It does not need to
calculate the marginal revenue of all nodes in the same way as the traditional greedy
algorithm dose. If the marginal revenue of influence value of node u in the previous
round is less than the marginal revenue of influence value of node v in the current
round, the marginal revenue of the influence value of node u in the current round must
be smaller than that of node v. Therefore, u cannot be the node with the largest
marginal revenue in the current round. CELF algorithm greatly reduces the number of
marginal revenue to be calculated for each iteration, so the time efficiency is increased
nearly 700 times compared with the traditional greedy algorithm.

CELF_NIM (negative influence maximization) aims to find a set of initial nodes so
that the negative impact propagation is maximized, which can be calculated by the
following formula:

S� ¼ arg max
S�V ; Sj j¼k

r�ðs; qÞ ð6Þ

The specific algorithm is as follows:

302 J. Zhu et al.



4.2 MIA _NIM Algorithm

In the large scale social networks, CELF_NIM algorithm will take a long time to solve
the impact maximization problem, therefore its efficiency is hard to satisfy user’s
demand. In this paper, we borrow the idea of Maximum Influence Arborescence
(MIA) heuristic algorithm to solve the negative influence maximization problem and
propose MIA_NIM algorithm. MIA_NIM algorithm is proved to be highly efficient and
has good scalability. The model is constructed by the largest impact path, and its global
influence value is approximated by the influence of the node in its periphery. MIA_-
NIM algorithm calculates the local influence of a node by constructing a local tree
structure graph to approximate the global influence. Local trees are divided into two
types: one type is the in-neighbor tree, all the edges point to the root node; the other
type is the out-neighbor tree, all edges away from the root node.

We use A = (V, E, p) to represent a local tree. Given an initial node set S, quality
factor q, influence propagation spread on local tree A is defined as rAðS; qÞ. rþAðS; qÞ
and r�AðS; qÞ represent the positive influence and negative influence respectively.

For any node u 2 V , the probability of u being successfully activated is defined as
apðuÞ, and rAðS; qÞ ¼

P
u2V apðuÞ. In out-neighbor tree, path(u) represents the path

from node s to node u in node set S, pathðuÞj j is the length of path.

apðuÞ ¼
Q

e2EðpathðuÞÞ pðeÞ � qjpathðuÞj þ 1 if pathðuÞ 6¼ NULL
0 else

� �
ð7Þ

In the in-neighbor tree, when the parameter q ¼ 1, papðuÞ can be formulated as
apðuÞ ¼ 1�Q

w2Nin
u
ð1� apðwÞpðw; uÞÞ.

When q\1, the situation becomes complicated because the neighbor nodes of node
u have both positive and negative nodes. If the negative neighbor succeeds in activating
u, u will become a negative node, and the positive node succeeds in activating u, u will
become a negative node or a positive node, so the state of u depends on the order in
which the neighboring nodes activate it. This sequence depends on two factors: one is
the sequence of time steps in which u is activated; the other is the sequence of random
activated at the same time step. To calculate papðuÞ, we adopt the method of dynamic
programming. First we define apðu; tÞ as the probability of node u being activated at
time step t, then apðuÞPt� 0 apðu; tÞ.

When t[ 0 ^ u 62 s

apðu; tÞ ¼
Y

w2Nin
u
½1�

Xt�2
i¼0

apðw; iÞpðw; uÞ� �
Y

w2Nin
u
½1�

Xt�1
i¼0

apðw; iÞpðw; uÞ� ð8Þ

The set of in-neighbor tree nodes for node u is NinðuÞ, and for each node
w 2 NinðuÞ, apðw; iÞpðw; uÞ represents the probability that w is activated at time t. If the
u node state is inactive, it may be activated by the w node at time t + 1 and this event is
mutually exclusive for w nodes that are activated at different time step t. Thus,
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1�Pt�2
i¼0

apðw; iÞpðw; uÞ is the probability that node u was not activated by node w at

time step t − 1 or before time step t − 1.

So
Q

w2Nin
u
½1�Pt�2

i¼0
apðw; iÞpðw; uÞ� is the probability that node u is not activated by

its in-neighbor node at time step t − 1 or before time step t − 1. Thus
Q

w2Nin
u
½1�Pt�1

i¼0
apðw; iÞpðw; uÞ� is the probability that node u is not activated by its in-

neighbor node at before time step t.

5 Experiment Evaluation

5.1 Data Set

Two real data sets were used for testing. We extracted a considerable number of data sets
from the datasets and conducted simulation experiments on them. In the dataset, the
appropriate deletion was performed, that is, nodes that were too scattered to have edge
connections with other node. The specific size of the datasets are shown in Table 1 below:

5.2 Algorithm Performance Analysis

To verify the effectiveness of our algorithm, the accuracy of CELF_NIM algorithm and
MIA_NIM algorithm based on IC-P model are verified on the three datasets. The effect
of different seed set size and different quality factor q on the influence spread are
evaluated too.

Because the impact probability of propagation cannot be calculated from these data
sets, we get the propagation probability on the edge with pu;v ¼ 1=dðvÞ, where dðvÞ is
the in-neighbor of node v. The algorithms test the dataset for 10,000 Monte Carlo
simulations.

Traditional greedy algorithms and other impact maximization algorithms do not
consider negative effects. In signed social networks, there exist positive and negative
influences, ignoring the positive influence will decrease the accuracy of results. We
evaluate the number of the seeds and the value of q on the performance of various
algorithms. We vary the size of seeds set from 10 to 60, and the value of quality factor
q from 0.5 to 0.9.

As shown in Fig. 1, x-axis is the seed set size and y-axis is the influence spread.
When the seed set size is the same, CELF and Greedy have similar propagation spread.
CELF-NIM is the worse because it has positive influence and is low in value, thus
reflecting the accuracy of the CELF algorithm based on IC-P model.

Table 1. Social site data set statistics

Dataset Nodes Edge Average nodes

Slashdot 16K 55K 6.8K
Digg 12K 43K 7.3K
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As shown in Fig. 2, the Random is far better than the other algorithms in terms of
time efficiency. The running time of the greedy algorithm is the longest and it cannot
scale to deal with the large amount of data.

As shown in Fig. 3, as the quality factor increases, the size of the positive influence
propagation also increases linearly. When the size of q increases to 1, there is no
difference between the impact propagation size calculated by the traditional greedy
algorithm. It can be seen from the figure in the “viral marketing” type of product
promotion. The better the product quality, the easier it is to promote.

a)Slashdot b)Digg
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Fig. 1. Influence spread of different algorithms with various seed size
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Fig. 2. Running time(s) of different algorithms
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6 Conclusion

We study the problem of negative influence maximization problem in signed social
networks which aims to find the nodes set that with maximum negative influence
spread. We use IC-P model as the diffusion model which is an extended IC model. We
prove that the NIM problem under IC-P model is monotone and submodular. Although
the greedy approximation algorithm can solve the NIM problem within a ratio of
1 − 1/e, the high time complexity hinder its wide application in large scale social
networks. Therefore, we propose NIM_CELF and MIA_NIM heuristic algorithm. The
experiments on real data show that our algorithms can get wider influence spread
within less time compared with the existing algorithms.
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Abstract. With the development of location based applications, more
and more personal trajectory is recorded by the application providers,
and it brings opportunities and challenges for mining potential informa-
tion from trajectory data. In this paper, the correlation between users is
explored from the trajectory data. Firstly, we preprocess original trajec-
tory by sub-trajectory matching. Secondly, we analyze the factors in tra-
jectory data that reflect the users’ close relationship, and quantify these
factors to measure the correlation relationship between users. Then we
propose mining algorithm by using these factors to mining the similar
trajectories, and we also improve the algorithm efficiency by using a for-
mula filtering method. Moreover, we use sigmoid function to express the
intimacy degree between users so that it is more sensitive when the cor-
relation is relatively small. Finally, the performance of our algorithm is
evaluated by the experiment and the validity of our algorithm is verified.

Keywords: Trajectory data mining · User correction
Influencing factor · Similarity sub-trajectory

1 Introduction

With the rapid development of mobile internet, more and more location based
services and applications emerge. The location function of these applications
make it possible that the users’ trajectories can be collected by the application
providers, and the potential information can be mined from the large mount of
trajectory data. This makes people’s lives very convenient, which is of great help
to urban computing, intelligent transportation and many other fields. In recent
years, more and more applications make use of the user’s trajectory information
for interest recommendation or path planning [1,2]. Users can find more inter-
esting knowledge and potential friends from the recommendation. Many works
are based on user’s online transaction records to recommend products, books,
food and music through correlation among users.

In this paper, we focus on how to get the users’ correlation of privacy based
on their trajectories. The main purpose of trajectory mining in recent years is to
use it in recommendation systems [2]. In this paper we preprocess the original
trajectory to find the sub-trajectory which is reflect the correlation relationship
c© Springer Nature Singapore Pte Ltd. 2018
Q. Zhou et al. (Eds.): ICPCSEE 2018, CCIS 901, pp. 308–321, 2018.
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between users. We analyze the factors of relationships in trajectory data, and
the factors are considered from three aspects, including POI collection similarity
and time similarity, sequence similarity. And then, in mining relationship phase,
we together these factors and define a comprehensive formula to measure the
correlation between users. And the formula filter can be used to improve the
efficiency of calculation. To improve the sensitivity of the intimacy degree, we
use sigmoid function to amplify the intimacy degree when it is small. So that
there is a small difference in the degree of closeness among the users with strong
related relationships, and there is a big difference in the degree of closeness value
between users with no relation.

The contribution of this paper are listed as follows:

(1) We preprocess the trajectories by sub-trajectory matching. We select the
part that is helpful to the relationship mining from the original trajectory.

(2) We propose the influencing factors to measure the correlation between users,
which concern about many aspects of trajectory information. We also quan-
tify these factors to mining relationship.

(3) In mining relationship phase, we calculate the influencing factors syntheti-
cally. In the process of calculation, we use formula filtering to improve the
efficiency. we also use sigmoid function, it makes the intimacy degree more
sensitive when the correlation is relatively small.

(4) We evaluate our algorithm on the real data set, and the result shows that
our algorithm is effective and efficient.

The rest of this paper is organized as follows: Sect. 2 introduces the related
work and the relevant definitions. In Sect. 3, we present sub-trajectory match-
ing to preprocess trajectories. In Sect. 4, we introduce and quantify the factors
that reflect the relationship between users, and propose algorithms to mining
the correlation between users. Section 5 shows our experimental results, finally
conclusions are included in Sect. 6.

2 Related Work and Problem Definition

There are many works of personal mining location data are studied, includ-
ing important position detection of the user, predicting the user’s movement
among these locations, identifying individual specific activities on each location
[3–6]. These works only concern about the mining from individual’s location
information.

There are also many works about mining similar trajectories from large
amount of trajectory data. In [7,8], the trajectory patterns of a set of individual
that share the property of visiting the similar place sequence at the similar time
is mined. [9,10] mines the user’s behavior pattern by clustering, and gets the
similarity according to the number of users in the same cluster. Our work is to
explore the correlation between users according to the trajectories,

In recommendation systems, trajectory mining is also be employed for inter-
est recommendation or site recommendation. Recommendation systems use opin-
ions of a community to help individuals in that community, and more effectively
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identify content of interest from a potentially overwhelming set of choices [11,12].
Many recommendation systems take into account the current geographic location
of a specific user when recommending content to the user. The recommendation
system tries to recommend stores or predict the destination to users by ana-
lyzing their past location histories, according to their personal preferences and
needs. When attempting to predict the destination about a particular user, a
well-known technique used in such systems is called collaborative filtering. The
basic idea of collaborative filtering is that similar users vote similarly on similar
items. If similarity is determined between the user, we can make a potential
prediction for the destination. The focus of these systems is to use the real-time
location of customers as a constraint to provide information to customers, while
our purpose is to mine multi-user trajectories and explore correlation between
individuals.

Many works [13] predict driver’s destination through extracting from a histor-
ical trajectories of drivers. In [14], the mobility can be predict, such as walking or
driving, etc. In [15], by the semantics, the destination of users can be predicted.
In [16], they propose a deep-learning-based approach, called ST − ResNet, to
collectively forecast the inflow and outflow of crowds in each and every region
of a city.

Most of the related works only study the similarity of the trajectory, however,
we further study the correlation of users by their trajectory. The user’s closeness
relationship is extracted from several aspects of trajectory data, including POI
collection similarity, time similarity, the sequence similarity. Furthermore, our
goal of mining users’ correlation is inclined to discover the privacy relationship
among users.

Definition 1 (Trajectory). The trajectory is defined as follows: tri = pi1(t
i
1.ar ∼

ti1.le) → pi2(t
i
2.ar ∼ ti2.le) → ... → piz(t

i
z.ar ∼ tiz.le)

The location point p contains the latitude and longitude of the location. The
z represents the total number of locations in the user i′s trajectory. The tik.ar
represents the time to arrive of user i in the k th location. Similarly, the tik.le
represents the time to leave of user i in the k th location.

Definition 2 (Trajectory Set). Trajectory data set Tr=[tr1,tr2, ...,trn], the tri
defines the original trajectory of the user i, where the n represents the number
of users.

Definition 3 (Correlation Relationships). The degree of correlation between tri
and trj about user i and user j is represented by S(simij). If S(simij) ≥ Sth,
we define tri and trj have correlation relationship. Sth is an predefined closeness
value threshold, and if this threshold is reached, we call they are relevant, and
vice versa.

3 Sub-Trajectory Matching

In this section, we preprocess the original trajectory by sub-trajectory matching.
We only concerned about the sub-trajectory that reflects the correlation rela-
tionship between users. Firstly, we use the method that filter the head and tail
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of trajectory sequence to reduce the computational complexity. Secondly, we use
similarity sub-trajectory matching to get max-length similarity sub-trajectory
set. When we are mining user relationships, we are concerned about the similar
sub-trajectories of user trajectories, because other dissimilar parts are considered
meaningless in this paper.

3.1 Filter Head and Tail in Trajectory Sequence

Suppose that the two trajectories are represented by tri and trj , respectively.
tri = pi1(t

i
1.ar ∼ ti1.le) → pi2(t

i
2.ar ∼ ti2.le) → ... → piz(t

i
z.ar ∼ tiz.le) trj =

pj1(t
j
1.ar ∼ tj1.le) → pj2(t

j
2.ar ∼ tj2.le) → ... → pjz(t

j
z′.ar ∼ tjz′.le)

Factor 1©: POI collection similarity( We also call text similarity): ∃ piu and
pjv, p

i
u ∈ tri, p

j
v ∈ trj , p

i
u = pjv;

Factor 1© describes that user i and j went to the same location.
Factor 2©: time similarity
covuv = min{tiu.le, t

j
v.le} − max{tiu.ar, t

j
v.ar} > 0;

Factor 2© describes that the time of user i and j overlaps. The covuv repre-
sents how long time overlaps.

As far as we know, sometimes we don’t have to calculate all the locations
of the entire trajectory, and the operation is to filter heads and tails of the
trajectory sequences. From the front and back of the two trajectories, our method
to find the locations to meet the factors 1©& 2©, only the remaining parts of the
two trajectories are considered, which reduces the workload and improves the
efficiency of calculation.

For example, Fig. 1 shows the trajectories of tr1 and tr2 respectively.
tr1:
P (6 : 00 ∼ 6 : 30) → A (7 : 00 ∼ 8 : 00) → B (9 : 00 ∼ 10 : 00) →
C (11 : 00 ∼ 12 : 00) → D (13 : 00 ∼ 14 : 00) → E (15 : 00 ∼ 16 : 00) →
F (17 : 00 ∼ 18 : 00) → G (19 : 00 ∼ 21 : 00) → M (21 : 30 ∼ 22 : 00)
tr2:
A (6 : 00 ∼ 7 : 30) → C (8 : 00 ∼ 11 : 30) → B (12 : 00 ∼ 13 : 00) →
D (13 : 30 ∼ 14 : 00) → E (15 : 00 ∼ 16 : 00) → F (17 : 30 ∼ 18 : 00) →
G (19 : 00 ∼ 21 : 00) → N (21 : 30 ∼ 22 : 00)
First, the algorithm scans the heads of the two trajectories and finds that the

second location of tr1 and the first location of tr2 match factors text similarity
and time similarity(Time overlaps in the same location). The first location P
of tr1 does not need to be calculated. After scanning from the tail of the two
trajectories, it is found that the penultimate location G of tr1 and tr2 match
factors text similarity and time similarity. Then the last location M of tr1 and
the last location N of tr2 can be ignored.
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Fig. 1. Trajectories of tr1 and tr2 in geographical position

3.2 Sub-Trajectory Matching

Firstly, we find some location that reflect of relationship between users from the
trajectories. Then, we use expansion and pruning operations to get trajectory
sequence.

Given the two trajectories, we only consider the parts that reflect of relation-
ship between users. we use the following conditions to find location.

Condition (1): Constraint factors 1©& 2©;
It means that user i and j stay in the same location at the same time.
Condition (2): Sequence similarity
Δtiu = |tiu.ar − tiu′.le|,Δtjv = |tjv.ar − tjv′.le|
The u′ and v′ denote the former locations of u and v respectively. The Δtiu

represents the time spent on the road when user i travel from u′ to u.
∃ u, v, 1 ≤ u ≤ z, 1 ≤ v ≤ z′, |Δtiu − Δtjv| ≤ tth
The tth is a threshold of time interval between two locations, which indicates

that two users have similar travelling time between in the same paths. It means
that if condition (1) and (2) are reached, the location can be described below:

pik(max{tiu.ar, t
j
v.ar},min{tiu.le, t

j
v.le})

Here, we define the l-length similar sub-trajectories, if the length of a similar
sub-trajectory is l, we define it is a l-length similar sub-trajectory. We also
define max-length similar sub-trajectory, if it not included in other similar sub-
trajectories.

The sub-trajectory matching procedure consists of the following two phases.
Based on the locations reaching condition (1) and (2), we use expansion phase
and pruning phase to get similar sub-trajectories.
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Expansion Phase: The l-length similar sub-trajectories are extended to the
(l + 1)-length similar sub-trajectories. For example, we find the 1-length simi-
lar sub-trajectories, then search for 2-length similar sub-trajectories based on
1-length similar sub-trajectories. The specific operation: In trajectories about
user i and j, for the next location of the last location in the (l − 1)-length sub-
trajectories, if it satisfy the sequence similarity, we extended the next location
from the (l − 1)-length to l-length sub-trajectories.

Pruning Phase: The pruning process is to prune the (l−1)-length similar sub-
trajectories contained in the l-length similar sub-trajectories. Because in the
expansion phase, there are many sub-trajectory sequences in the l-length and
the parts of (l + 1)-length are the same, we remove the shorter l-length similar
sub-trajectories from the collection.

The result of similar sub-trajectories is describe below: TRsubij =
pi1(max{tiu.ar, t

j
v.ar},min{tiu.le, t

j
v.le}) → ... → piz(max{tiu.ar, t

j
v.ar},min{tiu.le,

tjv.le})
The Similar Sub-Trajectories Matching Algorithm includes two processes of

expansion phase and pruning phase(Algorithm 1 line 1–7). The expansion phase
is to extend the l-length to (l +1)-length (Algorithm 1 line 8–16). The extension
phase condition is that the time from the last position of the l-length to the
next position be expanded is less than tth, and the extended position point
needs to satisfy the condition (1) and (2) (Algorithm 1 line 11–14). During he
pruning process, l-length sub-trajectory needs to be removed because it has been
contains (l+1)- length similar sub-trajectories (Algorithm 1 line 17–24). Finally,
the max-length similar sub-trajectories are obtained, and the counts may be
more than one. Each one belongs to the set is not contained with each other.

For example, given the time threshold tth is as 2, according to the similarity
of text and time, all 1-length trajectories of the two trajectories are found.

1-length:
A (7 : 00 ∼ 7 : 30) C (11 : 00 ∼ 11 : 30) D (13 : 30 ∼ 14 : 00)

E (15 : 00 ∼ 16 : 00) F (17 : 30 ∼ 18 : 00)G (19 : 00 ∼ 21 : 00)
According to the expansion operation, we get 2-length similar sub-

trajectories. For 1-length, from the next location of the last location in the
1-length sub-trajectories, we perform expansion operations and get to the
2-length sub-trajectories.

2-length:

AC = |(11 − 8) − (8 − 7.5)| = |3 − 0.5| = 2.5 > tth,

AC can not be put in collection, because the time is lager than tth.

CD = |1 − 2| = 1 < 2,DE = 0 < 2, EF = 0.5 < 2, FG = 0 < 2

After expansion phase, we can get 2-length sub-trajectories: CD, DE, EF
and FG.

Pruning operation: The 2-length sub-trajectories contain 1-length sub-
trajectories that is C, D, E, F, G, so we remove C, D, E, F, G from collection of
sub-trajectories, and only A remains.
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Algorithm 1. Simlar Sub − Trajectories Matching(tri, trj)
Data: Trajectory: tri, trj ; Time threshold: tth.
Result: Set of max-length sub-trajectory of tri and trj : MaxSimiSequenceij .
begin1

According factors 1© and 2© adding 1 − length trajectories into2

MaxSimiSequenceij ;
extendSeq = ExtendSequence(seq, tth);3

Add extendSeq into MaxSimiSequenceij ;4

PruneSequence(MaxSimiSequenceij);5

return MaxSimiSequenceij;6

end7

Function ExtendSequence(seq, tth)8

begin9

foreach l − length sub − trajectories ∈ MaxSimiSequenceij do10

for the next location of the last location in the l − length11

sub − trajectories
while (|Δtiu − Δtjv| ≤ tth and constraint 1©& 2©) do12

l − length sub − trajectories is extended (l + 1) − length;13

Adding (l + 1) − length into MaxSimiSequenceij ;14

return MaxSimiSequenceij15

end16

Function PruneSequence(MaxSimiSequenceij)17

begin18

foreach (l + 1) − length sub − trajectories do19

while l − length sub − trajectories ∈ MaxSimiSequenceij &&20

l − length sub − trajectories ⊂ (l + 1) − length do
removing l − length sub − trajectories that satify above formula21

from MaxSimiSequenceij ;

return MaxSimiSequenceij22

end23

similarly, we can get 3-length, 4-length, 5-length as follows.
3-length: CDE, DEF and EFG. Then 2-length sub-trajectories are all removed

because they are all contained in 3-length sub-trajectories.
4-length: CDEF and DEFG. Removing all in 3-length sub-trajectories.
5- length: CDEFG. Then all 4-length sub-trajectories are removed.
Finally, two max-length similar sub-trajectories can be get.
STsubij = A(7 : 00 ∼ 7 : 30);
STsubij = C(11 : 00 ∼ 11 : 30) → D(13 : 30 ∼ 14 : 00) → E(15 : 00 ∼ 16 :

00) → F (17 : 30 ∼ 18 : 00) → G(19 : 00 ∼ 21 : 00).
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4 Mining Correlation Relationship Between Users

The text similarity, time similarity and sequence similarity are discussed above,
and in this section, we discuss the quantification of factors, and sensitive loca-
tions and sensitive time similarity are also taken into account.

1©POI collection similarity: The proportion of the location count at the same
time to the total location count in two users’ trajectory sequences. The m is the
total location count in two trajectories. The formula is shown below.

∀1 ≤ u ≤ z,∀1 ≤ v ≤ z′, f =
{

1, piu = pjv
0, piu 
= pjv

sim( 1©)=

u=z∑
u=1

f

max{z, z′} (1)

2©Time similarity: The proportion of the overlapping time interval at the
same place to the statical time interval. The formula is as follows.

∀q, 1 ≤ q ≤ z, ifcovuv > 0, sim( 2©)=

q=z∑
q=1

covuv

T.end − T.beg
(2)

The T.end-T.beg indicates that the data collected from the beginning time
T.beg to the end time T.end. The time similarity reflects how long the two users
spend together in a day.

We comprehensively considers the influence of these factors on the user’s
closeness value. First of all, for sequence similarity, we’ve taken it into account
when we get similar sub-trajectories above. Secondly, for the POI collection
similarity and time similarity, because the two users appear in the same place at
the same time, factors 1© and 2© are juxtaposed, we consider factors 1© and 2©
together and use the sum of the factors 2©, two factors to indicate that they are
juxtaposed. For the According to the above discussions, we present a formula for
calculating the closeness value of similar sub-trajectories of l-length, as shown
below.

sim = sim( 1©)+sim( 2©) (3)

The quantitative calculation formula for two users’ closeness values is shown
as follows, and h indicates the count of h max-length similar sub-trajectories,
where k is the k th max-length similar sub-trajectory.

sim(ij) =
k=h∑
k=1

simk (4)

During the process of calculating the user’s closeness value, we find that the
value of the user’s closeness mostly fall into a small region and its distribution is
nonuniform. To make the closeness quota more sensitive, we employ the sigmoid
function to measure users’ closeness degree, so that the distribution of closeness
values can be more uniform and the difference of closeness values with tiny
correlations is easy to be distinguished. The formula is shown below:

S(sim(ij)) =
1

1 + e−{w×(sim(ij))+d} (5)
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The w and d are parameter values about the range of sigmoid function. We
also evaluate the best w and d in the later experiments.

The value range of function value is (0,1), the closer it is to 1, the closer the
relationship is. When the independent variable is small, the variation range of
function value is larger, but when the independent variable is larger, the range of
function value is smaller. Moreover, the formula of closeness value is normalized.

Formula Filter. In this step, we study how to improve the computational effi-
ciency of the sim function, and propose a filter method for the sim function.
When factors 1© is calculated for the trajectories of both users, if the closeness
threshold is met, factors 2© is not need to be calculated, similarly, in the cal-
culation of 2©, if the Sth threshold is met in the calculation, the time of the
remaining locations do not need to be calculated. The calculation efficiency is
improved greatly.

Algorithm 2. Computing similarity according formula
(MaxSimiSequenceij)
Data: max-length sub-trajectory set between tri and trj : MaxSimiSequenceij
Closeness value threshold: Sth

Result: If or not tri and trj is correlation.
begin1

foreach max − length sub − trajectory set of tri and trj : subij ∈2

MaxSimiSequenceij do

S( 1©)= sim( 1©) = Computing similarity about 1© (TRsubij);3

if S( 1©) > Sth then4

return tri and trj is correlation;5

continue;6

else7

S( 1© + 2© part) = (sim( 1©) + sim( 2© part)) = Computing similarity8

about 1© and the parts of 2© (TRsubij);
if S( 1© + 2© part) > Sth then9

return tri and trj is correlation;10

continue;11

else12

Calculate other max − length similar sub − trajectory set , added13

to the previous result : S( 1©+ 2©);
repeat the above steps ;14

Return correCollection.15

end16

Algorithm 2 quantifies the max-length similar sub-trajectory set of tri and
trj obtained by Algorithm 1 to get the degree of correlation between the users
(Algorithm 2 line 1–16). For each element in set, we consider the factors 1© and
2© step by step. First, we calculate the correlation between factors 1© according
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to the formula (Algorithm 2 line 3). If the threshold Sth is reached, the algorithm
stop (Algorithm 2 line 4–6); if not, the algorithm continue to calculate factors
1© and the parts of 2© (Algorithm 2 line 8–14), the sim( 2© part) represents that
we only calculate the parts of 2© so that result met the threshold. Then the
following steps are similar. Finally, we can get the correlation between users.

An example of the quantitative calculation process is as follows: we define
the closeness value threshold Sth is set as 0.84, w is set as 8, d is set as -4;

STsubij = A(7 : 00 ∼ 7 : 30),
sim1 = sim( 1©)+sim( 2©)=1

9+ 0.5
16 =0.14 < Sth;

STsubij = C(11 : 00 ∼ 11 : 30) → D(13 : 30 ∼ 14 : 00) → E(15 : 00 ∼ 16 :
00) → F (17 : 30 ∼ 18 : 00) → G(19 : 00 ∼ 21 : 00),

sim2 = 5
9 + 4.5

16 = 2.227
sim(ij) = sim1 + sim2 = 2.367
S(sim(ij)) = 1

1+e−{8×(sim(ij))−4} = 1
1+e−{8×2.367)−4} ≥ Sth, thus, user i and

user j are related.
If the formula filter is used to calculate the text similarity and time similarity

of sim2, sim2 = 5
9 + 4.5

16 = 0.995, sim(ij) = 0.995, S(sim(ij))= 1
1+e−{8×0.995)−4}

= 0.9 ≥ Sth, the threshold of sim(ij) has been reached and no need to calculate
the next steps. From the example, we can see that the computation complexity
is reduced.

Algorithm 3. Computing similarity about Tr

Data: Trajectory data set:Tr.
Result: A collection of two users with related relationships, named

correCollection
begin

for int i = 1; i < |Tr| ; i + + do
for int j = i + 1; j < |Tr| ; j + + do

(trisub, trjsub) = From front to back to filter and from back to
front to filter (tri, trj);
MaxSimiSequenceij = AlgorithmSimlar Sub − Trajectories
Matching( trisub, trjsub);
ifCorrection = Computing similarity according formula(
MaxSimiSequenceij);
if ifCorrection==true then

add [tri , trj ] into correCollection;

return correCollection.
end

The Algorithm 3 shows the pseudo code for computing the closeness value
between user trajectories that is the whole process of finding twins users that
have a correlation in trajectories set (Algorithm 3 line 1–10). The first step is
to filter the locations of heads and tails of the trajectories (Algorithm3 line 4),
and the second step is to perform similar sub-trajectories matching to get the
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max-length similar sub-trajectory set (Algorithm 3 line 5). The third step is to
calculate the correlation of the trajectories according to the formula (Algorithm 3
line 6). Finally, we get twins users who are related to each other in trajectory
set (Algorithm 3 line 7–8).

5 Experiments

5.1 Experimental Setup

All the algorithms implement in JDK 1.7. Real-world data include two groups
data 1 and data 2. data 1 is the trajectory data set in BeiJing, it has 1042
trajectories of 20 users. data 2 is a total of 2389 trajectories data of 48 users.
Attributes include user name, date, location name, latitude and longitude, time
of arrival and leave etc. And there are also correlation relationship between users.
We perform three groups of experiments, it includes that finding the best w and
d, and the time efficiency of algorithms.

5.2 Performance Study

Influence of w and d
In this paper, we test the value of w and d of the closeness function. The closeness
function refers to formula (5). We choose the variable that makes the highest
slope, because it makes the closeness value more sensitive.

In Fig. 2, we evaluate the w′s best value. The purpose of this paper is to
set the closeness function in that the closeness relationship of the user has a
smaller difference, while the user with the less close relationship has a larger
difference. As shown in Fig. 3, the slope is the largest when we set w value is 8,
so in this experiment, the value of w is 8. Similarly, in Fig. 3, we can see that
when the slope is the largest, the value of d is set to 4. Therefore, in the following
experiment, we set equation as S(sim(ij)) = 1

1+e−{8×(sim(ij))−4} .

Fig. 2. The trends of closeness value with w
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Fig. 3. The trends of closeness value with d

Fig. 4. The trend of time efficiency with on k

Time Efficiency. We tested the runtime of the two sets of data. Each set was
performed 5 times and 10 times. The number of trajectories and the correlation
relationships in data 2 is large than data 1, that is why the runtime of date 1 is
shorter than data 2.

6 Conclusions

In this paper, we proposed the algorithm which can get correlation relationship
between users. Firstly, we preprocessed the trajectories by filtering the heads and
tails of trajectories and matching the sub-trajectories. Secondly, we measured the
correlation relationship of users from many factors, including sequence similarity,
POI collection similarity and time similarity. Then we proposed a composite
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formula. Then, we use the sigmoid function to make the correlation relationship
more sensitive. Finally we presented experimental results on a range of real. It
shows that our algorithm is effective and efficient.
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Abstract. Networks Embedding (NE) plays a very important role in
network analysis in the era of big data. Most of the current Network
Representation Learning (NRL) models only consider the structure infor-
mation, and have static embeddings. However, the identical vertex can
exhibit different characters when interacting with different vertices. In
this paper, we propose a context-aware text-embedding model which
seamlessly integrates the structure information and the text informa-
tion of the vertex. We employ the Variational AutoEncoder (VAE) to
statically obtain the textual information of each vertex and use mutual
attention mechanism to dynamically assign the embeddings to a vertex
according to different neighbors it interacts with. Comprehensive experi-
ments were conducted on two publicly available link prediction datasets.
Experimental results demonstrate that our model performs superior com-
pared to baselines.

Keywords: Networks Embedding · Variational AutoEncoder
Attention mechanism · Link prediction · Data mining

1 Introduction

Network Representation Learning (NRL) is an important research area in data
mining issue because it is the basis of many applications, such as link prediction
in citation networks. The goal of network embedding is learning a vector which
can represent all information in the network, has attracted interest in recent
years. Although there are not a few recent work proposed to study the issue
[1,16], however it is still far from satisfactory. Because most network vertices have
abundant external information (e.g. text). But the traditional NRL based models
[12] mainly rely on network topology information to realize link prediction, which
overlook the external information.

Inspired by the above observations, we propose context-aware network
embedding via variation autoencoder model, which takes full account of ver-
tex structure information and text information. Thus, context-aware embedding
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can significantly improve the quality of the network representation, which fur-
ther enhance the accuracy of the network analysis tasks. Autoencoder is used in
our model to efficiently extract feature information from the vertex. In order to
get highly non-linear structure of large-scale networks [17], we introduce an app-
roach based on Variation AutoEncoder (VAE) [7]. At the same time, the mutual
attention mechanism is adopted, which is expected to guide VAE models to
emphasize those words that are focused by its neighbor vertices and eventually
obtain context-aware embeddings.

Our work has two main contributions: (1) We propose a model which com-
bines the structure and context of vertices. Experimental results show that our
model is effective. (2) The combination of VAE and attention mechanism in our
model improve the accuracy of link prediction. And the attention mechanism
make our model more realistic. We report results on the two different datasets
to show that our model achieves highly accuracy in vertices link prediction.

The remainder of this paper is organized as follows. In Sect. 2, we present
the recent related work. In Sects. 3 and 4, we show the problem formulation, and
introduce the goal of the network embedding. Meanwhile we present our context-
aware embeddings for details. In Sect. 5, we present link prediction study and
compare our method with baseline results of datasets. In Sect. 6, the conclusion
and the future plan are demonstrated.

2 Related Work

We briefly introduce existing NRL methods. Recently, neural network-based
methods have been proposed for constructing vertex representation in large-scale
graphs. DeepWalk [13] presents a two-phase algorithm for graph representation
learning. In the first phase, DeepWalk samples sequences of neighboring vertices
of each node by random walking on the graph. Then, the vertex representation
is learned by training a skip-gram model [11] through the random walks in the
second phase.

Several methods have been proposed which extend this idea. LINE [15] learns
graph embeddings which preserves both the 1-order and 2-order proximities in a
graph, meanwhile LINE optimizes the joint and conditional probabilities of edges
in large-scale networks to learn vertex representation. Node2vec [4] combines
DFS-like and BFS-like exploration within the random walk frameworks. And
then, matrix factorization methods [19] and deep neural networks have also
been proposed as alternatives to the skip-gram model for learning the latent
representations. The above NRL methods focus on network topology.

Most of these Networks Embedding (NE) models [4,13] only encode the struc-
tural information into vertex embedding, without considering heterogeneous
information accompanied with vertices in real-world social networks. Researchers
also explore algorithms to incorporate meta information such as text information
into NRL. TADW [19] incorporates text features of nodes into embedding learn-
ing. MMDW [18] learns semi-supervised network embeddings with max-margin
constraints between vertices from different labels.
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Both structure and text information are taken to consideration for vertex
representation in our approach. We postulate that a vertex has different embed-
dings according to which the vertex it interacts with, constraining our model to
learn context-aware embeddings.

3 The Method

3.1 Problem Formulation

Let G = (V,E, T ) denote a given network, where V is the set of vertices, E ⊆
V × V are edges between vertices, ei,j ∈ E denotes the relationship between
vertices(i, j). There is also a weight coefficient ωi,j that denotes the relationship
between vertices (i, j). T denotes the text information of vertices. The objective
of the network embedding is that allocate a real-valued vector representation
base on structure and text information.

3.2 The Overall Framework

As mentioned above, the effect of structure information and text information
on study of vertex link prediction are fully considered. We introduce important
ingredient of the model separately, in following parts.

Without loss of generality, given an edges ei,j , we can obtain the context-
aware embeddings of vertices with their structure embeddings and context-aware
text embeddings as i (j) = i s ⊕ i tj , where ⊕ indicates the concatenation opera-
tion. Note that, i s denotes structure-based embedding which encodes network
structure information, while i tj denotes text-based embedding which captures
the textual meanings lying in the associated text information. More detail of
text-based embedding will be introduced in Sect. 4.2.

All vertices context-aware embeddings can be obtained by the same opera-
tion. We can achieve link prediction with these embeddings. The target of the
model is to maximize the overall objective of edges and minimize the VAE loss.
The loss function is defined as follows:

L =
∑

e∈E

(
Ls(e) + Lt(e) − lossV AE

)
, (1)

where Ls(e) denotes structure-based objective, Lt(e) denotes the text-based
objective and lossV AE denotes VAE loss. In Sects. 4.1, 4.2 and 4.4, we describe
three objective functions in detail.

4 Three Sub-objectives

4.1 Structure-Based Objective

The structure-based objective aims to measure the log-likelihood of a directed
edge using the structure-based embeddings as

Ls(e) = ωi,j · log p(j s|i s). (2)
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Besides, we follow LINE [15] to define the conditional probability of i gener-
ated by j in Eq. (3) as

p(j s|i s) =
exp(i s · j s)∑

z∈V

exp(i s · z s)
. (3)

4.2 Text-Based Objective

Vertices usually contain a lot of text information in real social networks. In
conventional NE models, each vertex is represented by a static embedding vector
that means the embeddings are fixed, this may be incomplete. Because one
vertex probably plays different roles when interacting with different neighbors.
Our model is dynamic which means it assign the different text-embeddings to a
vertex according to different neighbors it interacts.

We propose the text-based objective to take advantage of these text informa-
tion, as well as learn text-based embeddings for vertices. In order to fully consider
the impact of structural information on the expression of textual information,
and make Lt(e) compatible with Ls(e), we define Lt(e) as follows:

Lt(e) = a1 · Ltt(e) + a2 · Lts(e) + a3 · Lst, (4)

where a1, a2 and a3 denote three different hyper-parameters, the loss of three
parts as follows:

Ltt(e) = ωi,j · log p(i t|j t), (5)

Lts(e) = ωi,j · log p(i t|j s), (6)

Lst(e) = ωi,j · log p(i s|j t). (7)

On the one hand, the objective of our model aims to maximize the conditional
probabilities of the two vertices on the edge. On the other hand, we expect that
the structure and text representation vectors of the same vertex are consistent.
So, the conditional probabilities in Eqs. (5), (6) and (7) are defined to map the
two types of vertex embeddings into the same representation space.

4.3 Context-Aware Text-Emebedding

The architecture of context-aware text embeddings is shown in Fig. 1. The tex-
tual matrix Zi ∈ Rd×m and Zj ∈ Rd×n are obtained by the VAE. By introducing
an attentive matrix A ∈ Rd×d, the correlation matrix F ∈ Rm×n can be calcu-
lated as follows:

F = tanhZT
i AZj . (8)

Note that, each element Fij in F represents the correlation score between
two corresponding vectors. After that, we conduct pooling operations along rows
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Fig. 1. The architecture of context-aware text embeddings. Zi and Zj are two repre-
sentation textual matrix learning by the VAE module, A is attentive matrix.

and columns of F, named as row-pooling and column-pooling. The mean-pooling
operations are computed as follows:

gpi = mean(Fi,1, . . . ,Fi,n), (9)

gqi = mean(F1,i, . . . ,Fm,i). (10)

The important vectors of Zi and Zj are obtained as gp = [gp1 , . . . , g
p
m]T ,

gq = [gq1, . . . , g
q
n]T . The softmax function is employed to transform importance

vectors gp and gq to attention vectors ap and aq, individually. For instance, the
i-th element of ap is formalized as follows:

ap
i =

exp(gpi )∑
j∈[1,m]

exp(gpj )
. (11)

Then, the context-aware text embeddings of i and j are computed as:

i t(j) = Ziap, (12)

j t(i) = Zjaq. (13)

Finally, we can obtain the context-aware embeddings of vertices with their
structure embeddings and context-aware text embeddings as

i t(j) = i s ⊕ i t(j), (14)

j t(i) = j s ⊕ j t(i). (15)
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4.4 Variation Autoencoder Objective

There are a large number of algorithms available for text embedding, e.g.
Convolution Neural Network (CNN) [6], Recurrent Neural Network (RNN) [8]
bidirectional RNN [14], GRU [3], autoencoder and VAE. To accommodate the
characteristics of our model, we finally select VAE. In this section, we introduce
the three different parts of VAE separately, and VAE loss function is introduced
at the end of this part.

The VAE is employed for converting the input into an embedding and trans-
forming it back into an approximation of the input. The encoding part aims to
find the representation Z of a given data X, and the decoding part is reflection
of the encoder used to reconstruct the original input X. The illustration of VAE
[7] is shown in Fig. 2 in which imposes a prior distribution on the hidden layer
and re-parameterizes the network according to the parameters of the prior dis-
tribution. Through the parameterization process, the means and variance values
of the input data can be learned.

Fig. 2. Through the looking-up transforms each word into its corresponding word
embeddings, as the input of VAE, the encoder and decoder are stack full-connected
layers, μ and σ are the mean and variance of the distribution of the content data. ε is
the sample data from the Gaussian distributions.

Encoder. The word embeddings are feed into the encoder which consists of
several dense layers that formed a multiple non-linear mapping function. Thus,
we can map input data to a highly non-linear latent space. Given the input Xi,
the output hk layer is shown as follow:

h1 = ψ(W 1Xi + b1), (16)

hk = ψ(W khk−1 + bk), k = 1, 2, . . . ,K (17)

where ψ is the nonlinear activation function of each layer, and the value of K
varies with the data. Finally, the mean μ and variance σ of the distribution of
text information can be learned from the encoder.
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Sample. We sample a values ε from previous distribution (e.g. Gaussian distri-
bution). The re-parameterized yi can be obtained for vertex i. The text informa-
tion can be representation by Zi through yi. Consequently, the gradient descent
method can be applied in optimization. The operations can be expressed as
follows:

yi = f(μi, σi, εi) (18)

Decoder. The decoding phase is a reflection of the encoder. According to
the text matrix Zi, the decoder output is X̂i, which should approximate input
Xi. Specifically, the original information is restored as much as possible by the
decoder layer.

The loss function of VAE should be minimized as follows:

lossV AE = −KL(q(Zi|Xi)||p(Zi) + f(Xi, X̂i), (19)

where KL is the KL divergence which is used to measure of the difference
two distributions, f is a cross-entropy function which is used to measure the
difference between Xi and X̂i.

Finally, we choose the encoder output Zi as the final representation of vertex
i text-embedding, which contain the vertex all aspects.

5 Experiments

5.1 Experimental Setup

Parameter Settings. In this section, a number of experiments are conducted
to verify the efficiency and effectiveness of the proposed model, which is imple-
mented using on Windows 7/Inter(R) core(TM) i7-4470 (3.4 GHz)/8.00 GB of
memory with TensorFlow.

The performance of different methods with varying dimensions has been eval-
uated. For a fair comparison, we set the embedding dimension as 200 for all
baseline models. In LINE [15], we set the number of negative samples as 5.
In node2vec [4], we employ gird search and select the best-performed hyper-
parameters for training. Grid search is also adopted in our model, it has best
performance when a1 = 0.7, a2 = 1.0, a3 = 0.1.

Dataset. We conduct experiments of link prediction on two real-world datasets
(Cora and HepTh). Cora is a typical paper citation network constructed by
[10]. Some of them are without text information. We single out 2277 papers in
this network. HepTh (High Energy Physics Theory) is another citation network
from arXiv released by [9]. We filter out papers without abstract information
and retain 1038 papers at last.

We randomly divide the edges into two parts according to a certain propor-
tion, one for training and the other for testing. Meanwhile, we randomly initialize
the word embeddings. The detailed statistics are listed in Table 1.
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Table 1. Statistics of datasets.

Datasets Cora HepTh

Vertices 2,277 1,038

Edges 5,214 1,990

5.2 Baseline

MMB [2] extends block models for relational data to one which capture mixed
membership latent relational structure, and providing an object-specific low-
dimensional representation. DeepWalk [13] performs random walks over net-
works and employ skip-gram model [11] to learn vertex embeddings. LINE [15]
learns vertex embeddings in large-scale networks using first-order and second-
order proximities. Node2vec [4] proposes a biased random walk algorithm based
on DeepWalk to explore neighborhood architecture more efficiently. TADW
[19] is text-based DeepWalk, which incorporates text information into network
structure by matrix factorization. MMB, DeepWalk, LINE and Node2vec only
consider the structure information of the vertices, while TADW combine the
structure information and text information.

5.3 The Accuracy of Link Prediction

As shown in Tables 2 and 3, we evaluate the AUC [5] values while removing dif-
ferent ratios of edges on Cora and HepTh respectively. Due to random walks can
explore the sparse network structure well even with limited edges, the DeepWalk-
based methods (LINE, Node2vec and TADW) perform much better under small
training ratios. However, when the training ratio rises, their performance is not
as good as our model because its simplicity and the limitation of bag-of-words
assumption.

According to the comparison of experiments, our model effectively improves
the accuracy for link prediction in different data set and different training ratios.
The result of this experiment can be explained by the fact that our model can
seamlessly integrates the structure information and the text information of the
vertex.

Table 2. AUC values on Cora.

Training edges 15% 25% 35% 45% 55% 65% 75% 85% 95%

MMB [2] 54.7 57.1 59.5 61.9 64.9 67.8 71.1 72.6 75.9

DeepWalk [13] 56.0 63.0 70.2 75.5 80.1 85.2 85.3 87.8 90.3

LINE [15] 55.0 58.6 66.4 73.0 77.6 82.8 85.6 88.4 89.3

Node2vec [4] 55.9 62.4 66.1 75.0 78.7 81.6 85.9 87.3 88.2

TADW [19] 86.6 88.2 90.2 90.8 90.0 93.0 91.0 93.4 92.7

OUR 66.3 73.6 79.6 86.8 87.9 90.7 91.9 94.5 94.9
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Table 3. AUC values on HepTh.

Training edges 15% 25% 35% 45% 55% 65% 75% 85% 95%

MMB [2] 54.6 57.9 57.3 61.6 66.2 68.4 73.6 76.0 80.3

DeepWalk [13] 55.2 66.0 70.0 75.7 81.3 83.3 87.6 88.9 88.0

LINE [15] 53.7 60.4 66.5 73.9 78.5 83.8 87.5 87.7 87.6

Node2vec [4] 57.1 63.6 69.9 76.2 84.3 87.3 88.4 89.2 89.2

TADW [19] 87.0 89.5 91.8 90.8 91.1 92.6 93.5 91.9 91.7

OUR 71.4 80.8 86.8 88.9 93.3 95.0 95.1 97.0 96.7

Moreover, this experiments demonstrates that the attention mechanism can
extract different text-embedding according to different neighbor vertices. To sum
up, all the above observations demonstrate that our model not only can learn
high-quality context-aware embeddings, but also has stability and robustness.

6 Conclusion and Future Work

In this paper, the vertex structure and text information are adopted to improve
performance of vertices representation. We add the variation autoencoder and
attention mechanism in our model for assign dynamic context-aware embeddings
according to its neighbors. Experimental results of link prediction demonstrate
that our model is effective for mining the relationship between vertices.

In real life, vertices information will change with time. It needs to consider
the influence of time when link with other vertices. In the future, we will consider
the effect of time on the text-based embeddings.
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Abstract. Time series classification research is important in data min-
ing. However, the existing methods are not fast and accurate enough.
Common classification algorithms cannot satisfy the requirements of time
series classification. Since the dimensions of each time series sample may
be different. Based on this character, we propose a new approach com-
bining the feature sampling algorithm and the random forest classifier
(SFSC). To test the efficiency and effectiveness of SFSC, UCR time series
datasets are used for our experiments. We also discuss the performance
of Dynamic Time Warping (DTW) compared with our approach. We
conclude the suitable situations in which our method behaves better.
Besides, We discuss the method to determine the best parameters for
feature sampling method. The experiment results shows that in most
cases, the SFSC algorithm behaves better than DTW and can be used
for real-time query and large dataset.

Keywords: Time series · Ensemble learning · Sampling
Cross validation · Random forest · Parameters determination

1 Introduction

The format of time series is a list contains continuous data points. It is recorded
by machines in equal time interval. The time series research contains many
aspects in data mining, such as business analysis [6], prediction of stock, the
heart disease prediction, motion capture [2] and so on. In the aspects of the time
series research, time series classification is an important field. It is expected to
give the correct class for the given time series. Due to the importance of time
series classification, some methods have been proposed to provide relatively accu-
rate prediction, such as Dynamic Time Warping (DTW) [11], Long Short-term
Memory (LSTM) [14], and some methods based on machine learning.

Compared with the common classification datasets, the dimensions of the
time series may be different. The time series with different dimensions are widely
used in some aspects. For example, in the field of mobile communications, cus-
tomer loss is becoming a major problem. According to the consumption behavior
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of the lost users, building a model to analyse the loss of the users is becoming
a major concern for companies. The time series can be used to represent the
consuming behavior of the users. In this situation, the length of the time series
are different.

The common classification algorithms, such as the Support Vector Machine
(SVM) [3], Logistic Regression (LR) are not suitable for time series classifica-
tion. These algorithms require the input with the equal dimensions and the same
meaning in each dimension. Thus transform the time series with equal dimen-
sions and combine the machine learning method is a problem worth researching.

Time series representation varies according to the application scenarios.
According to the application scenarios, different algorithms are proposed for cer-
tain situation such as Single Value Decomposition (SVD) [13]. Besides, Discrete
Wavelet Transform (DWT) [12] is also a popular choice. Symbolic Aggregate
Approximation (SAX) [10] is based on the Piecewise Aggregate Approximation
(PAA) method [4].

Therefore, in order to get efficient and accurate time series classification
results, it is important to transform the time series [8] to the training dataset with
the same dimensions for each sample. Besides, the classifier also influences the
efficiency and accuracy of the experiments, algorithms such as boosting sampling
and random sampling could be a better choice.

In the last ten years, the main researches about the time series classification
focus on getting the nearest time series under different metrics, such as Euclidean
Distance (ED) [5] and DTW. DTW is a approach firstly used to recognize the
phonetic sequence. Berndt and Clifford [1] applied it for data mining. It is more
robust than ED. Many methods have been proposed based on it. For example,
in order to speed up the DTW, index method is proposed. Besides, an improved
edition for DTW is widely used named FastDTW [7,15].

Recent years, transforming the time series to the format suitable for common
machine learning method is becoming popular. For example, the Ye proposed a
method based on shapelets [9] for time series transformation. Lines improved it
and apply it to the time series classification. But this method has many shortcom-
ings, shapelets ignores the logical combination relationship of the time series, this
will reduce the accuracy and the time costs for the computation of the shapelets
is also large.

To support efficient analysis on time series classification, we have proposed
an optimization algorithm for time series transformation and classification. In
order to get more accuracy, the main feature of the time series need to be col-
lected. To achieve this goal, we develop segment feature sampling algorithm to
transform the time series. We use segment feature sampling algorithm to get
more information from the original time series. It changes the time series with
different dimensions to the dataset with the same dimensions. We use random
forest to train the model with the transformed dataset. The experiment results
show that the segment feature sampling algorithm can get main features about
the dataset. The algorithm behaves better than DTW in most cases.

In summary, this paper makes the following contributions.
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1. First, We design a time series transformation method. This method can deal
with large time series dataset and the time cost is very little.

2. Using the ensemble models for time series classification is the second contri-
bution. As the time series data have different length and have the topological
similarity character, we combine the random forest with the segment feature
sampling algorithm.

3. Finally, we use Python to implement the algorithm. The experiment results
shows that the algorithm can improve the effect of classification and fast
enough for real-time and offline query.

The organization structure of the paper is as follows. We first give some defini-
tions about our method in Sect. 2. We introduce the detail design about the time
series classification algorithm in Sect. 3. The experiment results and analysis are
presented in Sect. 4. Finally, we conclude the experiments and discuss the future
work in Sect. 5.

2 Definition

In this paper, we research the classification algorithm for time series. In this
section, we will give some basic definitions and some basic operations about our
algorithm.

Definition 1. S is defined as a time series with values recorded in time order,
i.e., S = [(t1, s1), (t2, s2), . . . , (tn, sn)], in which ti stands for the time index of
si and ti < tj when i < j. si presents the value of the time index ti.

Definition 2. T is defined as a sub-time series which contains values recorded
in time order from S, i.e., T = [(tm, sm), (tm+1, sm+2), . . . , (tm+l, sm+l)], in
which ti stands for the time index of si, and ti < tj when i < j. si presents the
value of the time index ti, m is the sub-series starting location, l is the length of
T .

Definition 3. A class specified time series dataset Dc is described as a list
contains all the time series with same class index c. For dataset D, D.classcount
presents the class count of the dataset D, Di presents the ith sample in the
dataset D.

Definition 4. Some basic operations in our model. length(S) presents the
length of time series S. Si presents the ith dimension of time series S. S.add(i)
presents adding i at the end of the time series S. S.class presents the class index
of the time series S.

3 SFSC: Segment Feature Sampling Classifier for the
Time Series Classification

In this section, we introduce our method, Segment Feature Sampling Classifier
and the detailed procedures. Firstly, we introduce our three kind sampling meth-
ods, we will compare the sampling methods with experiment results. Next, we
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present methods to determine the optimal parameters. Finally, we use the ran-
dom forest combining the segment feature sampling algorithm to train the classi-
fication model. We conclude the suitable situation for our algorithm and analysis
the experiment results. The details of the model are shown as follow.

Subsection 3.1 presents an overview of entire approach workflow. Subsec-
tion 3.2 presents an overview of feature sampling algorithms. Subsection 3.3
presents the random forest classifier. Subsection 3.4 presents the method to deter-
mine the best parameters for feature sampling algorithm.

3.1 Model Overview

Figure 1 presents overview of our algorithm. The step of workflow is as follows:

1. For the training dataset, use the z-zero normalization to normalize it.
2. Divide the training dataset for parameter determination algorithm. Run the

parameter determination to get the best parameters.
3. Run the Segment Feature Sampling Algorithm with the best parameters.

Segment Feature Sampling Algorithm will transform original time series into
the new training dataset with the same feature length.

4. Use the Random Forest classifier with the new training dataset as input to
train the classifier model.

5. For the test dataset, use the z-zero normalization to normalize it.
6. Run the Segment Feature Sampling Algorithm with the best parameters to

transform the test dataset.
7. Use the trained model to predict the results and evaluate it.

Training
Dataset

Normalization
Paramters

Determination
Random
Forest

Trained
Model

Feature Sampling
Algorithm

Testing
Dataset

Normalization
Feature Sampling

Algorithm

Transformed
Dataset

Predicted
Results

best paramters

Fig. 1. The structure of SFSC algorithm.

3.2 Sampling Algorithm

Feature sampling algorithm is proposed to handle unequal length of time series.
The feature sampling algorithm accepts the time series dataset as input and
output the training samples with the same dimensions. For one time series, the
feature sampling algorithm will transform it to several training sample according
to the given parameter. In this paper, we propose three kind feature sampling
algorithms. These sampling algorithms aim to apply the machine learning meth-
ods to the time series. They are described as follows.
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1. Random Feature Sampling Method
Random Feature Sampling Methods contains three parameters, randomly
sampling features count l, sampling times m and sampling starting location
b. The random feature sampling method firstly random generate a candidate
set s containing m numbers. Then it will repeatedly sample m times. At each
time, the algorithm picks one number from s as b. Then it starts to sample
at the location b, randomly select l features in time order to generate a new
training sample. When the selecting index exceed the max length of the time
series, it will select feature from the beginning. After the sampling, it will
change one time series to m training samples.

2. Equal Interval Feature Sampling Method
Equal Interval Feature Sampling Methods contains three parameters, sam-
pling time interval g, sampling feature count m, sampling starting location
b. The algorithm starts to sample at the location b, it will select m features
in time interval g to generate a new training sample. When the selecting
index exceed the max length of the time series, it will select features from the
beginning. After the sampling, it will change one time series to one training
sample.

3. Segment Feature Sampling Method
Segment Feature Sampling Method contains three parameters, segment length
l, segment count m, the interval between segments g. The segment feature
sampling method will repeatedly sample m times. At the sth time, the algo-
rithm selects l continuous features from the location g ∗s. When the selecting
index exceed the max length of the time series, it will select features from the
beginning. After the sampling, it will change one time series to m training
samples.

The feature sampling algorithm transforms the time series with different
lengths into the dataset suitable for machine learning. We test the accuracy for
three feature sampling methods. This paper adopt Segment Feature Sampling
Method. The details about the algorithm are shown as Algorithm 1. The algo-
rithm goes through all the time series in the dataset D in Line 2. For each time
series, the algorithm will get m segments in Line 3. The select beginning index
will be changed according to the segment index in Lines 4–6. Then the algorithm
begins to sample the features in order to generate the new training sample in
Lines 9–18. Figure 2 presents an overview of the segment feature sampling algo-
rithm.

3.3 Random Forest Classifier

In last section, we discuss three kind feature sampling algorithms. The feature
sampling algorithm transforms the time series so that the machine learning algo-
rithms can be applied. In this section, We will discuss how to choose the machine
learning algorithms and the reasons.

The choice of the classifiers should be on the basis of dataset features. The
time series dataset have segment similarity and strict time sequence features. In
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Algorithm 1. SegementFeatureSampling
Input:

D: time series dataset
l: segment length
m: segment count
g: interval between segments

Output: D′: transformed time series dataset
1 D′ ← null;
2 for every time series S of D do
3 for i = 0 to m do
4 b ← i ∗ g;
5 if b ≥ len then
6 b ← b%len;
7 end

8 S′ ← null;
9 for j = 0 to l do

10 len ← length(S);
11 if b + j ≤ len then
12 S′ ← S′.add(Sb+j);
13 end
14 else
15 index ← (b + j)%len;

16 S′ ← S′.add(Sindex);

17 end

18 end

19 D′ ← D′.add(S′);
20 end

21 end

22 return D′;

this paper, we choose the random forest as the basic classifier, it contains many
advantages suitable for time series. Firstly, it contains many decision trees, the
final result is determined by all the trees, this will make the result more accurate.
Secondly, it select the features randomly as the final input from the original
input, this satisfies the time series segment similarity feature. Finally, in the
training process, the random forest can be realized concurrently, this can deal
with large datasets. In the experiment section, the results shows that the random
forest can get better results in most cases.

In the time complexity aspect, the segment feature sampling algorithm com-
plexity is O(log(m∗l)). In the experiments, we set m to Sclasscount+1. Therefore
the time complexity in the segment feature sampling algorithm is O(logn). In
the model training, the training size is (c+1) ∗n and the feature length is l. We
choose the random forest as the classifier and the time complexity is O(nlogn).
In the predicting procedure, the time cost is O(C +1). Therefore, the SFSC can
satisfy the real-time query.

3.4 Feature Sampling Algorithm Parameters Determination

Segment Feature Sampling Methods contains three parameters shown in Table 1
These three parameters have an important effect on the selected features. The
parameters determination will improve the classification accuracy. We take the
cross validation to determine the best parameters. Compared with the original
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Fig. 2. The procedure of segment feature sampling.

method, the cross validation not only considers the training error, but also gen-
eration error. We use the K-fold cross validation method to make full use of the
dataset. The K is set according to the size of the training dataset. If the size of
the dataset is lower than 300, we set K to 2, else we set K to 3. We split the
training dataset into K parts randomly. We use one part as test dataset, the left
as the training dataset. In each experiment we use different test dataset, and get
the min error l and g. We choose the parameters which behave best in the K
experiments.

Table 1. Segment feature sampling method parameter table

Parameters Meaning

l The selecting features count

m The segments count

g The interval between segments

We set the parameter m a fixed value m = D.classcount + 1 because it will
influence the final class of the time series. After the feature sampling algorithm,
one test time series S will get m test sample. In order to make the result unique,
the class of time series S will be voted by m results predicted by m test sample.

We make some changes based on cross validation. In the procedure of divid-
ing training dataset, randomly division will make training dataset and test
dataset different distribution. We except that for each class, training dataset
and test dataset will proportionally assigned after division. Thus we divide train-
ing dataset according to K in each class. We divide each class into average K
part randomly and pick one as test dataset each time. This will ensure training
dataset and test dataset same distribution. The detailed algorithm is shown as
Algorithm 2.
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Algorithm 2. ParametersDetermination
Input:

D: training time series dataset
K: training dataset division count

Output:
l: segment length
g: interval between segments

1 for every time series S of D do
2 c ← S.class; Dc ← Dc.add(S);
3 end
4 l ← 0;
5 m ← D.classcount + 1;
6 g ← 0;
7 bestaccuracy ← 0;
8 for j = 0 to k do
9 for g = 1 to 10 do

10 for l = 1 to 10 do
11 trainingDataset ← null;
12 testDataset ← null;
13 for every class c in D do
14 len ← len(Dc);
15 klen ← len/k;
16 for i = 0 to len do
17 D′ ← SegementFeatureSampling(Dc

i , l,m, g);
18 if i ≥ klen ∗ j and i<klen ∗ (j + 1) then
19 testDataset.add(D′);
20 end
21 else
22 trainingDataset.add(D′);
23 end

24 end

25 end
26 model ← RandomForestClassifier(trainingDataset);
27 accuracy ← model.predict(testDataSet);
28 if accuracy ≥ bestaccuracy then
29 update(l, g);
30 end

31 end

32 end

33 end
34 return l, g,m;

4 Evaluation

We carry out the experiments on UCR time series datasets and evaluate our
algorithm. The main points we concern about are as follows:

1. Segment feature sampling algorithm time cost.
2. The entire model building and training time cost.
3. The accuracy comparison between SFSC and DTW.
4. The existing problems in our algorithm and future work.

To prove effectiveness and accuracy of our algorithm, we test various UCR
datasets. Our experiments are carried out on a PC with intel i5, 2.4 GHz CPU
and 8 GB memory. We use python 3.5 to implement the algorithm. The operating
system is macOS Sierra. The runtime of program and the error-rate are used
to evaluate our algorithm. Subsection 4.1 presents l and g impact on accuracy.
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Subsection 4.2 presents the feature sampling time cost and give an empiric value
for l and g. Subsection 4.3 presents the runtime comparison between SFSC and
DTW. Subsection 4.4 presents the effectiveness comparison between SFSC and
DTW. Subsection 4.5 presents the experiment results analysis and the problem
existed in our algorithm.

4.1 Parameters Impact on Accuracy

Parameters l and g have an import impact on Accuracy. We test the impacts
using three datasets, BeetleFly, Lighting2 and ProximalPhalanxOutlineCorrect
(PPOCorrect). Figure 3 presents l impact on accuracy. l−rate presents the ratio
of sample length to the maximum time series length. From the Fig. 3 we can
observe that when the l−rate set to 0.93, the experiment can get well results.
The sample length influence the model building. When the sample length is
too long, there will be much redundant information. When the sample length
is too short, training sample will contain little features of original time series.
Figure 4 presents g impact on accuracy. It presents the interval between sampling
procedures. The g influences the time relationship among samples. It will break
time relationship when it is long. From the Fig. 4, we set g to 5 and the result
shows it works. These empirical values will be used in next experiments.

Fig. 3. The l impact on accuracy Fig. 4. The g impact on accuracy

4.2 Preprocessing Time

Before using random forest classifier to train the model, we need to determine
best parameters l and g, and the original time series dataset need to be trans-
formed, whose time complexity is O(n). As for the parameters determination,
after we carry out most experiments, we find an empiric value for l and g.
Assume the length of the longest time series S in dataset D is len, we suggest
that l is set to 0.93 ∗ len and g is set to 5 which will get an accurate result in
most cases. The empirical value saves a lot of time costed by the parameters
determination algorithms. We use the empiric value as the best parameters in
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the following experiments. The real datasets are used to test segment feature
sampling algorithm runtime.

In the UCR time series datasets, the datasets can be split by the representa-
tive meaning. We use ECGFiveDays (EFD), MoteStrain (MS) and ElectricDe-
vices (ED). The details of datasets, the set parameters l, g and the preprocessing
time are described in Table 2.

In Table 2, we can conclude that the transformation costs little time. The
major cost is to get the best parameters for SFSC. But the empiric value solve it
and save the time. Thus in the following experiments, the time costs is ignored
by the runtime the training process costs.

Table 2. Segment feature sampling methods runtime

Dataset #query #series l g Runtime

EFD 861 23 126 5 117

MS 1252 20 78 5 97

ED 7711 8926 89 5 3713

4.3 Comparisons of Efficiency

In this subsection, we compare the efficiency among DTW, ED and SFSC to
show the fast speed of our approach. We test some optimization techniques. For
DTW, we used FastDTW with multi-layer filtering technique.

We use StarLightCurves (SLC), FacesUCR (FU) and ElectricDevices (ED)
to test the efficiency. The details about the datasets, the parameters l, g are
described in Table 2. The predicting results runtime of three approaches are
shown in Table 3.

Table 3. Runtime of different approaches

Dataset SFSC ED FastDTW

EFD 30 57 45

MS 75 345 111

ED 198 3091 535

In Table 3, we can conclude that our algorithm is fastest. In addition, our
algorithm can save the trained model and make the classification real-time using
the trained model.
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Table 4. Error rate of different approaches in UCR archive

Name Train-size Test-size #Classes ED DTW SFSC

50words 450 455 50 0.369 0.242 0.481

Adiac 390 391 37 0.389 0.391 0.514

Beef 30 30 5 0.333 0.333 0.233

BeetleFly 20 20 2 0.250 0.300 0.100

BirdChicken 20 20 2 0.450 0.300 0.200

CBF 30 900 3 0.148 0.004 0.000

ChlorineConcentration 467 3840 3 0.350 0.350 0.272

CinC ECG torso 40 1380 4 0.103 0.070 0.213

Coffee 28 28 2 0.000 0.000 0.035

Computers 250 250 2 0.424 0.380 0.372

Cricket X 390 390 12 0.423 0.228 0.500

Cricket Y 390 390 12 0.433 0.238 0.476

Cricket Z 390 390 12 0.413 0.254 0.497

DiatomSizeReduction 16 306 4 0.065 0.065 0.088

DistalPhalanxOutlineAgeGroup 139 400 3 0.218 0.228 0.160

DistalPhalanxOutlineCorrect 276 600 2 0.248 0.232 0.198

DistalPhalanxTW 139 400 6 0.273 0.272 0.240

Earthquakes 139 322 2 0.326 0.258 0.223

ECG200 100 100 2 0.120 0.120 0.190

ECG5000 500 4500 5 0.075 0.075 0.066

ECGFiveDays 23 861 2 0.203 0.203 0.291

ElectricDevices 8926 7711 7 0.450 0.376 343

FaceFour 24 88 4 0.216 0.114 0.079

FacesUCR 200 2050 14 0.231 0.088 0.306

FISH 175 175 7 0.217 0.154 0.097

FordA 1320 3601 2 0.341 0.341 0.182

FordB 810 3636 2 0.442 0.414 0.353

Gun Point 50 150 2 0.087 0.087 0.073

Ham 109 105 2 0.400 0.400 0.323

HandOutlines 370 1000 2 0.199 0.197 0.213

Haptics 155 308 5 0.630 0.588 0.512

Herring 64 64 2 0.484 0.469 0.359

InlineSkate 100 550 7 0.658 0.613 0.676

ItalyPowerDemand 67 1029 2 0.045 0.045 0.042

LargeKitchenAppliances 375 375 3 0.507 0.205 0.405

Lighting2 60 61 2 0.246 0.131 0.229

Lighting7 70 73 7 0.425 0.288 0.301

MALLAT 55 2345 8 0.086 0.086 0.043

Meat 60 60 3 0.067 0.067 0.100

MedicalImages 381 760 10 0.316 0.253 0.306

(continued)
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Table 4. (continued)

Name Train-size Test-size #Classes ED DTW SFSC

MiddlePhalanxOutlineAgeGroup 154 400 3 0.260 0.253 0.222

MiddlePhalanxOutlineCorrect 291 600 2 0.247 0.318 0.275

MiddlePhalanxTW 154 399 6 0.439 0.419 0.385

MoteStrain 20 1252 2 0.121 0.134 0.156

NonInvasiveFatalECG Thorax1 1800 1965 42 0.171 0.185 0.251

NonInvasiveFatalECG Thorax2 1800 1965 42 0.120 0.129 0.232

OliveOil 30 30 4 0.133 0.133 0.133

OSULeaf 200 242 6 0.479 0.388 0.367

PhalangesOutlinesCorrect 1800 858 2 0.239 0.239 0.168

Phoneme 214 1896 39 0.891 0.773 0.849

ProximalPhalanxOutlineAgeGroup 400 205 3 0.215 0.215 0.131

ProximalPhalanxOutlineCorrect 600 291 2 0.192 0.210 0.106

ProximalPhalanxTW 205 400 6 0.292 0.263 0.205

RefrigerationDevices 375 375 3 0.605 0.560 0.464

ScreenType 375 375 3 0.640 0.589 0.584

ShapeletSim 20 180 2 0.461 0.300 0.455

ShapesAll 600 600 60 0.248 0.198 0.438

SmallKitchenAppliances 375 375 3 0.659 0.328 0.272

SonyAIBORobotSurface 20 601 2 0.305 0.305 0.339

SonyAIBORobotSurfaceII 27 953 2 0.141 0.141 0.211

StarLightCurves 1000 8236 3 0.151 0.095 0.05

Strawberry 370 613 2 0.062 0.062 0.044

Symbols 25 995 6 0.100 0.062 0.208

synthetic control 300 300 6 0.120 0.017 0.036

ToeSegmentation1 40 228 2 0.320 0.250 0.350

ToeSegmentation2 36 130 2 0.192 0.092 0.361

Trace 100 100 4 0.240 0.010 0.050

Two Patterns 1, 000 4, 000 4 0.090 0.002 0.005

TwoLeadECG 23 1139 2 0.253 0.132 0.187

uWaveGestureLibrary X 896 3582 8 0.261 0.227 0.195

uWaveGestureLibrary Y 896 3582 8 0.338 0.301 0.289

uWaveGestureLibrary Z 896 3582 8 0.350 0.322 0.256

UWaveGestureLibraryAll 896 3582 8 0.052 0.034 0.043

wafer 1, 000 6, 174 2 0.005 0.005 0.010

Wine 57 54 2 0.389 0.389 0.240

WordsSynonyms 267 638 25 0.382 0.252 0.536

Worms 77 181 5 0.635 0.586 0.546

WormsTwoClass 77 181 2 0.414 0.414 0.370

yoga 300 3000 2 0.170 0.155 0.163
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4.4 Comparisons of Accuracy

In this subsection, we compare the efficiency among DTW, ED and SFSC. The
UCR datasets are used to test our algorithm. In the datasets, each datasets
contains TRAIN and TEST with labels for each sample. We use the error-rate
to evaluate our algorithm. The error-rate is defined as follow.

errorRate =
inaccurate time series count

size of TEST

Table 4 shows the comparasons among three algorithms. It contains all the
accuracy comparison results on UCR time series datasets. From the results we
observe that in most cases, the ED behaves worst in these three algorithms.
As for SFSC and DTW, we can observe that SFSC outperforms DTW in 50%
of the whole datasets. Besides, for the convenience of our discussion, we split
the whole datasets into two parts, one part named PARTONE contains all the
datasets with more than 10 class counts, the other part named PARTTWO
contains the left datasets. We can observe that for datasets in PARTONE, the
DTW outperforms SFSC in most cases, but for datasets in PARTTWO, SFSC
outperforms DTW in 70% datasets. That is to say, SFSC behaves better when
the class count is less than 10.

4.5 Analysis

In the segment feature sampling procedure, we select m samples representing
the original time series S. Each training sample contains partly l features from
the original time series. But this m training samples are selected from different
start location b and will contains all the features in S. In the model training, we
use m samples with same class as the original time series. The model will learn
the features without loss of original information.

From the results we observe that when the class count of the dataset is
less tan 10, SFSC behaves better. In the feature sampling procedure, assume
that the class count of the dataset D is c, the time series count is n, after the
segment feature sampling, the training sample size is (c+1)∗n. The new dataset
becomes larger than before and the samples with same class increase. This will
make the classifier learn more about the difference among the classes. But when
the dataset has many classes, the size of the samples with same class is very few.
Though the feature sampling will increase the samples number, the classifier will
not learn well about feature. How to deal with the dataset with many classes is
worth researching.

5 Conclusion

In this paper, we propose a time series classification algorithm. We design the
algorithm with feature sampling algorithm for selecting features from time series.
We propose three feature sampling methods and choose the random forest as
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the basic classifier. After feature sampling algorithms, we discuss the way to
determine the best parameters for SFSC. In the experiments, we test the runtime
of the feature sampling algorithm and make the comparison between DTW and
SFSC in efficiency and effectiveness. We implement our model with python and
make the experiments in real time series datasets. From the results we can see
SFSC improve the accuracy. Finally, we analysis on the results and conclude the
suitable datasets for SFSC.

In future, we plan to improve our algorithm for time series classification in
two aspects. Firstly, the transformation of time series is the crux of the matter.
We propose three methods for the transformation in feature sampling. But the
parameters determination is still a problem. Secondly, the design about model
and the model designed for the multiple class datasets need to be improved. In
this paper, we adopt the single model random forest. But the multiple models
combination maybe works better than single model and SFSC works not very
well for the multiple class dataset. Therefore, the next step for our work mainly
contains two aspects. Firstly, we will find the way to determine the parameters
with little time costs. Secondly, we will carry out the experiments with multiple
models and design algorithms for multiple class. Besides, we will also consider
the application of the algorithm for the industrial data and parallelize it.
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Abstract. Satellite networks are better alternatives to terrestrial networks
because of their global coverage. Different satellite networks like GEO, MEO,
and LEO can be used for the purpose of global communication. Especially, LEO
satellites are more suitable for communication because of their lower propa-
gation delays and fewer power consumptions. However, the high speed of LEO
satellites is a big issue which leads to frequent cell and satellite handovers. Many
techniques have been proposed to deal with satellite handover, but most of
proposed techniques did not consider the situation when “the required channels
are more than available channels” which causes more delays, terminations, and
blocking. To handle this situation, we proposed a fuzzy C-mean cluster-based
handover technique to improve the QoS of the network during handover. In the
proposed technique, users (waiting for handover in a queue) are divided into
clusters based on their geographic locations. Cluster heads are selected from
each cluster and they act as the relay between their members and the satellite.
During handover, only cluster heads reserve the channels in upcoming satellite
and perform handover with their members. The experimental results prove that
the proposed technique helps to reduce the handover failure, terminations, and
number of waiting users, as well as it also improves the utility of network.

Keywords: LEO satellites � Fuzzy clustering � Handover � Elevation angle
MMCK queue

1 Introduction

The satellite infrastructure can play an important role in the field of data sciences and big
data (as an analytical architecture of satellite networks is given [1] for big data), when
we need to send the data or communicate to remote locations. The satellite infrastructure
provides global coverage and less complex paths for remote users because it can cover
large areas. For communication purpose, the infrastructure of LEO satellites [2] is the
best choice because of low altitude, less propagation delay, energy consumption,
installation cost and relatively better communication performance than GEO and MEO
satellites. Inevitably, the high velocity and short live time (usually 7–8 min for iridium
constellation) of LEO satellites lead to high number of handovers. High number of
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handovers introduces more delay, termination, and data loss etc. There are plenty of
LEO satellite constellations such as Globalstar, Teledesic, Ellipso, and Iridium. The
Iridium constellation offers a good experience to study the performance and other issues
of LEO satellite networks. In this paper, we will consider the Iridium constellation.
Satellite and cell handovers are very common in satellite networks shown in Fig. 1.
Many solutions are given in to improve the QoS of LEO satellite networks like com-
bined satellite handover algorithm [3], channel reservation techniques [4, 5], dynamic
Doppler priority-based channel reservation [6–8] schemes. The elevation angle is fre-
quently used in previous literature to determine the handover time. In literature, [9] it is
assumed that the GPS enabled users can determine the service time of visible satellites
by using elevation angle and then select the satellite which provides largest service time.
Satellite handover is well studied in existing literature, but the issue “when available
channels are less than the required channels for handover while many users are waiting
in the queue” is not well studied.

In this paper, we develop and simulate a simple multi-server queuing model
(MMCK) [10] based satellite handover technique and then to solve the issue of “less
available channels than the required channels” we enhance the MMCK technique with
Fuzzy C-Mean clustering algorithm (FCM) and proposes a Fuzzy C-mean clustering
based: LEO satellite handover technique. In FCM based handover technique, users wait
in the queue when there is no free channel in upcoming satellite and if the waiting time
of users exceeds from specified threshold time then the users are terminated. If the
queue size exceeds from specified threshold then system divides the queued users into
clusters using FCM clustering algorithm. After clustering, the cluster heads, selected
from each cluster act as a relay between cluster members and the satellite. Finally, the
cluster heads switch to the upcoming satellite with their members using reserved
channels. So that one cluster consumes only one channel during having handover. The
number of clusters is based on the reserved channels. Simulation work is carried out on

Fig. 1. Satellite and cell handover
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MATLAB, and the results show that the FCM based handover technique improves the
utility and QoS of the network by minimizing the individual handovers.

2 Related Work

Satellite handover is well studied in existing literature. Many strategies are introduced
to improve the handover performance of LEO satellite networks. Different existing
satellite handover schemes like hard/soft handover, satellite handover, cell handover,
some queuing and priority-based schemes are briefly discussed and compared in [8]. In
terms of throughput and latency, the terrestrial networks are better than satellite net-
works. A technique for hybrid satellite-terrestrial networks is presented in [11] to
optimize the satellite signaling using resource manager. In this technique, it is sug-
gested that, use the terrestrial network for communication when it is available other-
wise satellite network can be used. To make handover process more smooth and
efficient, different authors introduced many channel reservation and management
techniques. In time-based channel reservation techniques [4, 8] the satellite handover
time is determined by utilizing the previous (cell visiting time) history of the user and
the channels are reserved in advance in next upcoming satellite. In literature [7] the
channel reservation is based on Dynamic Doppler prioritizing technique (DDBHP)
[12]. Authors assume that, the users are in common area between different satellites and
they can select any of them. Different satellite selection schemes are also defined using
some parameter i.e. maximum service time, the maximum number of free channels and
maximum distance. In Graph-based satellite handover framework [13] the simplified
perturbations model (SPG4) is utilized to predicted the visibility of forthcoming
satellites and the graph for future handovers is drawn, user selects the shortest path for
future handovers which helps to reduce the unnecessary handovers.

In addition, the ongoing calls are more important than new calls in terms of QoS of
the network. A novel call admission scheme based on user’s location is given in [14].
By using GPS functionality, the system can determine whether to block the new call or
not to avoid the unnecessary handover failure of ongoing calls. A real-time handover
management approach [9] is a very simple and efficient. In this approach, it is assumed
that the users are GPS enabled and they can determine their trace angle, using trace
angle users can calculate the service time of all currently visible satellite and the
satellite with largest service time can be selected for handover. Software-defined net-
work (SDN) is a newly emerging field. It separates the data plan from control plan so
that the routing, load balancing, and security policies can be updated remotely in
satellite networks. A seamless handover scheme using SDN is presented in [15] and an
extra module called “location server” is introduced, which keeps track of satellite
movement. When a user needs handover, it sends a request to the location server and
location server notify the controller to update the flow tables after updating the flow
tables the user starts handover. Combined satellite handover algorithm given in liter-
ature [3], in this algorithm the handover time is determined by using signal strength and
the location of a user. The movement of users from one network to another network at
the same time causes congestion and complexity in the network due to simultaneous
handovers. In such conditions, it is very difficult to manage simultaneous handovers,
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the group handover management approach [16] is presented to solve this problem. In
this approach, the bandwidth adaptation policy and dynamic bandwidth reservation
policy is used to manage the group handover in mobile femto-cellular networks.
Satellite handover is well studied in existing literature but as in our knowledge, the
situation “when required resources are more than the available resources” is not well
considered. Our proposed FCM clustering based satellite handover technique can
handle this situation more efficiently and it helps to reduce the delays, terminations and
blocking and improves the utility of the network.

3 Elevation Angle

The elevation angle is frequently used in existing literature to determine the handover
time. By using GPS functionality user can calculate its elevation angle; if the elevation
angle of user is less than the threshold then it sends the channel reservation request to
next upcoming satellite and start handover process. The final formulation for calcu-
lating elevation angle [9] is given in Eq. (1).

ha ¼ cos�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2u þ y2u

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2s þ y2s þ z2s

p
 !

ð1Þ

In Eq. (1) x and y denote the longitude and latitude of user and satellite respec-
tively, the altitude of a satellite is denoted by z. The scenario of elevation angle and
minimum threshold elevation angle is shown in Fig. 2.

It is necessary to check that if the satellite is approaching to the user or going away,
it can be decided by comparing the current time instant of the user and the time stamp
sent by satellite.

Fig. 2. Threshold and minimum elevation angles
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4 Fuzzy C-Mean Clustering Based Satellite Handover

During satellite handover, users may have to wait in queue for free channels (because
of the limited resources) which lead to more delay, blocking, and sometimes call
termination. The FCM clustering based handover technique is a good solution to
resolve this limited resources issue and it also enables us to utilize the network
resources more efficiently.

4.1 Fuzzy C-Mean Clustering

In our proposed fuzzy c-mean clustering handover technique, we took the advantage of
Fuzzy C-Mean clustering algorithm [17–19] which helps us to perform the fuzzy
distribution of the given data based on their similarity and dissimilarity. It divides the
given data set S ¼ x1; x2; x3; x4; . . .. . .. . .; xnð Þ into C clusters ð1\C\NÞ. To get the
optimal value of an objective function jmð Þ given in Eq. (2), the membership function
uij (3) and the cluster center function cj (4) are gradually updated. Cluster center
function cj

� �
gives the most centered user of the cluster; here we consider it as a head

of that cluster. It determines its member users by checking their received signal power.
If the received signal power of the user is less than the specified threshold then this user
will not be the member of a cluster.

jm ¼
XN

i¼1

XC

j¼1
umij xi � cj
�� ���2 ð2Þ

uij ¼ 1

PC
k¼1

xi�xjk k
xi�ckk k

� � 2
m�1

ð3Þ

cj ¼
PN

i¼1 u
m
ij � xiPN

j¼1 u
m
ij

ð4Þ

N denotes the number of data set (users), C denotes the number of clusters, xi is the
ith data of set S and m represents the degree of fuzziness of the function and it belongs
to m 2 1�1½ �.

4.2 Utility

Three utility functions are defined to verify the performance of our work, in steady state
(when available channels are more than the required channels) Eq. (5) is used to
calculate the utility and if the system is not in steady state (when the required channels
are more than available channels) Eq. (6) is used. System performs the FCM clustering
when queued users exceed from the specified threshold and the utility is calculated by
Eq. (7).
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u1 ¼ 1þ Plength hlð Þ
j¼1 hl� cp þ hcð Þ if ðch[ 0Þ ð5Þ

u2 ¼
1þ
Plength hlð Þ

j¼1
hl� cp þhcð Þ

1þ
Plength tlð Þ

j¼1
tl

if ðch\1Þ ð6Þ

u3 ¼
1þ
Plength tlcð Þ

j¼1
tlc� hcð Þ

1þ
Plength bluð Þ

j¼1
blu * cpð Þ

if clusteringð Þ ð7Þ

In Eqs. (5) and (6), hl; cp and hc denote the total handover load, the computational
cost of FCM clustering algorithm and handover cost respectively, tl is the total blocked
when there are no available channels. In Eq. (7), tlc and blu represent the total han-
dover load and a load of total blocked users (while having FCM clustering)
respectively.

4.3 FCM Based LEO Satellite Handover

1. Users are coming by poison process and the average call duration time is 180 s.
2. User can determine that if it needs handover or not by checking its elevation angle

(given in Eq. 1).
3. If the elevation angle is less than the specified threshold then user checks if there is

a free channel in an upcoming satellite.
4. If there is a free channel in upcoming satellite, then user will send a channel

reservation request to upcoming satellite.
5. Otherwise, the user will wait in queue. “The length of the queue is unlimited but

there is a specific waiting time. If the waiting time of user in queue is more than the
specified threshold then user is terminated”.

6. In the case of users waiting in queue exceeds from the maximum queued users
threshold: Then

– System checks if the clustering time of previously formed clusters is expired. If
so, the FCM clustering is performed on waiting users. Membership function uij
and the cluster center function Cj are gradually updated to get the optimal value
of objective function jm. FCM functions are given in Eqs. (2), (3) and (4) to
calculate the optimal objective values, memberships and cluster centers
respectively:

– Cluster heads are selected from each cluster by Eq. (4).
– Cluster heads determine their member users by checking their received signal

strength.
– Cluster heads relay the traffic of their members to the satellite.

7. Finally, each cluster head reserves one channel in upcoming satellite and performs
handover with its members.
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The satellites diversity is shown in Fig. 3 in case of FCM clustering. We can see,
the users in common area (between two satellites) are divided into clusters based on
their locations. The cluster heads are chosen from each cluster and they select their
members by checking their received signal strength.

5 Simulation and Results

The major contribution of our work is; to handover more users using less channels and
to handover the users in clusters unlike the individual handovers during busy times. In
order to evaluate the performance of proposed technique, we simulate and compare
results of MMCK based and FCM clustering based handover techniques. In our sim-
ulation, the handover users are coming by poison process (handover time can be
determined by checking the elevation angle [9] between satellite and user). Parameters
used in our simulation are given in Table 1.

Fig. 3. Clustering in satellite diversity

Table 1. Simulation parameters

Handover cost hc 0.0025
Computational cost cp 0.2254
Maximum communication time of cluster cct 180 s
Arrival rat k 1.0
Average call duration Cd 180 s
Channels C 20
Reserved channels for clustering rch 5.0
Maximum waiting time in queue Wtmax 180 s
Waiting users threshold for clustering Wumax 60.0
Total simulated users Ut 17734
Received signal strength thrss 0.3131
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We assume that each satellite have 20 channels Cð Þ for normal handover and 5
reserved channels rchð Þ for clustering handover. Handover cost hcð Þ and computational
cost cpð Þ coefficients are used to define the computation cost of given techniques. The
maximum communication time of the cluster cctð Þ defines that, after this time the
previous clusters are terminated and new clusters can be formed for new queued users.
In case, there are no free channels for handover than users have to wait in the queue if
the waiting time is more than the Wtmaxð Þ 180 s then users are terminated. If the number
of waiting users exceed from 60 Wumaxð Þ then the system divides the users into clusters.

The Flow diagram of the proposed technique is given below in Fig. 4:

Fig. 4. Flow of proposed technique
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The total numbers of simulated users are 11734. Here we scale the received signal
index between 0 and 1, and the threshold thrssð Þ for getting a member of the cluster is
0.3131, by changing the threshold value the selection criteria of cluster members can be
changed. Figure 5 shows that the waiting users in queue are less by using FCM
technique as compared to MMCK based handover technique, indicating that less
queued users, less handover delay. As shown in Fig. 6 the numbers of successful
handovers are significantly increased by using FCM clustering handover technique.

Fig. 5. The number of users waiting in queue for handover

Fig. 6. Number of handover while using FCM + MMCK and MMCK techniques
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According to Fig. 6, if the rate of handover requests exceeds from specific amount;
then the success rate of the proposed technique become constant between 40 and 45
while the success rate of MMCK based handover remains at 7.

The utility of the whole network is calculated by using three utility functions given
in Eqs. (5), (6) and (7) for both MMCK based handover and the FCM cluster-based
handover. The utility of the system is given in Fig. 7. If channels >0 the utility is
calculated by Eq. (5), if channels <1 then the utility is calculated by Eq. (6) and in
clustering mood, utility is calculated by Eq. (7). The number of terminated users using
both MMCK queue and FCM clustering handover are given in Fig. 8, which shows that
the proposed technique significantly decreases the termination of the handover users.

Fig. 7. Utility of the system

Fig. 8. Total call termination of the system
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According to the simulation results, it is concluded that the FCM clustering han-
dover technique always outperforms then MMCK based handover technique. More-
over, it increases the number of successful handovers; network utility while reduces the
handover failure and number of queued users.

6 Conclusions

In this paper, we have studied the issue of satellite handover in LEO satellite networks
when the required resources are less than available resources and proposed a “Fuzzy
C-mean Clustering Based LEO Satellite Handover” technique to resolve this issue.
Based on assumption that every user needs a channel to continue its ongoing call, we
consider scenario that if multiple users need handover at the same time when the
numbers of required channels are more than the available channels, then users will wait
in a queue, if the numbers of waiting users in the queue are more than the specified
threshold, then the FCM function will perform the clustering and divide the waiting
users into the cluster. After clustering, the system will select cluster heads from each
group, and the cluster head will act as a relay between member users and the satellite.
Finally, we carried out the simulation work using MATLAB and evaluate the per-
formance of FCM clustering based handover technique with respect to call termination,
number of handovers, number of waiting users in queue and utility. Through the
simulation results, we conclude that FCM clustering based handover technique pro-
vides less termination, better utility and less queued users than the MMCK queue based
handover technique.

7 Future Work

In future, we will extend our work by adding the iridium satellite mobility models and
we will use software-defined network (SDN) to make the handover more efficient.
Using SDN we will get the current traffic load information of the satellites and will
select the satellite accordingly to avoid the congestion in the network.
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Abstract. In view of the performance bottlenecks of Apriori algorithm associ‐
ation rules, this paper puts forward a new type of profit constraint extensional
association rules mining algorithm named MDC_Apriori. The algorithm
constructs a 0-1 transaction matrix through scanning the database once, consid‐
ering establishing the AE arrays to weight each column in matrix and calculating
the completely-weighted support for frequent itemsets. Frequent itemsets and
negative itemsets are pruned by the minimum support and the strategy of double
correlation, finally using the correlation coefficient to mine the profit constraint
extensional association rules and determine the strength degree of the correlation.
Experiments show that the method has a good effect of pruning, effectively reduce
the number of generated redundant frequent itemsets and association rules, mean‐
while improving the operational efficiency of the algorithm.

Keywords: Constraint association rules
MDC_apriori algorithm double correlation · Weighted support

1 Introduction

Data mining is the process of mining useful information from huge amounts of data.
Agrawal et al. first put forward the concept of association rules, it is a key branch of data
mining [1]. Apriori algorithm is the most classic no weighted correlation pattern mining
algorithm in the field of association rules algorithm. And the interaction between users
and the system simply sets the minimum support threshold and the minimum confidence
threshold to wait for the mining output, finally the users get a large number of redundant
association rules. On the basis of the algorithm, scholars from different angles and
methods have done a lot of improvement work in the field of constraint association rules,
such as Narmadha and others put forward a new pruning strategy to improve the effi‐
ciency of algorithm. Jean- Francois put forward the concept of ‘negative border’ [2–5],
monotone constraint in combined with the anti-monotone constraint at the same time,
proved that using the anti-monotone constraint in the Apriori algorithm is effective,
demonstrating the free set is a type of the anti-monotone constraint. Pei et al. put forwards
a mining algorithm of frequent itemsets (FICM, FICA) [6], whose basic principle is to
sort the itemsets in a certain order, satisfies the constraint anti-monotonicity or monot‐
onicity. But these improved algorithms still have some deficiencies in the generation of
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candidate itemsets, calculation of the support of candidate itemsets and pruning of item‐
sets. At the same time, there is no consideration for the importance in different items
and the condition of different weight of items in the transaction database, resulting in a
large number of invalid, redundant and uninteresting association patterns. Furthermore,
in a large number of transaction data, there may be more mutexes that are not found,
which we called negative association rules [7]. Due to the algorithm usually focus in the
study of the mining of mutually reinforcing information, lack of the negative ones, but
negative association rules not only can use the contradiction between the positive and
negative association rules to remove invalid association rules, but also can dig up new
negative association rules, so the negative association rules take an important signifi‐
cance for mining association rules [7–9]. And the traditional algorithms don’t think
about the value of the mined rules, we refer to the traditional association rules and the
negative association rules that are mutually exclusive as extended association rules. In
order to solve above problems, this paper sets a new calculation method of completely-
weighted support and pruning strategy, combining with the factor of correlation coeffi‐
cient at the same time, build a new type profit constraint extended association rule mining
MDC_Apriori algorithm, take the item weight change depends on the transaction situa‐
tion into consideration, prune for the frequent and negative itemsets by setting the double
correlation standards for digging out the interesting weighted frequent and negative
itemsets, then taking a simple calculation of itemsets weight, excavated the effective
profit constraint type extension association rules. The experiments prove that it is more
suitable for large databases with small support, so as to realize effective mining and
improve the efficiency of association rules.

2 The Analysis of the Apriori Algorithm

Apriori algorithm is a classic algorithm in the field of association rules mining, its main
idea is based on the breadth-first search strategy, using the priori principle to make low-
dimensional frequent itemsets to high-dimensional frequent itemsets by the way of iter‐
ation step by step. Pruning the candidate itemsets Ci by the minimum support threshold,
then rotativing low-order frequent itemsets step by step, thus dugging up all the frequent
itemsets.

First step scanning database, take out all the items to constitute candidate 1-itemsets
C1, after scanning the database again for calculating each item support in the candidate
1-itemsets Ci, compared the candidate 1-itemsets support sup(C1) with the minimum
support threshold, then generating the frequent 1-itemsets F1. Second combinating F1
in pairs to generate the candidate 2-itemsets C2, scanning the database, calculating the
support of candidate 2-itemsets, and compared the support with minimum support
threshold, generating the frequent 2-itemsets. Repeating the above steps again and again,
until (k − 1)-itemsets just only one which can’t generate k-candidate itemsets. It is
necessary to scan the database when computing support Ci to generate Fi.
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3 The Improved Algorithm Based on the Matrix and the Double
Correlation Profit Constraints

In traditional Apriori algorithm, due to frequently scanning database, bring about the
big cost of algorithm and heavy I/O burden, at the same time large amount of calculation
of generating k-itemsets will also seriously reduce the efficiency of Apriori algorithm.
If users can guide the mining process really, give weight to the database in the items to
reflect the importance of the different items, which only excavating what we want and
filtering the meaningless rules for users, it would make the results more close to the
actual situation, so as to improve the execution efficiency of the algorithm greatly. In
general, we call the data whose weight changes with the transaction record as the
completely-weighted data [12, 13]. The so-called users’ guidance based on the weight
is profit constraint [14]. Extensional association rules include positive and negative
association rules, and the distribution range of positive and negative itemsets support is
also different. If there is only a single correlation, algorithm will miss a lot of negative
itemsets who has a low correlation degree when a relatively high correlation threshold
happened, and will produce a lot of redundant frequent itemsets when the correlation of
threshold has been set too low. In order to reduce the I/O overhead cost and reflect the
importance of the different items and transactions, digging up more valuable rules, we
propose a MDC_Apriori algorithm based on the matrix and a profit constraint algorithm
combining the double correlation degree threshold of frequent and negative itemsets in
this paper.

3.1 The Related Concept of the Algorithm

Definition 1. 

(1) Assuming the transaction database D contains n transactions and m transaction
items, we can construct a n-row and m-column 0-1 matrix as follows:

M =

⎡
⎢
⎢
⎢
⎣

a11 a12 … a1m

a21 a22 … a2m

… … … …

an1 an2 … anm

⎤
⎥
⎥
⎥
⎦

In the formula, aij =

{
1, aij ∈ Ti

0, aij ∉ Ti

(i = 1, 2,… , n, j = 1, 2,… , m), The rows of

matrix M above are corresponded with the transactions in database, and the columns are
corresponded with the items which included in the transaction.

(2) Defines the vector of k-itemsets 
{

I1, I2 … Ik

}
 as

M12…k = M1 ∧ M2 ∧… ∧ Mk =
(
M1 ∧ M2 ∧… ∧ Mk−1

)
∧ Mk, so the support

_count of the k-itemsets 
{

I1, I2 … Ik

}
 is

sup _count
{

I1, I2 … Ik

}
=

n∑

k=1

{(
Mn1 ∧ Mn2 ∧… ∧ Mn(k−1)

)
∧ Mnk

}
.
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Definition 2. Take AND operation bit-by-bit for the elements in the same line in any
column of the matrix M, the so-called k- itemsets support is the value of the number of
“1” in the calculation result divided by the total number of itemsets.

Definition 3. I =
{

I1, I2,… , Im

}
 express the itemsets in the transaction database D,

and m expresses the number of the items. The occurred frequency of Ij in the transaction
database is P(Ij), whose calculating as formula (1), and w(Ij) represents the weight of
Ij, whose calculating as formula (2).

P(Ij) = l∕n (1)

w(Ij) = 1∕P(Ij) (2)

In above formula, l expresses the number of Ij occurred in the transaction sets, which
is the totally number of 1 in jst column and n expresses the number of transaction records.

Definition 4. Transaction Tk expresses the kst record in the transaction data sets. Whose
weight named wt(Tk), refers to the average weight of the items contained in the trans‐
actions, means averaging for all of w(Ij) when akj = 1, among them, j = 1, 2,… , m,
and calculate as formula (3).

wt(Tk) =

n∈Tk ,Ij∈Tk∑

j=1

w(Ij)∕
|
|Tk

|
| (3)

In above formula, ||Tk
|
| expresses the number of items contained in the transaction

Tk.

Definition 5. Denotes the completely-weighted support of items as cwS(I), the propor‐
tion of the weight of weighted itemsets I in the total weighted transaction database as
the calculation method of the support of itemsets I, and calculate as formula (4).

cwS(I) = 1∕(n × m) ×

n∑

i=1

∑

ij∈I

w
[
ri

][
ij

]
=

k=n∑

k=1

wt
(
Tk

)
∕(n × m) (4)

Definition 6. We called itemsets I completely-weighted frequent itemsets when
existing a completely-weighted itemsets I and cwS(I) ≥ cs, and we called itemsets
(I1, I2) completely-weighted negative itemsets when itemset I1 and I2 both are
completely-weighted itemsets and cwS(I1, I2) < cs, among them, cs is the minimum
support threshold.

Definition 7. If existing a completely-weighted frequent itemsets
FI = (i1, i2,… , im)(m > 1) and its sub-itemsets are{
I1, I2,… , Iq

|
|I1 ⊂ FI, I2 ⊂ FI,… , Iq ⊂ FI, q > 1

}
, we call the frequent itemsets

FI occured conditional probability as the association degree of FI when the largest
support subsets of the completely-weighted frequent itemsets occurred. The

362 Y. Liu et al.



computational formula of association degree cwFIR(FI) between subsets of the
completely-weighted frequent itemsets FI as formula (5).

cwFIR(FI) =
cwS(FI)

max
{

cwS(Ik)|∀k ∈ {1, 2, 3,… , q}|
} (5)

Definition 8. If existing a completely-weighted negative itemsets
NI =

{
i1, i2,… , ir

}
(r > 1) and its sub-itemsets are{

I1, I2,… Ip

|
|
|
I1 ⊂ NI, I2 ⊂ NI,… , Ip ⊂ NI, p > 1

}
, we call the negative itemsets

NI occured conditional probability as the association degree of NI when the largest
support subsets of the completely-weighted negative itemsets not occurred. The compu‐
tational formula of association degree cwNIR(NI) between subsets of the completely-
weighted negative itemsets NI as formula (6).

cwNIR(NI) =
cwS(NI)

1 − max
{

cwS(Ik)|∀k ∈ {1, 2, 3,… , p}
} (6)

3.2 Mining Steps of the MDC_Apriori Algorithm

This algorithm is proposed by scanning the database once to get the frequent itemsets
Lk, structured a matrix and then taking AND operation bit-by-bit to obtain the support
of frequent itemsets, remove redundant column vectors by means of compression matrix
to generate frequent itemsets. At the same time, pruning the generated completely-
weighted frequent itemsets and negative itemsets by setting the minimum correlation
threshold and the min_support threshold, delete the itemsets with weak connection
strength and not close enough relationship between itemsets. The first step is to scan the
completely-weighted database D and construct the 0-1 matrix, and set up an AE array
to store the number of columns that the latter columns which are completely identical
to the current column. Scan the matrix only once and calculate the support count of all
transactions. If the support count of the items is less than the minimum support count,
delete the row vector. The results are multiplied by the corresponding weight values of
each column in the AE array, and the column vectors whose value is less than the
minimum support count should be deleted. The completely-weighted support is also
should be calculated. Based on comparing completely-weighted support with the
minimum support threshold, calculating the correlation degree of completely-weighted
frequent itemsets and completely-weighted negative itemsets. Respectively compared
with the positive and negative correlation threshold again, excavated completely-
weighted frequent 1-itemsets and completely- weighted 1-negative itemsets. Then
starting from 2-itemsets, linking the k-itemsets frequent itemsets Lk−1(k ≥ 2) by Apriori
to obtain completely-weighted candidate k-itemsets, then calculating the weight of each
transaction and item, and completely-weighted support at the same time. Digging out
the completely-weighted frequent k-itemsets and negative k-itemsets whose correlation
strong enough, until emptied algorithm to jump to the association rules generation phase.
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Achieving frequent itemsets and negative itemsets through the double correlation
pruning strategy. And the specific pruning methods of double correlation shown as
below:

In order to describe the algorithm whose itemsets pruning strategy based on
minimum support and double correlation more vividly, following give the flow chart to
describe the process of generating frequent itemsets and negative itemsets from the
completely-weighted database (see Fig. 1).

Fig. 1. Mining process meeting the requirements of the correlation of frequent itemsets and
negative itemsets
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3.3 The Association Rules Generation of MDC_Apriori Algorithm

The algorithm uses correlation coefficient instead of the traditional correlation, not only
can distinguish the difference between the positive and negative association rules, but
also can measure the related degree of association rules. The calculation formula of
correlation coefficient cwPCC

(
I1, I2

)
 of the completely-weighted itemsets 

(
I1, I2

)
 as

formula (8). Among them, cwS(∗) > 0, cwS(∗) ≠ 1.

cwPCC
(
I1, I2

)
=

cwS
(
I1, I2

)
− cwS

(
I1
)
× cwS

(
I2
)

√
cwS

(
I1
)
× cwS

(
I2
)
×

(
1 − cwS

(
I1
))(

1 − cwS
(
I2
)) (7)

In the field of completely-weighted data, on the basis of the nature of the traditional
correlation coefficient, we can deduce the correlation coefficient cwPCC

(
I1, I2

)
 with the

following properties:

Property 1. When cwPCC
(
I1, I2

)
> 0, completely-weighted items I1 and I2 were

positively correlated; I1 and ¬I2 are negatively correlated; ¬I1 and I2 are negatively corre‐
lated; ¬I1 and ¬I2 were positively correlated.

Property 2. When cwPCC
(
I1, I2

)
< 0, completely-weighted items I1 and I2 are nega‐

tively correlated; I1 and ¬I2 are positively correlated; ¬I1 and I2 are positively correlated;
¬I1 and ¬I2 were negatively correlated.

Proof: 

∵cwS(∗) > 0, cwS(∗) ≠ 1 ⇒

√
cwS

(
I1
)
cwS

(
I2
)(

1 − cwS
(
I1
))(

1 − cwS
(
I2
))

> 0 (8)

cwPCC
(
I1, I2

)
> 0 �� (9) ⇒ cwS

(
I1, I2

)
− cwS

(
I1
)
cwS

(
I2
)
> 0

⇒ cwS
(
I1, I2

)
> cwS

(
I1
)
cwS

(
I2
)
⇒

cwS
(
I1, I2

)

cwS
(
I1
)
cwS

(
I2
) > 1 (9)

It can be seen from (9) that the completely-weighted itemsets are positively corre‐
lated. The proof of the other propositions in Properties 1 and 2 are similar to the above
process and no longer to describe. We can inferred from the above properties that the
algorithm can mine completely-weighted positively association rule I1 ⇒ I2 and nega‐
tive completely-weighted association rule ¬I1 ⇒ ¬I2 when cwPCC

(
I1, I2

)
> 0, and

mine completely-weighted negative association rule I1 ⇒ ¬I2 and ¬I1 ⇒ I2 when
cwPCC

(
I1, I2

)
< 0.

3.4 Instance for MDC_Apriori Algorithm

Take transaction data in Table 1 as an example, the data table has 8-rows and 10-
columns, assuming the minimum support is 0.25.
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Table 1. Data of transactions.

TID Transaction
1 A, B, C, F, G, H
2 A, E, F, G, H
3 A, B, C, E, H, I, J
4 A, B, C, F, G, H, J
5 B, C, D, I
6 C, E
7 D
8 B, D

① The process of mining by MDC_Apriori algorithm is as follows:

Structure a 0-1 transaction matrix M with 8-rows and 8-columns according to the
transaction database as follows:

AE =
[

2 1 1 1 1 2 1 1
]

M =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 1 1 0 0 1 0 0
1 0 0 0 1 1 0 0
1 1 1 0 1 0 1 1
1 1 1 0 0 1 0 1
0 1 1 1 0 0 1 0
0 0 1 0 1 0 0 0
0 0 0 1 0 0 0 0
0 1 0 1 0 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

② According to the formulas (1) and (2), P(A) = 1/2, w(A) = 2.00, and calculate the
weight of other items as shown in Table 2 in the same way.

Table 2. The weight of items

Ij W(Ij)

A 2.00
B 1.60
C 1.60
D 2.67
E 2.67
F 2.67
G 4.00
H 4.00

③ According to the formula (3), take the first record in the database as an example, the
transaction contains A, B, C, F, wt(T1) = (2.00 + 1.60+1.60 + 2.67)∕4 = 1.97,
and we can calculate the weight of other affairs in the same way as Table 3.
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Table 3. Weight of transactions

TID wt(Tk)

1 1.97
2 2.45
3 2.65
4 2.37
5 2.47
6 2.14
7 2.67
8 2.67

Compute the completely-weighted support according to the formula (4) is
(1.97 + 2.45 + 2.65 + 2.37 + 2.47 + 2.14 + 2.67 + 2.67)∕8 × 8 = 0.303.

④ Due to the calculated completely-weighted support is greater than the minimum
support threshold, take an AND operation bit-by-bit of each row in the transaction
matrix. After deleting the row vectors less than the minimum support, the matrix
with frequent 2-itemsets is shown as follows.

AE =
[

2 1 1 1 1 2 1 1
]

M2 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 1 0 0
1 1 1 0 0 0 0 0
1 1 1 0 0 1 0 0
0 1 1 0 0 0 0 0
1 0 0 0 1 0 0 0
1 0 0 0 0 1 0 0
1 1 1 0 0 0 0 1
0 1 1 0 0 0 1 0
0 0 1 0 1 0 0 0
0 1 1 0 0 0 0 0
0 1 0 1 0 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

If the sum of the columns is less than the minimum support count, delete the column.
According to the actual situation to calculate the correlation degree of completely-
weighted frequent itemsets, compared with the threshold set in advance, to dig up the
completely-weighted frequent itemsets.

4 The Experiment and the Analysis of Algorithms

In order to verify the effectiveness of the improved algorithm MDC_Apriori, select the
representative completely-weighted extensional association rule mining algorithm
(WPNARM-SCCI) [6] as the comparison algorithm, analyzing the number of mined
positive and negative frequent itemsets and the running time of the algorithms. PC (Intel
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Core i5, 2.67 GHz CPU, memory, 2 GB) as the Experimental platform, using SQL Server
2008 database and Java language, test data sets selected from UCI public Car Evaluation
data set. The data set with a total of 1728 data attribute and each attribute has 3–4 value.
In order to better experiment, this paper take different value of each expanded data
instance as a transaction, formed a data set contains 19 columns to deposit in the data‐
base.

4.1 Compare the Number of Generated Frequent Itemsets

The number of generated positive and negative frequent itemsets reflect the merits of
the double correlation standard. By setting the minimum correlation thresholds cFr of
positive itemsets and minimum correlation thresholds cNr of negative itemsets,
analyzing the numbers of graduated positive and negative frequent itemsets and the
decreasing amplitude compared with the WPNARM_SCCI algorithm to contrast the
pruning performance. Setting cs = 0.027, the experimental results as follows in Figs. 2
and 3.
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From Figs. 2 and 3, we can see that when the minimum correlation threshold cFr of
frequent itemsets and cNr of negative itemsets increasing, the number of generated
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frequent itemsets and negative itemsets of MDC_Apriori algorithm are gradually
reduced, certifying the effect of pruning is obvious. Especially, when cNr = 0.043 it has
the biggest decreasing amplitude compared with algorithm (WPNARM-SCCI) also
reflect the advantage of MDC_Apriori algorithm.

4.2 Comparison of Algorithm Mining Time

The running time of algorithm reflects the running efficiency, the shorter time reflects
the higher computational efficiency. The experimental results are as follows:

From Fig. 4, we can get the mining time of MDC_Apriori algorithm is less than
WPNARM-SCCI algorithm obviously when the minimum support especially small. With
the increase of minimum support, the execution time of the two algorithm both are
declining on the whole, performance is approaching.
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Fig. 4. Comparison of algorithm mining time

5 Conclusion

This paper aimed at optimizating the lack of association rule mining algorithm currently,
proposed an improved algorithm MDC_Apriori, and put forward to take correlation
coefficient to determine the relevance of the generated association rules, just scanning
the transaction database once and constructing a 0-1 matrix, considering setting up an
AE array for each column weight of the matrix to obtain the frequent itemsets. Through
calculating the weighted support of transaction and the completely-weighted support of
itemsets, and through the pruning strategy based on double correlation, excavated the
positive and negative association rules with low redundancy profit constraints. Through
theoretical analysis and experiments the proposed MDC_Apriori algorithm has a better
effect of pruning, the number of generated positive and negative itemsets meeting the
correlation requirements and mining time of association rules is significantly reduced,
greatly reduces the number of ineffective and boring frequent itemsets and association
rules. It has a good scalability meanwhile.
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Abstract. Identifying important nodes in complex networks can help us effec‐
tively design protection strategies, improve the security and protection capabili‐
ties of network hub nodes, and enhance the network survivability and structural
stability. In view of nodes partition being too coarse by the k-shell decomposition
method, this paper proposes a new index named k-shell and degree difference,
which considers the network node location, the local characteristics of the node
and its neighbors and the impact of multi-level nodes on it. In this paper, the
network efficiency index is used to quantify the impact of the node removal on
the network structure and function, and the destruction-resistance experiment is
carried out in four actual networks. Experimental results show that the method
proposed in this paper is more accurately to assess the importance of nodes than
other four methods.

Keywords: Complex network · Important nodes · Network efficiency
K-shell and degree difference

1 Introduction

Research of node important measurement is an important branch of the study of the
structural characteristics of complex networks [1], and study for robustness and vulner‐
ability has important theoretical significance and wide practical application of complex
networks [2, 3]. Identifying the important nodes accurately can improve the reliability
and survivability of the whole network by protecting them, such as effectively inhibiting
the spread of virus [4], effectively avoiding cascading failures of electric power network
[5], and restraining the spread of gossip in the society [6]. Common algorithms for
evaluating the importance of complex network nodes are degree centrality [6], betwe‐
enness centrality [7], closeness centrality [8] and Pagerank [9] and so on. Most of these
methods can effectively measure the importance of nodes, but with the further research
of complex networks, more and more researchers realize that node important assessment
algorithm that integrates more information can more reasonably evaluate nodes in
complex networks. However, the fusion of more information means to select more
information sources, and the algorithm has a higher complexity, which reduces the
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practicability of the algorithm. Therefore, the study of the node importance of complex
networks needs to find the relative equilibrium between the effectiveness and the
complexity of the algorithm. In complex network research, especially in real network
research, it takes a long time to get the overall structural characteristics of complex
networks. In some cases, we cannot obtain the overall structural characteristics of
complex networks in time. Therefore, the localization of the overall network structure
and the lack of some network structures restrict the timeliness of our research and
exploration of complex networks. For example, in the incompletely connected network,
the betweenness centrality of the complex network nodes is basically invalid, that is, it
is impossible to evaluate the importance of nodes in complex networks by using betwe‐
enness centrality and the shortest path based on the shortest path between nodes. There‐
fore, researchers need to study and explore the structural characteristics of complex
networks through local information under some special constraints.

This paper proposes a new node important evaluation index named k-shell and
degree difference, which fully considers the local characteristics of nodes and their
neighbors, and also considers their network locations. The invulnerability experiments
were performed on four real networks. The experimental results show that the method
proposed in this paper more accurately assess the importance of the node, compared
with the k-shell decomposition method, the extended neighborhood coreness, the
extended gravity method and the semi-local centrality method. The remainder of this
paper is structured as follows. In Sect. 2, we discuss some related work. We briefly
review several typical centrality indices for subsequent comparative analysis, and then
propose and describe our method in Sect. 3. In Sect. 4, we conduct related experiments
and evaluate the experiment results. In Sect. 5, we summarize the full text and look
forward to future research directions.

2 Related Works

With the migration of time, the structure of large-scale complex networks tends to
change. It has limitations in obtaining network global information for evaluating the
importance of nodes. Researchers had more and more attention to taking advantage of
the local characteristics to mine and rank important nodes.

Ruan et al. [10] propose a node important evaluation algorithm that defines the simi‐
larity between nodes by quantifying the coincidence degree of the node’s local network
topology. Kitsak et al. [12] proposed the k-shell decomposition method (labeled as k-
shell) to determine the location of the core nodes in the network by iterative pruning.
The k-shell decomposition method has a low computational complexity and is widely
used in the mining and analysis of the core nodes of various complex networks.
However, the ranking results are too coarse-grained, and the difference of node impor‐
tance is not very significant. Liu et al. [13, 14] found that because of the existence of
small groups with very close local connection in the network, the core found by the k-
shell decomposition is the false core. Based on the definition of information entropy,
they put forward the connection entropy and discuss the diversity of different k-shell
layers. Shan et al. [15] proposed a ranking algorithm based on neighborhood coreness,

372 J. Zhang et al.



which overcomes the defects of the non-comprehensive ranking process and the high
algorithm complexity. Lalou et al. [16] summarized recent advances and results obtained
from the critical node detection problem and proved new complexity results and induce
some solving algorithms through relationships established between different variants.
Liu et al. [17] proposed a weight degree centrality which measures the spreading ability
of nodes based on their degree and their ability of spreading out using a tuning weight
parameter. Adebayo et al. [18] proposed the network response to structural character‐
istics theory participation factor and the degree centrality based on the network response
to structure characteristic indices can be used for voltage stability assessment and iden‐
tification of important nodes.

Chen et al. [11] used a complex network locality to measure the structural charac‐
teristics of complex networks and proposed a semi-local centrality index. The index
limitedly expanded the coverage of the node’s domain and has a good balance between
algorithm accuracy and time complexity (labeled as SL). Bae and Kim [19] evaluated
the importance of nodes in the network by considering the k-shell values of the neigh‐
borhood. This method is highly effective, but it requires global information about the
network and may be infeasible in some networks such as scale-free networks (labeled
as Cnc+). Ma et al. [20] proposed an important node identification method based on the
gravity formula. The method uses the k-shell value of each node as its mass and the
shortest distance between two nodes as the gravity center of their distance (labeled as
G+). Motivated by authors in these previous studies, we propose k-shell and degree
difference index in view of the nodes’ local attributes and compare our approach with
the k-shell decomposition, SL, Cnc+ and G+.

3 Methods

Assume that an undirected network G = (N, M) consists of N nodes and M edges. Here
we briefly review the definitions of four comparative indices in Table 1.

Table 1. List of comparative indices in the experiment.

Indices Descriptions Comments
k-shell The degree of any node i

must satisfy ki ≥ ks
1. ki is the degree of node i
2. Γ(i) is the nearest
neighbors of node i
3. ksi is the k-shell value of
node i
4. dij is the shortest path
distance between node i and
node j
5. Ψ(i) is the number of the
nearest neighbor of node i

SL Q(s) =
∑

j∈Γ(s)

Ψ(j)

SL(i) =
∑

s∈Γ(i)

Q(s)

Cnc+ C
nc
(i) =

∑

j∈Γ(i)

ks
j

C
nc+(i) =

∑

j∈Γ(i)

C
nc
(j)

G+ G(i) =
∑

j∈Γ(i)

ks
i
ks

j
∕d

2
ij
,

G+(i) =
∑

j∈Γ(i)

G(j)
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Each above algorithm has a good effect in identifying important nodes in some
networks, but there are still some limitations. These algorithms either only consider the
important nodes through computing nodes’ network locations, or determine the impor‐
tance of the nodes by calculating the degree of the nodes and their neighboring nodes,
ignoring the correlation between them. Based on this, we propose a novel node impor‐
tance evaluation index named k-shell and degree difference (labeled as KSD index),
which takes into account the location of the node in the network and the diversity of
outward links, and the impact of the multi-level nodes on this node, including the k-shell
values and the shortest distances to it. KSD index is defined as follows:

KSD
(n)

i
=

∑

j∈Γ
(n)

i

|
|
|
(ks

i
− k

i
) ∗ (ks

j
− k

j
)
|
|
|

(d
ij
)2 (1)

KSD
i
=

∑

n∈{1,2…m}

KSD
(1)
i

+ KSD
(2)
i

+⋯ + KSD
(n)

i (2)

where ki is the degree of node i, ksi is the k-shell value of node i, and dij is the shortest
distance between node i and node j. Γ(1)

i
 represents the set of node i’s neighbor nodes

with the shortest distance of being one, which is called the first-order neighbor set of
node i. Γ(2)

i
 represents the set of node i’s neighbor nodes with the shortest distance being

two, which is called the second-order neighbor set of node i. And so on, Γ(n)

i
 represents

the set of node i’s neighbor nodes with the shortest distance being n, which is called the
n-order neighbor set of node i. In this method, the value of m is between one and the
average path length. The greater the KSD value is, the more important the node is.

As showed in Fig. 1, we calculate the first-order KSD index of the four nodes in the
kernel as an example. Node A’s KSD value is twelve, node B’s KSD value is zero, node
C and node D’s KSD values are both four. It is not difficult to see that Node B is in the
same core as the other three nodes, but node B lacks outbound links, that resulting from
its importance in a significant reduction.

A B

C D

ks=3
ks=2

ks=1

Fig. 1. K-shell decomposition.
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4 Experimental Studies

In this section, we compare KSD index with the k-shell decomposition, SL, Cnc+ and
G+ in four real networks to verify the validity of KSD index.

4.1 Evaluation Criteria

This paper evaluates the ranking results based on the robustness of the network and uses
the network efficiency to quantify the impact on the network structure and function to
evaluate the structural importance of the nodes after removing the nodes. Network
efficiency [21, 22] is used to evaluate the connectivity of the network. The worse the
connectivity of the network is, the lower the network efficiency is. Removing the nodes
and all their corresponding edges in the network will cause the paths between them to
be interrupted and make the network connectivity worse. The network efficiency is
expressed as:

𝜑 =
1

N(N − 1)
∑

i≠j∈G

𝜑
ij (3)

where φ
ij
= 1∕d

ij
, the value of φ is between zero and one. If φ is one, it indicates that

the network connectivity is best. If φ is zero, it indicates that the network is consisted
of isolated nodes. φ is normalized to its possible largest value N(N − 1), for totally
connected graph having N(N − 1)/2 edges. In this paper, we will delete some nodes at
a certain proportion in order to carry out the deliberate attack simulation experiment.
The descending ratio of network efficiency is used to quantitatively describe the impor‐
tance of each node before and after the network attack. The descending ratio of the
network efficiency is expressed as f = 1 − φ∕φ0. Assuming that φ0 is the initial
network efficiency without being subjected to network attack. Then suffering attacks
make the network efficiency become φ. f is in the range between zero and one. When f
equals one, it indicates the network efficiency is down to zero after attacks. Namely the
network is composed of isolated nodes. When f equals zero, it means that deleting nodes
don’t affect the network efficiency after attacks. In Eq. (3), it can be seen that the greater
f is, the worse the network connectivity gets after attacks and the more accurate this
method measure nodes importance.

4.2 Datasets

Considering that different types of complex networks represent different characteristics
of network topology, we chose four real networks data sets to analyze and compare,
such as the dolphin social network [23], American college football network [24], books
about US politics and neural network [25–27]. Table 2 lists the structural properties of
these four networks.
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Table 2. Structural properties studied in this work. N and E are the number of nodes and edges,
respectively, <k> is the average degree, <d> is average path length and φ0 is network efficiency
of the initial network.

Network N E <k> <d> φ0

Dolphin social network 62 159 5.1290 3.2504 0.3792
Books about US politics 105 441 8.4000 3.0207 0.3971
American college football 115 613 10.6609 2.4649 0.4504
Neural network 297 2359 14.4646 2.4388 0.4448

4.3 Simulation Experiments

Complex networks with scale-free characteristic are highly resistant to random attacks,
but they are vulnerable when they are deliberately attacked. The failure of the top 5%–
10% important nodes can cripple the entire network [28]. We implement the five indices
of k-shell, Cnc+, G+, SL and KSD to four networks to rank important nodes. Table 3 lists
the ranking results of the top 10% important nodes in each network.

Table 3. The ranking results of the top 10% important nodes.

Networks Indices Ranking results
Dolphin social
network

k-shell 7, 10, 11, 17, 19, 22
SL 37, 41, 19, 8, 29, 11
Cnc+ 37, 8, 9, 1, 41, 53
G+ 15, 46, 21, 38, 41, 34
KSD 15, 38, 46, 34, 52, 30

Books about US
politics

k-shell 3, 9, 10, 11, 12, 13, 14, 15, 21, 24
SL 59, 10, 20, 54, 13, 9, 31, 8, 73, 5
Cnc+ 59, 73, 10, 32, 5, 20, 21, 13, 52, 31
G+ 9, 13, 73, 85, 31, 67, 74, 48, 41, 10
KSD 13, 9, 85, 4, 74, 73, 31, 67, 12, 75

American college
football

k-shell 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11
SL 107, 89, 14, 26, 59, 25, 81, 17, 64, 115, 111
Cnc+ 78, 89, 107, 25, 52, 44, 8, 26, 69, 14, 3
G+ 1, 2, 3, 4, 6, 7, 8, 16, 54, 68, 89
KSD 89, 16, 7, 54, 4, 8, 68, 105, 3, 1, 2

Neural network k-shell 2, 3, 4, 5, 7, 8, 9, 10, 13, 14, 15, 17, 32, 43, 45, 48, 49, 60, 64, 68, 73,
74, 75, 76, 78, 85, 87, 88, 91

SL 61, 113, 30, 36, 37, 47, 76, 24, 49, 74, 41, 44, 25, 62, 35, 210, 18, 46,
51, 57, 211, 78, 197, 65, 105, 251, 48, 75, 215

Cnc+ 61, 76, 49, 74, 113, 36, 37, 47, 78, 44, 35, 24, 30, 210, 105, 211, 75,
18, 25, 41, 65, 45, 48, 57, 62, 215, 46, 197, 198

G+ 45, 13, 3, 87, 85, 5, 119, 4, 118, 126, 173, 138, 49, 143, 74, 7, 192, 48,
205, 76, 208, 75, 115, 131, 196, 78, 2, 14, 133

KSD 45, 13, 3, 85, 87, 173, 126, 5, 119, 4, 118, 138, 143, 205, 120, 99, 131,
208, 115, 192, 188, 7, 227, 196, 133, 178, 14, 112, 2
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If each evaluation index has higher resolution, the differences between nodes can be
more easier distinguished. Monotonicity M of ranking list L [19] is used to quantitatively
measure the resolution of each index by selecting a certain percentage of the top impor‐
tant nodes.

M(L) =

⎡
⎢
⎢
⎣

1 −

∑

u∈I

N
u
(N

u
− 1)

N
e
(N

e
− 1)

⎤
⎥
⎥
⎦

2

(4)

Where Ne is the number of selecting nodes at a certain proportion e, and Nu is the
number of nodes that have the same index value u. If M(L) = 1, this means that the
ranking method is completely monotonic, and the values of each node are different.
Otherwise, all nodes are of the same rank when M(L) = 0. Table 4 lists the M values of
SL, Cnc+, G+ and KSD, respectively, when e is approximately equal to 25%. M values
of k-shell are all zero in the four networks, which indicate that the k-shell index is too
coarse-grained to distinguish important nodes. From Table 4, it is easy to see that the M
values of the KSD index are relatively higher than the M values of the other three indices,
indicating that the KSD index can better distinguish the differences between nodes.

Table 4. The monotonicity of these four indices.

Network M(SL) M(Cnc+) M(G+) M(KSD)
Dolphin social network 0.9623 0.9253 1.0000 1.0000
Books about US politics 0.9877 0.9634 1.0000 1.0000
American college football 0.9894 0.8234 0.9121 0.9789
Neural network 0.9633 1.0000 0.9985 1.0000

In order to further verify the effectiveness of the KSD index for identifying important
nodes, we select the top 25% important nodes ranked by k-shell, SL, Cnc+, G+ and KSD,
and perform the simulation contrasting experiments respectively. The experiment results
are shown in Fig. 2(a)–(d). If the selected nodes have the same value such as k-shell,
we carry out N random experiments, which N represents the number of nodes that are
repeated. In Fig. 2(a), the two curves of KSD and G+ are close to each other and act
better than the other three indices. There is a sudden rise in k-shell and Cnc+ when
p = 17.74%, that maybe they identify top important nodes. In Fig. 2(b), KSD and G+
act better than the other three indices. When some nodes are deleted at p = 24.76%, the
f of KSD and G+ are 86.02% and 86.00% respectively. K-shell and C performances are
relatively poor in this network. In Fig. 2(c), the five curves are close to each other,
indicating that the five indices have relatively consistent recognition capabilities in the
network. In Fig. 2(d), the fluctuation of the SL curve is relatively large and Cnc+ performs
worse. The reason for these phenomena is that they only consider a single attribute, so
they do not apply to various types of network structures to mine important nodes.
Figure 2(a)–(d) show that in different scale and structural properties of the networks,
KSD is more stable and more accurate than other four indices.
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Fig. 2. (a)–(d) The f after removing nodes at different e.
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Table 5 shows the average increasing ratio of f by KSD compared with G+, Cnc+, SL
and k-shell after removing the top 25% important nodes. In Dolphin social network, the
average ability of identifying the important nodes from strong to weak is KSD, G+, Cnc+,
SL and k-shell. In Books about US politics network, the average ability to identify impor‐
tant nodes from strong to weak is KSD, G+, SL, Cnc+ and k-shell. In American college
football network, the average ability to identify important nodes from strong to weak is
KSD, SL, G+, Cnc+ and k-shell. In this network, it is not difficult to see that the effect of
these five indices to identify important nodes is similar, as showed in Fig. 2(c). In Neural
network, the average ability to identify important nodes from strong to weak is KSD, G+,
k-shell, Cnc+ and SL. In this network, Cnc+ and SL are extremely unstable in the perform‐
ance of identifying important nodes in these networks. It is easy to see that KSD has better
performance to mining and ranking the important nodes.

Table 5. Average increasing ratios of f by KSD compared to k-shell, Cnc+, G+ and SL.

Networks Compared
to k-shell/%

Compared
to Cnc+/%

Compared
to G+/%

Compared
to SL/%

Dolphin social network 42.28 11.55 2.45 16.52
Books about US politics 42.53 25.03 0.19 17.84
American college football 3.63 2.37 1.08 0.81
Neural network 52.55 120.82 5.04 121.13

5 Conclusions

Accurately identifying important nodes in a complex network is playing an important
role in improving the robustness of the actual system and designing efficient system
architecture. The method proposed in this paper involves not only the local character‐
istics of nodes and neighbors, but also their network locations. It makes up for the defects
of the coarse-grained partition of k-shell decomposition method in theory, and has prac‐
tical significance in describing the survivability and structural reliability of large-scale
networks. It is proved that the KSD method is better than k-shell, Cnc+, G+ and SL by
comparing the experimental results of the M and f in the four real networks. In this paper,
the importance of nodes in a single-layer network is analyzed from the point of view of
structure. Next, it will focus on the study of the importance of nodes based on the
dynamic characteristics and the network structure.
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Abstract. Representation learning aims to represent the entities and relations in
a knowledge graph as dense, low-dimensional and real-valued vectors by
machine learning. The translation-based model is a typical representation
learning method and has shown good predictive performance in large-scale
knowledge graph. However, when modeling complex relations such as 1-N, N-1
and N-N, these models are not very effective. To solve the limitation of tradi-
tional learning model in modeling complex relations, a representation learning
method based on dynamic step is proposed. Defining a dynamic step according
to the different types of relations can significantly improve the efficiency of
learning. The algorithm is used to solve the problem of single optimization goal,
and the experimental results show that the dynamic step method can mainly
improve the performance in the link prediction task.

Keywords: Representation learning � Knowledge graph � Dynamic step
Link prediction

1 Introduction

With the development of the times, there is more abundant information, and how to
extract effective information from mass data has become the focus of attention.
Knowledge graph is an ideal technique for extracting structured knowledge from a
large amount of texts and images. We can focus and conduct semantic search, an
intelligent question and answer and document understanding through the knowledge
graph. At the same time, because the knowledge graph usually contains tens of
thousands of nodes and edges, any of their reasoning and calculation may not be easy.

For instance, when conduct experiments on the link prediction task on Freebase, we
need to handle 68 million nodes and billions of edges. Furthermore, knowledge graphs
are generally represented by symbols and logic, which is insufficient for intensive
numerical calculations. In recent years, representation learning [1] has emerged in the
field of artificial intelligence, which attracted the attention of many researchers. Rep-
resentation learning aims to represent the entities and relations in a knowledge graph as
dense, low-dimensional and real-valued vectors by machine learning, which is to
achieve distributed representation of entities and relations (Distributed Representation).
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Not only this method can improve the computational efficiency significantly, alleviate
data sparseness effectively, but also achieve heterogeneous information fusion [2].

Knowledge graph was introduced by Google Inc. in May 2012 for improving the
quality of search results, which launched the research project and application of large-
scale knowledge graphs. Different from traditional search engine, knowledge graph can
effectively find the complex associated information, understand the user’s intention
from the semantic meaning, and improve the query quality. For instance, if you enter
Durant in Google’s search box, Durant’s related information will appear on the right
side of the page, such as date of birth, family background, life experiences, careers,
technical characteristics, etc.

Knowledge representation is an important foundation for knowledge acquisition
and application, so knowledge representation learning has become the focus on the
whole process of building and applying knowledge graph. As a new method of
knowledge representation, knowledge graph belongs to a part of the semantic web
which is a data structure used to store knowledge. The purpose of knowledge graph is
to describe the various entities and concepts that exist in the real world, as well as the
association between these entities and concepts, to capture and present the semantic
relationships between domain concepts. Knowledge graph represents knowledge in the
form of triple (entity 1, relationship, entity 2). Entities represent real world objects,
such as, things, places, people and abstract concepts (genres, religions, professions).
Relations represent a graph-based data model where relationships are first-class. At
present, this representation is used in all common knowledge graphs, such as the
Resource Description Framework (RDF) technical standard published by the World
Wide Web (W3C).

As knowledge graphs (KGs) still have some problems, such as incomplete facts or
errors, we need to reason about completely the missing knowledge in the reality [3].
Knowledge graph completion has been proposed to find missing relation of knowledge
graph.

The knowledge graph completion task can be divided into two sub-tasks: -
(1) entity prediction and (2) relationship prediction. The entity prediction task takes a
partial triplet (h, r, ?) or (?, r, t) as input (where “?” represents t or h) and produces a
ranked list of candidate entities as output. Other task, the relationship prediction aims to
find a ranked list of relationships that connect a head-entity with a tail-entity <h, ?, t>.
In this paper, we focus on the entity prediction task.

A distributed representation of KG representation learning is mainly applied in
tasks, such as similarity calculation, KG completion and other applications, such as
relation extraction, automatic question and answer and entity link. It means that rep-
resentation learning technology can efficiently calculate the corresponding semantic
between entities and relationships in low-dimensional vector space, effectively alleviate
data sparseness, achieve heterogeneous information fusion, establish a unified space and
realize knowledge transfer. It is of great significance for the construction, reasoning and
the application of the knowledge graph, which is worthy of our in-depth exploration.

This paper is organized as follows. Section 2 introduces related work. In Sect. 3,
representation learning for knowledge graph with dynamic step is presented. The
experiments and analysis are shown in Sect. 4. The last Section provides conclusion
and future work.
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2 Related Work

2.1 Traditional Representation Learning Model

In recent years, many researchers have successively proposed multiple representation
learning models to represent entities and relations in a knowledge graph. There are
several representative models, such as structural models, single-layer neural network
model, energy model, bilinear model, tensor neural network model, matrix analysis
model and translation model. Structural embedding (SE) [4] is a distance model that
uses knowledge representation obtained from learning to conduct prediction link. That
is, to find the relation matrix that has the closest distance between two entities as the
relationship between them through calculation. The single layer model (SLM [4]) uses
the nonlinear operation in a single-layer neural network to solve the problem that SE
can not jointly represent the semantic relationship between entities and relations.
Semantic matching energy (SME) [5] embeds a more complex approach to obtain
semantic relevance between entities and relations. A latent variable model (LFM) is a
bilinear model which uses a bilinear transformation based on relation to represent the
second-order relationship. The neural tensor network (NTN) [4] utilizes bilinear tensors
to associate the head and tail entity vectors in different dimensions. The RESACL
model is a representative method of the matrix factorization model, which obtained the
low-dimensional vector representation by matrix factorization. After Mikolov et al.
proposed the word2vec model for learning vector representation of word [6] in 2013,
representation learning has attracted much attention in the field of natural language
processing, while the word2vec also was found that there is an imbalance in the word
vector space. Inspired by this phenomenon, Bordes et al. proposed the TransE model
(Translating Embeddings for Modeling Multi-relational Data) [7] in 2013, embedding
entities and relations into low-dimensional vector space and expressing the relationship
as a translation operation among entities in a low-dimensional embedding space, so
TransE is also called a translation model.

So from then on, most of presentation learning models have been extended on the
basis of TransE. TransH model [8] was proposed by Wang et al., it is shown that this
model solves the problems encountered in TransE when dealing with complex rela-
tionships by setting up the relation hyperplane, which makes that entities under dif-
ferent relations have different representations. In TransH model, entities and relations
are still in the same semantic space, and it is unreasonable. In 2015, TransR model [9]
was projected each triplet into the corresponding relation space, and built a translation
between the head and tail entities in the relation space. At the same year, Ji et al.
proposed the TransD model [10], setting up two projection matrices respectively to
project the head and tail entities into the relation space, which made the projection
matrix relevant to both entities and relations, and it can also solve the problem of too
many parameters in TransR. TranSparse model [11] was used in sparse matrices instead
of dense matrices in TransR to solve the problem of heterogeneity and imbalance of
entities and relations. In 2015, Xiao et al. proposed TransA model [12], which used
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Euclidean distance to calculate the loss value and weighted the different dimensions of
the vector to predict entities and relations more accurately and effectively.

2.2 Problem Statement

As described in the related work section, TransE is a representative model for
knowledge representation learning or called an energy-based model (also known as a
translation-based model). Figure 1 depicts the TransE model. It shows the vector
coordinates of entities and relationships. The basic idea of TransE is to embed all
entities and relations in knowledge graph into the same low-dimensional vector space.
Using the gradient descent algorithm to minimize the loss function can reduce the value
of the scoring function, so as to achieve the purpose h + r � t. We define the scoring
function for training embedded vectors as:

fr h; tð Þ ¼ h þ r � tk k2L1=2 ð1Þ

TransE has a stable significant predictive performance in the large scale knowledge
graph, but it seems like this model is not so good when dealing with different types of
complex relations. Figure 2 shows the relation types of 1-1, 1-N, N-1 and N-N. From
the figure, we can clearly see that the number of entities corresponding with different
types of relation is distinct, and the complexity is also different. TransE does not
discriminate the complexity of entities and relations in modeling complex relations
such as 1-N, N-1 and N-N, which leads to a poor performance.

In order to solve the problem of single object optimization in the existing methods,
this paper proposes a new representation learning method based on dynamic step. For
relations 1-1, 1-N, N-1, and N-N [5], a dynamic step is defined to train the entities and
relations in a knowledge graph. We will explain it in detail in the next section.
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t

Fig. 1. TransE model illustration
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3 Representation Learning for Knowledge Graph
with Dynamic Step

3.1 Motivation

Traditional representation learning methods have shown good performance for mod-
eling a knowledge graph, but it is still challenging for modeling complex relations and
the fusion of multi-source information because the objects (entities and relations) in the
knowledge graph are heterogeneous and unbalanced. Specifically, (1) some relations
connected many entity pairs are called complex relations while others are called simple
relations. (2) Some relations can connect many head (tail) entities and less tail (head)
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entities, for instance, gender relations can connect many head names and only contact
men or women in the tail.

According to statistics, the complexity of different relations varies greatly, and the
imbalanced relation occupies a large proportion in knowledge graphs. If we use a step
with the same length for training during the entire iteration process, we cannot dis-
tinguish the relations between different complexities. For instance, the same step has a
greater influence on complex relations and less influence on simple relations. In all
previous work in Trans (E, H, R, and D) area did not consider both of these issues and
all of them used the same way when modeling the relation. Heterogeneity can lead to
over-fitting of simple relations or under-fitting of complex relations. At the same time,
the imbalance between head and tail shows that it is unreasonable for treating them
equally.

In this viewpoint, we propose an algorithm based on Dynamic Step (DS) combined
with TransE to form a representation learning model based on dynamic step (TransE-
DS). According to different complexity of the relation, we set the dynamic step for
knowledge representation learning. The link prediction task is conducted on two data
sets: FB15K and WN11, and the results of experiments show that the performance of
the model has been significantly improved.

3.2 Method Based on Dynamic Step

According to the number of entity pairs corresponding to the relation, we set up the
dynamic step with a piecewise function to adjust step size of the entity and relation
with different complexity, details as follows:

k ¼
0:01; x � 10
1
10x ; 10\ x � 1000
0:0001; x [ 1000

8<
: ð2Þ

Where k is the step size and x represents the number of entity pairs which are
connected with the relation. Specifically, when the number of entity pairs connect with
a relation is less than or equal to 10, the step size is set to be 0.01. As the number of
entity pairs connected with the relation increasing, the relation becomes more complex
and the step size has a greater influence on it. Therefore, when the number of entity
pairs connected with the relation is larger than 10 or less than or equal to 1000, we set
an inverse proportional function that is the step size becomes smaller as the number of
entity pairs connected with the relation increases. However, after increasing to a certain
extent, the number of entity pairs connected with the relation is larger than 1000, the
step length remains unchanged at 0.0001. The reason why the inverse proportional
function adjusts the relation in this interval [10, 1000] is because the number of
relations existing in this range is relatively large and the complexity is moderate. So,
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we make the step size in this range be dynamic, if the relation is too simple or too
complex, the step size is 0.01 or 0.0001. In addition, for triples have not seen in the
training set, we fix the step size of them with 0.001.

This paper, we use the same score function in TransE:

fr h, tð Þ ¼ h + r � tk kL1=L2 ð3Þ

Where r 2 Rm, a lower score of the positive triple and higher score of the negative
triple indicate that the performance of the model is better.

We denote the ith triplet in a knowledge graph as (hi, ri, ti) (i = 1, 2,…), and every
triple has a label to indicate the triple is correct (yi = 1) or wrong (yi = 0). Then the
positive triplets are represented by D = {(hi, ri, ti)|yi = 1}, and the negative triplets are
represented by D′ = {(hi, ri, ti)|yi = 0}. The negative triplet set is generated by
replacing the head entity or tail entity in the positive triple set, then it can be expressed
as D0 ¼ f h0i; ri; ti

� �jh0i 6¼ hi ^ yi ¼ 1 [ ðhi; ri; t0iÞjt0i 6¼ ti ^ yi ¼ 1g.
We use (h, r, t) to represent a correct triple and select an error triplet (h′, r, t′) for

each correct triple (replace head or tail) and define margin-based loss function as the
optimization target for training:

L ¼
X

ðh;r;tÞ2Sðh;r;tÞ

X
ðh0;r;t0Þ2S0ðh;r;tÞ

½f ðh; r; tÞ þ c � f ðh0; r; t0Þ�þ ð5Þ

Where, ½f ðh; r; tÞ þ c � f ðh0; r; t0Þ�þ ¼ max 0; f ðh; r; tÞ þ c � f ðh0; r; t0Þð Þ, c
is the margin between positive triples and negative triples. S (h, r, t) represents the set
of all correct triples in a knowledge graph. The error triples are not generated randomly
but replaced randomly by other entity or relation with each triple in the positive triple
set S, which resulting in a negative triple set S′, so S′ = {(h′, r, t),(h, r, t′)}. fr(h, r,
t) represents the score function, which is used to represent some kind of connection
between entities and relations.
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The algorithm for learning TransE-DS is illustrated in Algorithm 1, which
describes the detailed optimization process. Firstly, we initialize all embedded vectors
of entities and relations. During main iteration of this algorithm, the entity’s embedded
vectors are first normalized. Next, we set different steps for triples according to the
number of entity pairs connect with a relation. After that, a small group of triples are
taken from the training set as mini-batch train triplets. Moreover, for each triple, we
sample a corrupt triple. The gradient descent method is used to update the parameters
and the algorithm won’t stop until optimal results are obtained.

4 Experiments and Analysis

4.1 Datasets and Experiment Settings

We conduct the link prediction task on two typical knowledge graphs, WordNet and
Freebase. In this paper, we choose a subset of Wordnet: WN18 [5] and a subset of
Freebase: FB15K [5], which is a relatively dense subgraph in Freebase, and all entities
are in the Wikipedia database. The statistics for these data sets are illustrated in
Table 1.

As Table 1, WN18 contains 18 relationship types, 40,493 entities, 141442 triples in
training set and 5000 triplets in both of valid set and test set. The same applies to
FB15K.

The parameters and complexity analysis are illustrated in Table 2. We observe that
the complexity of almost all the models introduced in the Sect. 2 and compare with the
complexity of our model. Ne and Nr denote the number of entities and relations
respectively, Nt denotes the number of triples in a knowledge graph, m represents the
dimension of the entity’s embedding space, n denotes the dimension of the relation
embedding space, and d denotes the number of clusters for a relation, k denotes the
number of implied nodes in a neural network, s denotes the number of slices of the

tensor and ĥ 0\\ ĥ � 1
� �

denotes the average sparseness of all translation matrices.

It can be seen from the table that the complexity of TransE-DS is smaller than TransH
and almost the same as TransE, which means that our model doesn’t increase in
complexity and even less than others.

Table 1. Statistics of the data sets

Dataset #Rel #Ent #Train #Valid #Test

WN18 18 40,493 141,442 5,000 5,000
FB15 K 1,345 14,951 483,142 50,000 59,071
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4.2 Link Prediction

Link prediction is intended to predict a missing entity h(or t) in a fact triple (h, r, t).
This task is principally focused on the ranking of candidate entity sets obtained from
the knowledge graph, rather than looking for the best answer. In this method, we use
two data sets: WN18, a subset of Wordnet and FB15K, a relatively dense subgraph in
Freebase, and all entities exist in Wikipedia database.

For each triple needs to be test (h, r, t), we will first replace the head or tail entity by
all of the entities in the knowledge graph, and calculate the similarity scores of these
entities by the score function fr. Then rank these entities in descending order according
to their similarity score. Similar to TransE, we use two measure methods as our
evaluation criteria: (1) the correct entity’s average ranking (represented by Mean Rank)
and (2) the top 10 ratio (represented by Hit@10). Obviously, a good model should
obtain a low average ranking and a high top 10 ratio.

It should be noted that for a triple (h, r, t), its negative triplet may also exist in a
knowledge graph and be treated as a correct triple. However, the above assessment may
rank these incorrect triples in front of the correct triples and then lead to underesti-
mating its performance. Therefore, we should filter out these triples from training set,
validation set and test set before ranking. We denote this evaluation criteria setting as
“Flit” and the original evaluation criteria setting as “Raw”.

Table 3 shows the training parameters used in our experiment for TransE-DS. The
parameter in this table is the optimal parameter value. With these parameter values, our
experiment achieves the best results. k is the learning rate, c is the margin, n and m are
embedding dimensions for entity and the relation, B is the mini-batch size and D. S is
the dissimilarity measure in the score function. The iteration number for Stochastic
Gradient Descent (SGD) is 3000.

Table 2. Parameters and complexity analysis

Model #Parameters #Operations (Timecomplexity)

SLM [4] O Nem þ Nr 2k þ 2nkð Þð Þ m ¼ nð Þ O 2mk þ kð ÞNtð Þ
NTN [4] O Nrm þ Nr n2s þ 2ns þ 2sð Þð Þ m ¼ nð Þ O m2 þ mð Þð Þs þ 2mk þ kð ÞNtð Þ
TransE [7] O Nem þ 2Nrnð Þ m ¼ nð Þ O Ntð Þ
TransH [8] O Nem þ 2Nrnð Þ m ¼ nð Þ O 2mNtð Þ
TransR [9] O Nem þ Nr m þ 1ð Þnð Þ O 2mnNtð Þ
CTransR [9] O Nem þ Nr m þ dð Þnð Þ O 2mnNtð Þ
TransD [11] O 2Nem þ 2Nrnð Þ O 2nNtð Þ
TransE-DS O Nem þ 2Nrnð Þ m ¼ nð Þ O Ntð Þ

Table 3. TranE-DS parameter statistics

Dataset Model c n, m B D.S

WN18 TransE-DS 2 20 1,440 L1

FB15 K TransE-DS 2.5 100 4,800 L1
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The experiment results of the link prediction are shown in Table 4. The upper part
of the results comes from the literature directly because all the methods discussed in
this paper use the same testing data sets. Since there are no DS’s experiment results on
link prediction in the literature, we won’t discuss it in this table.

Result Analysis: From the Table 4, we can draw the following conclusions:
(1) TrasnE-DS’s results are better than TrasnE, TransH, and previous presentation
learning models in all of the link prediction tasks, especially on FB15K where the
Mean Rank is 73 higher than TrasnE and HIT@10 is increased by 23% under the Filt
settings. Compared with TransH, the test results on WN11 of link predict, Mean Rank
are increased by 102 under the Raw setting, and HIT@10 on FB15K is increased by
11.6% under the Filt setting. On the FB15K data sets, results of Mean Rank are better
than all previous models including TrasnR, C-TrasnR and TransD, and the Mean Rank
under the Flit settings are increased by 30 than the most effective model TransD in
Table 4. It shows that the method based on dynamic step combined with TransE can
significantly improve the performance of this model and better represent the data in a
knowledge graph.

5 Conclusion and Future Work

In this paper, a knowledge graph representation learning model based on dynamic step
is proposed. This model mainly focuses on the different complexity of relations and
entities, and defines a piecewise function to sets up the step size of the relations with
different complexity. By setting up the dynamic step size, different types of relations
can be effectively separated, so the optimization goal of the triple is more clearly in

Table 4. Results for link prediction

Dataset WN18 FB15 K

Metric Mean rank Hits@10 Mean
rank

Hits@10

Raw Filt Raw Filt Raw Filt Raw Filt

RESCAL 1,180 1,163 37.2 52.8 828 683 28.4 44.1
SE 1,011 985 68.5 80.5 273 162 28.8 39.8
SME 542 533 65.1 74.1 274 154 30.7 40.8
LFM 469 456 71.4 81.6 283 164 26.0 33.1
TransE 263 251 75.4 89.2 243 125 34.9 47.1
TransH 318 303 75.4 86.7 211 84 42.5 58.5
TransR 232 219 78.3 91.7 226 78 43.8 65.5
C-TransR 243 230 78.9 92.3 233 82 44.0 66.3
TransD 242 229 79.2 92.5 211 67 49.4 74.2
TransE-DS 261 249 76.2 90.5 18152 48.270.1
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training process and the prediction results are more accurate and effective without
increasing the complexity. The method is simple and effective. Not only it can effec-
tively solve the heterogeneity problem and imbalance in knowledge graph, but also can
be combined with other models and improve the accuracy of them.

In the future work, in addition to distinguishing different types of the relation, when
dealing with the computational efficiency and data sparse problems in a knowledge
graph, many researchers have focused on multi-information fusion and reasoning of
complex relation paths. We will deeply study the fusion of textual information and
structured information, infer complex relation paths for reasoning and completing of
knowledge graphs and apply them to large-scale knowledge graphs effectively.
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Abstract. Through deeply analyzing of the problem in K-Means algorithm,
this topic proposed an improved scheme based on Hadoop distributed platform.
Using the proposed clustering analysis system to configure the experimental
environment, the algorithm is optimized from three aspects: parallel random
sampling, parallelization of sample distance computation and parallelization of
data clustering process. At the same time, the improved K-Means parallel
algorithm flow was described in detail. The experimental result shows that the
cluster analysis system based on Hadoop distributed cloud computing platform
can provide efficient, stable and configurable clustering analysis service.
Improved K-Means parallel clustering algorithm can quickly deal with large
scale calculation of cluster analysis.

Keywords: Cloud computing � Hadoop � K-Means � Clustering analysis

1 Introduction

As one of the oldest clustering algorithms, the K-Means algorithm has been invented
for half a century. Due to its relatively simple and time-consuming features, the
K-Means algorithm has been favored by many researchers [1, 2]. Up till now, the
K-Means algorithm has also been active in the field of data mining. For K-Means
algorithm, there are many factors affecting its clustering accuracy. However, the most
intuitive and significant impact is its input parameter K, which refers to the number of
final cluster centers specified by the user, that is, it is divided into several types of data
[3]. The change of this value directly determines the accuracy of the algorithm’s final
clustering result. Therefore, there are many researches on how to initialize the cluster
center by users [4, 5]. Among many clustering algorithms, K-Means algorithm is one of
the most widely used algorithms, but the algorithm itself still has many problems. In
this paper, the traditional serial K-Means algorithm will be used as a starting point to
fully study the algorithm flow and characteristics, and conduct parallel optimization
based on Hadoop cloud computing platform to solve the problem of its efficiency in the
face of large-scale data sets.
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2 Traditional K-Means Algorithm

The idea of the K-Means algorithm: First, the user needs to determine the number of
clusters of the final clustering result, and then randomly selects the initial cluster center
of number K in the original data set. Then, iteratively iterative process requires cal-
culating the spacing of the full amount of data objects to the center of each cluster and
merging them into their respective clusters according to the spacing. After all the data
points are categorized, the average spacing of the objects in each cluster is calculated,
and the original center is replaced with the new cluster center. This iterative process
continues until the objective function converges. The convergence of the objective
function is that after the end of a classification, the recalculation of the new cluster
center does not change, and the algorithm ends.

2.1 Algorithm Equation

It is convenient to describe the improved algorithm of K-Means. This paper introduces
the symbol X ¼ fxi 2 Rn; i ¼ 1; 2; . . .; ng to represent the original dataset,
M1;M2; . . .;Mk represents the center of K class cluster, L1; L2; . . .; Lk represents a
different class of K. The Euclidean distance Equation between two arbitrary data
objects is in Eq. (1).

dðxi; xjÞ2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi1; xj1Þ2 þðxi2; xj2Þ2 þ . . .þðxin; xjnÞ2

q
ð1Þ

In the Eq. (1), xi and xj are data objects of dimension n. Define the center points of
the same class cluster as shown in Eq. (2).

Mj ¼ 1
nj

X
x2wj

x ð2Þ

In the Eq. (2), nj is the number of data objects in the same class cluster. The
definition of convergence is shown in Eq. (3).

J ¼
Xk
i¼1

Xni
j¼1

dðxj; zjÞ ð3Þ

The target function requires the user to enter the specified parameters, R and z,
when the number of data objects contained in the spherical cluster with radius R
exceeds the value z, the current region is considered as a high-density area, whereas the
other is the low-density region.

2.2 Problems Existing in K-Means Algorithm

1. The traditional K-Means algorithm is a stand-alone operation algorithm, which is
limited by the hardware of a single machine, and the algorithm cannot adapt to the
growing clustering of massive data.
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2. The traditional K-Means algorithm uses a completely random selection strategy to
initialize the clustering center point, which not only affects the accuracy of the
algorithm, but also reduces the efficiency of the algorithm.

3. In order to ensure the accuracy of the replacement cluster center operation, the
traditional K-Means algorithm uses the global sequence to replace the cluster center,
but such coarse-grained operations increase the time complexity of the algorithm
and thus affect the execution efficiency.

3 Improved Scheme of K-Means Algorithm

3.1 Parallel Random Sampling

The calculation of the traditional K-Means algorithm uses a full amount of data objects,
which is very inefficient in the face of very large-scale data sets. In order to reduce the
time consumption of the algorithm, this paper designs a preprocessing operation for
initializing the clustering center, i.e., pre-sampling processing. In order to improve the
efficiency of K-Means algorithm, a parallel random sampling process based on Top K
processing is designed. And the parallel process is based on Hadoop distributed system.
The parallel process algorithm is based on Hadoop distributed system is as follow:

Input: the random number range H, the sample data capacity N, and the number Rn

of Reducer.
Output: N sample data samples.

1. In the Map phase, the total amount of data object is assigned, the value range is H,
and the random value is key, the data value is value, and the key value is output.

2. The output results are sorted internally, each Reducer outputs a sorted previous
N=Rn data.

3. The sample is preprocessed to get the initialization cluster center point. The pre-
conditioning Eq. (4) is defined as follows:

Vj ¼
Xn
i¼1

ðð
Xn
i¼1

di1Þ � dijÞ; j ¼ 1; 2; . . .; n ð4Þ

3.2 Parallelization of Sample Distance Calculation

The K-Means parallel algorithm is based on the independence of elements. The tra-
ditional K-Means algorithm calculates the distance of a full data object in a circular
manner. Therefore, the distance calculation process is parallelized. In the Map Reduce
parallel computing framework, Map plays a major role in mapping. Therefore, this
paper considers the use of the mapping function of the Map stage to map the full
amount of data in the form of <key, value> to different Reducers for parallel clustering
calculations, and the Reducer in this case is different K clusters so as to make full use of
the independence of the original data objects and parallel cluster analysis [6]. After
parallelization at the Map stage, multiple nodes can simultaneously calculate the
sample distance and speed up the algorithm operation efficiency.
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3.3 Clustering and Parallelization of Data Object

After the mapping of the Mapper function, the data objects are mapped to the
respective cluster Reducer according to the distance. Because each cluster corresponds
to its own Reducer, the reducer parallelism is set to K. At the Reducer stage, it is
necessary to iteratively calculate the center point of clusters, replacing the initial center
point that was originally calculated based on parallel random sampling. The calculation
rule here is the sum of the squares of the Euclidean distances of the full data objects in
the cluster, and the minimum point is chosen as the new center point.

At the first stage of execution, each cluster corresponds to its own Reducer, and the
parallel data strategy is performed sequentially on the entire data object in the cluster.
First, all data objects are taken as input data sets, and then any data object is selected as
the center point of the temporary clusters. The sum of the squares of the Euclidean
distances from other elements in the class to the current center point is calculated, and
the least squared point and the numerical minimum point are selected as the new center
point.

In this paper, the minimum Euclidean distance is calculated, and the characteristics
of kv structure are optimized by using the Map Reduce distributed computing
framework. In the key value pair, key implements the compareTo() method of interface
Writable Comparable. compareTo() can compare the numeric size between elements,
so that it can be sorted [7]. Therefore, the iterative calculation of the comparison
process of cluster center point steps can be realized by using the distributed sorting
function of kv structure.

4 Implementation of Improved K-Means Parallel Algorithm

Through in-depth analysis of the characteristics of the traditional K-Means algorithm,
this paper studies and implements an improved K-Means parallel algorithm based on
the Hadoop clustering analysis system. The algorithm is optimized from the three
directions: parallel random sampling, parallelization of Mapper, and Parallelization of
Reducer. At the Mapper stage, the parallelization of the sample distance calculation is
improved, and the data object clustering process and the Euclidean distance sorting are
improved at the Reducer stage. The specific execution process of the algorithm is as
follows:

1. The user enters the original data set with the final cluster number K and data size n.
The output condition is that the objective function converges, i.e., the Euclidean
distance at the center of each cluster is less than the threshold.

2. The original data set is processed by the Top K-based parallel random sampling.
After the sample is preconditioned by Eq. (4), the center point of the cluster is
initialized.

3. The data serial number is used as the key, and the distance calculation Eq. (1) is
used to calculate the Euclidean distance for each data point.

4. Map the entire data object to its own classifier Reducer using the parallel mapping
at the Map stage. This process requires the intermediate file storage of the HDFS
distributed file system.
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5. In the Reducer, the sum of the squares of the distances of each cluster is calculated
in parallel to calculate the new cluster center.

6. Determine whether the Euclidean distance of the current cluster center is greater
than the threshold. If yes, Replace the center point of the original cluster with the
center point of the current cluster and return to step 3 to recalculate, otherwise the
algorithm ends.

The full data set first undergoes parallel random sampling and preprocessing before
performing clustering calculations. The sample distance calculation and data classifi-
cation of cluster analysis are performed by MapReduce. Compared with the traditional
K-Means serial algorithm, this improved algorithm parallelizes the cluster analysis
process, which makes the efficiency of the algorithm greatly improved when running
large-scale data.

5 Experimental Analysis and Results

In the environment of cluster analysis system, the design experiment of the improved
k-means parallel algorithm is combined with the experimental results. Firstly, the
experimental environment and data preparation of cluster analysis system are intro-
duced. Then, the traditional k-means algorithm and k-means parallel algorithm are
compared experimentally from the four directions of convergence speed, accuracy,
initial sampling rate and acceleration ratio in the cluster environment. Finally, the
improved algorithm is analyzed and summarized.

5.1 Experimental Environment and Data of Cluster Analysis

In order to simulate the distributed cluster environment in real situation, six PC
computers were used in cluster analysis system experiment environment. The operating
system is Cent OS6.4. Software Java_1.7.0_79, Zookeeper-3.4.5, Hadoop2.6.0 and
HBase 0.96.2 were installed respectively.

Because the experiment needs the accuracy of the test and the speedup in the cluster
environment, two data are prepared. One is the Iris open source dataset commonly used
for cluster analysis, and the other is a large-scale dataset generated. There are three
classic Iris datasets, each with a data capacity of 50, and each data object contains four
different attributes. Due to the small capacity of the Iris dataset, it is impossible to test
the improvement effect of the algorithm in large-scale clustering. Therefore, the attri-
bute dimensions and the capacity of the Iris dataset are increased, and a large-scale
random dataset is constructed with code. In this experiment, five sets of data sets with
different sizes are generated. Each set of data is divided into three clusters, and the
number of elements in each cluster is the same.

398 X. Li and D. Li



5.2 The Convergence Speed Comparison

The convergence speed comparison experiment is to compare the number of iterations
required for running the algorithm when computing the same data set in a stand-alone
environment, comparing the traditional K-Means algorithm and the improved K-Means
parallel algorithm.

In order to eliminate the interference of parallel computing, the traditional K-Means
algorithm runs in the common stand-alone environment, and the improved K-Means
parallel algorithm runs in the pseudo-distributed mode. The above two algorithms are
run on 5 machine nodes with File A as the original data set. The test data is shown in
Fig. 1.

The experimental results show that the improved k-means parallel algorithm has
fewer average iteration times in the single-machine pseudo-distributed mode, so it has
better convergence. The reason that the algorithm converges faster is that the pre-
treatment process makes the initial class cluster center more accurate than the tradi-
tional algorithm.

Fig. 1. Convergence performance comparison

Table 1. Generated random data set

Data
set file

Data
set size

Total number
of data elements

Data
dimension

Cluster center
point number

File A 0.2 M 8000 5 3
File B 150 M 8000000 5 3
File C 450 M 24000000 5 3
File D 1.3 G 64000000 5 3
File E 2.2 G 150000000 5 3
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5.3 Accuracy Comparison

The purpose of the accuracy comparison experiment is to test the accuracy of tradi-
tional K-Means, mahout K-Means algorithm and improved K-Means parallel algorithm
for standard Iris data clustering, where, the mahout K-Means algorithm is the K-Means
parallel algorithm implemented by Hadoop platform. The clustering effects of the three
algorithms are shown in Tables 2, 3 and 4.

In Tables 2, 3 and 4, the total number of Iris data sets is 150, and the traditional
K-Means calculation is accurate 128, and the accuracy rate is 85.3%. The mahout
K-Means algorithm is accurate 124 and the accuracy rate is 82.7%. The improved
K-Means parallel algorithm is accurate 136 and the accuracy is 90.7%. Therefore, the
experimental results show that the improved k-means parallel algorithm has better
accuracy. After analysis, this result is caused.

5.4 Initial Sampling Rate Comparison

This experiment is to compare the operation efficiency of several different random
sampling methods. The sampling methods of the comparison are sequential traversal,
byte offset, and parallel random sampling based on Top K improvement. The k-means
parallel algorithm runs on 6 nodes. In this experiment, the File B File is the original
data set, and the timeout period is 1 h. The sampling time of each method is shown in
Table 5.

Table 2. Traditional K-Means

Setosa Versicolor Virginica

Setosa 50 0 0
Versicolor 0 39 11
Virginica 0 11 39

Table 3. Traditional K-Means

Setosa Versicolor Virginica

Setosa 49 1 0
Versicolor 1 37 12
Virginica 0 12 38

Table 4. K-Means parallel algorithm

Setosa Versicolor Virginica

Setosa 50 0 0
Versicolor 0 43 7
Virginica 0 7 43
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5.5 Cluster Environment Speedup Over Validation

Due to improved algorithm is a kind of parallel algorithm design in this paper, the
speed ratio is a parallel algorithm is one of the most intuitive indicator of fine per-
formance, so the improved k-means algorithm is used to speedup ratio the experiment.
The speedup ratio is the ratio of the same task running in a different number of
processors. The formula is defined as follows:

Sp ¼ Ts
Tp

ð5Þ

In Table 1, there are 5 orders of magnitude of different artificial data sets, including
File A, File B, File C, File D and File E as the original input data The speedup ratio of
parallel algorithm is calculated by using 1, 2, 3, 4 and 5 computing nodes respectively.
The speedup ratio is shown in Fig. 2.

From the experiment result shows that all data set speedup ratio increases with the
increase of computing nodes, the speedup increases with the increase of data amount. It
shows that the improved K-Means algorithm in the distributed cluster parallel envi-
ronment can significantly improve the operation efficiency, and can adapt to large-scale
data set of cluster computing.

Table 5. Time comparison of different sampling methods

The number of elements in the sample
data set
90 900 900000 9000000

Line-by-line through 461.2 s 2605.1 s Timeout Timeout
Byte offset 1 s 9.6 s 624.1 s Timeout
The parallel sampling 32.4 s 32.5 s 43.1 s 52.1 s

Fig. 2. Speedup ratio test
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6 Conclusion

This paper first analyzes the process and existing problems of k-means algorithm.
Then, the improvement scheme of k-means algorithm is studied, which mainly includes
parallel random sampling, sample distance computation parallelization and data object
clustering process. In this paper, the improved k-means parallel algorithm is tested in
four directions from the convergence speed, accuracy, the initial sampling rate and the
clustering environment speedup ratio. The experimental results show that the clustering
analysis system was designed and implemented in this paper can efficient and stable
distributed clustering services, improvement of K-Means parallel algorithm has good
convergence and accuracy, initialization, sampling rate and the speedup ratio of the
cluster environment.
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Abstract. This paper is mainly to predict the running time of data-
intensive MapReduce program under Hadoop2.0 environment. Although
MapReduce programs are diverse, they can be divided into data-intensive
and computationally intensive, depending on the time complexity and
the nature of the program. The prediction of computationally inten-
sive programs has always been difficult, and Hadoop has exhibited cer-
tain database attributes that are basically data-intensive. Moreover, the
relationship between data-intensive programs and the amount of data
is more closely related and shows certain statistical characteristics. So
the method of statistical learning is applied to predict the execution
time. This paper first generates training data and test data according
to requirements, and then selects the appropriate features through the
analysis of the logs. The prediction was first performed using the KCCA
algorithm. However, the deficiencies were found. Then based on the char-
acteristics of the kernel function, a prediction method based on deep
learning was proposed, and the result was significant.

Keywords: Training data · Feature extraction · KCCA
Deep learning

1 Introduction

1.1 Background

We generally believe that we are facing an era of information prosperity. The
amount of data has become very large, and traditional management and process-
ing methods are no longer effective. In this case, MapReduce has proven to be an
effective way to deal with “big data”. It is a programming model that is scalable
and has a fault-tolerant operating environment. Due to its simplicity, versatil-
ity and maturity, it has become the most popular platform for data analysis.
Hadoop is an open source implementation of MapReduce. Many Internet com-
panies deploy many Hadoop clusters to provide core services such as log analysis,
data mining, feature extraction, and so on. After studying the performance of
some Hadoop clusters, you can find some interesting issues as follows:
c© Springer Nature Singapore Pte Ltd. 2018
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– How to design an efficient scheduling strategy? Predecessors did a lot of
work on Hadoop scheduling strategies. However, some advanced strategy algo-
rithms need to perform high-level estimation of job performance in advance
to determine the scheduling strategy;

– How to optimize job performance? More and more companies are concerned
about the return on investment They not only need to solve problems, but
also optimize job performance, thereby reducing time and resources to solve
more problems;

– How to evaluate the performance of the job? Even if all possible optimization
strategies are made, this is not the optimal strategy. So a standard is needed
to judge the performance of the job;

– How to balance cost and performance? Some users prefer to use on-demand
services instead of deploying their own. In this case, they need to determine
exactly how long they are and how many nodes they use;

If the cluster’s performance improvement does not reach its ultimate goal,
resources may be wasted. Even in a production environment, performance tuning
is a tedious task. To properly solve these problems, the focus is on estimating job
performance in advance. So it’s particularly critical for the prediction of time.

Although MapReduce programs are diverse, they can be divided into data-
intensive and computationally intensive, depending on the time complexity and
the nature of the program [1]. The prediction of computationally intensive pro-
grams has always been more difficult because the results are more uncertain.
For example, for the different accuracy requirements, the execution result of pi
will also be different, and the natural execution time will also be very different.
In contrast, data-intensive programs are relatively friendly. The execution time
and data volume of this type of program are strongly related and have statis-
tical characteristics. In addition, Hadoop embodies strong database operation
features such as counting, querying, etc. These are all data-intensive programs.

1.2 Related Work

There have been ideas for the prediction of MapReduce programs. For example,
some research work through detailed analysis of various stages of the MapReduce
program execution, and then the detailed modeling of each stage to achieve
the purpose of prediction [2,3]. They generally give more complex modeling.
Others model the entire process and achieve prediction by learning parameter
coefficients [4]. However, the process of MapReduce execution is influenced by
many factors. When the amount of data increases, is it still a linear model?
Others use sampling to create a simulator to predict execution time [1]. However,
there are few statistical learning methods to predict. There has been research of
the prediction of hive [5] and achieved good results. However the prediction of
the MapReduce program was only conjecture.
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1.3 Main Research Content

This paper aims to predict the execution time of data-intensive programs through
statistical learning methods. Firstly we generate the required training data
according to certain rules. Then, we pick out features that fit the model. Finally,
according to the results, improvements have been made.

The contributions of this paper are listed as follows:

– In the absence of enterprise-level data, based on the actual situation, we
generate suitable training data;

– We propose an improved method based on the KCCA regression problem;
– We have designed a data distribution that can find out the inherent laws of

the MapReduce model.

We begin our research with data generation and feature extraction in Sect. 2.
Then we apply KCCA algorithm [6,7] in Sect. 3. We propose our optimization
in Sect. 4. Finally, the results are shown in Sect. 5.

2 Data Generation and Feature Extraction

2.1 Data Generation

In previous research results [1,5], they give us ideas on how to get training data.
The best way is to directly use the company’s data. If we do not have corporate
data, we can generate data that meets the requirements ourselves. So according
to the actual situation, we chose to generate training data. After considering the
overall factors, we summed up the following requirements for generating data:

– Have enough coverage
– In the implementation of the example program, we need to consider the per-

formance of the cluster.

Because statistical learning methods are more based on the probability of
summing up a certain law, the predicted results are actually the spatial division
of the results of the training set, especially for regression. Therefore, we have to
cover all possible situations as far as possible. Secondly, the execution time is
closely related to the performance of the cluster. We do not want to change the
environment in which the program is executing. For example, when we run a
program on a large data set, we will have to use a lot of resources in the cluster.
However, at the same time when other people submit an assignment during this
process, the environment in which our program runs will change. This involves
Hadoop’s scheduling allocation mechanism. Not only will it affect other people,
but more importantly, our results will be affected.

Therefore, according to the above conditions, according to the situation of
the laboratory cluster, it is proposed to adopt the following scheme:

(1) The data set size is within 1M, multiplied by 64k, eg 64k, 128k, 194k,...,
1024k
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(2) The data set is more than 1M, multiplied by 1M, for example, 1M, 2M,...,
1024M.

According to the performance of the integrated cluster and the execution
time of the cluster, it is appropriate that the maximum data volume is 1G.
Because in the previous literature it has been discussed that the running time
of datasets within 64k of the Shuffle and Sort stage executed by MapReduce
is negligible. Then design a data set with a step size increase to 1M. This can
achieve sufficient coverage.

This paper generates training datasets through the teragen method under
the example package that comes with the Hadoop tool. By observing data, this
method uses pseudo-random numbers to follow the output string of the line cycle.
One benefit of such data set is that the resulting data will not be skewed. In this
way, there will be no situation that the data distribution affects the execution
of the program. Through the experiment, 100 lines were measured to be 40B, so
that the corresponding data set can be calculated by calculation. We generate the
corresponding execution command through the program, and finally execute the
script to generate the data set. Then, we need to pick a program as a benchmark.
We chose the wordcount program in the example folder of the Hadoop tool.

2.2 Log Extraction

This paper analyzes the possible influencing factors including [8,9] of program
execution time and proposes to select features through the following three
aspects:

(1) System hardware configuration
(2) Hadoop configuration information [10]
(3) Execution process of Hadoop.
Our goal is to predict the execution time of the program before running

the MapReduce program. Then the process of extracting features becomes the
behavior of extracting valid information before executing MapReduce program.
We can analyze how to extract reasonable features by splitting the execution of
the MapReduce program.

When the MapReduce program starts, the system does not immediately start
executing the Map program. The system will initialize the execution environment
first, then this overhead can be defined as the initialization overhead when the
Map task starts execution. We define this time as MapSysCost.

After the Map program is initialized, Hadoop begins using a circular buffer to
read the data specified on the HDFS. Then, in the process of reading information,
the disk read speed and cache ratio are the key to this process. The read speed of
the disk belongs to the hardware configuration of the system cluster, which has
a key influence on the execution of any job, especially critical for applications
such as MapReduce that handles large data sets. On the other hand, the ratio
of buffer thresholds is also more critical in this issue. The Map process has been
completed when the data is in the buffer and when the data continuously fills
the buffer to a certain threshold, the split phenomenon will occur. Therefore,
the buffer ratio will affect the rate of sorting.
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Meanwhile, a MapReduce program will have a shuffle between Map and
Reduce program execution. At the same time, when the buffer area is fixed,
the proportion becomes more important. The Hadoop system has a mechanism
to save time. When the Map program is about to finish, Reduce will start before-
hand. This is a reason why the reduce will start when the progress of the map
execution does not reach 100.

We can summarize the selected features in a table as shown in Table 1:

Table 1. Feature we select

NO. Symbol Description

1 SeqRead Hard disk read speed

2 MapSysCost The overhead of the Map
task

3 mapreduce.task.
io.sort.mb

Output memory buffer
size in Map

4 mapreduce.reduce.
shuffle.parallelcopies

The number of concurrent
threads to copy data in
Reduce

5 mapreduce.map.sort.
spill.percent

Buffer overflow threshold
in Map

6 mapreduce.reduce.shuffle.
input.buffer.percent

Buffer overflow threshold
ratio in shuffle

Of course, the most important thing is the size of the input file. However, we
may have some deviations from the experimental data set size calculated by the
number of rows, and after the task is executed, it is difficult for us to distinguish
the programs executed by the job by the name of the job. Therefore, we use the
log information to get the size of the execution file.

3 KCCA Model

Kernel Canonical Correlation Analysis (KCCA), is a variant of CCA that cap-
tures similarity using kernel function. The correlation analysis is on pairwise
distance, not the raw data itself. This approach provides much more expressive-
ness in capturing similarity and its correlations can then be used to quantify
performance similarity of various workloads. KCCA is the statistical machine
learning technique we use in this dissertation.

The projection resulting from KCCA provides two key properties:

– The dimensionality of the raw datasets is reduced based on the number of
useful correlation dimensions.

– Corresponding datapoints in both projections are collocated. Thus, there is
a clustering effect that preserves neighborhoods across projections.

We next give the description of the KCCA algorithm and application
methods.
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3.1 KCCA Overview

Using the kernel-cca algorithm, we try to obtain a standard eigenproblem for
the kernel mapping of the text and image kernels. The objective function is as
follows:

ρ = max
α,β

α′KxKyβ√
α′K2

xαβ′K2
yβ

(1)

The corresponding Lagrange is:

L(λα, λβ , α, β) = α′KxKyβ − λα

2
(α′K2

xα − 1) − λβ

2
(β′K2

yβ − 1) (2)

Taking derivatives in respect to α and beta we obtain

∂f

∂α
= KxKyβ − λαK2

xα (3)

∂f

∂β
= KyKxα − λβK2

yβ (4)

Subtracting β′ times the second equation from α′ times the first we have

α′KxKyβ − λαα′K2
xα − β′KyKxα + λββ′K2

y = 0 (5)

Which together with the constraints implies that

λα − λβ = 0 (6)

So considering the case:
λ = λα = λβ (7)

We eventually get the following matrix form:
[

0 KxKy

KyKx 0

] [
A
B

]
= λ

[
KxKx 0

0 KyKy

] [
A
B

]
(8)

This procedure finds subspaces in the linear space spanned by the eigen-
functions of the kernel functions such that projections onto these subspaces are
maximally correlated. Operationally, KCCA produces a matrix A consisting of
the basis vectors of a subspace onto which Kx may be projected, giving Kx ×A,
and a matrix B consisting of basis vectors of a subspace onto which Ky may be
projected, such that Kx × A and Ky × B are maximally correlated.

3.2 Prediction Method

KCCA uses kernel functions to compute distance metrics between all pairs of
workload vectors and pairs of performance vectors. A kernel function allows us
to transform non-scalar data into scalar vectors, allowing us to use algorithms
that require input vectors in the form of scalar data. Since our features and
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performance results contain categorical and non-numeric data, we create custom
kernel functions to transform our datasets.

Given N instances, we form an N × N matrix Kx whose (i, j)th entry is the
kernel evaluation kx(xi,xj). We also form an N ×N matrix Ky whose (i, j)th is
the kernel evaluation ky(yi,yj). Since kx(xi,xj) represents similarity between xi

and xj , and similarity for ky(yi,yj), the kernel matrix Kx and Ky are symmetric
and their diagonals are equal to one. Our similarity metric is constructed from
Gaussian kernel functions.

We then project Kx and Ky onto subspaces α and β. For this projection
step, KCCA calculates the projection matrices A and B, respectively consisting
of the basis vectors of subspaces α and β. In particular, the matrices A and B
are calculated using the generalized eigenvector problem formulation in (8) such
that the projections Kx × A and Ky × B are collocated on subspaces α and β.
Once we build KCCA model, performance prediction is described as follows. For
the new instance xnew, we calculate unew = KxnewA. The Knew is different from
Kx. It is 1 × N , and its every dimension is K(xi, xnew). Then we infer the jobs
coordinates on the performance projection subspace β by using its 3 nearest
neighbors in the job projection. In the original sample, we used the weighted
average method to complete the forecast.

In the question of weighted average, we consider an idea that when the dis-
tance between two points is infinitely close to 0, then the weight of this point
should be infinitely close to 1. Conversely, if two points are far enough, then the
weight of this point is infinitely close to zero. Thus we divide into two steps to
get the distance-weighted weights.

We have chosen the tanh function, in which x ∈ R, y ∈ [0, 1]. The specific
form of the function is as follows:

tanh(x) =
1 − e−2x

1 + e−2x
(9)

The function image is:
We denote the distance between the new point unew and the nearest three

points as d1, d2, d3 and tanh function can be transform into:

tanh(d) =
1 − exp(−2/d)
1 + exp(−2/d)

(10)

Thus the function of the tanh function is to map the distance of points to an
interval of [0,1]. Then let

D = tanh(d1) + tanh(d2) + tanh(d3) (11)

Then the weights are tanh(d1)
D , tanhd2

D , tanh(d3)
D respectively. Finally, accord-

ing to the characteristics of the kernel function, we can calculate the distance
between two points which are in the high-dimensional space in the current fea-
ture space as follows (Fig. 1):
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Fig. 1. The function image of tanh.

‖φ(x) − φ(x′)‖2 = (φ(x) − φ(x′))T (φ(x) − φ(x′))

= φ(x)T φ(x) − 2φ(x)φ(x′) + φ(x′)T φ(x′)
= 〈φ(x), φ(x)〉 − 2 〈φ(x), φ(x′)〉 + 〈φ(x′), φ(x′)〉
= κ(x, x) − 2κ(x, x′) + κ(x′, x′)

(12)

4 Deep Learning Based Model

Before the advent of deep learning, people generally compensated for the lack
of computing power in high-dimensional space through the use of kernel func-
tions. Designing specific mapping functions in a specific area has a huge effect
on improving accuracy. It has been proved that as long as there is a mapping
function, there will be a corresponding kernel function. After the theory of deep
learning has been perfected, it is generally believed that the deep learning model
is actually learning mapping functions. Therefore, for each type of task, the deep
learning model can learn specific mapping functions. Meanwhile, the current
trend is to make training predictions through a single model so as to achieve
the goal of becoming less desirable [11]. We designed a two-layer model based
on deep learning.

Data Analysis. Before we select our model, we should analyze the distribution
of data intuitively to find out best model. We use word count program, which is
in Hadoop example package, to run on the prepared data set. We just pick up
some important relationships between time and the size of data set.
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First, we look at the relationship between average map time and the input
size in Fig. 2.

Fig. 2. The relationship between avgReduceTime and input size.

We can clearly find that the correlation is almost equal to 1, and it shows
good function characteristics. The same phenomenon occurs in the reduce stage,
which we can see in Fig. 3.

The point of supplemental explanation is that the input size of reduce is
the same as the output of map, therefore we can easily acquire through history
server. It shows a great relationship between time and size of data set because of
o(n) time complexity. The last but not least, we show the relationship between
the sum of every phase and size in Fig. 4, and we surprisingly find out the number
of input split has a great influence on the final result, because the breakpoints
occur where data jumps occur.

Model Design. After analyzing the issue we studied in this paper, a simple deep
learning neural network was finally selected. Since we need more to explore a
functional relationship between selected feature and performance. The number
of hidden neurons is generally determined based on experience. Since we do not
have many features and the amount of data is not large, we determine that we
have two hidden layers and each hidden layer is three times the number of neu-
rons in the input layer. Meanwhile, as the input to the underlying model, we
need to determine a suitable output for the model. Looking through the logs,
it is found that the following three times are closely related to the total exe-
cution time: avgMapTime, avgShuffleTime, avgMergeTime respectively denotes
average Map time, average shuffle time and average merge time. We also find an
interesting phenomenon from the log that the average reduce time is the opposite
number of shuffle time. Thus we only select one of them.
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Fig. 3. The relationship between avgReduceTime and input size.

Fig. 4. The relationship between avgReduceTime and input size.

Then we need to determine the underlying model. The inspiration comes
from our previous prediction model. Our final result is a weighted average of the
original values. Previous research has used tree structures to solve this regression
problem [12]. Random forest will have a good performance on the general data
set. However, when we analyze the specific problem, bagging is actually more
appropriate. Since strictly speaking, under the condition that we control the
environmental conditions, the uniform task will run the same time on the same
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data set. What we are looking for is a better fit to the data. Thus we select
Gradient Descent Regression Tree. It is a compound tree and each of its new
tree learns the previous residuals under the square loss function. Therefore, under
the conditions of our strategy for generating training data, we will achieve a very
accurate result. Of course the final output is the total implementation time.

5 Experiment

We use a non-replacement method to collect the training set, with a ratio of
10%. In KCCA model, we need data for preprocessing. The preprocessing pro-
cess needs to make the average of the data zero. Taking into account the charac-
teristics of the training data, that is, the data span is too large, thus the variance
of the Gaussian kernel function is set to 0.1. In this experiment, we chose the
average error rate and the result is as follows (Fig. 5):

Fig. 5. The result of KCCA model.

The abscissa is the sample number, and the ordinate is time.
The average error rate is 18.5%. However, the most important thing is that

the time it takes for the calculations is unbearable for us, even if the amount of
data is not so big. Then we try to use the second model which is combined with
deep learning model and gradient descent regression tree. We use the Sigmod
function as an activation function, because of the regression problem. Then we
set the maximum depth of the tree to no more than 3 to guarantee a certain
degree of generalization performance. We use random sampling for verification.
We also use the average error rate and the result image is as follows (Fig. 6):

Fig. 6. The result of mixing model.
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Similarly, the abscissa is the sample number, and the ordinate is time.
The average error rate is 0.2%. Therefore, this result proves that as long as

we select the right features and have enough data, we can make a very accurate
prediction of a task.
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Abstract. As the increasing number of applications in Office Mobile, it’s hard
for the traditional IT network infrastructure to carry out remote management and
maintenance. The Citrix-based Cloud Desktop can manage and maintain users’
terminal equipment, reduce the operation and maintenance costs and fulfils the
enterprise’s centralized management. Meanwhile, Cloud Desktop provides users
with a personalized desktop and a variety of access methods which improve
service levels and business continuity needs. Compared to the traditional IT
infrastructure, the Cloud Desktop provides users with faster & higher pre-
dictability, higher cost performance and richer applications. Moreover, it is
particularly prominent in energy conservation and cost savings.

Keywords: Cloud computing � Citrix � Desktop virtualization
Network architecture � Centralized management

1 Introduction

Cloud Computing has been always the hot topic in IT industry since 2007. Its definition
has been described in detail by IBM technical white book about “Cloud Computer” [1],
Professor Liu [2] and Wikipedia [3]. About the desktop cloud, it was once defined by
IBM Smart Business Desktop Cloud as “the application and the entire client’s desktop
through the client’s terminal or any other equipment connected with internet” [4].

2 Advantages of Cloud Desktop and Citric-Based Network
Structure

2.1 Safer System

As the hard disk is prohibited, it can prevent virus infection from the network inter-
nally, data leakage from the internal network, result in invisible local disk on chip,
prevent the operator from damaging the client’s equipment due to misoperation,
guarantee the manageability of the user’s authority and safety of system data and
application software, enable the administrator to supervise illegal users to stop his/her
dangerous operation in time; besides, the transmission safety can be guaranteed
because only information will be transmitted when input or output via screen, keyboard
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and mouse. The application programs will operation completely based on server. In this
sense, illegal shutdown will not be concerned because the terminal itself uses DOM
card whose performance is far stronger than the hard disk. Therefore, the illegal
shutdown will not damage the disk’s sectors; in addition, the terminal adopts the
remote control mode with important documents stored in the server. Consequently, the
illegal shutdown will not result in the data loss.

2.2 More Convenient Management

The administrator can release the applications to the users in time. There’s no need of
setting the user terminal. The administrator may implement remote control the terminal
uses to avoid any irrational use. When the users demand any assistance, the system
administrator may carry out interactive operation by remote control. The system setting,
applications and data at the terminal end can also be fully disposed by the administrator
to avoid losses resulting from the user’s misoperation as much as possible [5].

2.3 Reduction of Upgrade Fees and Upgrade Workload

At present, the computer is usually served for three to five years with upgrading
afterwards when the terminal mode doesn’t have to be upgraded but expanding the
general server. If hundreds of work stations have to be installed, it will not only
consume a great amount of manpower and material resources, but also postpone the
engineering progress. Thus WIN terminal adopts WINCE embedded system. In this
way, the users can work upon resetting and getting reconnected with the backend server
when modifying the terminal mode.

2.4 Speed Increase

The current applications are mostly troubled by slow speed; but the terminal can
increase speed greatly in that the terminal only transmits screen and the data are
exchanged between PC server and minicomputer. In this way, the speed will not
encounter the bottleneck.

In addition, the cloud desktop is also characterized by energy conservation, lower
cost and short response time to IT service, etc.

2.5 Citrix-Based IT Network Structure and Advantages

At present, the primary cloud computing service providers have their respective cloud
desktops. Citrix, VMware, MED-V and SUN, etc. are mostly applied on the market.
Among others, the Citrix enterprise-level network solution based on the server
involving the computer users in diverse industries including large and medium-sized
enterprises and public institutions and the emerging application service providers
(ASP) have provided abundant applications to enormous clients which have been
universally applied in a wider area and scope by virtue of higher efficiency, favorable
predictability and satisfying cost performance [6]. Such solution, in comparison with
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non-Citrix based structure highlight unique advantage. Its advantages are shown in
Table 1 [7] and its structure is shown in Fig. 1.

Citrix adopts uniform receiver at the user terminal so that users may visit their own
desktop applications via any computer. With Citrix HDX technology, XenDesktop may
guarantee the users to have sound experience via whatever equipment. Upon integration

Table 1. Comparison between Citrix and non-Citrix based solution

Non-Citrix based solution Citrix-based solution

Shall be installed on the desktop Shall be separated from the operation
system

One image to each desktop Only store and maintain an OS image
Each desktop has to be administered independently Operate independently with dynamics

released to the users
Still a large amount of maintenance and storage
only transferred from the front end to back end

Manage the user files independently in
a logic and concentrated manner

Fig. 1. Citrix-based IT structure

Fig. 2. The optimal VDI solution provided by Citrix
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Citrix’s unique FlexCast, XenDesktop can realize optional accession by single solution
and then provide customized virtual desktop infrastructure (VDI) as claimed by different
clients. It cannot only well support various performances but establish the best desktop
computing environment for the users in time [8] with its structure shown in Fig. 2.

3 Citrix-Based Desktop Virtual Design Scheme

3.1 Comparison of Relevant Schemes

Literature [9] designed a VDI virtual desktop setting solution that integrates VMware
and Citrix from the perspectives of software setting, hardware setting and safety
requirements, etc. Literature [10], on the basis of comparing SBC and VDI virtual
desktop solutions, proposed a general technical structure orienting to the enterprise’s
virtual desktop system and designed a mixed cloud virtual desktop setting scheme,
which has thus realized the connectivity between public network virtual desktop and
Intranet system. Literature [11] proposed a VMware View-based desktop visual
solution and analyzed its deficiencies. Literature [12] proposed the basic framework,
deployment units and application mode of a desktop cloud teaching platform based on
Citrix virtualization technology. Literature [13] proposed a virtualization-based cloud
desktop technical solution, designed the general structure scheme of the desktop at the
business hall based on the cloud desktop technical principles, and further designed the
software, application structure and network, etc. in a detailed manner. Literature [14],
upon comparison of such virtual solutions as VMware, vSphere, Hyper-V, Citrix Xen,
Oracle VirtualBox and Ret Hat KVM, etc. on the basis of a typical cloud desktop
system structure, proposed the selection of cloud desktop in terms of availability, easy
use, expansibility and cost performance, etc. Literature [15] proposed the new mode
how the cloud desktop would manage the multi-media classroom, designed a cloud
administration structure based on the terminal mode of “concentration, dispersion and
isomerism” for coupling of the applications and the operation system, which has cre-
ated an environment of virtual operation for the applications.

In general, with Citrix’s receiver as a uniform user terminal, XenDesktop allows the
users to visit their own desktop and the enterprise’s applications via any PC, isomerism,
thin client and smartphones, etc. XenDesktop adopts Citrix HDX technology to
guarantee all the users may have excellent HD experience especially when involving
multi-media, real-time collaboration and 3D pictures, etc. via whatever equipment in
that XenDesktop combines FlexCast delivery technology unique to Citrix which
enables IT department to deliver VDI of different types to all users. Among others, such
desktop has been customized so that it can fulfill the requirements on performance,
safety and flexibility while providing the most comfortable desktop computing envi-
ronment to all users whenever and wherever possible.

3.2 General Solution Architecture of Citrix-Based Cloud Desktop

The client-side software release and concentrative deployment are completed through
Citrix XenApp, which will not cause any change to the back-end application server
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architecture so that all office software and applications as released may visit at the client
side by XenApp. Its overall framework is shown in Fig. 3 as follows:

3.3 Realization of Citrix Cloud Desktop Functions

3.3.1 Centralized Management
Allocate applications within the data center by virtualized manner [16]. As the server
and the client-side are set within the same intranet, its safety and applicability can be
greatly upgraded; therefore, the users may visit the data center at any network and
terminal rapidly. In the course, the enterprises just have to manage and maintain the
data center within the intranet, which has greatly simplified the operation and main-
tenance [17]. Besides, the installation and configuration of applications can be carried
out at the server; therefore, it is convenient to deploy and configure the office
environment.

XenApp provides a server-based computing to the users, which supports the release
of virtualized applications [18]. ICA agreement, as the core technology, connects the
remote client-side equipment on its server and the application process to relocate
various input and output data associated with application process on the I/O equipment
at the remote client side through up to 32 ICA virtual channels including keyboard,
mouse, port and printing, etc. In comparison with the installation and operation of the
client-side software at the client side, although no such client-side software operates on
the client’s equipment, the users will not feel any change in operation. The release
principle of XenApp virtualized application is shown in Fig. 4 as follows:

As a highly efficient data exchange agreement, information from mouse, keyboard
and screen refresh is transmitted upon encryption and compression between ICA
remote terminal equipment and the central server. At this moment, the single con-
nection takes up less than 20 KB bandwidth [19].

The utilization of the said mode enables the enterprises to deploy their overall
framework in a more efficient manner, realizes the transition from the distributed to
centralized management, and thus greatly improves the application visit and safety
performance, etc.

Fig. 3. Overall structure
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3.3.2 Store and Separation
The combined action of Windows Server users’ profile mechanism and NTFS file
system provides individual private space to the users at the server; moreover, the server
stores the users’ AD, file data as stored and personal space under safe management
environment through NTFS special file permission mode [9], which can not only grant
the authority of acquiring and visiting the users’ data to the specific administrator but
also manage the behavior of interleaving access to other users’ data.

Meanwhile, the reorientation by configuration of Windows Server’s files can
guarantee the users to visit personal data by logging on any server.

3.3.3 Remote Access and Visit Control
Citrix provides uniform safe access to the users. Common access flow is shown as
follows [9]:

Firstly, identify the user’s identity. XenApp integrates diverse ways of identity
authentication including double factor authentication, provision of the user’s name,
command and passcode by the visiting users.

Secondly, after authentication, the user will obtain an encrypted link; by this way,
when the user logs on his/her own portal, he/she can use various applications.

Thirdly, manage with the virtualization server and command provided by Citrix to
call and log on system or software rapidly and automatically; thus the users may
experience as if native applications.

Fourthly, the administrator may configure the users group permitted by each appli-
cation very conveniently and record the uses’ use of each application completely. The
users’ visit of applications is strictly controlled by Citrix application delivery platform,

Fig. 4. Release principles of XenApp virtualization application
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which provides diverse access strategies to manage the user’s access requirements under
different situations. And their operations in the entire course and duration of visiting the
enterprise’s resources are controllable, even printing, copy and paste, save to local place
and terminal, etc. which are controllable operations and resources.

3.4 Realization of Citrix Cloud Desktop Technology

3.4.1 Horizontal Expansion
The sever embedded with Citrix highlights cluster function. With such configuration,
each cluster is a Farm and the users only have to add the server to the Server Farm for
horizontal expansion; in this way, the scale of office system can be magnified.

3.4.2 Load Balancing
As shown in Fig. 5, on the Server Farm of Citrix, the exchange with servers and the
collection of dynamic information in respect of CPU and the internal memory, etc. are
all completed by the load balancing dispatch server of “Data Collector”, which will
also be responsible for arranging the application requests to the server of the minimum
load [11].

The Server Farm guarantees the server’s high availability. When the single server
malfunctions, the user will be forwarded to other server with smaller load so as to
guarantee his/her normal use and reduce the single malfunction as well.

4 Price Analysis of Desktop Virtualization

The one-time investment in establishing private cloud is relatively higher than that by
traditional pure PC method; but the operation cost upon establishment is much lower
than the latter, for example, a set of traditional computer host is about 200 W, which
consumes 0.2 degree of power per hour while the power of a cloud terminal is about
10 W; the service cycle of a computer is about five years with 8–10 years for the cloud
terminal; besides, the cloud terminal basically does not demand hardware maintenance,

Fig. 5. Load balancing
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etc. In comparison with 400 traditional personal computers and 400 cloud terminals
within five years, it is not hard to find that the total cost of cloud desktop is much lower
than that of the former. See Table 2 for the price budget of desktop virtualization
(about RMB1.6 million only for application virtualization).

Table 3 compares the Total Cost of Ownership (TCO) of desktop virtualization and
PC. Assuming the investment of RMB1.8 million in 400 sets of cloud desktop, the
service life of PC machine is 5 years while that of the cloud desktop is 8 years. The
maintenance and management cost of PC is RMB30/month. The power consumption of
cloud desktop is 10 W/set/h with 200 W/set/h for PC machine as per the unit price of
RMB0.59/degree, power on for 8 h a day and 198 days a year (9 months * 22
days/month):

Table 2. Price budget (unit: RMB10,000)

No. Equipment type Equipment description Quantity Unit
price

Total

1 Desktop server Ultramicro 2-way, 6-core,
CPU98G

7 4 28

2 Server chassis Ultramicro 7U 1 12.5 12.5
3 Access server Dell 2-way 12G internal

memory
1 1.5 1.5

4 Virtual machine
storage

hp P6000 double control, 24
pieces of 600 15K FC hard
disks, 24 pieces of 2 TB SATA
hard disks

1 15 15

5 Thin client
terminal

Chinavdi cloud base thin client 400 0.15 60

6 Virtual desktop
software
licensing

Free license version for one
year, upgrading and one-year
tel., email and remote support
services of original plant

300 0.1665 49.95

7 Network access
equipment

Cisco 24-port switch 1

8 Optical fiber
switch (for fiber
storage)

Brocade (activate 16 ports);
8 GB port speed

2 6 12

9 Software fees Windows
10 Design and

implementation
fees

Complete set 1

One-time investment fees for establishing private cloud in total: 180
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5 Risk and Countermeasures

5.1 Risk Description

The store of all the terminal user operations and data relies on the network terminal
server. If the network service performance is insufficient or shutdown, the operations of
all users as loaded on such terminal server shall be affected.

The store of all the terminal user operations and data relies on the network trans-
mission. In case of problem of the network transmission or interruption of the network
transmission connection point (Switch/Hub), all the users through such network
transmission connection point shall be affected and negative effect of inappropriate
operation will be caused to a large amount of users.

Deployment implementation. Online system switch will be implemented in the
course of later implementation, which may exert effect on the system continuity and
availability to a certain extent.

User experience. As the mode of cloud desktop differs from the use mode of
physical PC to a certain extent, it differs in the extent to which the users accept the
mode; therefore, the users may misunderstand or contradict IT services and
management.

System risk. The cloud desktop provides services to the users through network on
the basis of server cluster and uniform store, therefore, the malfunction of network,
server and store will exert significant effect on the users.

Table 3. TCO analysis of cloud desktop and PC in five years (unit: Yuan)

Category Traditional PC Cloud desktop
Cost per
unit

Quantity Category Cost per
unit

Quantity Category

Display 1000 400 Display 1000 400 Display
Depreciation
of mainframe
hardware cost

2500 400 Depreciation
of mainframe
hardware cost

2500 400 Depreciation
of mainframe
hardware cost

Maintenance
&
management
expenses

360/set/year 400 Maintenance
&
management
expenses

360/set/year 400 Maintenance
&
management
expenses

Terminal
energy
charges

187/set/year 400 Terminal
energy
charges

187/set/year 400 Terminal
energy
charges

Air-
conditioner
energy
charges

PUE = about 2400
persons

260,000 Air-
conditioner
energy
charges

PUE = about 2400
persons

Total Total Total
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5.2 Countermeasures

The server shall adopt the load balancing scheme and be deployed with hardware of
sufficient performance.

Enhance the stability of network transmission, upgrade the core switch and double
backup the network lines within various regions, and add UPS protection of the net-
work nodes, etc.

In terms of system design, carry out perfect planning of the entire implementation
plan. The system switch shall avoid the office time to reduce effect on the business
system and regular working.

The preliminary survey and test of user scenario shall fully understand the client’s
demand of desktop application and fulfill the user’s demands in the course of imple-
mentation as much as possible.

The system deployment shall take full consideration of the high reliability and
availability of server, store and network, reduce the possibility of system malfunction
and mitigate the effect on cloud desktop users.

6 Conclusion

The Citrix cloud desktop solution provides higher speed, higher predictability and more
superior cost performance to the computer users from all walks of life while providing
more abundant applications to more visitors. XenDesktop may fulfill the requirements
on performance, safety and flexibility, provide the most suitable desktop computing
environment to all users whenever and wherever. In meanwhile, the users may visit
diverse enterprise applications and office tools centrally released by XenApp at the
client side; in this sense, the client equipment can be managed and maintained in a
uniform manner. Although this solution has several ways of safety ID authentication,
which only aim at the user’s ID verification; therefore, efforts are still devoted to soling
the platform integrity verification of both parties involved in the communication and
the ID verification of the sending party.
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Abstract. Virtual machine (VM) data access control provides a cloud-
computing platform with guaranteed safety. Given that the cloud platform envi‐
ronment is dynamically variable, static VM data access operational authorization
is different from the dynamic cloud platform environment in state determination.
This difference affects the safety and performance of VMs in the entire cloud
platform. A constraint-based VM data access control model was proposed in this
study to evaluate the influence of dynamic environmental change in a cloud plat‐
form on VM data access control operation. The state information of the dynamic
cloud environment was considered a constraint evaluation function. The model
realized organic integration of static Bell–LaPadula model safety level and
dynamic cloud platform environmental information. A safety policy of VM data
access control operation was established, and the capability of the constraint-
based access control model to improve the safety of VMs was verified. A model
implementation framework and the main functions in combination with the
proposed model were realized. The effectiveness and performance of the
constraint-based VM data access control model were also evaluated. Results
showed that the performance loss was within 7% when the constrained VM data
access control model was used for operations, such as VM management. The test
of communication intensive workload of a VM indicated that the operating time
of the model was increased by approximately 4%. The constraint-based VM data
access control model in cloud platform could adapt to the complex dynamic cloud
platform environment and improve the safety of VMs. This study provided tech‐
nical and theoretical bases for VM data access control in cloud platform.

Keywords: Data access control · Virtual machine security · Cloud security

1 Introduction

Virtualization technology has been rapidly developed and widely applied in cloud plat‐
forms [1]. The safety problem [2, 3] of virtual machines in cloud platforms has become
a crucial factor restricting its development. As an important type of safety mechanism,
security data access control technology of virtual machines (VMs) is an effective
measure of guaranteeing the safety of cloud platforms. VM data access control realizes
protection of system information and resources mainly through access permission
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management. Considering that cloud platform environment is under highly dynamical
variations [4], such as operations like creation, deletion, migration, and restoration of
VMs, the safety need and safety state of resources are constantly changing. Moreover,
illegal traffic access may be generated among VMs, and traditional data access control
model [5] under traditional calculation pattern does not fully consider the environmental
influencing factors of cloud computation. Therefore, how to establish a VM data access
control model that combines the dynamically variable cloud environment, restricts
operations of VMs and their access range, and guarantees the safe use and authorized
access of the VMs are the key problems that need solutions.

VM data access control models in cloud platforms emerge under such a circum‐
stance. Based on traditional data access control model, a VM data access control model
is constructed with VM resources as subject and object of access control. In terms of
the present development of VM data access control models, most access control models
have not handled problems in VM data access control operation efficiently; they combine
the static security attribute authorization of VMs and information in the dynamic cloud
platform environment. In the aspect of static security attribute authorization problem,
Bell et al. [6] proposed the Bell–LaPadula (BLP) model and implemented “read down
and write up” through multilevel access control (MAC) of resources, which could
effectively protect information resources and prevent illegal visit. To apply the BLP
model to VM access control in cloud platforms, Weng et al. [7] introduced the BLP-
model-based VM access control mechanism so that the safety of VM was improved.
However, when these models are applied to VM systems in cloud platforms and frequent
operations like communication and migration occur among VMs, the influence of VM
operation on the safety of access control cannot be guaranteed. Qian et al. [8, 9] proposed
the Virt-BLP model and a virtual medium access control framework related to multilevel
safety in VM systems, which solved the safety communication and access control prob‐
lems of VMs but lacked consideration of the influences of such factors as the dynamic
environmental state changes of subject and object, physical environment, and system
state on VM access control.

In this study, based on the BLP model, VM data access control operation was imple‐
mented by introducing the state information of the dynamic cloud environment of VMs
into the access control model. Static security attribute authorization and dynamic cloud
platform information were combined. The influencing problem of the environmental
change of VMs in cloud platforms on the security attribute of the VMs was solved to a
certain degree; therefore, the multilevel safety needs in VM systems of cloud platforms
were satisfied. Moreover, the safety of VMs in cloud platforms was effectively improved
under the circumstance that the influence on the performance of VM platforms was
minor.

2 State-of-the-Art Approaches

Traditional VM data access control models cannot effectively solve the VM safety
problem due to the dynamics and complexity of the cloud platform environment [10].
Therefore, numerous studies have been conducted on VM data access control models
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in recent years. Virtual resource control and management [11] through an access control
model are important to guaranteeing the safety and usability of virtual cloud platforms
[12, 13]. VM data access control models in present cloud platforms mainly concentrate
on two aspects [14]; one is VM-isolated access control, and the other is access control
that controls the safety of resources shared by VMs. Most of these models realize safety
access control of VMs in cloud platforms using traditional access control models.
Among VM-isolated access control models, Shi et al. [15] formulated access control
policies of information flow among domains in cloud platforms and verified the effec‐
tiveness of isolation mechanism. Brewer et al. [16] proposed Chinese wall policy, in
which VMs in the same conflict set could not operate in the same VM monitor (VMM),
and this policy guaranteed isolation among VMs, controlled information flow among
VMs, and improved the safety of cloud platforms. However, these models lacked safety
grading of resources while guaranteeing isolation among VMs, and illegal visit would
be generated easily among VMs. In the aspect of protection of the safety of resources
shared by VMs, MAC of VM resources ensures the safety of the VMs. Boebert et al. [17]
established simple-type enforcement policy and conducted access control through type
labels. Only when the subject VM owned an object VM label could the subject gain the
access to the object to control resource sharing among different VMs. Venelle et al. [18]
conducted cascade protection of all information flows in a Java VM (JVM) through
application of MAC model and trans-platform monitor to JVM, and results showed high
effectiveness and efficiency. These MAC models lacked restrictions from dynamic envi‐
ronmental constraints. During operations of VMs, such as migration or deletion, static
MAC attribute authorization could not effectively adapt to the dynamic environment of
cloud computation. Therefore, Fan et al. [19] proposed a time-limit multilevel safety
model, and the problem of safety level time limit of the safety model was solved by
introducing time limit functions. Su et al. [20] introduced a behavior-based access
control model and used behavioral mapping function to realize access of the subject to
object within specific range by combining BLP model. The above two models solved
the access control problems of subject–object time limit and specific range. However,
in cloud platforms, the frequency operations of subject–object VMs and the environ‐
mental factors of dynamic cloud computation could not guarantee the influence of
change in the cloud platform environment on VM access control.

A cloud platform is a dynamic distributed system; hence, VMs usually operate on
different servers in a distributed pattern, and different servers have different service
capabilities and time. Most present VM access control models have not considered the
dynamic environmental factors of cloud platforms. Therefore, the VM data access
control model in this study not only judged the safety level of subject–object VMs, but
also took the dynamic consideration of state change of subject and object, the physical
environment where they are located, and the system state during the judgment process.
The environment where VMs were located in a cloud platform was mapped into the
environmental state set through an environment-checking function to realize the
demands of VM access control in environmental constraints of the cloud platform,
compensate for the influence of dynamic environmental change of the cloud platform
on VM operations, and improve the safety of VM data access control operations in the
cloud platform.
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The remainder of this paper is organized as follows. Section 3 expounds the compo‐
sition of a VM system in a cloud platform, presents the formalized abstract description
of a VM system in a cloud platform, and discusses the development of a model based
on constrained VM access control. Section 4 consists of the experiment and result anal‐
ysis. Section 5 concludes.

3 Methodology

3.1 VM System Constitution in a Cloud Platform

Cloud platform system is a dynamic distributed system mainly consisting of two parts:
Infrastructure layer: This layer consists of computing server, storage center, and

network switch, and it is abstracted into the environmental constraint of the cloud plat‐
form during modeling analysis process.

Software application layer: This layer mainly refers to the VM system consisting of
software, such as VMM installed on infrastructure layer, VMs, VM template, and mirror
image.

A VM system generally consists of VMM and privileged VM (domain0). domain0
is a management system on the host computer, which is used to manage physical
resources and VMs of the host computer, as shown in Fig. 1.

The above abstract models include infrastructure and application software in cloud
platform and can basically depict functional implementation of cloud platform and
constraint of operation process with favorable completeness.

Fig. 1. VM system diagram

3.2 Formalized Abstract Description of a VM System in a Cloud Platform

A VM system in a cloud platform can be formally described with reference to BLP
model.

Definition 1: Subject refers to the activity entity of active access to resources in a cloud
platform system, and it is mainly VM in this paper. Subject set is expressed by S, where
subject set element is expressed by s.
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Definition 2: Object refers to the activity entity of passive access to a cloud platform
system, and object set in this paper refers to VM or server. Object set is expressed by
O, where object set element is expressed by o.

Definition 3: Operation set refers to the action sequence set OP of VMs in a cloud
platform system, and it expresses the operations among VMs.

OP = {VM_create, VM_del, VM_migrate, VM_res, VM_clone, VM_com}, where
VM_create is to create VM, VM_del is to delete VM, VM_migrate is to migrate VM,
VM_res is to restore VM, VM_clone is to clone VM, and VM_com means VM data
communication and access. Operation set OP includes all motions from creation of VM
to resource release, and it refers to the complete life cycle of the VM; thus, it can reflect
all operations of a virtualized cloud platform.

Definition 4: The state set of a cloud platform system is V = {v1 … vi}, and the state
element in the set is V = (B, M, F, H), where B is the present access set, and element
b ∈ P(S × O × A) expresses the access of the present subject to the object in all access
attributes. A = (r, w, a) is the set of access attributes, where r means read only, w is read
and write, and a is write only. P(∙) is the power set. M is a set of access matrixes. One
element in Mij represents the access control set of subject si to object oj. F is a safety
level function set {fs(s), fc(s), fo(o)}, where fs(s) and fc(s) respectively express the safety
level function of subject and the present safety level function of subject, and fs(s) ≥ fc(s).
fo(o) is the safety level function of object. H is a set H(o) of object hierarchies, and it
has the two following properties: (1) when oi ≠ oj, H(oi) ∩ H(oj) = ∅; (2) no set
(o1, o2,… ok) ⊆ O that results in oi+1 ∈ H(oi) and ok+1 = o1 for i = 1, 2, 3… k exists. The
two properties are used to explain the subordinate relations among objects, and no ring
exists in object hierarchies.

Definition 5: In the cloud platform environment, the time contextual constraint
function of all VM data access controls is Ctime: O × V → CT , which expresses that
under the safety level of state V , the life cycle of object VM o is CT , where CT  is set
CT = {number} of life cycles, and number is numerical data. A credible-subject-
privileged VM conducts constraint checking for life cycles of VMs, and checking
results are numerical data.

Definition 6: Environmental constraints of cloud platform refer to objective factors
under the cloud environmental platform where subject and object VMs are located, such
as external information related to VM access control, including hardware platform server
and network position. Cloud platform can realize access motions among VMs using
environmental restrictions related to safety. The environmental contextual constraint
function of all VM data access controls is Evaluate:O × V → CE, which represents the
environmental constraint CE of object VM o under state V . Subject VM checks the
environmental constraints of object VM, and checking results decide whether this oper‐
ation is allowed under state V. The state of all resources in cloud platform is known
through this function. Here, the quantity of resources is defined as an entity to make the
quantity concept of resources universal.
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Definition 7: One cloud platform system is a quintuple (S, OP, O, Ctime, Evaluate).
Subject and object refer to software VM entities, which can be recognized with certain
functions. Operation refers to interactions used to establish VMs. Time and environ‐
mental constraints dominate these interactive VM entities.

Through Definition 7, Definition 3 stipulates cloud platform system and system state,
and cloud platform system operates among VMs through constraints of infrastructure
layer. The basic access attribute A in system state is read and write, and operation OP

realizes access control of cloud platform through basic attributes. Change in system state
denotes the change in the resource state of one VM. Accordingly, state transition func‐
tion should be established to describe and record the resource allocation, resource
utilization, and resource consumption of VMs.

Definition 8: The state transition function 𝜌:OP × vi → J × vj describes the result of
operation OP under the state. J is the judgment set J = {yes, no, error, ?}, namely,
response to the operation. yes means request enabled, no is request rejected, error is
error, and ? means illegal request. For example, 𝜌(op, vi) → (J, vj) expresses that oper‐
ation OP transfers system state from vi to vj and judges whether it can be executed.

Definition 9: Access rules express the request types of operation OP for basic access
attributes. GR is a set of request types of operation OP for access attributes, namely,
GR = {g, r}, where g is (get) request, and r is (release) request. R = {R1, R2, R3} is a set
of VM accesses, where R1 = GR × S × O × A expresses that the subject VM requests or
releases access to the object through access attribute set A, R2 = GR × S × O × L means
that the subject VM creates an object VM or changes the safety level of the object VM,
and R3 = S × O means that the subject VM requests to delete the object VM.

3.3 Constraint-Based VM Data Access Control Modeling

VM data access control is the restriction of resource utilization and decides whether the
subject can execute one operation for the object. Therefore, the objective of a VM data
access control model in a cloud platform is proposed as follows: to realize access control
among VMs in cloud platform by establishing a model; therefore, it can support multi‐
level safety. On this basis, the interaction between VM and cloud platform environment
is modeled, and the cloud environmental constraint model is used to control the access
control between different subject and object VMs. The interaction process of access
control operation among VMs is depicted using access control rules, which can reflect
the relationships among VMs in cloud platform. Moreover, they can effectively improve
the operating safety of VMs in a cloud platform when used.

3.3.1 Constraint-Based Data Access Control Model
BLP model is a finite-state machine model that defines a complete set of safety model
elements, safety axioms, and state transition rules, where safety model elements and
state transition have already been defined in Sect. 3.2, and safety axiom is the foundation
of the BLP model. Axioms 1 and 2 are compulsory access control policies, and axiom
3 is a discretionary access control policy.
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Axiom 1 (ss-characteristic): a state v = (b, M, f , H) satisfies safety characteristic when
and only when s ∈ S, o ∈ b(s:r, w) → fs(s) ≥ fo(o). Subject safety level dominates
object safety level, and the subject can read and write object operations.
Axiom 2 (*-characteristic): a state satisfies *-characteristic when and only when for
s ∈ S, the following are satisfied:

o ∈ b(s:r) → fc(s) ≥ fo(o), o ∈ b(s:a) → fc(s) ≤ fo(o), o ∈ b(s:w) → fc(s) = fo(o).

If the present safety level of the subject dominates the object safety level, then the
subject can read only (r) the object. If the object safety level dominates the present
safety level of the subject, then the subject can write only (a) the object. If the object
safety level is equal to the present safety level of the subject, then the subject can read
and write (w) the object.
Axiom 3 (ds-characteristic): a state v = (b, M, f , H) satisfies discretionary safety char‐
acteristic when and only when for each s ∈ S, (si, oj, x) ∈ b → x ∈ Mij, and it should
be ensured that each of the present access will be allowed by access matrix.

Definition 10: Under the VM system state of a cloud platform, when and only when a
state v simultaneously exhibit ss-, *- and ds- characteristics, it is called safety state. If
each input state of state transition function 𝜌 is safe and the state transition after operation
OP remains safe, then the VM system of the cloud platform can be regarded as safe.

In a virtualized cloud platform, a VM domain0 is higher than the limits of authori‐
zation of other VMs, and it can be used to manage the VMs of other clients; thus, it is
expressed by monitor management function dom(). The function is introduced to indicate
that all operations for the object in the system must pass monitor function.

When the following conditions are satisfied, a VM system in a cloud platform imple‐
ments constraint-based VM data access control policy.

(1) In VMM management function dom(), after operation op is executed, state vi is
transited into state vj only by depending on object state, which can be observed by
the subject in dom(op), as follows:

K1:vi

dom(op)

→ vj ⇒ [∀oi ∈ read(dom(oi, vj))].

(2) If operation dom(op) changes the environmental attribute value of object oi, then
the environmental attribute of the object can be read only using the read function
through dom() under state vj, as follows:

K2:(vi

dom(op)

→ vj) and (Evlauate(oi, vi) ≠ Evlauate(oi, vj)) ⇒ [∀oi ∈ read(dom(Evaluate(oi, vj))) ].

(3) If dom(op) provides the subject executing op with authority to change the object
and the cloud platform environment allows the subject’s operation for the object,
then operation op changes the environmental attribute value of the object, as
follows:
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K3:[∀si ∈ write(dom(op))] ⇒ (Evlauate(oi, vi) → Evlauate(oi, vj)) ∪ (vi

dom(op)

→ vj).

(4) Constraint check is conducted for the life cycle of a VM. If the object VM remains
in the life cycle at present, then it satisfies the contextual attribute, and dom(op) can
execute subject operation op, as follows:

K4 : [Ctime(oi, vi) = ∞ or Ctime(oi, vi) = CT] ⇒ (vi

dom(op)

→ vj).

The definition of safety state implies that the system satisfying simple safety char‐
acteristic, *- characteristic, and discretionary safety characteristic is a safe system. To
sum up the above four conditions, when and only when initial state is safety state and
each state transition satisfies the environmental constraint and life cycle check of VMs,
then the system remains safe.

Theorem 1: If the initial state of a cloud platform system is safe, then the constraint-
based access control policy of VMM management function dom() is used for operations
of VMs, and the VM remains under safety state.

Proof: Only proving that the constraint-based access control policy still satisfies the
three axioms of BLP model is necessary.

ss-characteristic combines four conditions of four VMMs. When and only when
s ∈ S, o ∈ b(s:r, w) → (fs(s) ≥ fo(o)) ∩ (K1, K2, K3, K4). If the subject safety level domi‐
nates the object safety level and satisfies the conditions of the VMM management func‐
tion, then the subject can read and write object operations.

Proof by Contradiction: The above conditions are assumed to be met. The subject
cannot read or write the object, namely, (fs(s) ≥ fo(o)) ∩ (K1, K2, K3, K4) is satisfied.
Under this assumption, only constraints are added when the subject reads and writes the
object; hence, constraint conditions satisfy (K1, K2, K3, K4) ≡ 1. fs(s) ≥ fo(o) does not
hold, which is contradictory to simple safety characteristic. Therefore, when four
constraint conditions of privileged VMs for VMs are satisfied, subject and object safety
levels are not changed, and the subject can read and write object operations.

In a similar way, after constraint conditions are met, axioms 2 and 3 are still satisfied.
The VM remains under safety state according to Definition 10.

Therefore, when privileged VM (domain0) is the subject, it has all access attributes
to the object VM. When four constraint conditions of privileged VM for VM are met,
this operation will not affect object VMs in the VM system in satisfying simple safety,
*-, and discretionary safety characteristics. Hence, this practice not only keeps
constraints for object VM, but also adapts to the new application scene of the VM system.

3.3.2 Operation Description of a Constraint-Based VM System in a Cloud
Platform

The VM operation sets defined in Sect. 3.2 are first modeled, and each operation can be
regarded as main constituent part of cloud platform management.
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(1) VM (VM_create) is created, and subject si requests to create object VM oj. The
creation of a new VM is allowed only when the subject passes dom() constraint
check. Once created, the new VM must have safety level and should be controlled
by domain0. VM_create is described in the VMM management function as
dom(VM_create) = {(g, si, oj, fo(oj)) ∈ R2}, and the operation description is as
follows:

VM_create =

⎧
⎪
⎨
⎪
⎩

(?, v) if R2 ∉ dom{VM_creat}

(yes,(O + oj), fs(si) ≥ fo(oj), vi → vj) if R2 ∈ dom{VM_creat}

&R2 ∈ (K1, K2, K3)

(no, v) other

⎫
⎪
⎬
⎪
⎭

.

If VM_creat does not pass dom() function, then it will be an illegal request. The
subject safety level dominates the object safety level, and function dom() and conditions
(K1, K2, K3) are satisfied. The request is successful, and object VM oj is created. Related
elements are added to safety level and object hierarchies, and state change is
[vi = (b, M, f , H)] → [vj = (b, M, fo ∪ fo(oj), H ∪ H(oj))], where fo ∪ fo(oj) expresses that
the safety level of object VM is added to fo and then to object hierarchy H.

Lemma 1: If the initial system state is safe, then it will still be under safety state after
the creation operation of VM.

Proof: VM_create input state is a safety state. After the creation of VMs, state vj shows
that present access set b is not changed, and an initial safety level is only given to the
newly created VM oj. fs(si) ≥ fo(oj) indicates that axiom 1 is satisfied. vj is obviously
related to the fact that S satisfies axioms 2 and 3. The constraint conditions that should
be met during the creation of VMs imply that the created VM is safe.

(2) VM (VM_del) is deleted, and subject si requests to delete object VM oj. The subject
usually refers to domain0 VM only, which can delete VM. VM_del is described in
the VMM management function as dom(VM_del) = {(r, si, oj) ∈ R3}, and the oper‐
ation description is as follows:

VM_del =

⎧
⎪
⎨
⎪
⎩

(?, v) if R3 ∉ dom{VM_del}

(yes,(O − oj), fs(si) ≥ fo(oj), vi → vj) if R3 ∈ dom{VM_del}

&R3 ∈ (K1, K2, K3, K4)

(no, v) other

⎫
⎪
⎬
⎪
⎭

.

If VM_del does not pass dom() function, then it will be an illegal request. The subject
safety level dominates the object safety level, and function dom() and conditions
(K1, K2, K3, K4) are met. The request is successful, object VM oj is deleted (O − oj), and
the state change is [vi = (b, M, f , H)] → [vj = ((b − bij), M ∪ (Mij ∗ 0), fo, H − H(oj))].
(b − bij) expresses that all accesses implemented in present access set b to object VM oj

are removed. Mij ∗ 0 means that the access attribute of subject to object in the access
control matrix is set as 0. Objective VMs are deleted in object hierarchies.
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Lemma 2: If the initial system state is safe, then it will still be safe after the deletion
operation of VMs.

Proof: After the transition of state vi, all accesses to the deleted VM oj are removed.
However, for the remaining VMs, their safety level relations remain unchanged, and
constraint conditions (K1, K2, K3, K4) are still met. Therefore, state vj remains safe.

(3) VM (VM_migrate) is migrated, and the subject si requests to migrate object VM
oj. The subject usually refers to domain0 VM only, which can migrate object VM.
VM_migrate is described in the VMM management function as
dom(VM_migrate) = {(r, si, oj) ∪ (g, si, ou, fo(ou))) ∈ (R2and R3)}, and the opera‐
tion description is as follows:

VM_migrate =

⎧
⎪
⎨
⎪
⎩

(?, v) if (R2 and R3) ∉ dom{VM_migrate}

(yes,(oj = ou) ∩ (O − oj), if (R2 and R3) ∈ dom{VM_migrate}

(fs(si) ≥ fo(oj)) ∩ (fo(oj) = fo(ou)), vi → vj) &(R2 and R3) ∈ (K1, K2, K3, K4)

(no, v) other

⎫
⎪
⎬
⎪
⎭

.

If operation VM_migrate does not pass function dom(), then it will be an illegal
request. The subject safety level dominates the object safety level, and function dom()

and conditions (K1, K2, K3, K4) are met. The request is successful, and object VM oj is
replicated (oj = ou). Object VM oj is deleted (O − oj), and state change is

[vi = (b, M, f , H)] → [vj = ((b − bij) ∪ (bij = biu), M ∪ (Mij = Miu), fo, H].

(b − bij) ∪ (bij = biu) means that all accesses in present access set b to object VM oj are
migrated to VM ou, the access attributes of subject to object in M ∪ (Mij = Miu) access
control matrix are also migrated, and the original attributes of object safety level and
object hierarchies of object VMs are retained.

Lemma 3: If the initial system state is safe, then it will still be safe after the migration
operation of VM.

Proof: After the transition of state vi, all accesses to the deleted VM oj and access control
matrix are migrated to VM ou. Nevertheless, for the remaining VMs, their safety level
relations remain unchanged, and constraint conditions (K1, K2, K3, K4) are still met. State
vj is thus still safe.

(4) VM (VM_res) is restored, and subject si requests to restore object VM under tempo‐
rary storage oj. The subject usually refers to domain0 VM only, which can restore
object VM. VM_res is described in the VMM management function as follows:
dom(VM_res) = {(g, si, oj, A) ∈ R1}.

The operation description is as follows:
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VM_res =

⎧
⎪
⎨
⎪
⎩

(?, v) if R1 ∉ dom{VM_res}

(yes,(O ∪ oj), fs(si) ≥ fo(oj), vi → vj) if R1 ∈ dom{VM_res}

& R1 ∈ (K1, K2, K3, K4)

(no, v) other

⎫
⎪
⎬
⎪
⎭

.

If operation VM_res does not pass function dom(), then it will be an illegal request.
The subject safety level dominates the object safety level, and function dom() and condi‐
tions (K1, K2, K3, K4) are met. The request is successful; O ∪ oj. The application of object
VM oj is restored, and related elements are added to safety level and object hierarchies.
The state change is [vi = (b, M, f , H)] → [vj = (b, M, fo ∪ fo(oj), H ∪ H(oj))].

The restore operation of VM is mainly to add the safety level of VM oj under tempo‐
rary storage to fo and to object hierarchies, the original attributes of object safety level
and VM object hierarchies are retained, and access attributes remain unchanged.

Lemma 4: If the initial system state is safe, then it will still be safe after the restore
operation of VM.

Proof: The system state change is the same as that in Lemma 1, and therefore it is still
safe.

(5) Clone VM (VM_clone) mainly refers to the replication operation of VM through
VM mirror image or template, and the subject si requests to clone object VM oj.
The subject mainly refers to domain0 VM only, which can clone object VM.
VM_clone is described in the VMM management function as
dom(VM_clone) = {(g, si, oj, ou, fo(ou)) ∈ R2}.

The operation description is as follows:

VM_clone =

⎧
⎪
⎨
⎪
⎩

(?, v) if R2 ∉ dom{VM_clone}

(yes,(oj = ou) ∩ (O + ou), if R2 ∈ dom{VM_clone}

(fs(si) ≥ fo(oj)) ∩ (fs(si) ≥ fo(ou)), vi → vj) & R2 ∈ (K1, K2, K3, K4)

(no, v) other

⎫
⎪
⎬
⎪
⎭

.

If operation VM_clone does not pass dom() function, then it will be an illegal request.
The subject safety level dominates the object safety level, and function dom() and condi‐
tions (K1, K2, K3, K4) are met. The request is successful; (oj = ou) ∩ (O + ou), namely,
object VM oj is cloned to ou, related elements are added to safety level and object hier‐
archies, and the state change is
[vi = (b, M, f , H)] → [vj = (b, M, fo ∪ fo(ou), H ∪ H(ou))]..

fo ∪ fo(ou) means that the safety level of object VM is added to fo and to object
hierarchy H.

Lemma 5: If the initial system state is safe, then it will still be safe after the clone
operation of VM.

Proof: The system state change is the same as that in lemma 1, and thus it is still safe.
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(6) In VM data communication and access (VM_com), the subject VM si requests data
communication access to object VM, and the subject is allowed to implement
communication access to object VM only after passing dom() constraint check.
Access attribute A is determined according to the safety levels of object and subject
VMs. The safety labels of subject and object VMs should be controlled by
domain0. Once the safety level is determined, VM data communication is imple‐
mented according to axioms and access control conditions. VM_com is described
in the VMM management function as dom(VM_com) = {(g, si, oj, A) ∈ R1}, and the
operation description is as follows:

VM_com =

⎧
⎪
⎨
⎪
⎩

(?, v) if R1 ∉ dom{VM_com}

(yes,(si, oj, A), (fc(si) ≻ fo(oj)), vi → vj) if R1 ∈ dom{VM_com}

& R1 ∈ (K1, K2, K3, K4)

(no, v) other

⎫
⎪
⎬
⎪
⎭

.

If operation VM_com does not pass dom() function, then it will be an illegal request.
fc(si) ≻ fo(oj). The present safety level of subject VM is compared with that of object
VM, and the results are assessed according to axiom 2 attribute. dom() function and
conditions (K1, K2, K3, K4) are met, and the request is successful. The state change is
[vi = (b, M, f , H)] → [vj = (b + bij, M + Mij, fo, H)].

b + bij means that bij of access attribute A is added to b, M + Mij means that bij of
access attribute A is added to M, and addition principles are determined according to
the comparison results of fc(si) ≻ fo(oj).

Lemma 6: If the initial system state is safe, then it will still be safe after the commu‐
nication access operation of VM.

Proof: If the input state vi of the system is safe, then proving that the output state vj is
also safe is necessary. Assuming bij ∈ b, state vi → vj does not change, and it is still safe.
If bij ∉ b, then b + bij will be implemented, and addition principles are determined
according to the comparison results of fc(si) ≻ fo(oj). According to axiom 2, the addition
of access attribute bij does not damage *-characteristic. Moreover, bij ∈ Mij is still satis‐
fied according to axiom 3 (ds-characteristic). Therefore, Lemma 6 can be proven.

To sum up, the constraint-based VM data access control model is used to describe
the access control process of a cloud platform. This model conforms to the multilevel
safety model, and the VM data access control operation is safe.

3.4 Model Implementation Framework and Main Functions

The framework of the constraint-based VM data access control model is mainly imple‐
mented in Xen, as shown in Fig. 2. VM data access control operations are implemented
through the policy management module in domain0. The implementation of access
control policies is defined through the description in Sect. 3.3, including the definition
of safety level and safety-level-based access control rules. When subject VM imple‐
ments the access control operations of object VM, access control module captures this
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operation request using Hooks function and sends the request to domain0. Whether this
operation is allowed is judged according to the constrained VM data access control
model. Related information of subject VM constraints are evaluated according to Eval‐
uate and Ctime functions, judgment is made in accordance with the description of oper‐
ating rules, and preparation is made for safety state transition. Whether the operation is
allowed is decided according to the judgment results (Fig. 3).

The implementation of this model in Xen framework mainly includes two parts: the
initialization and VM operation parts. Initialization mainly includes (1) the distribution
of a memory space to VM objects, (2) the evaluation of the context of the operating
environment of VMs, and (3) the configuration of the safety level information for VMs.
The VM safety operation part mainly includes (1) the creation and destroying of VM,
(2) the migration of VM, (3) the restoration of the execution of VM, (4) the cloning of
VM, and (5) VM data communication and access. domain0 controls and manages other
VM domain through the control interface provided by Xen, and domain0 can create and

domain 0 

Subject VM

Access control policy

Evaluate Ctime

Object VM
Security

Requirement

Request

Demand

Fig. 2. Implementation framework diagram of the constraint-based VM access control model

struct acm_ssid_domain{
…
void  *ssid;
struct domain  *subject;
domid_t  domainid;
...
}//Define the virtual machine ssid structure
manage_domain(domain0 domain *d)
{
read virtual machine configuration information from the file  / vm;
read virtual machine running information from the file /local/domain;
Evaluate(struct domain *d);
Ctime(struct domain *d);//Constraint evaluation function
dom(OP);//determine the operating status of the virtual machine
static  void acm_domain_create(struct domain *d);
static  void acm_domain_destroy(struct domain *d);
static  void acm_domain_migrate(struct domain *d);
static  void acm_domain_restore(struct domain *d);
static  void acm_domain_clone(struct domain *d);
static  void acm_domain_communication(struct domain *d,struct domain *d,);
}

Fig. 3. Main algorithm diagram of the constraint-based VM access control model
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delete VMs according to safety level, control domain operation, suspend, restore, and
migrate. The communication access among VMs is managed through domain0.

4 Experiment and Result Analysis

This section presents the analysis of the effectiveness and performance of the constraint-
based VM data access control model. A related confirmatory experiment is conducted
according to VM safety level, and an operating functional test of VMs under different
safety levels is carried out. A performance test of the constraint-based VM access control
model is also conducted.

Two Dawning A840-G10 servers are configured for cloud service platform, with
AMD 6376 CPU, 16-core 2.3 GHz × 4 ea, 256 GB memory, and 1,000 Mbps card.
Xen3.1 virtual platform is deployed in the above servers to test access control function.
domain0 provides management service in cloud platform, and it has a high performance
requirement. The configuration is shown in Table 1.

Table 1. Xen configuration

Xen version Xen3.1
domain 0 8VCPU/8 GB memory
domain u 1VCPU/1 GB memory
os Ubuntu Linux 2.6.38
Network Bridging via domain 0/100 Mb

4.1 Validity Test

In the experiment, after safety levels are set, the safety level judgment of access requests,
such as creation, deletion, migration, restore, cloning, and communication of VMs, is
carried out to control VM operations. In the Xen virtual platform, domain0 has the
highest safety level. In the VM data access control model in this paper, two tasks are
completed through domain0; one is to determine the environmental constraints of object
VM, and the other is to compare safety levels of subject and object VMs. In the experi‐
ment, domain0 is a credible subject with the highest safety level. Two VMs, domain1
and domain2, are created, and their safety levels are sequenced as
domain0 > domain1 > domain2.

Step 1: When the subject VM operates the object VM, whether the operation is allowed
by present rules will be evaluated according to the description of operation set
(Sect. 3.3.2) after checking of constraint function (Ctime, Evaluate). If allowed, then
authorization will be made through domain0, and VM operation will be implemented.
On the contrary, operation request will not be allowed.
Step 2: Under the highest safety level of domain0, creation, deletion, migration,
restore, cloning, and communication operations will be implemented for domain u.
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Test 1: domain0 > domain1 > domain2, and domain1 and domain2 can be separately
operated through domain0, as shown in Table 2. Test 2:
domain0 > domain2 > domain1, and operation results through domain0 are shown in
Table 2.

Experimental result 1 shows that VM domain1 can authorize through domain0 and
implements data access control operations for VM domain2, but domain2 cannot.
domain0 can implement the above data access control operations for the VMs through
environmental constraints. Experiment result 2 is on the contrary. In Table 2, 0 repre‐
sents domain0, and 1 is domain1. → means operation, SO means successful operation,
and FO is failed operation.

Table 2. Xen operation test analysis and results.

VM operation sets Test case 1 Result Test case 2 Result
dom(VM_create) 0 → 1 SO 0 → 2 SO
dom(VM_del) 0 → 1 SO 0 → 2 SO
dom(VM_migrate) 0 → 1 SO 0 → 2 SO
dom(VM_res) 0 → 1 SO 0 → 2 SO
dom(VM_clone) 0 → 1 SO 0 → 2 SO
dom(VM_com) 1 → 2 SO 2 → 1 FO

4.2 Performance Test

The addition of the constrained data access control model in the Xen cloud platform
system will unavoidably cause performance loss to domain0 and VM. Therefore, the
influences of VM data access control operations and performance loss due to parallel
load to VM is tested in this section under the model.

Under the above experimental environment, 20 VMs are virtualized. Reaction time
is measured for virtual platform before and after constraint-based access control. Reac‐
tion time to creation, deletion, cloning, restoration, migration, and communication of
VMs is measured.

The measurement results are shown in Fig. 4 (the average value of 20 times is taken).
The experimental results imply that for VM management operations, the caused time
delay percentage is within 7%, which is caused by the interposition of environment
constrained evaluation function during the VM operation process. The delay size is
closely related to corresponding operations and complexity. The average reaction time
to migration, cloning and communication of VM is slower than the unconstrained situa‐
tion by approximately 3% to 7%, mainly because more environmental constraint condi‐
tions and time delay of network communication should be analyzed, and some infor‐
mation are located on physical server. The average reaction time delay to creation, dele‐
tion, and restoration of VMs is slower by approximately 2%, mainly due to few network
communication operations. The experiment shows that the proposed constraint-based
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access control model has a minor influence on the operating performance of VM, and
its influence on system deployment is also restricted.

VM_create VM_del VM_migrate VM_res VM_clone VM_com
0

1
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Fig. 4. Performance loss diagram of the constraint-based access control model

The influence of the constraint-based data access control model on the data commu‐
nication among VMs is realized through three testing programs—scalar penta-diagonal
(SP), lower upper triangular (LU), and block tri-diagonal (BT)—in a communication-
intensive test example, namely, NAS Parallel Benchmark (NPB). Two VMs are used
for parallel program test, and their configurations are shown in Table 1. In the experi‐
ment, the VMs can be read and written only when only two VMs have the same safety
level, and only in this way can three testing programs operate normally. The test results
are shown in Fig. 5.
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Fig. 5. Comparison diagram of NPB loads under the operation of VMs

Figure 5 compares the operation time of three loading programs (BT, SP, and LU)
under normal circumstance and in constraint-based VM data access control model. The
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experimental results show that the operation time of the three programs increases by
approximately 4% in this model and have a minor influence on the performance of VM
platform.

The experiment in this study verifies the validity of the constraint-based VM data
access control model and the model implementation performance. The results show that
this model not only can effectively control the access control operations of VMs, but
also improve the safety of VMs in a cloud platform while having minor influences on
VM operations under load.

5 Conclusions

In a cloud-computing environment, static VM data access control technology will not
be certainly suitable for solving the access safety problems of VMs in a cloud platform.
Xen virtual cloud platform is taken as an example to adapt to the dynamic environment
of cloud platforms and prevent unauthorized access of VMs. A constraint-based VM
data access control model is proposed to improve the safety of VM access control in the
dynamic environment. The following research conclusions are drawn:

(1) The constraint-based VM data access control model can be used to solve the safety
problems of VM access operations in the dynamic cloud environment and complete
such operations as creation, deletion, migration, restoration, cloning, and commu‐
nication of VMs in the cloud platform.

(2) The constraint functional model can accurately reflect the dynamic environment of
a cloud platform, solve the influence of dynamic environmental change in the cloud
platform on the safe operations of VMs, and prevent unauthorized access of VMs
due to the change in the cloud environment.

(3) The constraint-based VM data access control model exerts a minor influence on the
performance of a cloud platform system and improves the safety of VM operations
in the cloud platform.

The proposed model realizes safety access control of VMs in consideration of the
dynamic environment where VMs are in the cloud platform. This model adapts to such
a dynamic environment of VMs in a cloud platform, and it can provide convenient and
accurate technical support for safety operations of VMs in the cloud platform when the
influence on the overall performance of the cloud platform is minor. However, multilevel
safety access is carried out only for VM software entities during the modeling process
of the safety access of VMs in this study. The hardware-resource-sharing problem of
VMs is disregarded. Therefore, this problem will be studied to improve the applicability
of safety operations of VMs.
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Abstract. DES (Data Encryption Standard) is one of the most classical algo-
rithms of cryptography and its higher security makes it hard to be broke for a
very long time. However, along with the constant development of computer
technology, especially in the 21st century, DES cannot be applied widely
because of its low efficiency. Recently, the novel heterogeneous multi-core
architecture represented by APU (Accelerated Processing Unit), provides a new
solution for the above problems. APU integrates CPU and GPU in a ground-
breaking manner and makes the algorithm to make full use of the performance
advantage of heterogeneous multi-core system by realizing the HSA (Hetero-
geneous System Architecture) standard. This paper realizes DES on the fresh
APU processor. By analyzing the performance, two kinds of improved schemes
are proposed. The experimental results show that the running efficiency of
algorithm can be greatly improved by using APU with reasonable optimization.
In the same way, the other DES-like algorithm would also be optimized on these
heterogeneous multi-core architecture.

Keywords: Data Encryption Standard (DES) � APU
Heterogeneous multi-core architecture � Heterogeneous computing

1 Introduction

DES [1, 2] is an important algorithm in the field of cryptography. The algorithm was
developed by IBM in America in 1972 and has been widely spread internationally. Till
the early 21st century, along with the constant improvement of the performance of
processor, DES is replaced gradually in part of the fields due to its key length and
arithmetic speed.

However, so far, the optimization of DES has not been stopped, 3DES algorithm
can make up the problem of short key of DES to some extent. As for the performance,
there are research results in both software and hardware level [3–6]. The improvement
of software mainly focuses on optimization of internal storage and data structure, but
the effect is barely satisfactory. On the contrary, in the hardware level, using the
heterogeneous system jointly constituted by FPGA (Field Programmable Gate Array),
ASIC (Application Specific Integrated Circuit), GPU and CPU to run the algorithm has
acquired excellent performance effects. So to speak, the emergence of heterogeneous
platform provides a new opportunity for classic algorithm such as DES. APU [7] is the
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“CPU-GPU” heterogeneous multi-core processor launched by AMD. From the fourth
generation of Kaveri, by using HSA standard, APU can truly get the integration of
software and hardware. In [8, 9], some related researches about HSA and the key
technology we have done before are shown. This paper realizes DES algorithm on
Kaveri based platform and proposes two different methods for improvement by ana-
lyzing the structure of processor. The application of APU optimization algorithm needs
not only sufficient understanding of algorithm structure but also deep comprehension of
system structure, which brings about certain challenges to the realization of this paper.
The final experimental result shows that the application of APU can greatly improve
the running efficiency of algorithm. But it is not real that those two methods can all
realize favorable effects and one of them produces a contrary effect.

This paper is organized as follows. We give an overview of processor architecture
in Sect. 2. In Sect. 3 we show the HSA-based implementation and two possible
optimization methods, the iterations way and the S box way. Next, experiment results
and analysis are presented in Sect. 4. Finally, Sect. 5 provides conclusions.

2 The Latest APU Architecture

APU, formerly known as AMD fusion, comes from the product concept of “The Future
is Fusion”. It applies the special design of placing CPU and GPU on the same chip and
boasts the processing performance of high performance processor and the latest discrete
graphics, which can greatly improve the operation efficiency of computers. The first
generation APU Llano came out in 2011, and upgrade at the frequency of once per
year. Early APU architectures, from the 1st Llano to the 3rd Kabini, do not support
HSA although they designed as single chip already. In another word, the tremendous
potential on both hardware and software level can not be used directly. To change this
negative situation, the HSA Foundation were established in 2012 at the initiative of
AMD, and they put forward HSA standard in the same year. Two years later, Kaveri,
the products compliant HSA standard came out, all of these make it easier to use the
advantages of fusion. See the rest of this section for more information about advanced
APUs and HSA.

2.1 Kaveri and Carrizo

Kaveri, the 4th generation of APU, was launched by AMD in 2014 and was the first
generation of APU supporting the HSA standard. Kaveri is a 28 nm process and has 4
processor cores of “Steamroller” microarchitecture as well as 8 Radeon R7 graphics
core of GCN (Graphics Core Next) framework. Since it conforms to HSA standard,
CPU and GPU in Kaveri can perform task on an equal footing, equivalent to 12
calculation cores. Carrizo, the 5th generation of APU, was launched in 2015 and can
fully support HSA1.0 standard. It also applies the manufacturing technique of 28 nm,
CPU core of “Excavator” microarchitecture and GPU core of GCN framework.
Comparing with further APU, Kaveri and Carrizo are greatly improved in aspects such
as tessellation performance, multimedia processing performance and power con-
sumption control. Meanwhile, Kaveri and Carrizo also supports DirectX11 technology.
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In a word, it is reasonable to regard Kaveri and Carrizo, two products with outstanding
performance, as excellent products under the concept of “The Future is Fusion”.

2.2 HSA

The HSA standard was proposed by HSA Foundation in 2012 and the HSA Technical
Specification 1.0 was issued normally in January 2015. As shown in Fig. 1, HSA is
devoted to make CPU and GPU undertake tasks jointly and allocate different types of
loads to the most suitable computing units reasonably, thus to achieve true chip-level
integration. In a system which complies with HSA standard, due to the two key
technologies, hUMA (heterogeneous Unified Memory Access) and hQ (heterogeneous
Queuing) [9, 10], data of any processor unit can be accessed by other processor unit.
Furthermore, all processor units can access to the virtual memory accessibly. It
improved the computing capability of a processor greatly. hUMA has subverted the
mutual isolation mode of CPU and GPU, so that both can take uniform addressing.
When the CPU has task and distribute it to the GPU, it can be completed only by
transferring pointers without transferring large number of data. After GPU processing is
completed, the CPU can check the results directly. It reduces unnecessary overhead
significantly. hQ has changed the dominant position of CPU in a heterogeneous sys-
tem, so that the GPU can be run independently and the CPU and GPU are in equal
positions. Additionally, HSA also provides an intermediate programming language,
HSAIL (Heterogeneous System Architecture Intermediate Language), so that the
portability of program is improved greatly.

3 Implementation and Optimization

This section describes the DES, the implementation of how to change the algorithm in
high-level language to HSA environment through SNACK (Simple No Api Compiled
Kernels) compiler. Two possible optimization options are also given, the one is to run

CPU GPU

hUMA

hQ
core core

core core

core core

core core

core core

core core

Fig. 1. HSA model
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sixteen identical iterations on GPU while the other only run the s box. We give analysis
on all of these implementations and validate later.

3.1 The Feature of DES and Improvement

The DES algorithm encrypts and deciphers the data in 64-bit blocks per time under the
control of a 56-bit key. The 64-bit input plant text need a initial transposition depend on
a certain transposition table, then the plant text handled with sixteen identical iterations
under the control of sixteen different 48-bit subkeys. After the iterations, a final
transposition is also needed before we get the cipher text. The algorithm is symmetric,
so the decryption performs as the same of the encryption only with keys in reverse
order. In each iteration, the 64-bit plant text is divided into left part and right part, the
left Li+1 is only a copy of Ri, and the right Ri+1 is the XOR result of Li and F function.
The 32-bit right part expanded to 48-bit then XOR with 48-bit subkey, the result is
partitioned into eight groups of 6-bit each. Each group is operated separately by S-box
and change back to 32-bit at last. Before the algorithm starts, the 64-bit original key
also need to be handled to sixteen 48-bit subkeys to fit the iterations. Only 56-bit of the
key participate in initial transposition, and the output is partitioned into two 28-bit
blocks. In the next step, each 28-bit block is rotated left by one or two bits then follows
a compress transposition.

The implementation of change the DES into HSA environment can be easily
reached with the help of CLOC (CL Offline Compiler) and SNACK compiler. Figure 2
shows a formal process of the transformation. Ahead of the modification, a small part in
the original algorithm must be separated out using OpenCL mode. CL kernels can be
compiled to HSAIL file by SNACK, then we can include the .h file and use the auto-
generated API. It is more complicated to modify .c or .cpp file. Lparm, an additional
argument is required to provide when calling a SNACK function, it provides the global
and local run dimensions to execute the kernel, and it is a simple structure that can be
initialized with the SNK_INIT_LPARM string macro provided in the generated header.

DES

.cl File

.c/.cpp File

.h File

.c/.cpp
File

Running on 
HSA

SNACK

gcc/g++
lparm

Fig. 2. HSA-based transformation
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In our implementation, plain text are stored in global memory arrays and the global
symbols are in demand, we set the lparm into one dimension. After all the above
contents are complete, we can run the APU-based algorithm by using gcc or g++ as
normal.

3.2 Optimization Strategy

In order to get better performance, it is necessary to decide which part is more suitable
to running on experimental platform rather than offload all the encryption process to
GPUs. For the current situation, when GPU in APU deal with tasks, CPU just wait until
it get the results. To solve this problem, we divide the encryption process into two
parts, one running on CPU while the other running on GPU. The processor in our
platform, A10-7850 K, has 8 GCN cores and 512 stream processors. That is to say, the
more the number of independent tasks close to the stream processors, the more tasks
can be simultaneous processed, and it is also means less time consumption.

In order to better study and use the characteristics of the APU, we propose two
optimization strategies, put different parts of the DES on the GPU, and examine the
specific results. In the first improved scheme, we use CPU to generate subkeys, do the
initial and final transposition. As soon as the transposition is done, global data will send
to GPU to do sixteen identical iterations. We expect that by using this method, CPU
and GPU deal with the most appropriate load, a higher load balancing can be achieved.
In this way, about 80% of the work use the GPU for processing, We predict there will
be a 10% to 20% performance improvement.

We take many factors into consideration when we design another improved
scheme. Due to the nature of the algorithm itself and the performance difference
between CPU and GPU in processor, we decide run the S box on the GPU only. In
contrast to the first method, nearly 80% of the work handled by CPU. The prospective
result is a shorter processing time, but during the course of this program, there will be
large amounts of data interactions, so we don’t have a good expectations as previous
thinking.

4 Results and Performance Analysis

Our experimental system used an AMD A10-7850 K APU, before the experiment
begin, several steps needed to be completed. We ran Ubuntu 15.04 (kernel version
3.19), installed HSA-Drivers, HSA-Runtime and CLOC in accordance with the order
strictly and used the check file in HSA-Drivers to make a detection. Then, we installed
AMD CodeXL, a comprehensive tool suite that enables developers to harness the
benefits of APU. Additionally, the graphics card driver was forbidden.

After modifications as we proposed before, we ran the DES and 3DES respectively
in three ways. And as a comparison task, an original version also ran on A10-7850 K
CPU only. In each case, the size of data increased from 8 MB to 64 MB, and the
execution time was monitored by using a Linux command “time”. We aimed to
observe the overall performance, through previous investigation and research, a better
result were expected in the HSA-based implementation and optimization.
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Figure 3 shows the results of workloads running on Kaveri with the size of data
(MB) increasing from 8 to 64. As the size of data increases in linear, the execution time
increases correspondingly. Figure 3(a) shows the results of DES, compared with CPU,
the fully GPU-handled implementation reduces the time consumption by almost a half.
And on this basis, the optimized design that GPU deal sixteen identical iterations gets a
further 10% decrease. On the contrary, when GPU only run the S Box, the execution
time increases over five times. Because of the too long time consumption, only a
fraction of S Box are tested. Figure 3(b) is the 3DES one, it has the same changing
trend with DES but a nearly three times longer expenditure. All of the specific value are
given in Table 1(a) and (b).

When the whole experiment are considered, the HSA-based implementation and
the iteration one run as expected. In comparison, GPU is more suitable than CPU to
deal with tasks in high degree of parallelism, so the HSA-based implementation costs
little time than working on CPU.

Because of the CPU’s meaningless waiting, the execution time are also reduced as
the result of moving the transposition and key generation to CPU. Finally, when it

(a) DES

(b) 3DES

Fig. 3. The execution time of workloads
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comes to the S box one, the results exceed our expectations. DES is mainly composed
of displacement and exclusive or, in theory, it is the operation that fit the GPU to run.
But it is worth noting that each time the iteration calling the S box will lead to data
interaction between CPU and GPU. As it can only operate 64-bit per time, the data in
MB lead to great consumption of communication.

Through the above analysis, we thinking that the algorithm containing a large
number of computing and a small amount of communication is more suitable for HSA-
based APU. And too much data communication will still affect its performance despite
of the using of hUMA technology. In other words, although APU can reduce the time
loss caused by data transmission to a certain extent, it is still designed for fast calcu-
lations. When it is used, the GPU is allowed to process computing tasks as much as
possible, which can greatly increase the efficiency of the implementation of the system.

5 Conclusions

DES is one of the classical algorithms of cryptography, the basic principle and thought
can offer help to the development of cryptography. Because of its running efficiency,
DES cannot be well applied. This paper focuses on the APU processor in heteroge-
neous multi-core field. By realizing DES on APU conforming to HSA standard, the
DES is greatly improved. At the same time, by further analysis of the structure of
processor, this paper also provides two possible improvement schemes and conducts
verification respectively. When the improved scheme is more suitable for the structure
of processor, the corresponding performance improvement can be acquired. On the
contrary, the performance can be influenced and could be far from the common real-
ization. It is fully showed that the heterogeneous multi-core processor of “CPU-GPU”
structure has become a new way to solve the performance bottleneck. The DES-similar
classical algorithm will still be worthy of learning.

Table 1. The specific execution time

(a) DES
Data(MB) 8 16 24 32 40 48 56 64
DES-CPU 15.754 31.286 46.561 61.849 78.277 93.460 111.375 127.138
DES-GPU 8.355 15.993 23.523 31.112 38.689 46.369 54.792 61.589
DES-iteration 6.232 12.220 18.132 24.044 30.018 36.074 42.645 48.054
DES-S box 106.098 207.674
(b) 3DES
Data(MB) 8 16 24 32 40 48 56 64
DES-CPU 47.322 95.731 139.584 191.001 240.378 289.462 332.053 377.390
DES-GPU 22.708 44.792 66.276 88.357 111.359 132.698 154.744 176.541
3DES-iteration 18.096 35.433 52.871 71.110 88.281 106.349 123.407 141.096
3DES-S box 315.312 622.098
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Abstract. As CPU processing speed has slowed down year-on-year, heteroge‐
neous “CPU-GPU” architectures combining multi-core CPU and GPU accelera‐
tors have become increasingly attractive. Under this backdrop, the Heterogeneous
System Architecture (HSA) standard was released in 2012. New Accelerated
Processing Unit (APU) architectures – AMD Kaveri and Carrizo – were released
in 2014 and 2015 respectively, and are compliant with HSA. These architectures
incorporate two technologies central to HSA, hUMA (heterogeneous Unified
Memory Access) and hQ (heterogeneous Queuing). This paper realizes radix sort
and matrix-vector multiplication – two data-parallel applications on Kaveri plat‐
form. By analyzing the performance, a dynamic task scheduling stratgy is
proposed. The experimental results show that the running efficiency of algorithm
can be greatly improved by using APU with reasonable task scheduling. In the
same way, the other data-parallel algorithm would also be optimized on these
heterogeneous multi-core architecture.

Keywords: Data-parallel application · HSA · APU · Heterogeneous computing

1 Introduction

In recent years, as a result of slowing CPU performance, GPU acceleration has become
more mainstream. Compared with CPUs, GPUs have shown their ability to provide
better performance in many applications such as image processing and floating point
arithmetic. As a result, heterogeneous multi-core “CPU-GPU” architectures are
becoming an increasingly attractive platform, bringing increased performance and
reduced energy consumption. This has brought about several novel avenues of research
for academia and industry.

In 2012, a non-profit organization called the HSA Foundation was established under
the advocacy of AMD, and they proposed HSA standard [1, 2]. This aims to reduce
communication latency between CPUs, GPUs and other compute devices, making them
more compatible from the programmer’s perspective, by making the task of planning
the moving of data between devices’ disjoint memories more transparent.

As shown in Fig. 1, HSA covers both hardware and software, and provides users a
unified model based on shared storage, aiming at decreasing the heterogeneous
computing programmability barrier. At the beginning of 2014, the APU Kaveri [3] was
the first generation hardware to implement HSA. In 2015, the APU Carrizo [4, 5] was
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released and fully supported the HSA standard. hUMA and hQ [6], the two core tech‐
nologies of HSA, were both implemented in Kaveri and Carrizo. However, research into
the actual vs. perceived benefits of these technologies have not been fully determined.
In this paper, we designed radix sort and matrix-vector multiplication on Kaveri plat‐
form. By analyzing hQ, we then did some research on task scheduling of these two data-
parallel applications. Experimental results show that the application designed scientif‐
ically running on APU can greatly improve the efficiency of algorithm.
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Fig. 1. The architecture of HSA

This paper was organized as follows. Some related works were given in Sect. 2. And
we gave an overview of HSA in Sect. 3, along with a description of the APU architecture.
In Sect. 4, we showed an overall about algorithm design and the task scheduling strategy.
Next, experiment results and analysis were presented in Sect. 5. Finally, Sect. 6 provided
conclusions.

2 Related Work

Recently, some researchers did some experiences to compare the fused CPU-GPU chips
with discrete CPU-GPU system.

In [7], the researchers acquired the performance and energy consumption on discrete
and fused HSA for different FFT implementations with different input sizes. With the
growing input data size, the energy efficiency of these HSA increases due to better
utilization of the data-parallel resources on the GPUs. They also concluded that the
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power consumption increases with the number of OpenCL kernel calls and increased
use of the GPU fetch unit.

In [8], they designed an OpenCL-Based Multi-swarm PSO Algorithm, the imple‐
mentation of each of the kernels in this algorithm and their optimization were both given,
especially the data layout, the author employ a lookup table called an Estimated Time
to Complete (ETC) matrix to prevent redundant makespan calculations. The result show
that the best-performing algorithm get approximately a 29% improvement.

While, in [9], different approaches to implementing betweenness centrality in a
heterogeneous system were given. Betweenness centrality was an important algorithm
in graph processing. It presented multiple levels of parallelism when processing a graph,
and was an interesting problem to exploit various optimizations. They implement
different versions of betweenness centrality on an AMD APU. These include GPU-only
implementations with two edge distribution methods, GPU-side load balancing, CPU-
GPU load balancing in a master-worker model with queue monitoring and in a work
stealing model.

Finally, in [10], they built the hetero-mark, a benchmark suite for CPU-GPU collab‐
orative computing. They identified dominant program design patterns based on the data
flow between the CPU and GPU devices, which included (1) CPU to GPU, (2) CPU to
GPU Iteration, (3) CPU and GPU Iteration, (4) Workload Partition, (5) CPU Producer
GPU Consumer, (6) GPU Producer CPU Consumer and (7) CPU-GPU Pipeline. Up to
know, Hetero-Mark was the only benchmark suites that focus on the collaborative
execution of the CPU and the GPU in the heterogeneous systems.

3 HSA and APU Technology

3.1 Hsa

The HSA standard was proposed by the HSA Foundation in 2012 and the HSA Technical
Specification 1.0 was issued formally in January 2015. HSA aims to make CPU and
GPU integration more seamless, allocating appropriate loads to the most suitable
computing units to achieve true chip-level integration. In a system which complies with
HSA standard, due to the two key technologies, hUMA and hQ, data of any processor
unit can be accessed by other processing unit. Furthermore, all processing units can
access to the virtual memory significantly improving the computing capability of the
system. hUMA has subverted the mutual isolation mode of CPU and GPU, so that both
can take uniform addressing. When the CPU distributes a task to the GPU, it only by
transfers pointers, avoiding the transfer of the large amounts of associated data. After
the GPU processing is completed, the CPU can check directly access the results, signif‐
icantly reducing unnecessary overhead. hQ has changed the dominant position of the
CPU in a heterogeneous system, so that the GPU can be run independently, making the
CPU and GPU more equivalent than in the traditional CPU-GPU relationship.
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3.2 Apu

AMD Accelerated Processing Unit (APU) [11], formerly known as AMD fusion, places
CPU and GPU on the same chip, harnessing the processing performance of high
performance processors and the latest discrete graphics processing technologies. Since
pre-APUs did not support HSA, we do not consider them here. Kaveri, the 5th generation
of APU, was launched by AMD in 2014 and was the first generation of APU supporting
the HSA standard. Kaveri is a 28 nm process and has 4 “Steamroller” microarchitecture
processor cores and 8 Radeon R7 graphics cores of GCN (Graphics Core Next) frame‐
work.

4 Task Scheduling of Data-Parallel Applications

4.1 Matrix-Vector Multiplication

Matrix-vector multiplication is an efficient algorithm. Matrix is one of the basic concepts
in linear algebra. An m by n matrix is just a number of m by n rows in m row n columns.
Because it compacts a lot of data together, it is sometimes easy to express complex
models. matrix-vector multiplication looks strange, but it’s actually very useful and
extensively applied. Matrix-vector multiplication is a typical application in parallel
computation. If there are two matrices A and B, which are M * N and N * P, and if C =
A * B, then C is M * P. The sequential process of the matrix vector multiplication
algorithm is a three-layer cycle, and its time complexity is approximately O (M * P * N).
When M, N and P are very large, the calculation will be very time-consuming. On the
HSA platform, we can optimize it. In this paper, the matrix is divided into submatrices,
which can be realized by block matrix multiplication, which can reduce the frequency
of individual elements from the cache and improve the operation efficiency. The block
size of BLOCK_SIZE * BLOCK_SIZE is used to block A and B matrices. The piece
here just corresponds to the working group of the HSA programming model, a single
element to the work item. In this way, the number of individual elements in and out of
the memory is reduced and the efficiency is greatly improved.

4.2 Radix Sort

The radix sort belongs to the distributive sort, also known as the bucket sorting method,
as the name implies, it is a sorting algorithm based the information through the key value,
which is assigned to some bucket to complete the sort process. Radix sort is a stable sort
algorithm. At some point, the radix sort method is more efficient than other stability
sorting methods. The invention of radix sort dates back to 1887. The implementation
detail is as follows. Unify the values that need to be compared to the same digital length;
the digits with shorter length are zero-padded on the left. Then, starting from the lowest
order, do the sorting one at a time. So, after visiting from the lowest order to the highest
order, the sequence becomes an ordered sequence.

Set the number element key to be sorted as m-bit d-nary integer (zero pad to m-bit),
and set d buckets, numbered 0, 1, 2, 3 …, d − 1. First, put each data element in the
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corresponding bucket according to the lowest value of the key. Then, the data elements
in each bucket are collected according to the sequence of data elements from large to
small and into buckets. In this way, a new permutation of the data element collection is
formed. The sequence of data elements obtained from a base sequence is placed in the
corresponding bucket according to the value of the key order; then the data elements in
the buckets are collected in the order of the bucket number from small to large. This
process is repeated, and when the m order is completed, the sequence of data elements
is sorted.

4.3 Task Scheduling

In the heterogeneous APU platform, the main task of CPU is to allocate task, while the
main task of GPU is to compute processing with a clear division. How to maximize the
functions of these to processors is the key issue of the heterogeneous GPU platform in
the perspective of the development of software. This kind of task allocation model is
also called load balancing. In a broad sense, the load balancing method of computing
task could be divided into two categories, static task scheduling and dynamic task
scheduling.

Static scheduling is to set the task allocation according to the expected uptime before
executing the load. This method needs no task synchronization and communication
overhead is small. However, it is inconvenient to be flexibly applied to various
computing tasks, and the problem of uneven load may still be serious. Dynamic sched‐
uling is to determine the load allocation in the process of task execution according to
the CPU and GPU performance dynamically. Although the cost of dynamic scheduling
is larger than static scheduling, the prediction is more accurate.

We consider the static model first, increase the size of the load data in turn, and get
the speed line. The HSA heterogeneous computing platform involved in this paper, has
4 CPU cores and 8 GPU cores. However, in the HSA heterogeneous platform, the
number of cores in the GPU cannot be involved in the user’s level. In the HSA program‐
ming model, the number of cores controlling task allocation in CPU is one. When GPU
is computing, the core of CPU has to wait. In this way, there are three idle cores in CPU.

Next, we will think about the dynamic model. A task could be conducted on a variety
of devices. For example, matrix-vector multiplication can be done both on the CPU and
on the GPU. In this case, we will allocate tasks in queue. The task will be divided in to
N equal parts, stored in the task queue. M (the number of CPU cores) threads will be
opened at the same time, assigning this N equal share tasks. A variable n would be set
on behalf of the next task to complete the label. This variable n would be locked, only
one thread at a time can change this variable. In this case, the task is non-preemptive,
that is, once a task is allocated, other threads cannot obtain the task.

In HSA heterogeneous computing platform, because the GPU cannot initiate
communication to the CPU, it means that the GPU cannot initiate a load request to a
non-local work pool. Therefore, a CPU thread is used to assign tasks to the GPU, called
as a dedicated thread for that GPU. When the GPU dedicated thread detects that GPU
is idle, the dedicated thread will assign tasks to the GPU. In addition, we also open up
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3 CPU threads, so that 12 computing cores in HSA platform are all involved in the
operation.

5 Experiments on Kaveri with Analysis

5.1 Experimental Environment

APU experimental environment hardware construction method is the same as the general
desktop computer, but due to the conflict between the HSA and the discrete graphics
card, it is necessary to pay attention to use the HSA function can not use the discrete
graphics card. After installing the hardware, install any version of Linux that includes
the KFD driver. This paper uses Ubuntu 15.04 with kernel version 3.19, AMD provided
all HSA-related software in [12]. In order to set up the experimental environment, it is
necessary to download and install the HSA-Drivers and HSA-Runtime in sequence. In
the Ubuntu environment, these two parts use the regular dpkg - i command. After instal‐
lation, add the environment variable LD_LIBRARY_PATH. At this point, the
vector_copy payload in the HSA-Runtime is run, and if passed, the HSA environment
has been successfully built.

In order to better use the HSA environment, you also need to install the CL Offline
Compiler development tool. The integrated SNACK allows researchers to program in
the HSA environment. After the installation is complete, the amd_kernel_code.h is
copied to the system. In the include folder, use the apt-get install command to install the
three system packages libbsd-dev, libtinfo-dev, and libdw-dev. Finally, use the dpkg -
i routine to install the CodeXL performance analysis tool and execute the vector_copy
payload in SNACK. If the GPU Performance Counters in CodeXL can monitor GPU
performance data, then the overall environment is set up.

5.2 Basic Performance of Matrix-Vector Multiplication

Shown in Fig. 2, in the experiment, the size of matrix increasing from 5000 to 29000
was selected for testing and in the same way, a separate CPU running test was performed
in the above two groups of tests. With the increase of data size, the executing time of
matrix-vector multiplication increased rapidly because the time complexity of matrix-
vector multiplication algorithm itself is O(n2) and the amount of computation increased
exponentially with the vector length. In general, it shows that GPU has better scalability
for such algorithm and is better suitable for running these compute-intensive loads while
it is quite difficult for CPU to run loads with large computation.
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Fig. 2. Basic performance of matrix-vector multiplication on CPU and GPU

5.3 Basic Performance of Radix Sort

We can find in Fig. 3, the number of elements selected by radix sorting is increasing
from 81920000 to 819200000 respectively for testing. The computing memory access
of the load was relatively low, mostly the instructions of memory access and comparison
and vector computing operation was not common. Therefore, it is not necessarily suit‐
able for GPU. We can see from the above test results that CPU could also complete the
task rapidly when running these programs.

Fig. 3. Basic performance of radix sort on CPU and GPU

5.4 Experiments of Task Scheduling

In the experiment of task scheduling, we tested each load at 0, 0.2, 0.4, 0.6, 0.8 and 1.0
respectively, based on the ratio of CPU running load, and tested the dynamic task allo‐
cation loads at the same time. Among them, CPU running load ratio of 0 means that the
load runs completely on the GPU, 1.0 means running completely on the CPU, 0.2 to 0.8
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means that the CPU and GPU were executed at the same time according to the corre‐
sponding ratio. When running dynamically, CPU and GPU were running freely and
competitively. Data processing state was maintained through a shared array. After
completing their tasks, CPU and GPU queried unprocessed data to continue the rest of
the operations.

The data size for matrix multiplication was the matrix of 20000 * 20000 with a block
size of 30 and floating point data. It can be seen that it took much less time for matrix-
vector multiplication to run entirely on the GPU than on the CPU and CPU had difficulty
in running such algorithm. Even though CPU is not suitable for running matrix-vector
multiplication operations, allocating certain tasks to run on the CPU can also have some
effects on acceleration. As shown in the Fig. 4, the overall efficiency of task running has
been improved when statically allocating about 10% of the load to run on the CPU. The
performance of CPU and GPU could be better played when programs are automatically
filling in the CPU and GPU running queues, which allows DYN allocation achieve the
fastest execution time.

Fig. 4. Task scheduling of matrix-vector multiplication

While in Fig. 5, the data of radix sorting was floating point type with the size of
491520000. As the performance of CPU and GPU was equivalent in processing such
loads, the best effects can be achieved when the static allocation ratio approached to 0.4.
This was also showed in the method of dynamic scheduling.

From the above experimental results and analysis, we can see that the scheduling
method proposed in this paper is suitable for GPU load, and can effectively find the
optimal allocation ratio. Based on this, the proposed dynamic scheduling method has
higher adaptability for data parallel applications. In practical use, the load’s execution
characteristics and the matching degree of the underlying hardware resources should be
fully considered. Reasonable utilization of the task scheduling method proposed in this
paper can indeed accelerate application execution and further highlight the performance
advantages of the HSA heterogeneous platform.
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6 Conclusion

In recent years, the heterogeneous computing field has become a research priority. With
the establishment of the HSA Foundation, an increasing number of researchers are
investigating the uses and performance of APU and HSA technologies. However, at
present, the typical workloads for the HSA are still very inadequate, especially in aspect
of quantitative, analysis and verification of the fine-grained. In this paper, we have
presented two data-parallel applications, radix sort and matrix-vector multiplication on
A10-7850 K with a task scheduling strategy. The experiment results show that when the
improved scheme is more suitable for the structure of processor, the corresponding
performance improvement can be acquired. It is fully showed that the well designed
algorithm and the heterogeneous multi-core processor of “CPU-GPU” structure has
become a new way to solve the performance bottleneck.
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Abstract. Distributed storage systems usually adopt replication for
reliability and fast access. However, as the data volume grows, many
large-scale storage systems are tending to employ erasure coding to
reduce the storage overhead of replication while deliver the same reliabil-
ity. Unfortunately, erasure coding could result in performance degrada-
tion due to less data locality and degraded reads. To trade off among reli-
ability, performance and storage overhead at the same time, we propose
FlexBM, a flexible dual-scheme block management approach. FlexBM
supports both replication and erasure coding simultaneously, and applies
them dynamically according to the recent data temperature. Erase cod-
ing is for cold data to reduce storage, while replication is for hot files so
that applications can leverage data locality. To guarantee the same reli-
ability as replication with fewer replicas, FlexBM models block place-
ment with bipartite graphs. The prototype of FlexBM is implemented
based on HDFS. The experimental results show that FlexBM succeeds
in reducing the storage overhead even for a scenario with many small
files without reliability compromising, and meanwhile, providing better
data locality for frequently accessed datasets.

Keywords: Hadoop · Erasure coding · Distributed file system
Task scheduling · Data-locality

1 Introduction

Distributed storage systems provide reliable access to data over unreliable com-
modity hardware by replication, typically three copies of everything. However,
replicating the entire data footprint becomes infeasible when the amount of data
reaches petabytes scale even if storage resource is relatively cheap. Therefore,
many large-scale distributed storage systems intend to use Erasure Coding (EC)
to reduce storage overhead while providing equivalent reliability. For example,
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Facebook developed a RAID layer [2] on top of HDFS as early as 2010 and in 2015
they applied erasure coding in their warm BLOB storage system [15]; A novel
encoding strategy, Local Reconstruction Codes (LRC), based on the observation
of failure locality, has been proposed by Microsoft and deployed in Windows
Azure [10]; Google also declared that they adopted RS(6, 3) in ColossusFS [4].

The basic idea is to choose a group of data blocks, apply an encoding algo-
rithm to them and maintain these blocks as well as their parity blocks. Then,
the system would be able to tolerate a certain number of block error within the
group. However, applications now would suffer from reduced data locality and
degraded read problem. Computing frameworks like MapReduce [5,6] can not
create adequate local tasks due to less replication factor. Besides, reconstruct-
ing an unavailable block in EC requires fetching multiple blocks, resulting in
increased read latency as well as communication overhead compared with repli-
cation schemes. Many erasure coding implementations in Hadoop ecosystem are
based on HDFS-RAID [2], which is inspired by DiskReduce [7]. For example,
HDFS-Xorbas [18], a module that replaces Reed-Solomon codes with LRCs in
HDFS-RAID, and HAFCS [22], an extension to HDFS-RAID that adapts to
workload change by using two different coding families. These systems not only
suffer from performance degradation due to reduced data locality and degraded
reads, but also can not maintain the same reliability as replication without care-
fully placing data blocks.

To address these issues, we propose FlexBM, a flexible dual-scheme block
management approach, which focuses on the block management trade-off for
storage overhead, performance as well as reliability. Implementing an adaptable
physical block storage scheme, FlexBMsupports storing a block with replication
and erasure coding at the same time. To the best of our knowledge, FlexBMis
the first attempt to support the dual schemes simultaneously. By refering to the
term “dual-scheme”, FlexBM achieves the following: 1. translation between the
two schemes is bidirectional; 2. data may be stored with both schemes simul-
taneously. This is different from current systems, in which some data is stored
by replications while the rest by erasure coding. Besides, FlexBM supports
both in-file and cross-file coding groups to avoid unnecessary padding for small
files. Moreover, we devise a novel metric file temperature that allows FlexBM
to adjust replication factor adaptively so as to achieve a balance between high
performance and low storage overhead. FlexBM models block placement as
bipartite graphs to survive similar failures and the algorithm can reduce IO
cost during block relocating greatly. The prototype of FlexBM is implemented
based on HDFS [19]. Experimental results show that it succeeds in reducing the
storage overhead even when there are large number of small files, and meanwhile,
providing better data locality for frequently accessed datasets.

2 Motivation

2.1 EC in Distributed Storage Systems

An EC codec takes a piece of data as input, divides it into a number of uniformly
sized data shards, and then outputs a number of redundant parity shards for fault
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Fig. 1. The architecture of HDFS-RAID.

tolerance. The simplest example of EC is XOR. Suppose we have a tiny binary
file whose content is 01011101, then divide it into 0101 and 1101, apply XOR
operation and get 1000. Now we can put these three shards into three containers
and tolerate any single failure of these containers due to X ⊕ (X ⊕ Y ) = Y .
However, 4 extra bits are required to achieve the same reliability by replication
because we at least need to duplicate the file. The typical model of distributed
storage systems is similar to the above example. In these systems, data is usually
divided into fixed-size blocks, which are very suitable to be taken as the input
of EC codecs, and the nodes in a cluster just act like the shards containers.

In production environments, it is far insufficient to tolerate only one failure,
thus other forms of EC have been introduced to address the limitation of XOR.
One of the most famous erasure codes is Reed-Solomon (RS). An RS codec
can be described as a function RS(k,m), which accepts k input data streams,
and outputs m parity streams. These k + m streams form a coding group and
the system can tolerate any m corruptions. In practice, a data stream denotes
a sequence of input shards and is typically formed by a fixed-size data block.
There are also cases called striped layout, where each single data block is splitted
into several input streams.

2.2 HDFS-RAID Architecture

HDFS-RAID [21] is a classic implementation of EC in HDFS. Data reliability
guarantees are maintained by creating parity files through an EC algorithm. It’s
an open-source project and has been wildly used in EC-related researches, such
as HDFS-Xorbas [18], HACFS [22], Degraded-first Scheduling [12], etc.

Figure 1 illustrates the architecture of HDFS-RAID. RaidNode consists of
block integrity monitor, purge monitor, placement monitor and some other
components. Block integrity monitor scans the specified directory periodically,
encodes the suitable files and maintains the efficiency of parity data. It’s also
responsible for recovery of missing blocks. Purge monitor cleans the parity files
after deletions of corresponding data files. Placement monitor guarantees relia-
bility by avoiding co-locating blocks of the same erasure group. This is done by
directly communicating with DataNodes via underlying data transfer protocol.
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Distributed Raid File System (DRFS) on the client side is a wrapper of the native
implementation that provides transparency to upper-level applications.

The input streams of an EC codec under HDFS-RAID are divided within
a file. If the file size divided by the stream size has remainder, the file will be
padded at the end in order to fit the stream size. The output parity data is
stored in as a companion file to the original one. There are two main reasons
for such design. First, by this way the inode tree can be directly used as the
index of parity data for maintenance; Second, HDFS-RAID is designed to be an
transition layer on top of HDFS and thus it can only manipulate data at file
level.

2.3 Summary

The philosophy of HDFS-RAID is simple. However, issues arise due to its limi-
tations in interacting with the HDFS core. First, the storage overhead will get
worse if there are too many small files, thanks to the padding strategy. Though
directory-level encoding may ease such situation [21], things would become com-
plex on directory changes. Besides, the placement monitor in HDFS-RAID is
inefficient and becomes a bottleneck for large-scale data transfer. Furthermore,
the placement policy may also be overriden by HDFS core since HDFS is unaware
of the RAID layer. Finally, parity blocks under the HDFS-RAID are stored as
regular files, which are user-visible and prone to misoperations.

These observations indicate that EC schemes should be embedded inside a
storage system rather than implemented as extensions. Besides, replication is so
critical for performance that it should not be abandoned. These findings inspired
the design of FlexBM.

3 Design

3.1 Basic Decisions

Block Layout. In distributed storage systems, a file is usually divided into
fixed-size byte sequences called blocks. The dividing method can be straight-
forward, as shown in Fig. 2a, which is termed a contiguous block layout and has
been widely used in many systems because of its simplicity. By contrast, a striped
block layout, as Fig. 2b shows, breaks the raw data into much smaller splits and
writes these repeated stripes of splits across a set of blocks in a round robin way.
Since these splits are small enough to be cached in memory, clients can directly
apply an EC codec to each group of splits during writing [24]. FlexBM uses
the contiguous instead of stripped block layout for several considerations:

1. Most of the existing systems use contiguous layout and the cost of migration
to striped layout is massive.

2. Striped layout abandons data locality and heavily relies on faster networks to
deliver the data, which is not friendly to typical applications like MapReduce.
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Fig. 2. Two kinds of block layout. Fig. 3. Histogram of the file lifespan.

When to Encode. Typically, EC can be performed online, which means to
encode on writing, or offline, where data is encoded on demand after its creation.
Distributed storage systems usually use a large block size, e.g., 64 MB in HDFS
by default, making the total size of a group of blocks too large to be buffered
for online EC. However, FlexBM adopts offline EC not only because of the
contiguous block layout, but also the following two facts:

1. Most data access happens within a short time after its creation: more than
99% of data access happens within the first hour of a data block’s life [7].

2. Most files are ephemeral: 90% of deletions target files that are less than
22.27 min old for the PROD workload [1].

The histogram of the file lifespan in one of Yahoo cluster shown in Fig. 3 also
indicates the fact. Thus, by using offline EC, FlexBM can avoid unnecessary
encoding. Besides, storing new files with replication scheme in the beginning also
helps to provide better data locality.

Grouping Blocks. Most of EC implementations generate blocks from the same
file for simplicity. The in-file group of blocks have the same lifespan, and therefore
parities can be safely purged after file deletion. However, if data blocks in a
group are from different files, which is then called the cross-file group, more
efforts will be involved during deletion of one of the files since the parity data is
still necessary for recovery of other blocks.

FlexBM supports both of them for different cases: it first tries best to select
blocks according to the in-file policy, and the remaining blocks of different files
will be tracked and grouped together later. This simple combination solves the
storage overhead problem introduced by small files [21]. In FlexBM, most files
will be grouped with in-file policy, and only small files or remaining blocks of
huge files will be grouped with cross-file policy. Since most files are ephemeral,
FlexBM can further reduce cross-file groups by delayed-encoding strategy.
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Fig. 4. State transition diagram of data block.

3.2 Block Management Model

To support the dual scheme block management model, where a block can be
replicated, encoded or both at the same time, FlexBM focuses on the physical
storage of blocks rather than logical block groups described by file.

Finite State Machine. FlexBM defines the following states to tracking the
erasure coding process of blocks:

Init. All newly created blocks are replicated in the Init state.
Sealed. A sealed block is immutable, where the content cannot be modified.
This is common in many existing systems such as HDFS and Windows Azure.
Grouped. A Grouped block has been assigned to an EC group. But its
replication factor cannot be reduced since some blocks in the group may be
missing.
Encoded. If all blocks in a group are present and are safely distributed in
the cluster, they become Encoded.
Deleted. A block is Deleted if its corresponding file has been deleted. These
blocks are still preserved and may act as parity blocks if it’s in a cross-file
group.

The transition between these states is shown in Fig. 4. An immutable block
starts with Sealed. If a Sealed block is not deleted after a period of time,
FlexBM will assign it to an group if there are enough other Sealed blocks. The
blocks are selected according to the policy described in Sect. 3.1. FlexBM then
appends the newly created group into a queue and encode it later. If and only
if the parity blocks are persisted and the placements of all blocks in the group
are reliable, all blocks in the group move to Encoded. FlexBM scans encoded
blocks and check their placement periodically in the background. Once a missing
block is found or its placement is detected to be unhealthy, the state of the block
is degraded to Grouped. In the meanwhile, FlexBM will attempt to fix the
problem so that the block can return to Encoded again. If a file is deleted, the
encoded blocks of this file turn into Deleted, and will serve as special parities
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Fig. 5. Dual-scheme block manage-
ment in FlexBM. (Color figure online)

Fig. 6. A reliable block distribution
although there are 3 blocks on 3rd node.

and only be used for repairing other grouped blocks in the same group. Only
after coding groups are disbanded can these blocks be purged. Disbandment of
a coding group occurs when the number of deleted blocks achieves a threshold.
Before disbanding a group, FlexBM also checks the states of remaining blocks
to guarantee data durability. These remaining blocks will become Sealed and
wait to be grouped again.

Dual Schemes. Putting all together comes to Fig. 5, the dual scheme block
management model in FlexBM. There are two files Gray and Green, whose
blocks are denoted as gray and green rectangles respectively. Block 1, 2, 3 of
Gray and Block 1, 2, 3 of Green are encoded with parity blocks P1, P2 and P3.
Because Green is at high temperature, its first 3 blocks are replicated as they are
encoded in the same time. These replicas will be erased when its temperature
falls. Block 4, 5 of Gray and Block 4, 5 of Green are sealed but not grouped since
there are not enough number of Sealed blocks. They will remain replicated until
grouped and encoded. The unfinished Gray block 6 is not sealed, and thus it is
in Init state and is replicated. Apparently, Gray and Green blocks are stored in
dual schemes: some of them are encoded, some of them are replicated, and some
of them are both replicated and encoded, which is totally different from existing
systems.

3.3 Block Relocation Algorithm

Problem Description. Blocks in the same coding group are relevant and not
supposed to be allocated on the same node. In HDFS-RAID, the placement
monitor is designed to address the problem. The monitor daemon periodically
fetches and scans the topology of the live nodes, and once it finds there are
too many blocks on the same node, a number of block mover will be launched
to disperse these blocks. However, such mechanism is subject to the following
issues:

1. Block movers are synchronous and the number of running movers is limited
by the pool size, leading to a bottleneck as the data grows.

2. Count-based relocation trigger would be inaccurate when EC and replication
co-exist. For example, Fig. 6 shows a reliable block distribution where block
movement is not required, but movers still get launched in such scenario.
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Algorithm 1. Block Relocation Algorithm. km refers to a Kuhn-Munkres algo-
rithm implementation [14].
1: matching := km(G′)
2: for all edge in matching do
3: if edge.weight = 0 then
4: move edge.block to edge.node
5: end if
6: end for

3. HDFS-RAID placement policy is transparent to HDFS core and thus it may
be overriden by HDFS itself or other utilities like balancers.

Bipartite Model. To address these problems, FlexBM models block place-
ment with the bipartite graph. The bipartite graph G is defined as Eq. (1).

G = (V,E) and V = B ∪ N (1)

where B is the set of blocks in the group and N is a set of living nodes where
these blocks are stored. E describes location relationship between B and N and
can be defined as in Eq. (2).

E = {(b, n) | b ∈ B,n ∈ N, b is stored in n} (2)

Hungarian algorithm can find the maximum matching in O(V · E). In fact,
the size of B is usually small and depends on the EC codec, and the replication
factor is also bounded. Therefore, its time complexity can be seen as constant
at runtime. Given M , a subset of E, the matching found in the previous step,
the reliability of current block distribution can be simply determined by |M |. If
|M | = |B|, the group is healthy, otherwise some blocks in B should be relocated.
In addition, M also presents the minimum number of blocks which should be
relocated to fix the reliability problem. To relocate, first add |B|−|M | candidate
nodes to the node set which contains the matched node. Let N ′ be the extended
node set and G′ = (V ′, E′), where V ′ = B ∪N ′ and E′ = {(bi, nj) | bi ∈ B,nj ∈
N ′}. Then, assign the weight for each edge e in E′ to 1 if e ∈ E, otherwise 0.
Finally, apply the relocation algorithm presented in Algorithm 1. In other words,
a block should be moved to the candidate node.

3.4 Adaptive Replication Mechanism

For some circumstances, EC codecs are only used to store “colder” data that
is less often accessed. For example, f4 [15] is designed mainly for storing warm
BLOB, and HACFS [22] uses compact code only when it’s write-cold. Different
from these systems, FlexBM adjusts the replication factor per file dynamically
varying with the temperature of file.
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Fig. 7. Run the same job (a wiki dumps parser) against 2 different sized inputs, the
red one is smaller (159 MB) and the green one is larger (748 MB). (Color figure online)

Data Temperature. HACFS uses read frequency to determine the temperature
of data. However, there are two facts keeping us from using it. First, it is expen-
sive to maintain read frequency on each file access. Besides, read frequency is
usually related to file size in a distributed system. Figure 7 illustrates the cumu-
lative distribution function of getBlockLocations invocations for a MapReduce
job accessing 2 files of different sizes. The figure shows smaller files only con-
tribute about 15 file accesses, while larger ones take up 35. Hence, the larger
files would have higher read frequency, even if the job is launched at the same
rate. Access time is also inappropriate for temperature measurement because: 1.
a single atime doesn’t provide enough information to evaluate the accurate data
temperature; 2. most distributed systems only maintain coarse-grained access
times or even strike access time support [3] for the sake of performance.

To cope with the problem, FlexBM proposes an RRA-based (Round Robin
Archive) access recorder with following advantages: 1. it’s in-memory and cost-
effective, requiring only 128 bits for each target data without demands for data
persistence; 2. it accurately reflects the recent access pattern of data, which is
necessary for a real-time replica adjuster.

The idea is inspired by RRDtool [16], a famous toolkit for handling time-series
data. As shown in Fig. 8, multiple primary data points (PDP) are consolidated
into one consolidation data point (CDP) by consolidation function (CF), allow-
ing the history data to be stored in a RRA with relatively small size. FlexBM
uses a primitive of 64-bit long as a RRA, where each bit indicates whether the
data was accessed in the corresponding period. A demo of 8-bit RRA is presented
in Fig. 9. Whenever the data is accessed, the RRA gets updated by setting the
first bit of the variable to 1. Before performing an update, RRA should be shifted
first if the last time point (LTP) is out-of-date. The value of RRA get changed
only once even if the data is accessed multiple times in that time window, which
matches the access pattern shown in Fig. 7.

Integration. To integrate the RRA-based access recorder, FlexBM introduces
three replication factors:
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Fig. 8. RRA in RRDtool. Fig. 9. RRA in FlexBM.

safeRep. The minimum number of replicas required to provide basic fault tol-
erance. For example, 3 for newly-created blocks and 1 encoded ones.

extraRep. The extra number of replicas for better data locality and load bal-
ance. This value is evaluated from the RRA. FlexBM offers following built-in
implementation, and users can customize MaxExtras in Eq. (3).

extraRep =
bitcount(RRA) × (MaxExtras + 1)

sizeof(RRA) + 1
(3)

realRep. The real number of replicas that should present in the system.
FlexBM adjusts the replication of each block according to Eq. (4). The realRep
of a file’s blocks might be different, since the blocks might be in different block
schemes as is presented in Fig. 5.

realRep = safeRep + extraRep (4)

In addition, FlexBM doesn’t reduce replicas immediately as realRep
decreases in case that the data might become hot soon.

4 Implementation

The prototype of FlexBM is built based on HDFS. The state of a block is
mainly maintained in BlockInfo. Instead of adding more state fields, FlexBM
prefers evaluating the state by method invocations whenever necessary, so as to
avoid consistency problems and excessive memory footprint.

A singleton ECGroupManager has been developed to maintain the index of
all groups. It also scans groups periodically to check the state of each block and
performs corresponding actions when the state changes. Group metadata, con-
sisting of a group id, a list of block ids, and an ECType field, is persisted in fsimage
and editlog, is similar to what INode does in native HDFS, making it possible for
high-availability strategies for inodes to be applied to group metadata as well.

The last unfilled block of each file should never be treated as a Sealed
block because it may be appended later. For efficiency, FlexBM does not scan
Sealed blocks, but marks them every time of block reporting.

An encoding or recovery task is performed by one of the DataNodes instead
of a MapReduce job, considering a storage-layer system oughtn’t to be coupled
with upper applications. Selection of the worker node follows a simple principle:
FlexBM always chooses an idle node that has the most blocks in the specified
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Table 1. Comparison of storage overhead for small files with RS(6, 3).

File size (block) 0.5 1.5 2.5 3.5 4.5 5.5 6

3-replica (%) 200 200 200 200 200 200 200

HDFS-RAID (%) 200 200 120 86 67 55 50

FlexBM (%) 200 100 80 71 67 64 50

group in order to save network traffic. Degraded reads are supported by adding
an RPC method to the ClientProtocol, which returns locations of other blocks
in the group, allowing the client to fetch them for data recovery.

Replicas of blocks are adjusted in block level, which differs from native HDFS.
That is, blocks of the same file may have a different number of replicas. The time
window size of an RRA bit is currently a global setting for simplicity.

5 Evaluation

Experiments are conducted on a cluster consisting of 11 nodes. The master node
has a 2.9 GHz Intel i5 CPU and 8 GB RAM, and the other 10 are slaves with
1.40 GHz Intel Celeron processors, 4 GB of memory, and 500 GB hard disk. All
nodes are connected by 1 Gb/s Ethernet network. RS(6, 3) is used in the eval-
uation. Repairing time is not evaluated because FlexBM is mainly concerned
about block management rather than codec optimization. Additionally, we didn’t
compare with other real-world systems because most of these systems are not
open-sourced and thus it is hard for us to carry out parallel comparison.

5.1 Storage Overhead

One of the most important assumptions in HDFS design is to handle big files. In
such a premise, both HDFS-RAID and FlexBM can guarantee almost minimum
storage overhead. That is, with RS(6, 3) scheme, the systems can reduce storage
overhead by approximately 50% compared to replication. However, there are
cases where HDFS-RAID may fail to reduce storage overhead due to small files.
For instance, with RS(6, 3), a file with only a single data block would still end
up writing three parity blocks, accounting for a storage overhead of 300%, which
is even worse than 3-way replication. Table 1 presents the storage overhead of
different systems, where file-size is measured in the number of blocks. FlexBM
performs better for small files.

To verify this observation, several small datasets are stored in the cluster
and a wide variety of MapReduce jobs from Cloud9 [13] are launched to produce
more files. Figure 10 shows the final disk usage by different sized files. Files
between 1 and 2 blocks account for 58.1% disk usage, and all files less than 8
blocks account for 90%. This indicates that small files are still common under
some workloads, and even so FlexBM can still reduce the storage overhead to
a reasonable level — 87.1%. This is because more than 75% of the disk space is
occupied by Sealed blocks, which can be later grouped properly for EC codec.
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Fig. 10. Disk usage of different sized files.

Table 2. The distribution of the num-
ber of file accesses. [23]

Access times File count Disk usage
(TB)

0 8673686 387.57

(0, 10] 23257527 515.40

(10, 20] 3684566 214.99

(20, 40] 3228428 202.81

(40, 60] 886926 124.80

(60, 100] 548699 159.54

(100,+∞) 943820 626.01

Table 3. Throughput and IO Rate for each
map slot in TestDFSIO.

Temperature Throughput
(MB/s)

Average IO
rate (MB/s)

Cold 4.36 11.40

Warm 7.13 22.17

Hot 8.83 25.60

In a production environment, the replication factor of a file may be increased
by FlexBM according to its access pattern. However, as shown in Table 2, files
accessed more than 100 times only account for no more than 30% of disk usage.
Besides, they rarely get accessed frequently at the same time. Thus, the storage
overhead caused by extra replicas would be very limited.

5.2 I/O Performance

To evaluate I/O performance of FlexBM, TestDFSIO, an official benchmark
bundled with Hadoop distribution, is executed on same data at three temper-
ature levels: cold, warm and hot. Each level is defined by a different extraRep,
which are 0, �0.7MaxExtras� and MaxExtras for cold, warm and hot blocks,
respectively. In our test case, MaxExtras is set to 3. Throughput and Average
IO rate are used to evaluate FlexBM, both of which are based on the file size
read by individual map tasks and the elapsed time. They are defined as Eq. (5),
where N is the number of map tasks.

Throughput =

N∑

i=1

filesizei

N∑

i=1

timei

and Average IO rate =
1
N

N∑

i=1

filesizei
timei

(5)

The results in Table 3 imply that data locality is important for IO bound
applications and replication is necessary for the performance guarantee, espe-
cially for those datasets with high temperature.
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Fig. 11. Adaptive replication can reduce makespans by increasing replicas dynamically.

5.3 Effect of Adaptive Replication

Since FlexBM provides flexible balance between storage overhead and perfor-
mance with adaptive replication as described in Sect. 3.4, three typical MapRe-
duce jobs are executed to further evaluate how adaptive replication can increase
data locality and reduce execution time (makespan) in turn. There are Word-
Count, PageRank and TF-IDF.

The input datasets are the bible and shakes from Cloud9 [13], the prepro-
cessed wiki-links file from Henry’s work [9] and the first five subsets of latest
enwiki article pages [20]. To trigger the increase of replication factor, all jobs
were committed periodically to get the input data warmer gradually. The scis-
sors curves in Fig. 11 depict how makespan reduces as the adaptive replication
increases replicas, which is measured by local map tasks in the figure.

6 Related Work

Although there are lots of efforts focusing on erasure coding theories, this paper
concentrates on how to incorporate existing EC algorithms into distributed stor-
age systems instead of proposing new codecs, so we will mainly relate current
EC-based system implementations, especially for HDFS, in this section.

QFS [17] is an efficient alternative to HDFS and is compatible with Hadoop
MapReduce. It uses striped block layout and online EC. For a RS(k,m) codec,
QFS client collects data stripes, usually 64 KB each, into k 1 MB buffers. When
these buffers fill, the client calculates m parities and sends all k+m data shards
to different chunk servers. These servers continually write the 1 MB data to
blocks, until the blocks reach 64 MB. By such a way, QFS can achieve almost
minimum storage overhead regardless of the file size. Besides, read and write
operations are performed on k + m nodes simultaneously, thus the throughput
can be greatly improved if the network bandwidth is adequate. Also, the HDFS-
EC [24] project, whose design is very similar to that of QFS, is conducted by
the Hadoop community to build native EC support inside HDFS in order to
alleviate high storage overhead.

Because of stripped layout, both QFS and HDFS-EC lack data locality and
heavily rely on high bandwidth networks to guarantee performance. Besides,
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HDFS hosts a wide variety of workloads: from batch-oriented MapReduce jobs
to interactive, latency-sensitive queries in Impala [11] and HBase [8]. Many appli-
cations will produce temporary files, which are ephemeral and with high tem-
peratures. Contiguous block layout and offline EC are more suitable for such use
cases.

7 Conclusion and Future Work

Cloud computing relies on reliable, cost-efficient and high performance storage
systems. However, most current solutions fail to satisfy all these needs. FlexBM
bridges the gap with flexible dual-scheme block management by incorporating
replication and erasure coding simultaneously: archival data is encoded via EC to
reduce storage overhead, while hot data is replicated to guarantee performance.
FlexBM proposes a light-weight RRA-based temperature monitoring approach,
and devises an adaptive replication mechanism to dynamically adjust the num-
ber of replicas. To ensure reliability, FlexBM adopts a bipartite graph model
to resolve block placement. The prototype of FlexBM is built on HDFS and
experimental results indicate that it succeeds in reducing the storage overhead,
while providing better data locality for hot data.

The storage overhead of FlexBM is not optimal because of the existence
of un-Sealed blocks. The trade-off to encode these blocks will be investigated
in the future. Besides, a few erasure coding families like LRC require special
placement policies, which hasn’t been discussed in the current implementation.
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Abstract. The paper proposed the overall optimization and innovation-driven
strategy in industrial big data service system combined with the demand of
wisdom cloud manufacturing chain. It provided a framework to systematically
explore the relationships between enterprise as alliance leader and the union
member in cloud manufacturing. It researched Bayesian Nash equilibrium under
incomplete information condition which further implied that the incompleteness
of information had an effect on the union member’s asking price. Thus it
revealed a methodology to analyze the stability of Bayesian Nash equilibrium
and gave a detailed algorithm. Though Bayesian Nash implementation, teams in
industrial big data service system can work best under information asymmetry.

Keywords: Industrial big data � Cloud manufacturing � Mechanism design

1 Introduction

Technical complexity and manufacturing chain demand complexity have brought
serious challenges to the development of wisdom cloud manufacturing, so it is
important to put forward industrial big data service system combined with the demand
of wisdom cloud manufacturing chain. It is a significant way for enterprises to enhance
core competence and to rapid respond to the data of market changing that integrating
outside manufacturing resources based on the web technologies. With the growing
trend of global economic integration, users propose continuously the diversified and
individualized requirements for market products. Therefore, enterprises must have a
high degree of flexibility and rapid response capability. As a result, organizational
structure of modern enterprise has turned toward simplification and flatness and the
virtual enterprise form emerges and develops rapidly through combining knowledge in
R&D and other resources. The core concept of virtual enterprise is to share enterprise
resources including knowledge sharing, which improves the agility, flexibility of
manufacturing system and achieve the goal of multiparty win-win [1–4].

Virtual enterprise team is a new form of organization, which emerges accompanied
by the development of information technology and the changes of user’s demand. It is a
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dynamic union set up by many subjects who are consistent with the target, which takes
the principles of knowledge sharing and focusing on trust in production and business
activities. On the one hand is to meet the needs of economic globalization while on the
other hand advanced information and communication technologies lay out the technical
foundation for the emergence of virtual enterprise team.

In recent years, many new network technologies are emerging, which provide the
new background and breeding environment for virtual enterprise cooperation. A new
service-oriented networked manufacturing model called cloud manufacturing was put
forward to further promote the network, intelligent and service development of
enterprise information construction. In addition, manufacturing cloud service can
provide dynamic on-demand access to manufacturing resources or manufacturing
capacity for virtual enterprise team, which provides support for the full life cycle of
task collaboration. The above is the main channel of virtual enterprise team. Although
its platform is highly open, enterprise can realize the free access to manufacturing
resources and manufacturing capabilities through cloud&client with the form of cloud
service, there exist some problems. For example, a lot of times the community doesn’t
have that potential. A bad product is taken to the market to take a chance, the enterprise
allows good business opportunities to slip away from under their noses, or to perform
ineffective competitive strategies. The same goes for virtual enterprise team: policy
misjudgments often hurt thousands or even millions of member enterprise [5–9]. In
group decision making is very easy to go astray, which is called “myth of the group”.
Experiments have found that a closed group discussion produced simplification and
stereotyped thinking in virtual enterprise team. Specific to a team in the decision
making process, because the members tend to make their views and group consensus,
can make the decision making participants cannot be objective analysis, the result is
group decision making lack of wisdom.

Moderate controlling the size of the virtual enterprise team in cloud manufacturing
is necessary. This paper tries to build a virtual enterprise cooperation mechanism of
industrial big data service system. When the mechanism can be implemented, there
exists cooperation path between enterprises and the manufacturing partner, which
automatically adjusts the size of the virtual enterprise team.

2 Cooperation Mechanism Design

Now investigate the condition of the enterprise (in terms of F) and the union member
(with U) of virtual enterprise team on the formation issue of virtual collaboration. To
simplify the analysis, it is assumed that the number of union members is certain. wr

means that a union member who does not collaborate with the enterprise can still obtain
the income(reservation wage), while p represents the profit of the enterprise. Assuming
that the real value of p is the private information of the enterprise, only the enterprise
knows. The union member does not know its true value, but knows it will obey the
uniform distribution on the interval. Therefore, profit p can be regarded as the type of
enterprise. To simplify the analysis, let’s assume wr ¼ pL ¼ 0.
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Definition. Bayesian game. Bayesian game consists of the following:

(1) Player set C ¼ f1; 2; . . .; ng.
(2) Players’ type space sets for each player are T1; . . .; Tn.
(3) The deduction of a player about other player’s type p1ðt�1 t1j Þ; . . .; pnðt�n tnj Þ.
(4) Possible action set according to each player A1ðt1Þ; . . .;AnðtnÞ.
(5) Player’s payoff function is uiða1ðt1Þ; a2ðt2Þ; . . .; aiðtiÞ; tiÞ.

Where ti denotes player i’s special type, Ti denotes player i’s all types set(type space
set), ti 2 Ti , t ¼ ðt1; . . .; tnÞ denotes a type profile of all players’ types combination,
t�i ¼ ðt1; . . .; ti�1; tiþ 1; . . .; tnÞ denotes a type profile of all players except player i, so
t ¼ ðti; t�iÞ. piðt�i tij Þ denotes player i knows his own type and deduces other player

type probability(conditional probability) is piðt�i tij Þ ¼ pðt�i;tiÞ
pðtiÞ ¼ pðt�i;tiÞP

t�i2T�i

pðt�i;tiÞ , pðtiÞ is

marginal probability density function [10].
Assume that negotiations of income distribution continue for at least two periods.

In the first period, U offers the asking price w1, and the game ended if F accepts the
asking price. At this point, the benefits of U and F are respectively w1 and p� w1. If
the F refuses to charge, the game enters the second period, and U gives a second asking
price w2. If F accepts the asking price, the present value of the earnings of the U and F
is respectively dw2 and d p� w2ð Þ. d reflects both the discounting factor and the
reduction in the benefits resulting from the extension of the negotiations to a shorter
period than the first phase. If the F rejects the U’s second asking price, the game will
end. Both sides’ earnings are zero.

Figure 1 gives an extended description of the simplified game about negotiations in
the formation of virtual collaboration. There are only two values of p(pL and pH) in the
figure, and there are only two possibilities (w1 and w2) for the union’s asking price. In
this simplified game, U have three turn it information set of action, so its strategy also
contains three price claims, namely the first issue of the price w1, as well as two in the
second phase of the price, w2 after w1 ¼ wH being rejected or after w1 ¼ wL being
rejected. These three actions are carried out on three non-single junction information
sets, where the U’s inferences are expressed as ðp; 1� pÞ, ðq; 1� qÞ and ðr; 1� rÞ
respectively. In the full game shown in Fig. 1, a strategy of U is the first issue of the
price w1 and function w2ðw1Þ in the second phase. The function shows w2 in every
condition that every possible price w1 is rejected. These actions take place in the non-
single section of the information set, and there is a second set of information for each of
the different initial asking price rates that U may propose. There is a decision node for
each possible value in the first and second consecutive information set. In each
information set, U’s inference is the probability distribution of these decisions. In the
complete game, we use l1ðpÞ to show the inference that U has in the first issue, while
l2ðp w1j Þ in the second phase after the first asking price is rejected.
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Theorem. For the above model, the game has refined Bayesian Nash equilibrium:
(1) the asking price of U in the first period

w�
1 ¼

2� dð Þ2
2 4� 3dð Þ pH

p�1 ¼
2w�

1

2� d
¼ 2� d

4� 3d
pH

If p� p�, U will accept w�
1, otherwise refuse.

(2) If the asking price in the first period is rejected, U corrects its extrapolation of F’s
profit and considers the uniform distribution of p is 0; p�1

� �
. The asking price of U in

second stage is

w�
2 ¼

p�1
2

¼ 2� d
2 4� 3dð Þ pH\w�

1

If p�w2, U will accept w�
2, otherwise refuse.

Fig. 1. Bargaining for incomplete information in the formation of virtual collaboration.
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Proof: The decision problems faced by U can be expressed as

Max
w

pU ¼ w � Pr obfF accepts wgþ 0 � Pr obfF refuses wg ð1Þ

For 8w 2 ½0; p1�, Pr ob F accepts wf g ¼ p1�w
p1

, so pU ¼ wðp1�wÞ
p1

, thus

w�ðp1Þ ¼ p1
2

ð2Þ

Now let’s go back to the negotiations of income distribution continue for at least
two periods. The optimal strategy for the F is

A1ðw1jpÞ ¼ 1 if p�maxfp�ðw1;w2Þ;w1g
0 if p\maxfp�ðw1;w2Þ;w1g

�
ð3Þ

For the type of the F obeys the uniform distribution on the interval 0; p1½ �, so U’s
best asking price for the second issue must be

w�ðp1Þ ¼ p1
2

ð4Þ

For p1 ¼ max p�ðw1; p1=2Þ;w1f g, so

p1ðw1Þ ¼ 2w1
2�d

w2 w1ð Þ ¼ w1
2�d

(
ð5Þ

Now the multi-period dynamic optimization problem becomes single-period opti-
mization problem:

Max
w1

pU ¼ w1 � Pr obfF accepts w1gþ dw2ðw1Þ � Pr obfF refuses w1; but accepts w2g
þ d � 0 � Pr obfF refuses both w1 and w2g

ð6Þ

Because

Pr obfF accepts w1g ¼ pH � p1ðw1Þ
pH

Pr ob F refuses w1 but accepts w2f g ¼ Pr ob F accepts w2 F refuses w1jf g�
Pr ob F refuses w1f g
¼ p1 � w2

p1
� p1
pH

¼ w1

pHð2� dÞ
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so

Max
w1

pU ¼ w1 � ð1� 2w1

ð2� dÞpHÞþ d � w2
1

ð2� dÞ2pH
ð7Þ

thus

w�
1 ¼

ð2� dÞ2
2ð4� 3dÞ pH ; w�

2 ¼
p�1
2

¼ 2� d
2 4� 3dð Þ pH ð8Þ

3 Conclusion

The paper provided a framework to systematically explore the relationships between
enterprise as alliance leader and the union member in cloud manufacturing, which
could improve the ability to capture and process data in real time. Firstly, it studied the
game strategy decisions of enterprise and members in collaboration. Secondly, it
researched Bayesian Nash equilibrium under incomplete information condition which
further implied that the incompleteness of information had effected on the union
member’s asking price. Lastly, it revealed a methodology to analyze the stability of
Bayesian Nash equilibrium and gave a detailed algorithm. It showed that virtual
enterprise alliance was an essential aspect of modern organizational work. What the
mechanism ultimately does is it tries to discover what’s meaningful for both enterprise
and the union member and it correlates that to their data trading behavior. Though
Bayesian Nash implementation, teams in industrial big data service system can work
best under information asymmetry.
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Abstract. Efficient task scheduling strategy in cloud environment plays a vital
role. Because the size of computing tasks and the time of arrival to the cloud are
uncertain, and users tend to have certain expectations in the respect of carrying
out the tasks, how to allocate computing resources reasonably for task
scheduling is an important problem while satisfying the users’ expectations.
Combining the idea of greedy algorithm, this paper presents a task scheduling
algorithm named UTS. UTS adopts user satisfaction degree model as the
evaluation criteria for task scheduling. Comparing with RR, max-min and min-
min scheduling policies by simulation using CloudSim, experimental results
show that UTS is a more effective task scheduling algorithm.

Keywords: Scheduling algorithm � Cloud computing � User satisfaction degree
CloudSim

1 Introduction

Due to the critical characteristics of elasticity, quality of service (QoS) guaranteed and
on-demand resource provisioning model, more and more service providers (SP) have
adopted cloud computing [1, 2] to handle large-scale computing tasks of services
consumers. For computing tasks, different users usually have diverse expectations or
user satisfaction degree, such as task priority, execution time, etc. How to allocate
computing resources reasonably for task scheduling while satisfying users’ expecta-
tions is a challenge worth studying for a long time. The size of computing tasks and the
time of arrival to the cloud are uncertain, however existing works [3–16] show that
many scheduling algorithms fail to consider the dynamic characteristics of computa-
tional tasks, and they also ignore the use of multicore concurrent processing. Therefore,
aim at above problems, a scheduling algorithm named UTS based on user satisfaction
degree is presented.

The rest of the paper is organized as follows. The Sect. 2 describes some of the works
related to our topics of interest. The model of user satisfaction degree is proposed and
introduced in Sect. 3. In Sect. 4, the task scheduling algorithm is introduced. The Sect. 5
presents the result of simulation and performance evaluation by extending the CloudSim.
At last, conclusion along with the direction for future research has been provided.
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2 Related Works

For task scheduling in the cloud environment, many algorithms have been presented.
From the point of view of reducing the completion time, the works in [3–9] improved
the traditional algorithms, and there were varying degrees of optimization in the com-
pletion of the task. For example, Liu [3] proposed an improved min-min algorithm that
not only based on the min-min algorithm but also the three constraints, including QoS,
the dynamic priority model and the cost of service. Compared with the traditional min-
min algorithm, the experimental results show it can make long tasks execute at rea-
sonable time, increase resource utilization rate and meet users’ requirements. Li, in [5],
put forward a cloud task scheduling policy based on Load Balancing Ant Colony
Optimization (LBACO) algorithm, which can balance the entire system load while
trying to minimizing the makespan of a given tasks set. Shi [6] proposed a task
scheduling algorithm based on dynamic programming model. Compared to max-min
and min-min algorithms, the proposed algorithm had better performance in terms of task
completing time and resource load than the classical algorithms. Considering the load
balancing of cloud server, [10, 11] proposed the optimization scheme of task scheduling.
Wang [10] introduced a multi-dimensional scheduling algorithm based on CPU and
memory, which implements task scheduling according to task requirements and
resource load conditions. In [11], the authors discussed a two levels task scheduling
mechanism based on load balancing in cloud computing. This task scheduling mech-
anism can not only meet user’s requirements, but also get high resource utilization for
virtual machines. Although these algorithms can achieve better results than the tradi-
tional algorithms, the downside is that the dynamic nature of the tasks is ignored.

From the perspective of QoS or non-functional requirement, some researchers
introduced their contributions such as [12–16]. Take Jung’s work [14] for example. In
[14], the author proposed a cloud-simulating system with QoS using CloudSim. Pro-
viding CloudSim with a priority queue is basic solution for offering QoS. Additionally,
this paper introduced the implementation of priority queue in CloudSim. Proposed
system was able to control cloudlets with priority and process them differentially. This
advanced CloudSim showed faster complete time than default system in time-sharing
policy. But there were still many shortcomings, including: the authors did not consider
multiple batches of tasks to reach the cloud at irregular intervals; high priority tasks in
the subsequent batch will affect low priority tasks in the first batch.

To sum up, different algorithms above have different emphases on task scheduling,
but their implementation is static and they fail to consider the dynamic characteristics
of computational tasks, and they also ignore the use of multicore concurrent processing.
Therefore, we propose a task scheduling algorithm named UTS, which considers the
characteristics of “multiple batches, irregular timing and different sizes”.

3 The Model of User Satisfaction Degree

To simplify unnecessary complexity and build an efficient model, we make the
assumptions as follows: (1) Different tasks are run independently, and there is no
correlation between tasks; (2) High-priority tasks do not preempt low-priority tasks that
are currently running.

A Scheduling Algorithm Based on User Satisfaction Degree 485



In order to describe the model clearly, we make the following definition.

Definition 1. taskij represents the task j in the task sequence of the batch i to the cloud
server. Taski represents the set of all tasks in the batch i. Both i and j are positive
integer. Lij represents instruction length of taskij; the size of taskij is Sij. The number of
cores required for parallel processing is Nij.

Definition 2. The VM represents the set of all the virtual machines used by a user; vmk

represents the virtual machine k in VM used by a user, and k is positive integer. mipsk
represents the number of messages that can be proceed by vmk in per second. mbpsk
represents the bandwidth of vmk. The number of CPU cores of vmk is Nk, and Nk > 0.

When Taski arriving at the cloud server, task dispatcher component is responsible
for scheduling tasks to virtual machine VM.

Definition 3. Delayij represents the transmission time delay generated during the task
taskij is scheduled to vmk, and it can be expressed as formula (1):

Delayij¼Sij=mbpsk ð1Þ

Definition 4. Tij represents the execution time that taskij is scheduled to the virtual
machine vmk. And, it can be expressed as formula (2):

Tij¼Lij=mipsk;Nij �Nk: ð2Þ

3.1 The Model of User Satisfaction Degree

Before the task is executed, users usually have an expected value for the final com-
pletion of the tasks. But the expected value for the final completion of the tasks doesn’t
have to be exactly the same as the actual execution time.

Definition 5. Texp_ij represents the expected time of completion of the task taskij, and
Tact_ij represents the actual time of completion of the task taskij.

Definition 6. In order to measure the user satisfaction degree, here we introduce the
Satij. It can be expressed as formula (3):

Satij
¼ 1� Tact ij�Texp ij

Tact ij
; if Tact ij � Texp ij

¼ 1; if Tact ij\Texp ij

(
: ð3Þ

From formula (3), we can see that when the completion time of a task is less than
expected completion time, the user satisfaction degree Satij is equal to 1; when the
completion time of a task is more than expected completion time, the user satisfaction
degree Satij is gradually decreasing as the difference between the two gets bigger.

In the real cloud environment, the exact time of task execution is difficult to
determine. Further, we construct a prediction mechanism for the completion time and
user satisfaction degree of the task to provide the basis for the scheduling algorithm
below.
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Definition 7. Ewaitkij represents predicted waiting time that the taskij is scheduled to

the virtual machine vmk. And, Efinish
k
ij represents predicted completion time that the

taskij is scheduled to the virtual machine vmk. According to formulas (1) and (2), we
can get the formula (4):

Efinishkij ¼ Delayij þ Ewaitkij þ Tij ð4Þ

Because the execution time of each task is predictable, Ewaitkij is predictable.
According to formulas (3) and (4), we can get the formula (5) for predictable user
satisfaction degree:

Esatkij ¼
1 f expij �Efinikij

1� Efinikij�f expij

Efinikij
f expij \Efinikij

8<
: : ð5Þ

3.2 The Model of Task Priority

Task priority represents a setting of the order of execution of the task submitted by the
user. High-priority tasks are scheduled to a specific virtual machine, and their order of
execution is preferred than low priority tasks. To avoid the low priority tasks to starve,
it is necessary to set dynamic priority mechanism, namely: tasks with low priority
gradually increase the priority over time so that they have a chance to be scheduled to
execute.

Definition 8. pk;Dtij represents a priority of task taskij in waiting for execution status,
among this: Dt� 0 represents the wait time in the queue and pij represents initial
priority.

pk;Dtij ¼
pij 0 \Dt � f expij

pij � Dt�f expij

f expij

� �
� 1 f expij \Dt �ðpij � 1Þ � f expij

1 Dt[ ðpij � 1Þ � f expij

8>><
>>: : ð6Þ

From formula (6), we can see that when the wait time is not greater than the
difference value between the expected completion time and the actual execution time in
the virtual machine, the priority can stay the same. If the waiting time of the task is too
long, the priority will be promoted to the highest priority “1”.

4 The Task Scheduling Algorithm Proposed

When the user’s tasks reach the cloud server, they will be added into task scheduling
queue, and then the task dispatcher component performs the scheduling process. The
specific scheduling process is as follows.

A Scheduling Algorithm Based on User Satisfaction Degree 487



The virtual machine data collection module periodically collects task execution
information for the user’s virtual machine, including tasks that have been performed,
tasks that are being performed, and task information that is in waiting status. In order to
compute relevant data of the models above, the task dispatcher component creates a
snapshot of task execution queue for each virtual machine. Using snapshot, the latency
waiting time for a task in the virtual machine is obtained.

Assume that the task dispatcher component try to schedules a task taskij into the
virtual machine vmk at time T1. Before taskij, there are some tasks waiting for per-
forming, and the transmission time of these tasks is Time. The evolution of snapshot of
task execution queue is shown in Fig. 1 below. According to formula (1), assume that
the transmission time of taskij in vmk is TM1, and vmk is performing T1, indicated in the
figure by dotted lines. The possible assigned position is ①, ②, ③ and ④. In practice,
because of the delay, when the task taskij goes into the queue, T1 has finished and T2
has reached ②. Therefore, without loss of generality, we can assume the task taskij is
assigned to ③, and Ewaitkij ¼ TM2 � TM1. And according to formula (2), we can

obtain the value of Efinishkij. Furthermore, the task taskij has waited Time, so

Efinishkij ¼ Delayij þ Ewaitkij þ Tij þ Time.

Similarly, we can calculate the predicted completion time of task taskij in other
virtual machines, and then find out the virtual machine with most user satisfaction
degree as the final scheduling target.

Based on the introduction above, the UTS proposed is as follows.

Step 1: The task dispatcher component puts the tasks from high priority to low
priority into the task scheduling queue Qtasks.

Step 2: The virtual machine data collection module collects related information and
sends them to task dispatcher component.

Step 3: The task dispatcher component gets the tasks with highest priority from
Qtasks, and add them into the set taskCol.

Step 4: If the set taskCol is empty, the algorithm jumps to step 7; If the set is not
empty, the algorithm performs the looping execution with steps 5–6.

Step 5: For each task in taskCol, the algorithm calculates every predicted com-
pletion time in different virtual machine, and then calculates the corresponding pre-

dicted user satisfaction degree. At last, it picks out the best Esatk
0

ij0 .

Fig. 1. The evolution of snapshot of task execution queue
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Step 6: According to the result of step 5, it finds out the virtual machine and sends
the task to the queue of this virtual machine. Remove the task from taskCol and Qtasks.
At last, the algorithm jumps to step 4.

Step 7: If the set Qtasks is empty, the algorithm continues to Step 8; otherwise, the
algorithm jumps to step 3.

Step 8: The data collection module of the virtual machine is cleared to return the
information to the task scheduling module; the task dispatcher component is com-
pleted, and the scheduler progress is withdrawn.

5 Experiments and Discussion

CloudSim [17, 18] is a generalized and extensible simulation framework that allows
seamless modeling, simulation, and experimentation of emerging Cloud computing
infrastructures and application services. By using CloudSim, researchers and industry-
based developers can test the performance of a newly developed application service in
a controlled and easy to set-up environment. Therefore, here we adopt and extend
CloudSim for verifying the UTS algorithm.

At first, to simulate the untimed arrival of a task, we add the dynamic event of the
task to the cloud in class DataCloudTags. To simulate the features of task priority, we
add static and dynamic priority properties in class Cloudlet. In order to describe the
expected completion time of the task and the time of arrival to cloud, we expend the
class Cloudlet with these two attributes using user setting mechanism and clock of the
cloudsim. In order to implement the task scheduling algorithm UTS,we expend the
event that request the queue of virtual machine and task queue information in class
DataCloudTags. At last, in order to verify UTS, RR, Max-min, Min-min are also
implemented in CloudSim.

The simulation environment parameter setting constructed in the experiment is
shown in Table 1.

5.1 Verifying the Effectiveness of the Dynamic Priority

At first, we need to set the parameters of the task as follows.

(1) The size of the tasks is within 1000;
(2) The number of PE is 1 or 2;
(3) The task is within the range of 500–100,000 instructions.

Table 1. The setting list of basic experiment parameter

Names Values

PE number of virtual machine 1 or 2 or 4
MIPS of virtual machine 500–1000
Bandwidth of virtual machine 500–1000 Mbps
Memory of virtual machine 1–4 GB
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We simulated users submit 20 batches of tasks within 10 h. Our target is to study
the change of satisfaction degree as the number of virtual machines increases. The
experimental result is shown in Fig. 2. The scheduling scheme with dynamic priority
strategy is always better than the static priority scheduling method.

5.2 Comparison of Different Scheduling Algorithms

We need to set the parameters of the task as follows.

(1) The number of each batch of tasks was randomly generated at the maximum of 50.
(2) The users submit 20 batches of tasks within 10 h.
(3) The scale of the task will increase in proportion to the initial value.
(4) When different algorithms are tested, the data is exactly the same.

As can be seen from Fig. 3, UTS has a better performance than other scheduling
strategies in terms of satisfaction.

Fig. 2. The comparison of dynamic priority and static priority

Fig. 3. The comparison of four scheduling schemes
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From Fig. 4, using UTS, the number of tasks that can be completed in the expected
time is higher than the other three scheduling strategies.

6 Summary

In the paper, we propose a task scheduling algorithm, which considers the user’s
completion time expected and task priority comprehensively. To better evaluate the
performance of the scheduling algorithm, user satisfaction degree is introduced for
quantification of task scheduling. Compared to other task scheduling algorithms, multi-
core concurrency requirements for tasks are also considered. Experimental results show
that UTS is a more effective task scheduling algorithm, such as RR, Max-min and
Min-min.

Acknowledgment. This research was supported by the National Natural Science Foundation of
China [grant No. 61300122]; the Fundamental Research Funds of China for the Central
Universities [grant Numbers 2009B21614 and 2017B42214]; 2017 Jiangsu Province Postdoc-
toral Research Funding Project [grant number 1701020C]; Six Talent Peaks Endorsement Project
of Jiangsu [grant number XYDXX-078].

References

1. Chen, K., Zheng, W.M.: Cloud computing: system instances and current research. J. Softw.
20(5), 1348–1377 (2009)

2. Wang, L., Ranjan, R., Chen, J., et al.: Cloud Computing: Methodology, Systems and
Applications. CRC Press, Boca Raton (2012)

3. Liu, G., Li, J., Xu, J.: An improved min-min algorithm in cloud computing. In: Du, Z. (ed.)
Proceedings of the 2012 International Conference of MCSA. AISC, vol. 191, pp. 47–52.
Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-33030-8_8

4. Guo, L.Z., Zhao, S.G., Shen, S.G., et al.: Task scheduling optimization in cloud computing
based on heuristic algorithm. J. Netw. 7(3), 547–553 (2012)

Fig. 4. User satisfaction degree comparison under the four scheduling schemes

A Scheduling Algorithm Based on User Satisfaction Degree 491

http://dx.doi.org/10.1007/978-3-642-33030-8_8


5. Li, K., Xu, G.C., Zhao, G.Y., et al.: Cloud task scheduling based on load balancing ant
colony optimization. In: Proceeding of Sixth Annual ChinaGrid Conference, pp. 3–9. IEEE
Press, Dalian (2011)

6. Shi, S.F., Liu, Y.B.: Cloud computing task scheduling research based on dynamic
programming. J. Chongqing Univ. Posts Telecommun. (Nat. Sci. Ed.) 24(6), 687–692
(2012)

7. Cui, Y.F., Li, X.M., Dong, K.W., et al.: Cloud computing resource scheduling method
research based on improved genetic algorithm. Adv. Mater. Res. 271, 552–557 (2011)

8. Sindhu, S., Mukherjee, S.: Efficient task scheduling algorithms for cloud computing
environment. In: Mantri, A., Nandi, S., Kumar, G., Kumar, S. (eds.) HPAGC 2011. CCIS,
vol. 169, pp. 79–83. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-22577-
2_11

9. Zhu, Z.B., Du, Z.J.: Improved GA-based task scheduling algorithm in cloud computing.
Comput. Eng. Appl. 05, 77–80 (2013)

10. Wang, L., Laszewski, G., Kunze, M., Tao, J.: Schedule distributed virtual machines in a
service oriented environment. In: Proceedings of the 24th IEEE International Conference on
Advanced Information Networking and Applications, pp. 230–236. IEEE Press, Perth (2010)

11. Fang, Y., Wang, F., Ge, J.: A task scheduling algorithm based on load balancing in cloud
computing. In: Wang, F.L., Gong, Z., Luo, X., Lei, J. (eds.) WISM 2010. LNCS, vol. 6318,
pp. 271–277. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-16515-3_34

12. Wang, J.P., Zhu, Y.L., Feng, H.Y.: A multi-task scheduling method based on ant colony
algorithm. Adv. Inf. Sci. Serv. Sci. 4(11), 185–192 (2012)

13. Rahman, M.M., Thulasiram, R., Graham, P.: Differential time-shared virtual machine
multiplexing for handling QoS variation in clouds. In: Proceedings of the 1st ACM
Multimedia International Workshop on Cloud-based Multimedia Applications and Services
for E-Health, ACM, pp. 3–8. ACM Press, Nara (2012)

14. Jung, J.K., Kim, N.U., Jung, S.M., et al.: Improved cloudsim for simulating QoS-based
cloud services. In: Han, Y.H., Park, D.S., Jia, W., Yeo, S.S. (eds.) Ubiquitous Information
Technologies and Applications. LNEE, vol. 214, pp. 537–545. Springer, Dordrecht (2013).
https://doi.org/10.1007/978-94-007-5857-5_58

15. Sun, R.F., Zhao, Z.W.: Resource scheduling strategy based on cloud computing. Aeronaut.
Comput. Tech. 40(3), 103–105 (2010)

16. Lin, W.W., Chen, L., James, Z., et al.: Bandwidth-aware divisible task scheduling for cloud.
Comput. Softw. Pract. Exp. 44(2), 163–174 (2014)

17. Buyya, R., et al.: Modeling and simulation of scalable cloud computing environments and
the cloudsim toolkit: challenges and opportunities. In: Proceedings of High Performance
Computing & Simulation, pp. 1–11. IEEE, Leipzig (2009)

18. Calheiros, R.N., Ranjan, R., Beloglazov, A., et al.: CloudSim: a toolkit for modeling and
simulation of cloud computing environments and evaluation of resource provisioning
algorithms. Softw. Pract. Exp. 41(1), 23–50 (2011)

492 F. Ye et al.

http://dx.doi.org/10.1007/978-3-642-22577-2_11
http://dx.doi.org/10.1007/978-3-642-22577-2_11
http://dx.doi.org/10.1007/978-3-642-16515-3_34
http://dx.doi.org/10.1007/978-94-007-5857-5_58


E-CAT: Evaluating Crowdsourced
Android Testing

Hao Lian1, Zemin Qin1, Hangcheng Song2, and Tieke He1(B)

1 National Key Laboratory for Novel Software Technology, Nanjing University,
Nanjing 210093, China
hetieke@gmail.com

2 CASIC Intelligence Industry Development Co., Ltd, Beijing 100039, China

Abstract. Everyday, millions of crowdsourcing tasks are accomplished
in exchange for payments. Pricing acts as an important role in crowd-
sourcing campaigns, not only for the interest of requesters and workers,
but also for the fair competition among the crowdsourcing markets, as
well as its sustainable development. All the previous pricing strategies
are based on the evaluation of results, however, in the scenario of crowd-
sourced android testing (CAT), the testing process of a worker is a factor
that we cannot overlook. In this paper, we propose a unified model that
combines Evaluation on both process and results of CAT (E-CAT). And
based on the proposed E-CAT, we can construct the pricing strategy for
CAT. On one hand, E-CAT enables the requesters to investigate the
testing process of a worker from both aspects of depth and width. On
the other hand, it helps the requesters evaluate the coming-outs of each
worker.

Keywords: Crowdsourcing · Auction · Android testing

1 Introduction

In addition, the proposed Evaluating Crowdsourced Android Testing (E-CAT)
also helps to validate the test reports by reviewing the testing process of a worker.

Mobile apps market has changed dramatically in the way that people get,
install and use apps [11]. The market is using a new supply model that make
manufacturers can have the ability to deploy, modify and maintain applications
rapidly. The new supply model uses a platform which can make it easier for
large amount of users to get to different apps with a low cost. This allows small
manufactures compete with big manufactures.

Google play is a typical case of android app market that use this kind of
supply model. It grows rapidly in recent years. However it brings new problems.
It is very hard for small organizations to have enough resources to sufficiently
test their apps. Therefore it is very easy that apps with relatively more defects
installed in users’ devices. These defects will harm the usability of applications
even security of users’ devices. Numerous security attacks affect the apps [14].
c© Springer Nature Singapore Pte Ltd. 2018
Q. Zhou et al. (Eds.): ICPCSEE 2018, CCIS 901, pp. 493–504, 2018.
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The situation is becoming more serious as apps have becoming more and more
complex.

Automated testing is helpful in finding specific bugs. But manual testing
can not be fully replaced by automated testing. Because some defects need to
be found in specific mobile phones, operating systems or network environments
that automated testing can not stimulate all of them. So if a manufacture wants
to test its apps, the best way is to give its apps to as many users as possible to
use. Crowdsourced testing can achieve this goal.

Crowdsourcing engages large, distributed groups of people to complete sub-
tasks or to generate information [10]. Crowdsourced testing is crowdsourced
testing task to people. Quality assurance is a major challenge of crowdsourcing
[8,9]. If a manufacturer wants to crowdsourcing its app testing work, many prob-
lems about payment should be solved. How much should workers be paid to test
one application? Would workers testing the same applications should get same
payment? Should only those who find bugs need to get payment? Answering
these questions are very important. As the payment shall be highly related the
quality of workers’ work.

Even though finding bugs can be a very effective way to evaluate workers.
But the nature of android platform makes finding bug a difficult task. Some may
spend a lot of effort but finding no bug. Giving his work a proper evaluation is
important to the development to the entire crowdsourcing platform.

A mature crowdsourcing market like Amazons’ Mechanical Turk pose chal-
lenges for monitoring quality of employees’ work. Workers may cheat on jobs as
their work result are mixed with large number of results of other person. This is
more natural to those subjective tasks or those with multiple outputs. Cheating
rates can be as high as 30% sometimes [13]. Giving workers having low quality
work even cheating is unfair to others. Even if workers do not cheat, their work
quality can be highly different due to variability in their effort or skills [3].

There are many research efforts have been made to find and correct out-
coming of low quality work in order to improve the quality. People propose
different approaches to solve this problem. Some people use gold standards to
post-hoc weighting based on worker agreement or reputation [5,7]. Most of these
approaches depend on only one aspect of business process in human computa-
tion markets: the final output. With only the final output and some minimal
reputation metrics about the employees involved. Employers must make difficult
tradeoffs between quality and the cost. For example, some methods need mul-
tiple redundant judgements by workers. Some methods need standard answers
such as labeled data. These are all a lot of extra cost need to insure quality.

But for the crowdsourcing of mobile apps only focusing on the final output,
bugs found is unfair. We propose a model of crowdsourced testing task quality
to evaluate the effort of a worker paid to find bugs. We present a new approach
that record workers testing procedure by collecting the accessibility events that
trigged by the system when users interact with the device along with the bug
reports workers submitted. By analyzing these events along with the submitted
bug report we can know the testing behavior of workers. All the reports will have
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labels that created by workers that describing whether they find a bug. But some
of the reports will be inspected or replay by testers to verify the results of the
submitted reports.

We will analyze these events and verified reports to determines We use col-
lected events to build a model to describe how hard the workers work to find
bug. In our model, even a worker works very hard, he may not find bug. We
extract some features that may be high related with whether bugs found from
the events and use these features to build the model.

We first use some knowledge about android apps and system to determine
some features that are highly related to whether bug is found. Then we analyze
collected events, and use linear regression to build model on these features. We
also validate constructed features predict power. We believe that our model can
be applied to different types of android apps crowdsourced testing platform to
evaluate task results that workers submit.

Our contribution is as following:

– We first bring up android crowdsourced testing task evaluation;
– We first use android accessibility events to evaluate;
– We fist extract features from events to evaluate;
– We first use linear regression to build the evaluating model.

We will first introduce the framework of android, then the accessibility event.
Then we will give an introduction to the feature we extract. Then we explain
how we use linear regression to build model on the features.

2 Android Framework

Before giving a better description about our evaluating model, we need to first
give an description about android. Android Apps developers can get access
to development environment, the android Application Development Framework
(ADF) to build apps, create GUIs and manipulate data by using APIs pro-
vided by ADF. In this paper we focus on GUIs as it represent user behaviors
and functions of app. Android apps have four main components: Activities, Ser-
vices, Broadcast Receivers, and Content Providers. An activity is the interface
between the back and the front. It generate a screen to the user by manipulating
some layout designs. Layouts contain view widgets which are the basic elements
of GUI.

Activity is one of the most important component in the android system
framework. Activities provide user interfaces. They are the visible parts of
an android app [4]. It corresponds to different screens or windows in an app.
Activities are launched with Intents. They return data to the component which
invokes it.

An activity contain typical GUI elements such as pop-ups, scrolls text
views and so on. When using app, users will navigate different activities
by manipulating those GUI elements. An activity has an lifecycle. The life-
cycle of an activity is presented as of events and states switching. The
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states are Running, Paused, and Stopped. After onCreate(), onStart() or
onResume() event is fired by the system, the corresponding activity will reach
Running state. The activity will be suspended if onPaused() is fired. onStop()
make an activity stopped. OnResume() make an activity change from stopped to
running. Services Broadcast Receivers and Content Providers are all components
for back. We will not use them in our model.

3 Accessbility Event

In this section we will introduce the conception of accessibility event.It is dif-
ferent from the events we mentioned above. An accessibility event is sent by
android system when something happens from the user interface, e.g., a button
is clicked. An accessibility event is sent by an view populating the event with
data for its state. The view will then request from its parent to send the event
to corresponding parties. The accessibility event is sent by the top view of the
view tree. Hence, an accessibility can access all attributes in an accessibility
event to get more information about the event. We will use these information
to differentiate events. The purpose of accessibility events are providing enough
information for an Accessibility Service. Accessibility service gives meaningful
feedback to users.

Table 1 is the form of a recorded accessibility event. There several
attributes for one event. In the example, we just show 3 important attributes,
we do not show other attributes. In the example, the event type is
TYPE VIEW CLICKED. It means that the event indicates that a view is
clicked. The ClassName is the source of the event. In this example the event
comes from a button. It means that the button is clicked. The text means that
the button has a text attribute whose content is “login”.

Table 1. Example of an accessbility event

EventType: TYPE VIEW CLICKED ClassName: android.widget.Button Text:[login]

There are many types of AccessbilityEvents, we list some of the most often
occurring types of events.

– TYPE VIEW CLICKED Represents the event of clicking on a View like But-
ton, CompoundButton

– TYPE VIEW LONG CLICKED: It represents long clicking on a View like a
Button

– TYPE VIEW SCROLLED: It represents scrolling a view.
– TYPE VIEW SELECTED: It represents selecting an item.
– TYPE VIEW TEXT SELECTION CHANGED: It represents changing the

selection in an EditText.
– TYPE WINDOWS CHANGED: It represents change in the windows shown

on the screen. This often followed with the change of activity
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Several events will form a path that represent the operation track of a
user. When the user entering an activity, an event that the value of attribute
ClassName is the activity will be fired. We call these events activity-involved
event. Operation within this activity will generate some events whose Class-
Name are GUI elements. We call this non-activity-involved event. These non-
activity-involved events will occurs until a new activity is triggered and a new
activity-involved event is generated.

These activity transitions according to events form a path. In Fig. 1, we
illustrate the above procedure. On top is the description of user action. In the
middle is the screen shot about the activitity. Initially the app is in the main
activity, when the user click the textbox, the the event is activated then the app
transfer to activity, so the event related to activity is trigged.

1. Main 
Activity 

2. Search 
Activity 

3. Search 
List Activity 

Clicking 
Search Box 

1 2 3 

Typing in 
Search Box 

Selecting in 
the List of 
Items 

Fig. 1. Procedure

4 Work Flow

In this section, we describe our work flow in Fig. 2.

Events Extract Features
Build 

evaluation 
model

Model

Fig. 2. Workflow

First we will extract some features from the event sequences. In order to
extract the features, we need to create a base line and compare each event
sequence with the base line. In order to create the base line, we have two ways.
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One way is to create it manually. The other is using clustering. We will describe
how to create it in detail in the section Extract Features. After The features are
extracted, we will build a evaluation model. We will describe the model in detail
in the section Build a evaluation model.

5 Extract Features

In this section we will first describe the features we extract. And then describe
why we choose these features. Our model is based on following features:

– Event sequence length (SL)
– Event coverage rate to base line (BLC)
– Event sequence distance with base line (DBL)
– Event intersection set with base line element number (IN)
– Event difference set with baseline element number (DN)

A longer event sequence will have a larger chance to cover more activities.
There are researches that propose test generation that want to cover more activ-
ities [1]. When users are interacting with an app, users will navigate different
activities using different UI elements. So when evaluating a testing task activi-
ties are fundamental, if the event sequence length is longer, it may have a larger
chance to cover more activities. So we choose event sequence length as a feature.

Base line is the procedures that we think fulfill a task correctly and com-
pletely. We want to compare the testing procedure with the base line. If the
similarity is larger, we think the quality of the testing is larger. We calculating
the similarity in two aspect using the event sequence, one is course grained, the
event coverage rate. If the coverage is larger, we think that similarity is larger.
The other is fine grained. We compare the edit distance of two sequence. Edit
distance can curve the difference of two sequence more precisely. In order to get
a better view of the similarity of two sequence, we also calculate the intersection
and difference set of two sequence.

An android app consists of several separate screens named activities. An
activity will define several tasks that can be put into several groups. Each
group represent specific behaviors and is represented by several GUI elements,
buttons or images. Developers can implement the activities by extending the
android.app.Activity class. Android apps are GUI guided. It means the entrance
of an app is several callbacks instead of main(). when an GUI events are fired
the call backs will be invoked to implement specific function. By monitoring the
events we monitor the behaviour of the app.

In the following section we will give an detailed explanation about the con-
ception base line and how to build it. The we will give an explanation about how
to get features according to base line.

5.1 Create Baseline

Base line is the procedures that we think fulfill a task correctly and completely.
It is represents a sequence of event. We have two ways to generate a base line.
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One is to let a professional tester manipulate the app according to the task
description. As the test is very familiar with the app and task. So he can correctly
and completely fulfill the task. Another way is to use clustering. The intuition is
that the sequence that generate by most of people must be right. There are other
crowdsourced task researchers that use the task that fulfilled by most of people
as the standard answer. First we will cluster all the events. After clustering
similar event sequence, event sequences will be grouped together. Then we will a
heuristic to determine a sequence based on the clustering result. After clustering,
similar event sequences will be grouped into one clustering. Different clustering
has different number of event sequences. We choose from the cluster that has the
largest number of sequences. In the cluster, we choose the longest event sequence
as the baseline (Fig. 3).

Events Clustering

C1

C2

Cn

Determine
base line

Base 
line

Fig. 3. Generate base line

5.2 Sequence Clustering

In this paper we cluster sequential data. Sequential data are sequences with var-
ious length and other characteristics, e.g. dynamic behavior. In this paper, the
event sequence we collect represent the dynamic behaviour of users of app. and
the events are collected in a span of time. In this paper we use cluster analysis
to explore potential patterns hidden in the event sequences and there for build
a standard event sequence for each task. There are three categories of sequen-
tial clustering Sequence similarity, Indirect Sequence Clustering and Statistical
Sequence Clustering. In this paper we mainly focus on sequence similarity.

5.3 Sequence Similarity

Before measure the similarity of event sequence, we need to know how to differ-
entiate events. There are may attributes for one event. We will choose some of
the attributes to differentiate event. The attributes are ClassName, EventType
and Text. If one of the attributes value is different, we say that the two events
are different. There is an attribute showing the location of the source GUI ele-
ments of the event. It use the pixel of the screen as the X and Y axis of the
GUI element. It seems that this can be also used to differ events. But different
devices has different size of the screen. So using this is not precise. Table 2 shows
an example of using these three attributes to differentiate 7 events e1,..., e7.
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Table 2. Events differentiate

Event ID EventType ClassName Text

e1 TYPE WINDOW STATE CHANGED LoadingActivity [cloud music]

e2 TYPE WINDOW STATE CHANGED MainActivity [cloud music]

e3 TYPE VIEW SELECTED Gallery [topic]

e4 TYPE VIEW SELECTED Gallery [action]

e5 TYPE VIEW CLICKED RelativeLayout [local music, (4)]

e6 TYPE WINDOW STATE CHANGED ScanMusicActivity [local music]

e7 TYPE VIEW CLICKED LinearLayout [playing, flying heart]

Sequence similarity is based on the measure of the distance between each
pair of event sequences. Sequence clustering based on proximity, such as hierachy
can group sequences. We use several event attributes to differentiate events such
that event sequence can be expressed in an alphabetic form, like other common
sequences link DNA or protein sequences. Other conventional measure methods
are inappropriate as they ca only use in the each sequence has similar length
and elements.

A sequence comparison is a process of transforming one sequence to another
with a series of actions. The actions including substitution, insertion and dele-
tion operation. The distance between two sequence is defined as the minimum
number of required actions. The distance is known as edit distance or Leven-
shtein distance. These operators can be weighted according to some prior domain
knowledge. In this paper, operations to some accessibility events that are more
commonly used will be have a larger weight. By this means, the distance between
two sequence is the minimum cost of completing the transformation. The sim-
ilarity or distance between two sequences can also be formulated as optima
alignment problem.

Two event sequences Seq1 = (e11, e
1
2...e

1
i ...e

1
N ) and Seq2 = (e21, e

2
2...e

2
j ...e

2
M )

The basic dynamic programming-based sequence alignment [6,12], Needleman-
Wunsch algorithm can be represented as the following equation.

S(i, j) = max

⎧
⎪⎪⎨

⎪⎪⎩

.

S(i − 1, j − 1) + a(e1i , e
2
j )

S(i − 1, j) + a(e1i , φ)

S(i, j − 1) + a(φ, e2j )

(1)

in this equation S(i,j) is the best alignment score between sub event sequence
(e11, e

1
2...e

1
i ) of Seq1 and (e21, e

2
2...e

2
j of Seq2. a(e1i , e

2
j ),a(e1i , φ), a(φ, e2j ) is the cost

for aligning e1i to e2j , aligning e1i to a gap symbol (φ) or aligning e2j to a gap
symbol.

5.4 Hierarchical Clustering

Hierarchical clustering (HC) algorithms group event sequences into a hierarchical
structure based on specific proximity matrix. Results are usually represented as
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binary tree or dendrogram. The root node represents the whole event sequences.
Each leaf node is regarded as an event. The intermediate nodes describe that the
leaf nodes of the subtree are proximal to each other. The hight of the dendrogram
represent the distance between each pair of event sequences or clusters, or one
event sequence and a cluster. We can cut the dendrogram at different levels to
obtain the clustering result.

HC has two main classification, one is agglomerative method and the other is
divisive method. Agglomerative clustering begins with N clusters. Each cluster
is one single event sequence. Merge operations will lead some event sequences
group to one group. Divisive clustering is opposite to agglomerative clustering.
It treat all the event sequences as one cluster. The procedure divides itera-
tively until each event sequence becomes a single cluster For N event sequences,
there are 2N-1-1 subsets of division method. It is very expensive in compu-
tation[Cluster Analysis]. So in this paper we mainly focus on agglomerative
clustering.

The general agglomerative clustering procedure can be summerized as
follows:

1. Calculate the distance matrix for the N cluster, N is the total number of
event sequences.

2. Find the minimal distance between two event sequence cluster SCi and SCj

which is shown in function 2. In function 2, D(∗, ∗) calculate distance between
two event sequence cluster SCm and SCl. In the proximity matrix, sequence
cluster SCi,SCj will be combined to form a new cluster.

3. Calaulte the distances between the new cluster and the other clusters.
4. Repeat steps 2-3 until all event sequences are in the same cluster.

MIND(SCi, SCj) = max
1≤m,l≤N(m �=l)

D(SCm, SCl) (2)

There are different definitions for distance between two clusters. Different
definition indicate agglomerative clustering methods. The most popular methods
are single linkage [The application of computers to taxonomy] and complete
linkage method [A method of establishing groups of equal amplitude in plant
sociology based on similarity of species content and its application to analyzes
of the vegetation on Danish commons]. The single linkage method determine
the distance between two clusters using the two closet event sequences in these
two cluster. It is also called nearest neighbor. The complete linkage determine
inter-cluster distance using the farthest of the pair of event sequences in the two
clusters. In this paper, we use single linkage method.

Table 3 shows an event sequences that make up of events in Table 2. In Fig. 4
is the clustering dendrogram. All the leaf nodes are event sequences. The upper
nodes records the distances of two clusters. In this figure we use linkage distance.
We can see that the distances between Seq3 and Seq 4 and Seq5 and Seq6 are
all 1. The distance between cluster of Seq3, Seq4 and cluster of Seq5 and Seq5
are 2. If we cut at second level, Seq 3, 4, 5, 6 are grouped together and Seq 1
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Seq1 Seq2 Seq3 Seq4 Seq5 Seq6

1 1

20

2

Fig. 4. Hierarchical clustering example

Table 3. Event sequences

Event seqence id Events

Seq1 e1, e2

Seq2 e1, e2

Seq3 e1, e2, e3, e5

Seq4 e1, e2, e4, e5

Seq5 e1, e2, e3, e5, e6, e7

Seq6 e1, e2, e3, e5, e6

and 2 are grouped together. As the definition of base line we choose Seq5 as the
base line.

5.5 Example of Extracting Features

We use Seq5 as the base line, as depicted in Table 4.

Table 4. Baseline

Event seqence id SL CBL DBL IN DN

Seq1 2 2/6 4 2 0

Seq2 2 2/6 4 2 0

Seq3 4 4/6 2 4 0

Seq4 4 3/6 3 3 1

Seq5 6 1 0 6 0

Seq6 5 5/6 1 5 0
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6 Build the Evaluation Model

We want to produce an model of android crowd sourced tasks that reduce the
cost of people to evaluate tasks manually.

6.1 Linear Regression

In statistics linear regression models the relationship between a scalar dependent
variable y and several explanatory variables X. If the number of explanatory
variable is one, it is called a simple linear regression. Other wise it is multiple
linear regression. In this paper Xs are the features we extracted from event logs
and Y is whether a bug is found.

In linear regression, the relationships between Xs and Y are modeled using
linear predictor functions. The model parameters are estimated from the data
which we extracted from accessibility events we collected. This model is called
linear model.

Linear regression are used in many applications especially for software defect
prediction [2]. Models depending linearly on their parameters are easier to fit
than models whose parameters are non-linearly related. In this paper, the appli-
cation of linear regression falls into the following two category.

1. Test the prediction ability of our variable. After a linear regression model
has been developed. If X is given without y, the generated model can be used to
predict the value of y. We want to see whether our extracted variable can have
a good ability of predict that the bug.

2. In the condition that y and corresponding Xs is set. Linear regression
analysis can be used to measure the strength of the relationship between Y and
each variable. We can know which variable is closely related to Y.

6.2 Model Construction

According to discussion above, we choose the activity of interest from the test
report and use these activities to filter the original text. Use sequence hierarchi-
cal clustering on activities. In each category, we choose the longest text as the
base line. The feature is built according to the baseline with an event sequence
length with five factors: Event coverage rate to baseline, Event sequence dis-
tance with base line, Event intersection set with baseline element number and
Event difference set with baseline element number. When a new bug report is
generated, we calculate these five factors and do the weighted average to get the
score of a new test report. Then we get the result of the sample set by linear
regression of the X− > y of the sample.

7 Conclusion

The testing process of a worker is a factor that we cannot overlook in the scenario
of crowd sourced android testing (CAT). On this condition, we propose a unified
model that combines Evaluation on both process and results of CAT (E-CAT)
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in this paper. And based on the proposed E-CAT, we can construct the pricing
strategy for CAT. First, E-CAT enables the requesters to investigate the testing
process of a worker from both aspects of depth and width. Secondly, it helps the
requesters evaluate the coming-outs of each worker.
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Abstract. Coarse-grained Reconfigurable Array (CGRA) is suitable candidate
hardware architecture for many computation-intensive applications due to its
flexibility and efficiency. In current CGRA architecture, each Processing Element
(PE) in CGRA performs one operation or transfers data onto neighbors per cycle.
In this paper, a dual-issue scheme is proposed to execute Data Acyclic Graph
(DAG). Two operations with mutual precedents can be executed at the same cycle
in the PE in the proposed design to improve efficiency. Since some hardware is
shared by operations, the overhead can be lowered. We also proposed an ant
colony based algorithm for mapping DAG to dual-issue CGRA. Experimental
results demonstrate that dual-issue CGRA consumes 5.24% less hardware
resource while the performance of some DAG improved 2.6%.

Keywords: CGRA · Dual-issue · DAG mapping

1 Introduction

Various applications such as software-defined radio and media processing, require real-
time and programmability features at the same time. In these situations, hardware plat‐
form needs to encourage high performance and flexibility both. CGRA is such an archi‐
tecture which has been used in these stream fields for several years [1, 2]. CGRA is also
suitable for machine learning [3]. Figure 1 shows a typical 4 × 4 CGRA structure. PE is
the basic component of CGRA. ALU in PE can be set up to perform different operations
of DAG at word level in contrast to the bit level reconfiguration logic in FPGA. Paral‐
lelism in the application can be better explored by the immense amount of PE connected
with network. So, CGRA revivals ASIC in performance, meanwhile, CGRA maintains
a certain kind of flexibility by loading different context from context cache [4].

According to the architecture of PE, only one operation can be performed on PE at
a specific cycle. The operation gets its operands by selecting data from neighbors and
registers within the PE. Thus, operation costs multiplex and data transfer link resources
in addition to ALU. However, some operations in DAG have mutual precedents. It is
possible to make these operations sharing some resources so that the hardware overhead
can be reduced.

In this paper, we present a dual-issue scheme for CGRA. This architecture gets a
better utilization of hardware resource without declining performance much. The rest
of this paper is organized as follows. Section 2 gives a motivation example and related
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work. Section 3 indicates the detailed dual-issue architecture and mapping algorithm.
Section 4 presents the experimental evaluations, and Sect. 5 concludes the paper.

2 Motivation Example

In order to illustrate the benefit of the dual-issue scheme, we give a simplified CGRA
and DAG example as shown in Fig. 2. There are 3 PEs connected to a straight line. In
the given DAG, operation C, D, and E have the same precedents A and B. Assume
operation A and B are mapped to PE 0 and PE 1 on the example CGRA at cycle 0, then
at cycle 1, only operation C and D can be executed on PE 0 and PE 1. Since there are
only 2 PEs neighboring the location of A and B both, operation E cannot be mapped in
cycle 1. As showed in Fig. 2, DAG cost 3 cycles due to the limited data path resource,
additional delay or data route cycle needs to be inserted, and the result of operation A
will live one more cycle in the register file.

PE0 PE1 PE2
A B

C ED

A B

C D

E

Cycle 0

Cycle 1

Cycle 2

PE0 PE1 PE2

Fig. 2. Example CGRA and DAG mapping.

PE PE PE PE

PE PE PE PE

PE PE PE PE

PE PE PE PE

ALU

Reg

Reg
File

MUX MUX

Config

From neighbor PE

To neighbor PE From context 
cache

Fig. 1. Typical CGRA architecture.
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Considering the 3 operations have exactly the same operands. They can share the
data path in the PE. So, we can add another ALU in the PE without any additional data
path resource, then, one PE can issue two operations at the same cycle. In the example
CGRA, 1 cycle can be saved if PE 1 supports dual-issue. This idea has been taken in
solving branch instruction execution problems on CGRA [5, 6]. The dual-issue scheme
enables each PE performing two distinct branches simultaneously. However, the archi‐
tecture employed in [7] duplicates computation and data path resource both. Actually,
this scheme can also be adopted without data path duplication if 2 operations share data
path. Thus, CGRA hardware overhead can be lower.

3 Dual-Issue CGRA for DAG

3.1 Architecture

Figure 3 is detailed dual-issue CGRA architecture. It is composed of single-issue PE
and dual-issue PE (DPE). In each DPE, function unit in ALU is doubled compared to
single-issue PE. To support data path resource sharing, we add an extra ALU to carry
out another operation on the same cycle without duplicate all multiplexers. Moreover,
2 ALU can be heterogeneous according to application feature for better efficiency
concerns. The results of these two ALUs are selected through configuration. Thus only
one of them is output to neighbors. The connection network of CGRA does not require
modification. However, the input/output port and the size of register file need to increase
to enable the other operation getting its operands and storing the result.

M0 M1

Context

Data Input

Output

M3

M2

ALU0 ALU1

Config

Reg
File

Reg

DPE PE PE

PE DPE PE

PE PE DPE

PE DPE PE

Fig. 3. Dual-issue CGRA architecture.

We note that not only operations with exactly the same precedents but also the oper‐
ations share parts of precedents can be issued at the same cycle. So, there are 3 multi‐
plexers in the DPE to support both full and partial data path share. A dual-issue PE has
less operand multiplexer and connection logic with the identical effect when performing
2 operations compared to 2 single-issue PEs.

The ratio and location of the DPE in CGRA are some other important factor which
determines efficiency. DPE’s performance decreases when dealing with no precedent
sharing operations due to data path shortage. For a fair comparison with the single CGRA
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in Fig. 1, 4 DPEs are distributed on the diagonal in the dual-issue CGRA topology as
showed in Fig. 3, the total number of ALU in dual-issue architecture equals the CGRA
in Fig. 1.

3.2 Mapping Algorithm

An application DAG can be denoted as a graph G = <V, E>, where vertices v ∈ V
represent operations, the edge e = <v1, v2> ∈ E represents the fact that operation v2
is data-dependent on v1. Given a target CGRA, we can also use a directed graph
C = <P, L> to represent the computation resource it contains. The edge l = <p1,
p2> ∈ <P, L> represents that p2 can use the result of p1 directly next cycle either
through connection network or register files. Mapping DAG to CGRA is to find a
function f: V → P and make sure a path exists from f(v1) to f(v2) for each element in
E. Ant colony optimization has been adopted for mapping DAG to CGRA [8]. We
are required to modify the specified CGRA architecture representation for ACO
algorithm in order to do mapping DAG.

In the proposed dual-issue architecture, a DPE should be denoted by 2 computation
elements p1, p2 in CGRA graph C. Networks connected to DPE are viewed as edges
connected to p1, p2 both. The p1, p2 also have self-connected and mutual-connected
edges. Algorithm 1 is the pseudo code how ACO mapping DAG to dual-issue CGRA.

The algorithm runs Nc time exploration, every ant find a solution step by step in one
iteration as depicted in line 3–11. At each step, ants find all operations vx which can be
executed at the current step and their potential mapping location px firstly; then each
candidate mapping mx is evaluated by the earliest time to the operation can be performed
on PE. In the proposed architecture, when potential dual-issue mapping exists, the time
to execute that operation will be earlier than other candidates, so this candidate mapping
has priority in the local evaluation step.

ACO makes decisions not only by local heuristic but also considering global heuristic
to ensure global optimization. In this problem, the local heuristic is defined as

𝜂x = 1
/

Tmx
 and the global heuristic is obtained from pheromone matrix

𝜏x = PH[vx][px]. After ants finish exploration, the pheromone on the selected path will
increase, and all pheromone will evaporate by a fixed factor. Then, ACO will converge
to a solution after several rounds. The effectiveness of ACO has been proved by several
applications on reconfigurable architectures [9].
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Algorithm 1: ACO for CGRA mapping
Input: DAG graph ,=< >G V E and CGRA graph ,=< >C P L
Output: mapping function : →f V P
1: initial pheromone matrix PH; 
2: for n=1 to Nc
3:     for each ant i
4:         =φif ; 

5:         while unmapped operation exist
6:             find all candidate mapping ( ){ }, | ,= = ∈ ∈x x i x xM m v p v V p P ;
7:             calculate local heuristic for each candidate 1η =

xx mT ;

8: calculate the probability for each candidate
α β

α β
τ η

τ η
=

∑
x x

x
x x

M

P ;

9:             select one candidate by round robin and add it to if ; 

10:         end while
11:     end for
12:     update PH according to the mapping quality;
13: end for
14: output the best if  ; 

4 Experimental Result

We implemented the typical CGRA in Fig. 1 and the dual-issue CGRA in Fig. 3 on a
Xilinx Virtex-7 FPGA. Table 1 gives the detailed hardware consumption of these two
architectures after synthesis.

Table 1. Synthesis result comparison for 2 CGRA.

Resource Single-issue CGRA Dual-issue CGRA Reduction%
Slice LUTs 13792 13068 5.24
Slice
registers

2576 2440 5.28

DSP 48 48 0

Compared to single-issue architecture, dual-issue topology not only reduces hard‐
ware consumption for computation data path, but also saves a few connection networks
since there are less PE in the dual-issue scheme. When the computational resource is
equivalent in these two architectures, 5.24%–5.28% hardware overhead is reduced due
to some data path resource is shared and network is removed. The use of DSP does not
change because the number of computation unit remains the same in these 2 CGRAs.

Dual-Issue CGRA for DAG Acceleration 509



To evaluate the efficiency of dual-issue CGRA, 4 DAG extracted from the actual
application are mapped by ACO algorithm. There are all from stream signal processing
applications. Table 2 shows the execution cycle of performing each DAG.

Table 2. DAG mapping result comparison.

DAG Single-issue CGRA Dual-issue CGRA
fft 109 106
idct 237 239
sha 474 484
mac 226 220

In the fft and mac DAG case, the performance of dual-issue CGRA improved 2.75%
and 2.65% due to the higher ratio of operations that share operands in the 2 DAG. Less
cycle is required because of less data transfer is required. The more the DPE is utilized
for computing, the more time will be saved in execution time. We also note that in the
application idct and sha, the advantage of dual-issue CGRA failed to embody due to the
lower possibility that 2 operations can be mapped in DPE compared to fft and mac DAG.
Several operations in these 2 DAG share operands, but they often appeared in prede‐
cessor-successor relations so that cannot be performed simultaneously. Thus, dual-issue
PE may be wasted in this situation. So, source code profiling is necessary in order to
apply the dual-issue scheme. Special cases exist if the instruction level parallelism in
the application is low due to data dependency. However, even in these cases, the
performance loss is acceptable considering the hardware area reduced.

5 Conclusion

In the paper, dual-issue CGRA architecture is presented with an ant colony based
mapping algorithm. This architecture is built by mixing single-issue and dual-issue PE.
It saves hardware area because of the sharing of data path among operations which share
operands, while its performance can be improved slightly if an application contains a
certain amount of these operations. The dual-issue CGRA outperforms single issue
CGRA architecture with 5.24% less hardware resource. The performance improved
2.65% when executing DAG which is appropriate for data path sharing and does not
lose much performance when DAG has not many dual-issue operations exist.

Acknowledgement. This paper is supported by the National Natural Science Foundation of
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Abstract. As one of the important measures of power demand response, the
interruptible load management has been widely used. The key to interruptible
load management is the interruption compensation price and interruption
capacity, which is related to the profits of power companies and users. To
maximize the profits of both users and power companies, this article compre-
hensively considers the profits of power companies and users, and in view of the
problem of interruption compensation price setting in interruptible load, it
establishes a bargain model for power companies and users. In order to solve the
limitations of single-user negotiation, the Chamberlain model considering pro-
duct diversity was introduced to establish the multi-rounds bidding model of
multi-users participation. At the same time, the neural network optimized by the
genetic algorithm and particle swarm optimization was used to solve the
problem of the initial price. According to the experiment, the model is effective
and has superiority in mobilizing users’ enthusiasm to participate in interruptible
load management.

Keywords: Bargain model � Chamberlain model � Neural network model
Genetic algorithm � Particle swarm optimization

1 Introduction

With the continuous development of economy and improvement of economic system,
the power consumption of users is increasing year by year, and the power load is also
increased, which seriously aggravates the pressure of normal operation of the power
system, and also exacerbates the supply and demand imbalance between the power
companies and users. The power demand response effectively alleviates these problems
[1, 2], and becomes an indispensable part of the construction of smart grid [3–5].

Interruptible load management is one of the important measures of DR, inter-
ruptible load management takes advantages of some users’ electricity flexibility. When
power system is in the peak or emergency, the power company and the user sign an
interruptible load contract in advance. The contract stipulates the load capacity which
the users can interrupt or reduce, and the power company will give the user some
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compensation. Interruptible load management can effectively alleviate electricity peak
period or emergency conditions, which can facilitate the normal operation of the power
system and improve the service quality for users. Interruptible load contract should
reflect the nature of interruptible load management, and should clearly specify the
related expense, including early notice time of interruption, the contract’s period of
validity, the duration of interruption, the load capacity of interruption, and the load
compensation price of interruption [6, 7]. The load capacity and load compensation
price of interruption are the key content of the interruptible load contract, which is
related to the interests of power companies and users. And users want to use their own
interruption losses as little as possible to obtain greater interruption compensation,
while the power companies want to use less interruption compensation cost to obtain
more interruption load capacity.

In summary, there is a game relationship between the users and power companies
that participate in interruptible load management. This paper comprehensively con-
siders the interest of both power companies and users, and according to the setting of
interruption compensation price in interruptible load, it established the bargaining
model between power companies and users. At the same time, in order to allow more
users to participate in the bidding, Chamberlain model which considers product dif-
ferences is introduced to establish the multi-rounds bidding model of multi-users
participation. In order to make the initial electricity price more reasonable, it uses the
neural network model optimized by the genetic algorithm and particle swarm opti-
mization to predict the initial interruption compensation price. The experiment shows
the effectiveness of the model and the superiority in mobilizing users’ enthusiasm in
participating management.

2 Correlation Research

In the interruptible load management, there is a game relationship between power
companies and users. Considering the interests of both users and power companies,
many scholars used game theory in recent years to establish a reasonable incentive
model to mobilize users’ enthusiasm to participate in management. An Xuena et al.
established the Cournot equilibrium model for the electricity wholesale market con-
sidering the interruptible load contract, and proposed that the interruptible load contract
can effectively reduce and balance the market price and its volatility, and in order to
reduce the market price and its volatility, the interruption threshold price in inter-
ruptible load contract needs to be reasonably selected [8]. Li et al. combined with Nash
bargaining theory with a study of the bidding strategies of power generation companies
and power supply companies under incomplete information, and obtained the optimal
bidding strategy by solving Bayesian Nash equilibrium [9]. These documents fully
prove the application of game theory in electricity market, but there is a limitation of
single user participation in bidding. This article draws on the bargaining theory, and
introduces the Chamberlain model which considers product differences to solve this
limitation, so as to establish the multi-rounds bidding model of multi-users
participation.

Interruptible Load Management Strategy Based on Chamberlain Model 513



The key to establish a multi-rounds bidding model is how to set the initial inter-
ruption compensation price, which can mobilize the users’ enthusiasm and protect the
interests of power companies. According to the consumer psychology [10], users have
obvious response to the price changes within a certain effective range, but when the
price is not adjusted within this range, users will not have any response. Blindly setting
the electricity price may not be able to mobilize users’ enthusiasm, or cannot maximize
the benefit of the power companies and users. Neural network algorithm is the most
commonly used algorithm in current electricity price prediction. Therefore, reasonable
interruption compensation price is significant to motivate users to participate in the
interruption load. At present, the power supply capacity is an important factor that
determines the users’ participation in the interruption load. Accurate power load
forecasting is essential to forecast the compensation price that users expected. Neural
network algorithm is the most common algorithm in power load forecasting. He
Yaoyao et al. aiming at the influence of temperature factors on the mid-term power
load, proposed a mid-term power load probability density prediction method based on
neural network quantile regression [11]. Considering that the neural network model has
the disadvantages of slow convergence rate, local minimum and the influence of initial
weights, many scholars have made optimization of neural network to compensate for
these shortcomings. Shi Biao et al. combined the advantages and disadvantages of the
traditional particle swarm optimization with radius vector neural networks, and pro-
posed a particle swarm optimization with adaptive variable coefficients [12]. However,
the optimization algorithm only uses the particle swarm optimization as the opti-
mization of the initial weights and thresholds, and the gradient descent method is used
to solve the weights and thresholds of each layer during the internal iteration of the
neural network, which makes low convergence speed. According to the characteristics
of interruptible load, this paper uses the neural network model optimized by the genetic
algorithm and particle swarm optimization to predict the interruption load compensa-
tion price. Because the predicted electricity price does not take into account of the
interests of users and power companies, which cannot maximize the interests of both
parties, so it adjusts the multi-rounds bidding model which considers the interests of
both parties to obtain a more reasonable interruption compensation price.

3 Neural Network Model Optimized by Hybrid Algorithm
of Genetic Algorithm and Particle Swarm Optimization

3.1 Prediction Model of Standard BP Neural Network

This paper use a three-layer neural network model, including input layer, hidden layer
and output layer. The number of nodes in input layer is m, and the number of nodes in
output layer is n.
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For the number of nodes in the hidden nodes, the estimated value of the nodes in
hidden layer can be obtained according to the empirical formula (1), and then adjusted
according to the values in the vicinity of the estimated values. Finally, select the
number of nodes in the hidden layer according to the minimum error.

h ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
mþ n

p þ a ð1Þ

Among them, h is the number of nodes in the hidden layer, m is the number of
nodes in the input layer, n is the number of nodes in the output layer, and a is the
adjusted integer between [1, 10].

3.2 Power Load Forecasting with Neural Network Model Optimized
by Hybrid Algorithm of Genetic Algorithm and Particle Swarm
Optimization

Genetic algorithm and particle swarm optimization are often used as the optimization of
BP neural network model. Genetic algorithm has particularly prominent superiority in
searching global optimality, but has slow convergence speed. Particle swarm
optimization converges quickly, but it is easy to fall into local optimum. It combines
their advantages and disadvantages to optimize the BP neural network. The optimized
BP neural network model can predict the characteristics of power load more quickly
and reasonably.

The key steps of improved neural network model optimized by the genetic
algorithm and particle swarm optimization are as follows:

Determine the Neural Network Structure
According to the characteristics of interruptible demand response programs such as
large time interval, short duration, few occurrences, etc., and considering the influence
of seasons and other factors, select the data of interruptible demand response programs
of power system in recent five years, and divide the data into training data sets and test
data sets according to a certain proportion. Determine the topology of the BP neural
network, including the number of layers of the hidden lay, and the number of nodes in
the input layer, the output layer and the hidden layer.

Initialization
Initialize the initial position and velocity of M particles in the population, and set the
particle’s the effective range of position and velocity, initial inertia weight x and
effective rang, learning factors c1 and c2, the size of the population, the number of
iterations, the crossover probability and mutation probability of genetic algorithm, and
other parameters. The number of independent variables in the particle swarm is:

d ¼ mþ 1ð Þ � hþ hþ 1ð Þ � n ð2Þ

Among them, d is the number of independent variables of particle swarm, m is the
number of input layer nodes of BP neural network, h is the number of hidden layer
nodes of BP neural network, and n is the number of output lay nodes of BP neural
network.
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Determine the Optimal Value
According to the fitness function, calculate the fitness function value of each particle,
and determine the global optimal value of all the particles and the historical optimal
value of each particle. The optimal solution of initialization to the current iteration
number is the historical optimal solution of the particle, and store the optimal position
in Ph. For all the particles, compare their optimal value with their global optimal fitness
value, and store Ph in Pe. The formula of fitness function is as follows:

J ¼ 1
S

XS

i¼1

Xn

j¼1
y0i;j � yi;j

� �2
ð3Þ

Among them, S is the total number of training samples, n is the number of output
nodes, y0i;j is the actual output of the neural network, and yi;j is the expected output of
the neural network.

By finding the optimal value, the optimal weight of the neural work is determined,
the power load is predicted more accurately.

Update the Velocity and Position of the Particle
In a given range, the velocity vi;j tþ 1ð Þ and position xi;j tþ 1ð Þ of each particle are
updated, in which t is the current number of iterations.

vi;j tþ 1ð Þ ¼ xvi;j tð Þþ c1r1 pi;j � xi;j tð Þ
� �þ c2r2 pg;j � xi;j tð Þ

� � ð4Þ

xi;j tþ 1ð Þ ¼ xi;j tð Þþ vi;j tþ 1ð Þ i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ; d ð5Þ

Among them, r1 and r2 are random numbers between 0–1, c1 and c2 are learning
factors, n is the number of particles, and d is the number of independent variables.

By updating the velocity and position of the particles, a better weight is found to
ensure the optimal weight of the neural network.

Update the Weight Value
By using the characteristic that the inertia weight changes linearly with the number of
iterations, update the inertia weight x of the particle swarm optimization.

x ¼ xmax � t � xmax � xminð Þ
tmax

ð6Þ

Among them, xmax and xmin represent the maximum and minimum values in the
range of limited inertia weight, tmax is the maximum number of iterations, and t is the
current number of iterations.

Cross Operation
The new individual crossover function is used to cut the sequence of elements from two
selected parents and exchange them to produce two new candidates. Cross operation is
crucial to the success of predicting the model. This paper uses relative cross operation
[13] instead of absolute cross operation, which can control the convergence and avoid
local optimum. According to the fitness function value, N individuals are randomly
selected, and the cross operation is performed on the configuration candidates with the
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probability which is called the cross probability (Pc). This operation increases new
individuals, expands the search scope, and makes the weights of the neural network
more reasonable, thereby improving the accuracy of the prediction model.

Mutation Operation
The mutation operation is performed on all individuals, and select high value of the
fitness function in M + N to enter the next generation. The variation aims to avoid
falling into a local optimum by randomly mutating elements which have a given
probability. Instead of taking gene mutations in each generation, a random number r is
generated for each individual. If r is bigger than the probability of mutation (Pm), the
specific individual undergoes a mutation process. Otherwise, perform the mutation
operation. In order to establish the prediction model as soon as possible, the range of
numbers substituted of mutation is the range set in (3). This process prevents the
premature convergence of the population, ensures the global optimal weight of the
neural network, and improves the predicting speed of the prediction model.

Establish the Neural Network Model
Check whether the algorithm meets the condition to be finished, which means that it
reaches the given number of iterations or meets the minimum error requirement). If it
meets the condition, stop iterating and output the final weight and threshold of the
neural network. Otherwise, go to step “Determine the optimal value”.

Actual Application Prediction
Apply the BP neural network model which is already trained and optimized by the
genetic algorithm and particle swarm optimization to the actual power load prediction.

When training the neural network model optimized by genetic algorithm and
particle swarm optimization, the connection weights and thresholds between the layers
are obtained by searching for the optimal value in each particle. The improved model
has a simple iterative formula, and the calculation speed is faster than the gradient
descent method. Moreover, the optimized genetic algorithm can effectively avoid local
optimum and prevent the whole algorithm from premature convergence.

3.3 Interruptible Load Price Compensation Model Based on Load
Characteristics

The interruptible load compensation price could motivate users to reduce their elec-
tricity load. Therefore, there is obviously linear relationships between the compensation
price that users expected and the related indicators of load at that time such as load
supply capacity, load gap. So the interruptible load compensation price could be
estimated by linear regression method based on the load forecasting results got from
Sect. 3.2.

Linear regression is a statistical analysis method used to determine the quantitative
relationship between two or more variables, using the regression analysis in mathe-
matical statistics.
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In this paper, define the eigenvectors as X ¼ x0; x1; ::; xnf g based on the load
forecasting results got from Sect. 3.2. Their characteristic coefficient vectors are
defined as h ¼ h0; h1; ::; hnf g, and the linear regression function is shown as:

hh Xð Þ ¼
Xn

i¼0
hixi ¼ hTX ð7Þ

In order to obtain the characteristic coefficient vector, build the loss function J hð Þ as
follow:

J hð Þ ¼ 1
2m

Xn

i¼0
hh xið Þ � yið Þ2 ð8Þ

hh xið Þ represents the function that needs to learn, m represents the number of samples in
training set, xi represents the eigenvector of the i-th sample in training set, yi represents
the label of the i-th sample.

Because that J hð Þ is a convex function of h, the gradient descent would be used to
solve the problem. Gradient descent algorithm is a search algorithm. The basic idea is
to give h an initial value, and update the value of h to minimize the value of J hð Þ based
on iterative method.

hj ¼ hj � a
#

#hj
J hð Þ ð9Þ

a represents the learning rate.
And on the foundation, adopt batch gradient descent method. The function of hj is

shown as:

hj ¼ hj � a
Xn

i¼0
hh x ið Þ

0 ; x ið Þ
1 ; . . .; x ið Þ

0

� �
� yi

� �
x ið Þ
j ð10Þ

When J hð Þ satisfies the convergence conditions, calculate the h. And the inter-
ruptible load price compensation model based on load characteristics could be
constructed.

4 Multiple Rounds of Bidding Model

4.1 Application of Bargain Theory in Interruptible Load

In interruptible load management, there is a game relationship between users and power
companies that maximizes their own interests. The two parties have a sequence of
priorities when conducting price negotiations, and the information is asymmetric. For
the user’s interruption costs, the user knows, but the power company does not know.
Similarly, for the power company’s earnings, the power company knows, but the user
does not know. According to its own load capacity requirements, the power company
actively announces the interruption capacity and interruption compensation price to the
user. According to the user’s interruption cost and characteristics, they report their
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acceptable interruption compensation price and interruption capacity to the power
company. According to the information reported by the user, the power company
chooses to accept or reject it based on its own load capacity requirements and revenue
conditions. If the power company chooses to accept, the negotiation is over, otherwise
the power company continues to offer price until it reaches the final balance which is
Nash equilibrium. Considering the actual situation, a benefit discount factor d 2 ½0; 1�
is introduced to ensure that the negotiation will not proceed indefinitely.

When performing the interruptible load management, the power company can
relieve the load pressure and reduce the operating costs of the power system. Through
the interruptible load management, the power company can receive the profit C which
includes rotating reserve cost, operation and maintenance cost of power system, saving
cost of capacity production, management cost, but not includes social profits.

C ¼ Cr þCo þCc þCm � P � t ð11Þ

Among them, Cr is the rotating reserve cost saved after the interruptible load
management, Co is the saving cost of the power system operation and maintenance,
Cc is the saving cost of capacity production, Cm is the management cost, P is the load
capacity of interruptible load management, t is the duration of interruption.

The power company’s interruption economic compensation to users who partici-
pate in interruptible load management actually comes from the interruption profits of
the power company. The power companies and users actually play the game against
this interruption profit. When the interruption capacity and interruption duration are
determined, the cost in the power company’s profit is the internal data of the power
company, so that the profits of the power company can be determined. According to the
bargaining theory, we can see that after several rounds of bidding, the power com-
panies and users will achieve Nash equilibrium, and the equilibrium point is the
interruption compensation price which maximizes the profits of all the parties.

Assume that the total interruption capacity is P, the interruption duration is t, and
the profit discount factor is d. The specific process of the game between the power
company and the user is as follows:

According to the information such as total interruption capacity, interruption
duration, and initial electricity price of interruption announced by the power company,
the user reports his own interruption compensation price and interruption capacity
based on his own situation. The user’s profit is B1, then the power company’s profit is
C − B1. If the power company accepts, the negotiation is over, otherwise the next
round of bidding will be conducted. According to its own shortage capacity and profit
situation, the power company reports the interruption compensation price and inter-
ruption capacity. At this time, the actual interruption profit of the power company is
dB2, and the actual interruption profit of the user is d(C − B2). The user chooses to
accept or reject according to his own situation. If the user accepts, the bidding is
completed. If the user does not accept, the next round of bidding will be conducted. At
this time, he actual profit of the user and the company is d2B3 and d2ðC� B3). If the
company does not accept is, the next round of bidding will be conducted. This cycle
will be continued until both parties can accept it.
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4.2 Multiple Rounds of Bidding Model Based on Chamberlain Model

The object of the bargaining theory is a single user. Taking the multi-user situation into
account, the Chamberlain model, which considers the difference of product, is intro-
duced. Chamberlain model believe that the difference in the sales volume of each
manufacturer comes from the difference between products. The sales volume of each
manufacturer is the result of three factors: the unit price of sales, the nature of the
product, and the development of sales.

Product difference is introduced in participating in interruptible load management.
For participating users, there is a significant difference in interruption capacity, inter-
ruption compensation, and enthusiasm of user’s participation, which can divide users
into different types. And different types of users can provide different interruptible load
services. When selecting the user to participate in the interruption response, the power
company is more willing to choose users with large interruption capacity, low inter-
ruption compensation price, high credit and participation enthusiasm, because such
users are less likely to default participating in demand response management, so the
power company will bear low risk. User enthusiasm can be expressed h according to
his type. The larger the type of user, the greater the enthusiasm of user participation.
The interruptible costs of the company are as follows:

CLC ¼
Xn

i¼1
yi þ a 1� hið Þ 1� cið Þ½ �xi ð12Þ

Among them, yi is the interruption capacity that user i can provide, hi is the type of
user i, ci is the credit of user i, xi is the interruptible compensation price of user i, n is
the number of users participating in interruptible load management, a is the adjustment
factor, and a 2 0; 1½ �.

The basic process of the multi-rounds bidding model which considers product
difference is as follows:

(1) Based on its own load requirements, the power company announces the infor-
mation such as interruption capacity, initial price of interruption (from Sect. 3.2),
interruption duration to users. The users according to their own situation combines
with the power company’s interruption compensation price and interruption
capacity, and reports their own electricity price and capacity.

(2) If the load capacity reported by users does not meet the demand of the power
company, the power company will calculate its own power profit, raise the
interruption compensation price, report to the users, and conduct the next round of
bidding.

(3) If the load capacity reaches the demand of power company, it is ranked according
to each user’s interruptible cost from low to high. Users are screened according to
the load capacity, and each user’s winning result, interruption compensation price,
and interruption capacity are fed back to the users.

(4) The user checks the feedback result of the power company, and decides whether
to proceed to the next round of bidding according to the power company’s
clearing price and situation. When all users no longer change the price, the bid is
finished.
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5 Experimental Design and Result Analysis

5.1 Experimental Setup

According to the electricity price prediction model described above, the training data is
related to the relevant power consumption data and the users’ information of a
provincial power company’s interruptible load management in the past five years.
Three layers of BP neural network are used in the experiment: input layer, hidden layer,
and output lay. And the number of nodes is 4/7/1.

In multiple rounds of bidding, assuming that the total demand of system load is
800 MW and the interruption duration is 1.5 h, there are 100 users who can provide
services.

5.2 Experimental Design and Result Analysis

Forecast Electricity Price Model
Using the selected data to train the model, the BP neural network was trained separately
using gradient descent (GD), particle swarm optimization (PSO), genetic algorithm
(GA), genetic algorithm and particle swarm optimization (GPSO). The training results
are shown in Table 1. The parameters in the algorithm are set as follows: the population
size is 30, c1 is 2.4, c2 is 1.1, x gradually adjusts from 0.8 to 0.3 with the optimization
process, the crossover probability is 0.7, and the mutation probability is 0.2.

From the above table, we can see that in the process of predicting electricity price,
compared with GD algorithm, PSO algorithm and GA algorithm, the algorithm pro-
posed in this paper performs better in convergence speed and accuracy. The prediction
model obtained by optimizing the neural network through this algorithm, provides a
more reasonable and fast initial price for the multi-rounds bidding model, and accel-
erates the running time of the whole process.

Multi Wheel Bidding Model
According to the given data, experiments were performed on multi-rounds bidding
model, and the number of iterations was 120. The three diagrams in Fig. 1 respectively
show the curves of three parameters changing with the number of iterations, and the
parameters are interruption compensation price, the power company’s cost, and the
number of users participating in interruption load management.

Table 1. Comparison of training results of different algorithms.

Algorithm Training time/s Iterations number Minimum error

GD 195.85 983 8.7 � 10−3

PSO 26.14 63 3.2 � 10−4

GA 310.73 587 1.4 � 10−4

GPSO 16.47 29 8.3 � 10−5
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Through the observation of diagrams in the above Figure, in the process of using
the multi-rounds bidding model, at first interruption compensation price, the power
company’s cost and the number of users participating in interruption load management
are in the continuous fluctuations, but with the increase of the number of interactions,
the fluctuations gradually flatten, and finally the interruption price converges to a lower
price level, and the cost of the power companies tends to be stable. It can be seen that
the multi-rounds bidding model can greatly mobilize the enthusiasm of users and
ensure that the power companies can get higher profits.

Algorithm Parameters
In electricity price prediction model, the crossover operation and mutation operation
are the core operations of the genetic algorithm. Through these two operations, we can
guarantee individual diversity, expand the search scope, and avoid falling into local
optimum. The key of the operations is the setting of crossover probability and mutation
probability. In this paper, by changing the values of the crossover probability and
mutation probability, we can study their influence on the completion time of the model.
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The first diagram in Fig. 2 shows that the completion time of the model decreases
with the increase of the crossover probability, and then increases with the increase of
the probability, which shows that a very large crossover probability may lead to
deterioration of the model completion time. Therefore, this article empirically sets the
crossover probability to 0.7, which is the tradeoff between the search speed and the
improvement of the model completion time. The second diagram in Fig. 2 shows that
the adjusting mutation probability is similar to the crossover probability in the
experiment. This article empirically sets the mutation probability to 0.2 without
affecting the convergence in the experiment. The crossover probability and mutation
probability set in this way can not only improve the completion time of the prediction
model, but also avoid local optimum and get a more reasonable prediction price.

6 Conclusion

For the problem of setting the interruption load price, this paper analyzed the char-
acteristics of the users who participated in the interruptible load management, and used
the neural network model optimized by the genetic algorithm and particle swarm
optimization to predict the interruption compensation price. Because the predicted
electricity price did not take into account of the profit of users and power companies, it
learned the bargaining theory of game theory. In order to solve the limitation of single-
user, the Chamberlain model considering product difference was introduced. So
learning from the above models, a multi-rounds bidding model was comprehensively
established to obtain a more reasonable interruption compensation price. The experi-
ments not only validated the rationality of the model, but also provided a more rea-
sonable interruption compensation price and mobilized the enthusiasm of the users to
participating in the interruptible load management.
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Abstract. Apache Spark is the most popular open-source framework today that
uses an in-memory-oriented abstraction Resilient Distributed Dataset (RDD) to
process large-scale data. Recently, research work on performance prediction and
optimization for Spark platform continues to increase rapidly. However, selecting
important configuration parameters in most wok is always dependent on the experi‐
ence of domain experts yet. Therefore, configuration parameters selection based on
machine learning algorithms is a non-trivial research issue. In this paper, a method
based on machine learning to identify Spark important parameters ISIP is proposed.
By providing a relatively important subset of configuration parameters, the param‐
eter space for performance tuning on Spark can be reduced, thereby saving the time
and effort of users or researchers. ISIP uses Mean-shift algorithm to cluster the
applications based on the workload characteristics of the applications from Spark
MLlib. Then the relationship between the performance and the configuration param‐
eters is modeled by Regression Algorithm. In the meanwhile, the ranked list of
parameters by their importance is provided respectively for each type of applica‐
tions. The subset of most important configuration parameters consists of the param‐
eters at the front of the list. The experimental results show that the effect of adjusting
the subset of relatively important configuration parameters provided by ISIP is
almost the same as the complete parameters set.

1 Introduction

The performance and configuration parameters of data processing engine are closely
related because configuration parameters control almost all aspects of application
runtime such as memory allocation and I/O tuning [1]. Apache spark is no exception.
For example, spark.serializer can set the data compression method. When this parameter
is set to Java serialization, it can work on any class, but it will greatly slow down the
calculation. However, when this parameter is set to Kryo serialization, the calculation
speed is increased by more than 10 times, but the user is required to register the class
used in the program [2].

Finding a subset of parameters that are closely related to application performance
on Spark is non-trivial as Spark is a complex system with a large number of tunable
options. A total of 190 configuration parameters are listed on the Apache Spark official
website, including the configuration parameters’ names, default values, and meanings.
In addition to the 28 runtime environment parameters and 17 UI parameters, the rest are
set on the application runtime shuffle, compression & serialization, and memory
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management. However, it is impossible and unnecessary to optimize all the configura‐
tion parameters to meet all the requirements of the application, which is beyond human
capabilities. Therefore, it is necessary to find configuration parameters that are highly
related to the performance of the Spark application.

In recent years, there has been an increase in research related to achieving good
performance by adjusting Spark configuration parameters [3, 4]. In these work, the
reason for choosing configuration parameters is based on domain experts, and the choice
of parameters based on the machine learning performance model is still blank [4].
However, the configuration parameter space is huge, and the cost of artificial learning
is expensive. In addition, the correct relationship between system performance and
configuration parameters depends on a large number of factors, sometimes beyond what
humans can reason about [5]. This scenario is well-suited for data-driven machine
learning algorithms and models are based on observations of specific workloads and
actual system performance under the cluster [4]. Given this, we explored the relationship
model between the performance and configuration parameters of Spark applications
based on machine learning.

Spark can handle many types of applications by powering a stack of libraries
including SQL, DataFrames, MLlib, and so on [2]. In this paper, we focus on analyzing
applications selected in MLlib. Even so, the workload characteristics of the application
are still varied. Therefore, clustering algorithm is applied to applications, which is one
of the effective ways to improve the accuracy of the model. RDD can capture a wide
class of computations through rich operators [6]. Different characteristics will be
exhibited because different operators are used in the applications during the execution.
For example, operators such as groupByKey, reduceByKey, etc. will result in a hash or
range partitioned RDD which can often be large. The metrics obtained from some
monitors are very large, such as the number of shuffle bytes read and written [2, 6]. We
use clustering algorithm to divide applications into different types. Experimental results
show that applications with similar characteristics are clustered into the same cluster.

Depending on the type of application, specific model is created by using the config‐
uration parameters and performance values of a certain category of application. This is
understandable and explainable. For example, for applications where there are many
operators that can trigger the shuffle, setting the configuration parameters related to the
degree of parallelism enables the application to execute efficiently [2]. Regression model
is used where the coefficient reflect the weight of the importance of configuration
parameters, that is, the impact of configuration parameters on performance.

The rest of the paper is organized as follows. Related work is discussed in Sect. 2.
A brief introduce about Spark is outlined in Sect. 3. An applications-division algorithm
and a performance model based on Machine Learning will be proposed in Sect. 4.
Experimental methodology and the analysis of experimental results are given in Sect. 5.
Finally, conclusions and future work are presented in Sect. 6.
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2 Related Work

During tuning the configuration parameters of traditional database, there are many work
involved in selecting configuration parameters on machine learning algorithms. iTuned
using a technique called Adaptive Sampling that under conditions to provide appropriate
data and planned experiments, to find high-performance configuration parameter [1].
OtterTune applied Factor-Analysis and K-means algorithm to select a subset of the
metrics provided by database platform which identify important knobs having a signif‐
icant impact on the subset [5].

In recent years, more and more attention has been paid to the work of setting config‐
uration parameters to improve the performance of Spark [3, 4, 7]. Chiba et al. analyzed
the relationship between these factors and performance from various aspects such as
JVM parameters, Spark configuration, operating system parameters, and app code [7].
Wang et al. used multiple classifications and tree models to attempt to automatically
adjust configuration parameters [4]. However, little research has been done on the selec‐
tion of configuration parameters based on machine learning methods.

3 Background

3.1 Spark Stage

The resilience distributed data set RDD is an in-memory abstraction that can be only
read. The partition is the smallest unit of RDD, that is, RDD is a partitioned collection
of records. Operators that can be executed on RDD fall into two categories. One is lazy,
called transformations, to define new RDDs such as map, filter, and so on. The other is
actions, which are responsible for starting calculations to return values to the program
or write data to an external storage such as count and save. RDD will only actually launch
calculations after users run an action operator. Instead all transformations that generate
RDDs will be recorded, called Lineage graphs, which describe the dependencies
between RDDs. When the user executes an operator on the RDD, the scheduler will
check the lineage graph of the RDD to build the DAG of the stage to be executed. The
boundaries of these stages are the shuffle operations required for a wide dependency, or
any possible calculations. A wide dependency means that each partition in the Parent
RDD will be used by multiple partitions in the child RDD, that is, a one-to-many rela‐
tionship. For example, the join operator will result in a wide dependency.

3.2 Spark Monitor

Spark provides three methods for monitoring spark applications: web UI, metrics, and
external interfaces. The Spark UI shows many aspects of the application displayed on
port 4040 by default. Information about various grained is described on different pages,
including application level, job level, stage level, and task level. In addition to viewing
metrics in the user interface, they can also be recorded in JSON format to monitor
running and completed applications stored in the history server, which makes monitoring
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application information easier and more convenient. The endpoints are installed in /api/
v1. In the API, the application is referenced by its application ID [app-id]. When running
on YARN, applications in cluster mode will have attempt IDs, which can be identified
by their [attempt-id]. The urls we used are listed below in Table 1.

Table 1. Urls and metrics provided by Spark monitor.

url Metrics
/applications/[app-id]/stages A list of all stages for a given application. ?

status = [active|complete|pending|failed] list
only stages in the state

/applications/[app-id]/stages/[stage-id] A list of all attempts for the given stage
/applications/[app-id]/stages/[stage-id]/[stage-
attempt-id]

Details for the given stage attempt

4 Overview

We now propose our identifying Spark important parameters algorithm (ISIP) to solve
the problem we described above.

First, ISIP needs a data repertory consistent of history data, including configuration
parameters, workload characteristics (I e, metrics) and performance (e g, total runtime)
and so on. Next, ISIP divides the applications stored in repertory into several categories
to establish reasonable and effective regression models. In this period, the Mean-shift
algorithm is chose to cluster applications using the features (metrics) of the application
after comparing several clustering algorithms based on scores of two evaluation indi‐
cators. At the same time, ISIP collects and stores the characteristic metrics of represen‐
tative application for every category.

The ISIP algorithm respectively establishes a regression model between the config‐
uration parameters and performance corresponding to each type. In establishing the
regression model, the configuration parameters are ranked according to the importance.
ISIP stores several configuration parameters at the top of the list separately corre‐
sponding to the category. At this time, ISIP constructs a new database that stores the
representative application’s features and the most important configuration parameters
of each type.

This database can provide guidance to users. For example, the user collects the
metrics of the target application and the calculation of similarity between the target and
the representative application of each type is executed. The collection of metrics is very
easy through running the target for a short period of time by controlling the size of input
data. The database provides a list of important configuration parameters correspond to
the category that is the most similar to the target application. Users can optimize the
configuration parameters in this list to improve performance, instead of setting all
configuration parameters blindly in the experiment. This can help users save a lot of
time, because configuration parameter space is to configuration parameters.

In this section, data collection, application type division, and configuration parameter
identification will be described.
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4.1 Data Collection

ISIP is a data-driven machine learning algorithm that requires a repertory to store history
data from previous training sessions.

Table 2. Parameters name, default and meaning

Parameter name Default Meaning
spark.broadcast.blockSize 4 m Size of each piece of a block for

TorrentBroadcastFactory
spark.shuffle.service
index.cache.entries

1024 Max number of entries to keep in the index cache of
the shuffle service

spark.files
maxPartitionBytes

134217728
(128 MB)

The maximum number of bytes to pack into a single
partition when reading files

spark.driver
maxResultSize

1g Limit of total size of serialized results of all partitions
for each Spark action (e.g. collect)

spark.shuffle.sort
bypassMergeThreshold

200 In the sort-based shuffle manager, avoid merge-
sorting data if there is no map-side aggregation and
there are at most this many reduce partitions.

spark.files
openCostInBytes

4194304
(4 MB)

The estimated cost to open a file, measured by the
number of bytes could be scanned in the same time

spark.shuffle.file.buffer 32 k Size of the in-memory buffer for each shuffle file
output stream

spark.io.encryption
keySizeBits

128 IO encryption key size in bits. Supported values are
128, 192 and 256

spark.rpc.message
maxSize

128 Maximum message size (in MB) to allow in “control
plane” communication

spark.reducer
maxReqsInFlight

Int.MaxValue This configuration limits the number of remote
requests to fetch blocks at any given point

spark.storage
memoryMapThreshold

2 m Size in bytes of a block above which Spark memory
maps when reading a block from disk

spark.memory
storageFraction

0.5 Amount of storage memory immune to eviction

spark.default.parallelism 8 spark.default.parallelism
spark.driver.cores 1 Number of cores to use for the driver process, only

in cluster mode
spark.executor.memory 1g Amount of memory to use per executor process, in

MiB unless otherwise specified. (e.g. 2g, 8g)
spark.reducer
maxSizeInFlight

48 m Maximum size of map outputs to fetch
simultaneously from each reduce task, in MiB unless
otherwise specified

spark.memory
storageFraction

0.5 Amount of storage memory immune to eviction

spark.driver.memory 1g Amount of memory to use for the driver process
spark.shuffle
accurateBlockThreshold

100 * 1024 * 1024 Threshold in bytes above which the size of shuffle
blocks in HighlyCompressedMapStatus is accurately
recorded

Three typical workloads from MLlib are chosen to train the algorithm, including K-
means, logistic regression, and FP-growth. We control the input data size of the
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applications so that the running time of each application is about 5 min, in order to make
the experimental results more practical in practice.

19 configuration parameters are selected as shown in the Table 2. We run the appli‐
cations in Yarn mode, so the selected configuration parameters need to meet the
following requirements: (1) they work on yarn; (2) numerical; (3) when setting default
value of non-numeric parameters, they also work; (4) may be related to performance,
not path parameters, security information parameters, network protocol parameters, etc.

At the beginning, the range of each configuration parameter is its minimum to
maximum, in the limited of the cluster resource. The minimum value is defined as 1 unit
for this configuration parameter. The maximum value is defined as the smaller value
between the maximum value of the parameter allowed by the cluster resource and the
maximum value of the parameter itself. Due to the limitation of cluster resources, the
combination of configuration parameters that make the application fail is discarded.

Sampling technology is used at the parameter space, combined with random-
sampling and grid-sampling. First of all, random-sampling is applied to the parameter
space, that is, all parameters are set to pseudo-random numbers created by computer at
the same time. Then, grid-sampling is performed at the “edge” of the parameter space,
that is, only one parameter value is changed at a time, and the parameter value is evenly
spaced within the range while other parameters are set as default values.

During each experiment, metrics were acquired in JSON format through rest API [2].
We observe the characteristics of metrics at the stage-grained, including the trend of
executor CPU run-time metric, shuffle read and write bytes metrics, (hereinafter referred
to as shuffle bytes metrics) and the input bytes metric at the corresponding stage. At the
beginning of the application run-time when the application loads data or executes a non-
shuffle operation such as map, the shuffle bytes metrics are always 0. With the start of
the iterative calculation, if the application has a shuffle operator, then the shuffle bytes
metrics alternately display the number of bytes; otherwise, only the executor CPU run-
time metric fluctuates slightly. If the application requires to aggregate data, the appli‐
cation’s final stage’s shuffle bytes metrics are zeroed again. In order to reflect this trend,
9 metrics are chosen from these three part: before the iterative calculations, during the
iterative calculations and after the iterative calculations. For each part, we records the
shuffle bytes metrics, executor run-time metric and input size metric with the median of
the stages during every part.

However, in fact, the shuffle bytes metrics from the first and the third part are always
0, and the input bytes metric from the second part during the iterative calculation is 0.
Therefore, only the remaining 6 dimensions are stored in the database in the experiment.
At the same time, the configuration parameters and total time of each experiment are
also stored in the database. These data are obtained by analyzing the history logs in the
history server.

4.2 Application Type Division

Clustering Evaluation. We use a variety of methods to evaluate the clusters. The
comprehensive values of Calinski-harabaz index and homogeneity and completeness
are used to evaluate the clustering effect.
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The Calinski-harabaz CH indicator, [8] also known as pseudo F-statistics, is a
measure of the between-classes and intra-class deviation matrices for all samples. This
indicator is defined as follows:

CH(k) = tr(B(k))/(k − 1)
trW(k)/(n − k) (1)

Where n denotes the number of samples, k denotes the number of clusters, B(k) and
W(k) represent the between-classes dispersion matrix and the intra-class dispersion
matrix, respectively. tr(B(k)) and tr(W(k)) represent the trace of intra-class dispersion
matrix and the intra-class dispersion matrix. The higher the Calinski-harabaz index
value, the smaller the intra-class covariance and the greater the between-classes cova‐
riance. In other words, the higher the CH indicator value is, the denser the samples within
the cluster are, and the more dispersed the samples are between the clusters, which is to
some extent the better clustering results [9].

The homogeneity and completeness measures are based on conditional entropy to
evaluate the clustering effect. The clustering result meets homogeneity when every
cluster only contains data points belonging to the members of a single class. The clus‐
tering results will satisfy completeness if all data points belonging to a given class are
the elements of the same cluster. Homogeneity reflects the proportion of each cluster
containing a single class, while completeness reflects the ratio of a given class to a
cluster. We define v_measure as the mean of these two indicators which fully reflects
the degree of confusion of the seeds in the cluster. The seed is a sample whose class is
determined by prior knowledge.

Clustering Algorithm. The Mean-shift algorithm was used after multiple clustering
methods were tried to divide the applications. Mean-shift algorithm is a common clus‐
tering method for nonparametric estimation. There are many advantages of the Mean-
shift algorithm, including no requirement on the cluster shape and excellent robustness
to initialization.

Mean-Shift clustering is a centroid-based algorithm designed to find cluster blobs in
smooth density samples. It uses the center of mass in a given region of interest to update
the candidate centroid. Then in the following processing stage, these candidates are
filtered to eliminate the approximate duplicates and form the final set of centroids [10].
In the t + 1th iteration, the candidate centroid x

i
 is updated as follows:

xt + 1
i = xt

i + m(xt
i) (2)

Where xt
i is a candidate centroid for iteration t and m is the Mean-Shift vector, which

can effectively update the candidate centroid to the center of mass in its neighborhood,
which is calculated as follows:

m(xi) =

∑
xj∈N(xi)

(xj − xi)

k

(3)
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Where N
(
x

i

)
 means the samples within the region of interest, that is a neighborhood of

x
i
, where the amount of the samples is k. The distance range of the neighborhood h is

determined by the bandwidth parameter which is estimated as the quantile in the Eucli‐
dean distances between pairs of all samples. The formula is as follows:

N
(
xi
)
= (xj|

(
xj − xi

)(
xj − xi

)T

≤ h
2) (4)

The input of the algorithm is the applications’ metrics matrix while the algorithm returns
the applications’ labels and clustering centers. The algorithm is as follows:

Algorithm App Type division  
Input: apps’ metrics matrix X 
Return: apps’ label y, clusters’ centers matrix C 
1. For seed in X, do:  
2.   A circle with seed as center point, bandwidth as radius 
3.   Center_new ← mean point of the points within the circle 
4.   C[seed] ← Center_new 
5. Until  
6.   Distance(Center_new , center) > threshold or interaction > threshold 
7. For every pairs (c1, c2) in C: 
8.   If distance(c1, c2) ≤ threshold: 
9.     Remote ciwith less points in the cluster  
10. For point in X, do: 
11.   Point assigned to the nearest cluster with cpoint as center point  
12.   y[point] = cpoint 

We also used other clustering algorithms for comparison, including mini-batch-k-
means, ward and Gaussian-mixture.

Mini-Batch-k-Means. Mini-batch is used in machine learning algorithms such as
gradient descent and deep network. When the data set is large, using a full data set
becomes no longer viable due to memory constraints. The use of batch processing can
greatly speed up the parallelization process under conditions where the accuracy is
degraded. Mini-batch-k-means is a variant of the k-means algorithm that uses part of
the sample rather than all of the samples in calculating the distance between data points.
Mini-batch-k-means, like the k-means algorithm, requires the number of clusters to be
specified and the clusters are affected by the initial points [11, 12].

Ward Linkage Method (Hierarchical Clustering). Hierarchical clustering can avoid
the problems about the number of clusters and the selection of initial points which is
different from planar clustering. The output of the algorithm returns to an unstructured
cluster set such as k-means. Hierarchical clustering is divided into two types, one is top-
to-down, also known as agglomerative hierarchical, and the other is bottom-to-up, also
known as divisive hierarchical.
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The ward linkage method belongs to the agglomerative hierarchical using the
smallest increase in the cluster variance in the combined population when merging the
cluster pair [14, 15]. The new cluster’ variance is the sum of the variance between the
two clusters before merging.

Gaussian-Mixture. The Gaussian-mixture model GMM refers to a number of models
based on the Gaussian probability density function (normal distribution curve). Theo‐
retically, the GMM can fit any type of distributed data to solve the classification problem
of a data set that contains several different distributions of the same set, and iteratively
calculates the probability that each sample is classified into different clusters. Similar to
k-means, the GMM also needs to specify the number of clusters.

4.3 Identify Spark Important Parameters

Lasso Regression Analysis. Using the coefficients of linear regression to determine
the strength of the relationship is a more common method, especially when judging the
relationship between one or more dependent variables and each independent variable.
The coefficients in the linear model reflect the contribution of each independent variable
to the prediction of the dependent variable.

The L1 norm (L1 norm) is the sum of the absolute values of each element in the
vector. L1 regularization is often used to select important independent variables. By
compressing smaller coefficients to 0, this method is also called least absolute shrinkage
and selection operator (Lasso) regression model. The [13] Lasso regression model is
similar to the least square method. It is different that it adds the L1 norm as a penalty
constraint instead of only using the sum of the Residual Sum of Squares (RSS) as cost
function.

If selecting a different amount of punishment, from the higher values to lower values,
to establish different Lasso regression models, the variable coefficient will be one by
one from zero to non-zero, where the order reflects the impact on the dependent variable
which is also named the LASSO_PATH algorithm [10].

Random Forest Regression Analysis. The Random Forest regression can fit the
nonlinear relation data well and make up for the problem of the over fitting of the decision
regression tree. Depth of the decision tree node can be used to evaluate the relative
importance of the features on the target variables when predicting, that is to say, the
node location upper, the greater proportion of input data is decided (to be predicted) by
the node. The proportion is the contribution of the feature which can be used to estimates
the relative importance of the features [10].

5 Experiment

Our experiment is running on a cluster with 3 nodes with the spark version 2.1.0. The
master node is about 15g in memory and the slave nodes is about 30g. The total disk
size is 1T, and there are 8 CPU cores. We use Yarn as our cluster resource manager and
all data and applications are stored in HDFS.
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5.1 Cluster Results

We applied a variety of clustering methods to the history data. In order to simulate the
environment in practice, we add some failed logs as outliers. The clustering results and
index values of various clustering methods are shown in the Fig. 1. As you can see, the
Mean-shift algorithm get a better clustering result on the dataset. The Mean-shift algo‐
rithm identifies the outliers as a single cluster, and the others are divided into 3 categories.
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Fig. 1. Cluster algorithm score. v_measure score is the mean of the Homogeneity &
Completeness. CH index score is the value of the Calinski-harabaz CH index. Performance of 4
clustering algorithms, including Mini-batch-k-means, Mean-shift, Ward and Gaussian mixture.

According to the cluster results of seed applications, we find that Mean-shift algo‐
rithm tends to cluster applications with large number of shuffle operations into one
cluster, and applications with few shuffle operations into another cluster. A third cluster
consists of applications with appreciate shuffle operations, not too many or too few.
Mini-batch-k-means and Gaussian-mixture model need to have a priori knowledge of
the number of clusters. We can get the priori-knowledge by observing the index values
in experiments assigned to different number of clusters in each experiment. In the
experiment, the clustering results of ward agglomerate hierarchical clustering algorithm
can be divided into two clusters, most of which are applications with a lot of shuffle
operations, and the other cluster contains the rest of applications whose run-time is
longer compared with other algorithms.

5.2 Identify Important Parameters

We take the k-means application as an example to sort the importance of configuration
parameters. By controlling the alpha parameter of the model to adjust the proportion of
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penalty in the cost function of Lasso, the path of the configuration parameter back to the
model obtained by using lasso path is in Fig. 2.

Fig. 2. Lasso path

The configuration parameters are constantly back to the linear model with the
increase of alpha parameters. The order of the configuration parameter is different which
represents the impact of configuration parameters on the predictive performance in the
model.

The order of the configuration parameters importance from Lasso and Random
Forest are compared shown in the Fig. 3. Certainly, the order from Lasso has been
preprocessed. The results show the difference between the two algorithms. For example,
spark.files.maxPartitionBytes, to control bytes of a partition RDD to store the data to
the maximum number, changes the coefficients in the twenty-seventh iteration in lasso
path, however, is located in relatively upper nodes in the Random Forest. Essentially
the Lasso method is linear regression between configuration parameters and perform‐
ance. However, the relationship between configuration parameters and performance may
not be linear which can be solved to some content by the regression decision tree by
features segmentation. For some apparently important configuration parameters, it is
obvious that the relative importance is both high in the two algorithms, for example,
spark.driver.memory, which controls the upper limit of memory assigned to driver.

We carried out some comparative experiments, which separately sets the values of
11 parameters which are relatively important in the two algorithms remained unchanged.
The rest of the parameters were set to random values or default values. The run-time of
the applications has changed only a little. In order to quantify the change rate of the
application, the average relative error AARD (average absolute relative deviation) [16]
is used. The results show that the effect of the Random Forest algorithm is slightly better
than that of the Lasso method, which is shown as the Figs. 4, 5 and Table 3.
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Table 3. AARD between Lasso and Random algorithm

Algorithm AARD (average absolute relative deviation)
Lasso 0.08266
Random Forest 0.07137

6 Conclusion and Future Work

In this paper, a method ISIP based on machine learning is proposed to select important
configuration parameters of Spark, in which clustering and regression models are eval‐
uated. The results of various clustering algorithms are compared. The experiments show
that the effect of Mean-shift is better than others which can be applied to get a clearer
division of applications. In addition, the Lasso and Random Forest regression methods
are used to rank the impact on the performance of the configuration parameters. The
experiment results show that the relatively important parameters selected by Random
Forest play a decisive role in the run-time of the applications. The subset of configuration
parameters obtained by ISIP can help users reduce the configuration parameter space
by discarding the parameters out of the subset.

In the future, we will explore how other types of configuration parameters impact
on the performance of Spark, such as Boolean, Category, etc. In addition, we will also
consider adding more applications from the Spark’s MLlib to the practice and explore
new method of application type division.
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Abstract. With the development of Internet of Things technology, embedded
real-time operating system has been more and more widely used. The embedded
real-time operating system has higher requirements on the real-time, fragmenta‐
tion rate and reliability of dynamic memory allocation. Therefore, dynamic
memory allocation has become an important research content of embedded real-
time operating system. Aiming at the shortage of μC/OS-II memory management
mechanism, an improved memory management algorithm is proposed. By
predicting transient objects, allocating them on one side of the heap memory, and
then allocating the remaining objects on the other side of the heap memory, the
algorithm uses enhanced multilevel separation mechanisms and look-up tables
and hierarchical bitmaps to make efficient use of memory occupy. The compar‐
ison experiment of μC/OS-II platform shows that the improved dynamic memory
allocation algorithm can better improve the speed and utilization of memory allo‐
cation. The dynamic memory algorithm has better real-time performance and can
effectively improve the memory management of embedded real-time operating
system performance.

Keywords: Memory management · Operating system · Heap memory
Real-time

1 Introduction

Embedded systems, as an element of miniaturization and intelligence of equipment, have
been widely used in various fields such as defense, industry, transportation, energy,
information technology and daily life, and have played a very important role [1]. Oper‐
ating system dynamic memory allocation is one of the most important components of
modern software engineering. It offers maximum flexibility in software system design
[2]; however, developers of real-time systems often avoid using dynamic memory allo‐
cation due to limited or unlimited response time and memory fragmentation of the
embedded operating system. Modern, complex applications such as multimedia
streaming and web applications make dynamic memory allocation mandatory for appli‐
cations [3]. The main challenge with memory allocation algorithms is to minimize frag‐
mentation, provide good response times, and maintain a good place between memory
blocks [4].
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2 Embedded Algorithm Dynamic Allocation Algorithm Analysis

In computer systems, memory space is a limited but indispensable resource, and system
performance is closely related to the use and management efficiency of memory space
[5]. Therefore, a reasonable memory management strategy for the overall performance
of the system has a very important significance [6]. Currently more common memory
management algorithms are many, such as partner system algorithm, TLSF allocation
algorithm [7].

The allocation principle of the partner algorithm is to divide all free pages into 11
block lists, each containing the same size and address contiguous page box [8]. If you
have a task to apply for address space, you can select the size of the block in the list.
For example, if you want to apply for a block of 64 pages, find out whether there is a
free block from the starting address of the list of 64 * 4K, and if not, go to 128 * 4K
linked list. If found, divide the blocks of 128 pages into two 64-page blocks, one for the
application space, and the other for a list of 64 page frames. If this level of the frame
list is still not find free memory block, step by step to find upward when the scanning
list that all frame and no free blocks, the algorithm will automatically give up the memory
allocation, and eventually returns an error signal. The release of the memory block and
block allocation process, to the contrary, the system will first to release the user block
is inserted into the available space in the table, to meet the “partners” free blocks
according to the partner system the principle of the combining integration algorithm.

TLSF (Two Level Segregated Fit) or secondary interval dynamic memory allocation
algorithms, the proposed algorithm for the management of the memory pool has a fixed
time, the basic principle is to list combined with a bitmap thought through appropriate
adaptation strategies to get the same results as optimal adaptive strategy, seeking to
exactly match the block of memory, or the most close to the requirements of the memory
block. The core data structure used by the algorithm is a free list array, and an array
corresponds to a free memory block of corresponding size. These empty list tables can
be divided into two levels in order to make it more efficient to find the free blocks that
meet the requirements, and to simplify the processing of many isolated linked lists [9].
The first level (fl) corresponding size is 2i (i = 2, 3, …) The free block can be positioned
by i. The two level(sl) is on the basis of the proceeds from the list at the next higher level
is divided into several groups, all of the space groups are the same size, there are one-
to-one and group bitmap, Its function is to identify whether there are empty linked lists
and the list of free blocks. To avoid crossing the line, and keep the continuity of the
memory area, in division 1 chain table, secondary treatment is usually divided into its
serial number respectively 0 to 7 or 8 isolation linked list.

These algorithms are commonly used in embedded systems memory management
algorithms, although these algorithms have many advantages, but there are also some
shortcomings, should not predict the life of the memory block in advance when the
system is idle [10]. In this paper, we design an algorithm for predicting the longevity of
memory blocks in advance, which improves the efficiency of the system in terms of time
and fragment rate.
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3 Algorithm Design of Improved Memory Management

Through analysis of the above two commonly used memory management mechanisms,
a memory management mechanism based on the prediction of the length of memory
blocks will be proposed in this section. In the earlier microkernel architecture, the system
usually re-divided the memory block in the memory partition into a corresponding
interval. In this paper, we introduce an improved dynamic memory allocation algorithm.
Improved memory allocation algorithms predict transient objects, allocate them on one
side of heap memory, and allocate the remaining objects on the other side of heap
memory to reduce memory fragmentation. Allocation algorithms are implemented using
enhanced multi-level isolation mechanisms, using look-up tables and layered bitmaps,
ensuring very good response times and reliable timing performance. Allocation algo‐
rithms reduce memory fragmentation by using adaptive orientation based on predicted
object lifetime. Multiple parameters can be used to predict lifetime, such as block size,
number of instructions executed between block allocation and deallocation, total number
of bytes allocated between memory block allocation and deallocation, and allocation
events between block allocations Number and its release. However, the number of
instruction parameters executed is not particularly suitable for this context, since
memory management events are the only interesting events in this context. The total
number of bytes allocated is not valid because the size of objects varies from a few bytes
to a few megabytes. Our experiments show that the combination of block size and
number of allocated events is a good measure of object prediction. The proposed allo‐
cator uses the combination of object size and number of assigned events to predict the
life of an object.

Table 1 shows the structure of free and used data blocks. The memory allocator
inserts header information into each free and used block. The block header of a free
block holds information such as BS (32 bits, the last two bits are always zero because
the block size is always a multiple of 4), which specifies the size of the block, BT (1
bit), which specifies the block type, AV (1 bit) that specifies the block status,
Prev_Memory_Blk and Next_Memory_Blk, which identifies the status of the Memory
adjacent blocks required. Prev_FreeList and Next_FreeList need to be used to locate the
last and next free blocks in the delimited free list. The block header used for the block
holds all the fields of the free block header, except for the free list pointers, which are
not necessary for the used blocks as they are not linked to any isolated free list. However,
the header of the used block contains an extra field called BlkAllocStat, which holds the
block allocation statistics of the block prediction algorithm. Head overhead is counted
as internal fragmentation.
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Table 1. Data structures of free and allocated blocks

BS(b) BT(b) AV(b) BS(b) BT(b) AV(b)

Prev_Memory_Blk Prev_ Memoru_Blk
Next_Memoryl_Blk Next_Memory_Blk
Prev_FreeList Used Block

Next_FreeList
Free Block

The new memory allocation algorithm uses a large number of free lists. Where each
list keeps the size of free blocks within a predefined range, and the blocks belong to
some particular block type. Effectively handling short-term storage blocks between
short-term and long-term blocks without incurring additional search overhead, and the
free list is organized into a three-level array, as shown in Fig. 1. The first level divides
the free list into free list classes the free list for each class is further subdivided into
different free List collections, each holding a free block of size within a predefined range
(the dynamic range of a class is linearly subdivided across all free list collections).
Finally, each group is divided into two free lists, one for ephemerality and the other for
long-term objects.

Fig. 1. Free block list chart

Figure 2 shows a two-level bit mask used in the distributor to identify available free
blocks. Two 32-bit fields are used as a primary mask, one for ephemeral blocks and one
for long-term blocks. Each bit of the first-level mask indicates the availability of free
blocks in the corresponding free list class (32 bits correspond to 32 classes). Based on
the type of memory block, one or two 32-bit fields are used to find free list classes with
free blocks of the most suitable size for the block request. An 8-bit second level mask
(configurable) is maintained for each bit of the first level mask. In total, 64 8-bit masks
are used to identify free blocks in any free list set.
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Fig. 2. Two bit mask

The distribution algorithm is to deal with long-term blocks and short-term blocks
separately. As shown in Fig. 3, short blocks are allocated upward from the heap, and
long-lived blocks are allocated from top to bottom. Used space heap growth from both
sides. For example, let the heap size be 200 bytes and each short and long-term object
pool has only one free block of size 100 bytes. In response to a memory block request
(a short-term object) of size 8 bytes, the bottom 8 bytes of the free block corresponding
to the short-term block are assigned to the request. Conversely, in the case of a memory
request with a block size of 32 bytes (assumed to be a long-term object), the first 32
bytes long corresponding to the free block are allocated to the request. Similarly, all
short blocks may be allocated from the heap from top to bottom, and long blocks may
be allocated from bottom to top.

Fig. 3. Memory organization chart

Initially, the entire heap memory is free, with only one free block for each of the
short-term and long-term memory pools. Heap space is initially divided into two blocks
(no Memory boundaries, only virtual memory pool boundaries), predefined ratios, The
one for the short term and the other for the long term. As the heap grows from both sides,
the boundaries between short-term memory pools and log storage memory pools can
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easily be adjusted based on the runtime memory requirements. For example, a long-
lived memory pool has insufficient free memory for some requests, a short-lived memory
pool at the memory pool boundary, a free boundary block divided into two, and a block
to be submitted to a long-term memory pool.

If the block type is a long-lived block, and the size of the free block to be used for
the block request is larger than the requested block size, the free block is divided into
two, and the remaining pieces are inserted to enter the list according to the fragment
size. On the other hand, when the block type is a temporary block, the block is divided
according to the state of the split flag and the free block size. If the free block to be used
for the block request and the requested block size represent the same free list class, the
entire free block will be allocated for the block request, regardless of the size of the
available block. If the size of the requested chunk and the free chunk at the top of the
list come from different classes, the free chunk will be split into two and the remaining
fragments will be inserted into the corresponding list. Short block chunking conditions
(the chunk sizes are likely to be between a few bytes and a few kilobytes) will be rescued
from memory that is pinned to a very small block.

4 Experiment

4.1 μC/OS-II Memory Management Mechanism Is Analyzed

μC/OS-II is a preemptive real-time multi-task embedded operating system based on
priority, which is concise and practical. It has very low system hardware requirements
and can meet the needs of many projects. Its stable and reliable features have been
certified by the US Airways Administration, Successfully used in medical science,
aerospace engineering and other major projects. μC/OS-II two levels of memory
management, that is, a continuous memory space is divided into several partitions, each
partition is divided into several equal-sized memory blocks. The operating system
manages dynamic memory in partitions, and tasks take dynamic memory in and out of
memory blocks. Memory partitions and the use of memory blocks by the memory control
block to record. There is no limit on the size of memory blocks managed between
different memory partitions, and they can be the same or different. In the system, the
memory management usually uses memory control blocks OS_MEM, OSMemCreate
(), OSMemGet (), OSMemPut (), OSMemQuery (), OS_MemInit (), which complete
the memory block partition information record and trace, Memory application, memory
release, query dynamic memory partition status and memory initialization.

4.2 Experimental Results are Compared and Analyzed

Test embedded memory allocation mechanism is good or bad, mainly through the
memory allocation time overhead indicators to evaluate. In order to analyze the perform‐
ance of the improved algorithm before and after, all experiments were performed on a
2 GB RAM Inter (R) Core i5-4460 3.2 GHz CPU. This article selects μC/OS-II as the
experimental system, and transplants this system to the VC++ environment to test
before and after the improvement the system performance. By comparing before and
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after the algorithm to improve the dynamic memory allocation and dynamic memory
release time to determine the real-time. The experiment divides the memory size
requested by the user into five intervals (in bytes), which are [0, 128], [128, 256], [256,
1024], [1024, 4096], [4096, 16384] Generate random values in each range and frequently
allocate and release random-size memory. Each group of test 100 times, take the average.
Call μC/OS-II timing function in the system to measure memory calls and memory
release time, compare the two real-time performance. Figure 4 is an experimental result
diagram that distributes 4098 bytes of memory.

Fig. 4. Experimental result diagram of memory allocation

Two different mechanisms were tested in different intervals and recorded in Table 2
below:

Table 2. Comparison of allocation and release time table(us)

Operation Algorithm Range 1 Range 2 Range 3 Range 4 Range 5
Memory
allocation

Old 5.859 6.998 9.546 9.621 10.639
Improved 3.862 5.927 7.469 8.126 9.256

Memory
release

Old 4.568 5.034 7.865 7.685 9.324
Improved 2.651 4.236 4.865 5.186 7.365

As can be seen from Table 2, the improved memory allocation and release time
overall less than before the improvement, with better real-time. The improved algorithm
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allocates and releases small memory more quickly than before, since small memory
allocation and release use a two-level bitmap algorithm to allocate and release fixed-
size blocks of memory with fewer instruction cycles.

5 Conclusion

This paper analyzes a variety of memory allocation algorithm and μC/OS-II in the
memory management methods to achieve the mechanism to absorb the advantages of
the original memory algorithm based on the proposed memory allocation algorithm to
improve the original system Performance, so that it can be better applied to the need for
dynamic distribution of the occasion. The experimental results show that the μC/OS-II
system with the predictive lifetime algorithm has a higher allocation efficiency than the
μC/OS-II prototype system. The experimental results show that it has achieved the
expected purpose and has a good reference value for the related research work.
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Abstract. The resource scheduling of data center is a research hotspot of cloud
computing. The exiting research work is concerned with the issue of fairness,
resource utilization and energy efficiency, which are only applicable to the same
cluster environment or specific application situations. First, the default
scheduling algorithm (DRF) of Mesos is analyzed. The DRF algorithm does not
consider machine performance and task types. Then, this paper presents a
heterogeneous cluster multi-resource fair scheduling algorithm based on
machine learning to solve the problem. The algorithm is to test the performance
of the machine and use the machine learning method to classify the computing
tasks and reach the goal of reasonable resource allocation. Finally, the experi-
mental results show that the method presented in this paper not only ensures the
fairness of resource allocation, but also makes the system more reasonable
allocation of resources and further improves the system’s resource utilization.

Keywords: Heterogeneous clustering � Resource scheduling � DRF
Machine learning

1 Introduction

With the rapid development of new technologies such as cloud computing and big data,
more and more data need to be processed. The big data computing framework repre-
sented by Hadoop, Spark and Storm has been rapidly developed and applied. However,
due to the continuous expansion of the company size and the increasing number of
applications. Various big data computing frameworks have made the clustering envi-
ronment of enterprise data centers complicating. With the continuously increase of data
volume, the scale of the data center cluster is also expanding. The computing frame-
work and applications deployed on the cluster are constantly diversified. The large-
scale resource scheduling of data center clusters is still one of the hot fields.

Mesos [1] is an Apache’s open source project. It is also a large-scale resource man-
agement and scheduling framework for heterogeneous clusters. It strives to optimize
resource utilization through dynamic sharing of resources among multiple frameworks.
Mesos has been widely used in the production environment such as Twitter, Apple et al.
However, in actual production, the cluster environment of the data center is relatively
complicated. The Mesos is difficult to unify the allocation of physical machine resources
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in data centers. Mesos uses a unified machine configuration and resource allocation
methods without distinguishing task types, which lead to the result that the resource
allocation effect ofMesos in practical application is not ideal, such as the average resource
utilization of Twitter is less than 20% [2]. Some experts have also conducted relevant
researches. For example, fish swarm intelligent algorithm [3] is a new idea to dynamically
adjust Mesos cluster resources. The method could maintain the imbalance of Mesos load
and improve resource utilization. Mesos uses DRF [4] (Dominant Resource Fairness)
algorithm for resource allocation. DRF is a resource fair scheduling algorithm for multi-
resource application. The DRF algorithm is a generalization and improvement of the
maximum-minimum fair resource algorithm in the case of multiple resources. Each
computational framework’s jobs can get a fair allocation of resources when it needs
resources most. Although being the default scheduling algorithm of Mesos, DRF shows
excellent performance in heterogeneous multi-resource allocation. The DRF still has
deficiencies of no difference in physical machine performance and the task type is not
classified. Therefore, this paper presents a heterogeneous cluster multi-resource fair
scheduling algorithm based on machine learning to solve the problem.

Therefore, the main contributions of this paper are as follows: this paper presents a
heterogeneous cluster multi-resource fairness scheduling algorithm based on machine
learning to improve the original DRF algorithm without considering machine perfor-
mance and task types. The experiment results prove the effectiveness of the algorithm.
This method provides a new solution for data center managers to manage heteroge-
neous cluster resources. The rest of this paper is organized as follows: Sect. 2 analyzes
the principle of Mesos default DRF fair scheduling algorithm and its shortcomings in
practice. Section 3 presents a fair scheduling algorithm for heterogeneous resources
that is sensitive to machine performance and task types. Section 4 is an experimental
comparison to prove the effectiveness of the method. Section 5 is a summary of rel-
evant research work. Section 6 concludes the paper.

2 Problem Analysis

The DRF algorithm does not consider machine performance and task types. No dif-
ference in physical machine performance means that there are machines purchased at
different times in the actual data center cluster. So the machines have different per-
formance and configuration. However, the machine performance of the DRF algorithm
in the cluster is no difference. The DRF does not take into account the unfairness of
cluster resource allocation, which is due to the no difference in machine performance.
Even if the same numbers of resources are allocated, the task of getting more high
quality resources is relatively fast in executing efficiency. Dominant resource share
calculation of the DRF algorithm uses the method of uniform physical machine per-
formance, the formula is as follows:

Si ¼ max
1� j�m

Rui;j=rj

� �
=wi ð1Þ
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Here i is the current computation task, j is the resource type, m is the total number
of resource types. Rui,j is the total amount of j-type resources that task i has obtained, rj
is the total amount of j type resources, wi is the total task weight that task i occupies.
Formula (1) only does a certain amount of processing on the resource type and com-
puting task weight, but does not distinguish between machine performances. Even if
different computing frameworks for the same share of resources are obtained, there is a
huge difference in the efficiency of execution. In the long run, it will not only lead to
unfairness of resource allocation, but also will lose the envy-freeness of the fairness
algorithm [5].

The task type is not classified. It means that in the description of the original DRF
algorithm. Each resource allocation of the system is the resource allocation of resource
requirements for the next task of the current computing framework. However, when the
actual algorithm is applied, Mesos performs coarse-grained resource allocation among
various computing frameworks. Each framework also performs specific fine-grained
task scheduling according to the characteristics of its own task. Therefore, Mesos is
unable to know the job type of each computing framework. In order to achieve the
fairness of the resource allocation in specific implementations, the DRF algorithm has
made a simple strategy to allocate all the resources in the system to the framework that
has the least amount of resources. This will allow the system to allocate the resources
without classifying the job types on each computing framework. It will bring frag-
mentation of system resources and decline of resource utilization. For a distributed
scheduling system such as Mesos, pre-aware system job conditions and cluster resource
information can make more reasonable scheduling decisions. For example, A SD-
Predictor based on cluster system configuration information was proposed before
cluster scheduling to predict the termination status (success or failure) of the system
tasks [6]. Therefore, this paper draws on this idea of pre-aware and presents a multi-
resource fair scheduling algorithm based on machine learning to solve the problem.

3 Research Idea

At present, machine learning is the most popular method for solving such large-scale
data classification problems. Common machine learning classification methods include
decision tree methods, artificial neural networks, support vector machines, etc. Their
adaptation scenarios are also different. This paper does not focus on the features of
various machine learning methods. However, in order to adapt to the application
scenarios of heterogeneous data clusters in this paper, we have chosen the following
criteria for the machine learning model: (1) Supports parallel processing and distributed
computing, and can adapt to large-scale data calculations; (2) Fast data processing and
less system resources; (3) More accurate output. Therefore, we abandon decision-trees
that is easily over-fitting, study artificial neural networks with long times and support
vector machines that is difficult to train large-scale data [7]. We choose XGBoost [8]
model that supports parallel processing and distributed computing. The XGBoost
model can specify the default direction of the branch for missing values to improve the
efficiency of the algorithm. The task type problem of each computing framework on
Mesos is a typical large-scale data classification problem. Therefore, the XGBoost
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machine learning model is introduced in this paper to classify and predict the resources
on each framework and output the next type of heavy resources for each computational
framework. The system selects suitable resources according to the matching degree of
computing framework and machine performance. It could further improve the uti-
lization of system resources. Although the introduction of XGBoost model will
inevitably occupy part of the system resources. It provides a new way for data center
managers to manage heterogeneous clusters and multiple resources.

The improved DRF algorithm is presented in this paper, named X-DRF algorithm.
It first performs performance testing and scoring for the physical machines of each
cluster and sorts them according to their scores. This paper only considers memory and
CPU resources for the moment. Then, the system calculates the dominant share of each
computing framework, and sorts them from small to large. Next, the system predicts
the task heavy type of each computing framework through the resource information
collected by the XGBoost model. Finally, it uses the corresponding higher (lower)
quality resources to allocate resources for the next tasks of the framework according to
the task heavy type. In this way, the system would balance the dominant share of all
computing frameworks as much as possible. Assume a data center using Mesos as a
cluster management system. Given n is the amount of calculate node in the hypothesis,
Gp is the score of the machine performance evaluation, and p is the various perfor-
mance types of the system machine. The factor n that defines the performance of the
machine is the ratio of the performance evaluation score and the average score of the
machine. Si is the dominant share of calculation task i. rj is the total amount of j type
resource on machine q. Ruqi;j is the amount of j type resource that calculation task i gets
in the machine q. Rcq;j is the amount of j type resource which machine q can allocate to
task. wi is the weight of calculation task i. The processing flow is as follows:

(1) Measure and score the CPU and memory performance of the physical machine of
each cluster node. The test tool is Ubench [9]. The scoring mechanism is
Ubench’s own benchmark and score. Record the CPU and memory score G of
each machine and get the average value �G:

G ¼
Xn
i¼1

Gi;p=n ð2Þ

(2) The ratio n of machine performance evaluation score with the average score of
machine q is:

nq;p ¼ Gq;p=G ð3Þ

(3) The dominant share Si,q of computing task i on machine q is:

Si;q ¼ max
1� j�m

Rui;j=rj

� �
:nq;p=wi ð4Þ
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(4) The dominant share Si of computing task i is the sum of dominant shares on each
machine:

Si ¼
Xn

q
Si;q ð5Þ

(5) The differences dSi in the dominant share from calculating adjacent computing
tasks is:

dSi ¼ Siþ 1 � Si ð6Þ

(6) The XGBoost model is trained based on the monitored historical resource
information including memory and CPU usage data. Then, the trained XGBoost
model is used to analyze and predict the task typeon each computing framework.

(7) The resource allocation required by the user i in the t th calculation is determined
by the following issues: When predicting that the next task of user i is the CPU-
intensive tasks, the system allocates CPU premium resources for its next tasks.
The constraint condition is as shown in Eq. (7).

Pn
q¼1 ðRcq;cp:nk;cpÞ=

Pi
t¼1 Wt ¼ dSt

min k
k ¼ nþ 1� q

8<
: ð7Þ

If the next task of user i is the memory-intensive, it allocates memory quality
resources for its next tasks. The constraints are as shown in Eq. (8).

Pn
q¼1 ðRcq;mp:nk;mpÞ=

Pi
t¼1 Wt ¼ dSt

min k
k ¼ nþ 1� q

8<
: ð8Þ

(8) Perform steps 2 to 5 in a loop until the resource allocation is complete or there is
no resource request. The allocation process is finished. The X-DRF algorithm
minimizes the resource gap with other computing frameworks by allocating more
resources, as shown in Fig. 1.

CPU Mem CPU Mem
User BUser A

100%

50%

0%

100%

50%

0%
CPU Mem

100%

50%

0%

User C

dS1

dS2

Fig. 1. Algorithm assignment diagram
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As shown in Fig. 1, the gray area represents the resources of each user. When user
A needs CPU as dominant share, dS1 is the difference between the dominant share of
user A and user B, and dS2 is the difference between the dominant share of user B and
user C. In order to balance the dominant share among different users, the first thing to
do is to increase the user A’s CPU resource dS1 to be equal to the user B’s CPU
resource. The CPU resource that user A needs to increase, is not an undifferentiated
allocation of CPU performance. It is based on the historical data of the A user to train
the XGBoost model. Then, the system uses the resource information consumed by the
user A on the cluster as inputs to train XGBoost model. The XGBoost model predicts
the heavy type of task of the user A. If it predicts that the next task type of user A is
CPU resources, the system allocates high-quality CPU resources for user A. The next
time the resources are allocated, if the system still has enough available CPU resources,
the system will set dS2, which is the increase of the CPU resources of both user A and
user B. The pseudo-code of the X-DRF algorithm is as shown in Algorithm 1:

There are main characteristics of the X-DRF algorithm. The feature is the judgment
statements in lines 9–15, which classify the job types on the calculation framework,
adding the training of the XGBboost model and the determination of job types.
However, the training of the XGBoost model requires a certain amount of time and
resources. It can be seen that the space-time complexity of the X-DRF algorithm
mainly depends on the XGBoost model in the 12th line of the algorithm to train and
classify the resources collected by the system. The principle of the XGBoost model
shows that its time complexity is mainly caused by the maximum number of iterations
n. So, the algorithm has a time complexity of about O(n).
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4 Experiments and Evaluation

The heterogeneous clustering environment of this experiment is consists of five com-
puting nodes with a total of 28 core CPUs and 146G of memory. The specific hardware
parameters of the machine are shown in Table 1. The cluster experiment sets up a
Hadoop framework and a Spark framework. It processes four typical tasks such as
WordCount, PageRank, MergeSort and K-means. The resource utilization of the cluster
and resource information of the cluster is collected for a week as historical data for
classification and forecasting. The experimental configuration is shown in Table 1.

The experiment submits the same task to the Mesos system of the original DRF
algorithm and the Mesos system of the X-DRF algorithm respectively and compares
the evaluation methods of the work itself to verify the effectiveness of the X-DRF
algorithm introduced into machine learning.

① Resource utilization: percentage of CPU usage of the system and the
amount of available memory;

② Average task execution time: the average value of the execution time of all
tasks of the system.;

③ Average task waiting time: The average value of all task waiting time of
the system;

④ System normalized performance: SNP is the geometric mean of
ANP. ANP is the ratio between the theoretical running time and the actual
running time of the running operation, i.e. ANP ¼ Ttheory=Texp eriment.

4.1 System Resource Utilization Verification

This section is mainly to verify the system’s resource utilization. We select Word-
Count, PageRank and MergeSort as Hadoop tasks to perform experiments. We select
WordCount, PageRank, and K-means as Spark tasks to perform experiments. At the
same time, we monitor and count the system CPU and memory usage. Figures 2 and 3
are the CPU utilization comparison charts and memory usage comparison charts for
each group of tasks.

In Figs. 2 and 3, when the same Hadoop task was submitted separately to the X-
DRF algorithm system and the original DRF algorithm system, the system’s CPU
utilization increased by nearly 10%, and the memory footprint is increased by about

Table 1. Experiment configuration

Types Mem CPU OS/Software

Inspur 96G DDR3 6 Xeon(R) E5-2620 Ubuntu14.04
Hadoop- 2.5.0
Spark-2.1.0
Zabbix-2.2.1

Acer 8G DDR3 4 Core(TM) i7-3770
Acer 8G DDR3 4 Core(TM) i7-3770
Sugon 8G DDR3 6 Xeon(R) E5-2420
Sugon 16G DDR3 8 Xeon(R) E5-620
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12G. When running the Spark task, the system CPU utilization increased by nearly 6%,
and the memory footprint increased by about 8G. Because the introduction of XGBoost
model will occupy a part of system resources. This part of the resource is still
acceptable compared to the overall improved CPU and memory resource utilization of
the Mesos cluster system of the original DRF algorithm. It can be seen that the system
with the converged X-DRF algorithm is also more stable. The reason is that in the
heterogeneous environment, there are differences in the computing capabilities of the

(a) Hadoop WordCount task

CPU utilization

(b) Hadoop PageRank task

CPU utilization

(c) Hadoop MergeSort task 

CPU utilization

(d) Spark WordCount task

CPU utilization

(e) Spark PageRank task

CPU utilization

(f) Spark K-Means task

CPU utilization

Fig. 2. Comparison of CPU utilization during task execution

(g) Hadoop WordCount task

Memory usage

(j) Spark WordCount task

Memory usage 

(h) Hadoop PageRank task

Memory usage

(k) Spark PageRank task

Memory usage 

(i) Hadoop MergeSort task

Memory usage 

(h) Spark K-Means task

Memory usage

Fig. 3. Comparison of memory usage during task execution
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cluster nodes. Even if heterogeneous nodes are processing the same task, the com-
pletion time is different. Therefore, a large waiting time delay occurs in the hetero-
geneous environment where the computational capabilities of the nodes are greatly
different in the DRF algorithm.

4.2 Fairness Verification

This section mainly examines the fairness of the system. This experiment submits to
five sets of WordCount tasks of the same size to the system. The time interval is 1 s.
We repeat the recording of the WordCount task execution time and waiting time to get
the average value. Finally, we count the system normalized performance. Figure 4
shows the average of WordCount task execution time. Figure 5 shows the average task
latency. Figure 6 shows the comparison of SNP.

As can be seen from Fig. 4, the average execution time of each group of Word-
Count tasks on the X-DRF algorithm system is reduced by about 15 s than the average
execution time on the system of the original algorithm. However, the average waiting
time of each group of WordCount tasks on the improved X-DRF algorithm system is
reduced by about 10 s than the average waiting time on the original DRF algorithm
system in Fig. 5. It shows that the system tasks of the X-DRF algorithm is more
efficient. Figure 6 is the normalized performance of the system. As can be seen from
the figure, the system normalized performance ratio of the WordCount task of each
group in the X-DRF algorithm is about 3% higher than that of the original DRF system.

Fig. 4. Average task execution time Fig. 5. Task average waiting time

Fig. 6. Comparison of SNP
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This shows that the X-DRF allocation algorithm is more equitable and reasonable in
resource allocation than the original DRF allocation algorithm. It’s also more suitable
for resource allocation of heterogeneous clusters. The X-DRF consumes part of the
system resources when allocating resources. It still reduces the resource waste caused
by the unreasonable resource allocation of the original DRF algorithm.

5 Related Works

The scheduling of data center resource is one of the hot topics in cloud computing and
big data. This paper focuses on the two goals of data center resource scheduling.

(1) Fairness-oriented resource scheduling. Isard et al. proposed a Quincy [10]
scheduling strategy for shared distributed clusters. It simply mapped the fair
scheduling problem to the minimum cost of flow graph problem, which effectively
calculated and optimized the global matching of scheduling decisions online and
reached the goal of balancing task fairness and data locality. Ghodsi et al. [11]
extended the Max-Min algorithm to motivate users to truthfully report their
demands and share resources for sharing. It proposed a resource fair scheduling
method Choosy, which implements resource sharing under placement constraints.
But it lacked better Convergence time and research under heterogeneous
resources. Ousterhout et al. [12] took into account fairness and data locality, who
proposed a resource scheduling method named Sparrow, based on random sam-
pling and late binding [13]. The method continuously adjusts the scheduling
strategy based on historical operating data to achieve the best resource scheduling
effect.

(2) Utilization-oriented resource scheduling. Robert et al. [14] consider the trade-
off between fairness, performance and efficiency in modern cluster systems.
A long-term altruistic scheduling strategy CARBYNE was proposed, which can
significantly improve application performance and cluster resource utilization by
regrouping and allocating the remaining resources in the cluster. Moreover, in
terms of performance isolation and fairness, CARBYNE is closed to DRF. Chen
et al. [15] proposed a large-scale resource scheduling modeling method based on
the characteristics of large-scale resource scheduling parallel operations. The
method supports multiple scheduling objectives and has flexibility, but it’s the
cost of parameter configuration and the efficiency of the solution of the graph
requires further studying. The resource utilization and fairness of data centers are
two important indicators of system resource scheduling.

6 Conclusion and Future Work

The large-scale resource scheduling of heterogeneous clusters is one of the hot issues
recently studied. Firstly, this paper introduces the background of the research work of
the paper and the default scheduling algorithm (DRF) of Mesos is analyzed. The DRF
algorithm does not consider machine performance and task types. Then, this paper
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presents a heterogeneous cluster multi-resource fair scheduling algorithm based on
machine learning to solve the problem. The algorithm is to test the performance of the
machine and use the machine learning method to classify the computing tasks and reach
the goal of reasonable resource allocation. Finally, several typical jobs such as Word-
Count and PageRank are selected to experiments. The results proves the effectiveness of
the method. However, in the practical application situation, there still remains room for
improvement in this method. First of all, this paper only considers the CPU and memory
that have a large influence on the machine performance, but it has not considered the
network bandwidth and disk I/O of the machine. This is one of the works for follow-up
research. Secondly, the research objectives of this paper mainly focus on fairness and
cluster resource utilization. How to achieve energy efficient heterogeneous cluster large-
scale resource scheduling method is the future research direction.
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Abstract. Analyzing network data is one of the important means to
safeguard network security. However, how to detect anomalies and trace
back the origin of attacks in the enlarging scale of network data is still
a challenge now. This paper designs and implements a network visu-
alization system, which meets three main requirements: the situation
awareness of the whole network, the rapid detection of anomalies, and
the track of attack source. To combine multiple visualization technolo-
gies reasonably, the system provides information from three levels. It
also uses unsupervised learning methods to detect anomalies in different
ways. Therefore, the system enhances the ability of identifying abnormal
behaviors from network data. Its efficiency is tested by the usage of data
in the ChinaVis 2016.

Keywords: Network security · Visualization · Anomaly detection

1 Introduction

With the rapid development of network technique, the Internet is widely used in
all trades and fields. The increasing scale of network attacks, on the other hand,
is attracting the attention of network security researchers. Although systems like
IDS are effective to detect some kinds of attacks, there are still many threats
that cannot be detected according to traditional methods.

Network log analysis is one of the most important means to safeguard network
security. It helps find the attacking sources after the attack events happened in
the method of analyzing a huge amount of network data. Nevertheless, manual
work alone are not enough for getting results from network logs directly. Visual-
ization technology, as a method of data display, taking full advantage of humans’
visual system, helps users comprehend hidden meanings from a high level and
analyze complicated data preferably.

However, with the challenge of big data and complicated attacking methods,
traditional visualization methods for network security fall down. Whereas, in
c© Springer Nature Singapore Pte Ltd. 2018
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the last decade, machine learning has been widely researched in the field of big
data. By using machine learning to preprocess a large number of network data or
detect trends, patterns and anomalies, the analyst is enabled to identify attacks
automatically, which greatly simplifies the tracing process. When we combine the
visualization technology and machine learning, we must achieve greater results
in the aspect of network security.

In view of the above problems, this paper combined machine learning with
visualization technology to propose a new system, which achieved abnormal
identification and traceability in a large number of network data. The system
tightly integrates multiple visualization methods to present data from different
levels, enabling users to drill down to details needed. Besides, the system has
a high flexibility for it is developed as a website and has a high scalability
in supporting the user-defined configuration of data source and the mapping
between visual variables and data attributes.

The contributions of our work can be summarized as follows. We combine
visualization technology and machine learning to calculate abnormality degree,
clustering IPs with their behavior patterns and match IPs that cause certain
network traffic. We propose three goals to be met in the process of network data
analysis and design an integral system that implements small tasks subdivided
from the three high-level goals.

Considering the inseparable relationship between situation awareness,
anomaly detection and IP trace-back, the innovative of this paper is that we
combine the researches of these three points organically according to our design
strategy, which can help network security analysts work more efficiently.

The rest of this paper is organized as follows: Sect. 2 discusses related works,
Sect. 3 introduces the design rationales of our network visualization system and
three main goals for analyze network data. Section 4 describes the framework of
system and gives a detailed introduction on core algorithms of each modules,
in Sect. 5 we analyze the data from challenge 1 of ChinaVis as a case study to
validate the system and finally in Sect. 6, we summarize our task and propose
the further work.

2 Related Work

There has been not a few research achievements in the field of network security
visualization techniques. For example, Shiravi et al. have introduced category
of network security data as well as made a systematic conclusion on network
security visualization [14].

IP addresses and ports are indispensable parts of network security analysis.
IPMatrix [7] maps the four parts of IP address into four axes of two matrix.
HNMap [11] uses Treemap to express IP addresses. Bundling techniques [5] which
simplify graphs, can be applied to solve the problem of confounding edges in large
networks caused by force-directed algorithm. PortVis [12] uses a 256× 256 matrix
to express the traffic situation of 65536 ports, and a movable small window to
observe detail information. PortMatrix [17] splits the ports into four groups
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where each 100 consecutive dynamic ports are expressed in a single grid in order
to highlight specific ports and improve utility rate of space.

For complex network attacks, radar charts can do it better to identify the
association between events. VisAlert [9] uses the 3W (what when where) model
and radar chart to analyze network data, and many studies are then pub-
lished to improve and expand it. For example, AlertWheel [4] combines three
bundling techniques and changes the layout and edges between hosts and attack
types. IDSRadar [18] uses a kind of concentric circle structure with five entropy
functions to analyze abnormal behaviors. NetSecRadar [19] uses a hierarchical
force-directed algorithm to improve the internal structure. Most of the above
approaches use only radar view for analysis, though can achieve situation aware-
ness of the whole network, they will also cause a loss of further details.

In addition, machine learning can be combined with visualization to detect
anomalies. Buczak and Guven [3] introduce the use of machine learning and
data mining for intrusion detection. They provide a brief introduction of various
models of machine learning and the papers that have been widely cited for misuse
and anomaly detection. Sommer [15] provide a set of guidelines for applying
machine learning to detect network intrusion. But users cannot intuitively judge
the validity of results drawn only from machine learning algorithms which may
have a high false positive rate. Therefore such methods are not suitable for users
except the network analysts.

In the respect of the combination of machine learning and visualization, TVi
[2] proposes a PCA-based anomaly detection algorithm. Hao et al. [6] find anoma-
lies by using dynamic time warping to get the optimized match among ensemble
members and discuss the value of clustering number k in hierarchical cluster-
ing. Ma [10] mentions that associative memory neural networks can be used
to handle data with noise and distortion. VizRank [8] uses k-nearest neighbor
algorithm to evaluate the usefulness of a projection. EnsembleMatrix [16] uti-
lizes visualization and human knowledge to adjust the weights of each classifier so
that a better classification result can be obtained. If we combine several machine
learning algorithms with visualization, we may achieve better results on network
security.

3 Design Rationales

As we discussed in Introduction, for the purpose of safeguarding network security,
a network analysis system should try to enhance the ability to identify abnormal
behaviors from large-scale of network data.

To detect threats among a large number of network data generated by com-
plex network, some demands should be met. First, the situation awareness of
the whole network, which means acquiring and visualizing security elements
that may cause a change in the network situation and further, forecasting future
trend. Second, anomalies should be detected as fast as possible. For example, the
flow anomaly of the entire network may be caused by DDoS, the traffic spikes of
ports can be obtained from a port scan. Though it is not necessary that there are
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attacks hidden under anomalies, when some anomalies are observed, we should
take steps at the first time to minimize the lost caused by attacks. Third, tracing
the attacks sources. Tracing attacks instantly is essential for preventing further
damage. Checking IPs’ former behavior patterns, we can deny the access or fix
them if they are attackers or infected hosts. Actually, the three demands go for-
ward one by one. Situation awareness is for anomaly detection while the ultimate
goal of anomaly detection is attack-tracing.

Further, we need to get some detail information and meet some demands if we
want to achieve the above goals. For situation awareness, the necessary informa-
tion contains: how the network flow changes over time, the topological structure
of IPs and the traffic exchange between network segments. In order to obtain
this information, we can make use of some classic views like timeline, matrix,
force-directed graph and radar graph. When it comes to anomaly detection, a
significant factor is the detecting speed, otherwise the system is unable to work
in a real-time environment. Here we use three methods to help analysts identify
anomalies: the method based on PCA, K-means cluster and genetic algorithm.
Finally, for the purpose of finding out the original attacker, we may want to
know what other IPs a given IP has connected with in the past period of time.
The form of the IP trace view is like a tree graph in that the connected IPs of a
given IP can also be tracked back and the graph can be unfolded layer-by-layer.

4 System Framework

The attributes used in the system are: timestamp, SRCIP, DSTIP, SRCPORT,
DSTPORT, filename, file type, protocol and check result: the connections are
grouped into safe, low-risk, middle-risk and high-risk by local detector.

Figure 1 shows the dashboard of the system. The general workflow is to select
a time period of interest according to network traffic, after all views have been

Fig. 1. System overview
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updated, users can predict the condition of whole network or find abnormal IPs
by filtering high-risk files, ports and cluster id, then trace these IPs to check
whether they are attackers or not. Anomaly detection and IP trace-back are
core parts of the system.

4.1 Situation Awareness

According to the detail tasks in Sect. 3, a timeline is placed at the top of the
interface, displaying the change of network flow and alert numbers over time.
When a certain IP is chosen, vertical grey bars will be drawn in the timeline at
the corresponding locations where this IP occurred. If an IP fits well with the
risk traffic, it may be one of the causes that led to the risk events. The timeline is
also used for selecting the time range of other views. In view of the file attribute
contained in the dataset, the system also provides a pie graph and histogram to
display file information.

Besides, we use two methods to complete other tasks and help users to judge
the situation of the whole network, users can switch between them when needed.

Radar View and Port Matrix. The radar view and port matrix are shown in
the bottom-left corner of Fig. 1. The design of radar view is similar to what we
have mentioned in related work. The outer ring is the distribution of protocols
and within the rings are concentric or force-directed IPs. What’s different is the
orange middle ring that indicates the anomaly value, described in Sect. 4.2.

The radar view is applied to the system to display part of the information
needed by situation awareness: The outer arcs indicate the alert data and the
inner distribution of IPs can show the topological information of hosts. For
example, when switch to force-directed layout (Fig. 2(a)), we can find: one of

Fig. 2. Radar view (Color figure online)
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these IPs had a high volume of traffic with several HTTP servers and there was
a pair of IPs that only have communication with each other frequently.

We use the matrix form to show the network connections situation, thus users
can identify attacks such as port scan. As shown in the left part of Fig. 1, the
port matrix divides the ports into three parts: ports that users are interested in,
well-known ports (0-1023) and other ports. In the third part, each grid indicates
the aggregated traffic of 128 ports. The color of matrix indicates the volume
of traffic. The histogram under the matrix is the distribution of the volume of
network traffic which can be used to filter ports.

Through interactions, we can get additional information such as: The port
utilization of a certain IP and which IPs have used the mail port 25. Figure 2(b)
gives the IPs used port 25 which are highlighted in red.

Detail to Overview. Finally, the last information the system should show is
the input traffic volume and output traffic volume between different network
segments. To do this, we can sort the IPs by their decimal format and then
place them on the axis from left to right and the vertical axis indicate the ports
of these IPs. Such a design is similar to scatter plot but the IPs who have
communications will be linked by line. However, the links can make the view
cluttered and crowded. On one hand, we provide a filter function to focus on
segments that users are interested in. On the other hand, the system allows users
to select some IPs and manually classify them together, then points in the same
class will be shown as a single circle in the view.

Based on such idea, we get the view as shown in Fig. 3. This view can be
divided into two parts, in the detail part (the upper portion of Fig. 3(a)), the
vertical axis shows port number and the horizontal axis shows the A part of IP
addresses, sockets are linked if there are connections between them.

Fig. 3. Detail to overview (Color figure online)
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Selecting a region in the detail view can add the inner nodes to a new class
or an existing class. Circles corresponding to the classes will be drawn in the
overview part (the lower portion of Fig. 3(a)). Circles are connected to each
other by two lines that indicate the inbound and outbound traffic of the class.
The size of circle represents the number of class members and the thickness of
line represents the volume of traffic. IP addresses contained in the clicked circle
will be listed on the right. Click the icon in the top left corner to expand the
view for filtering, as shown in Fig. 3(b).

Such a method puts the information of IP and port together, enabling users
to observe the inbound and outbound traffic between network segments and
find special IPs and ports. An example is shown in Fig. 3(c), filter the segments
192 and 211, we can see that the network traffic between these two segments
is mainly caused by the connections from 192.168.30.133 in segment 192 to five
IPs in segment 211.

4.2 Anomaly Detection

Entropy and PCA. In order to find anomalies efficiently, we need a score to
measure the abnormal degree of every period of time. We use the information
entropy and PCA (Principal Component Analysis) to calculate the score.

Information entropy, referring to disorder or uncertainty of data, is conduc-
tive to anomaly detection for it changes significantly when attacks occur. PCA
is one of the most commonly used dimensionality reduction methods that trans-
forms the raw data into a set of linearly independent vectors through linear
transform.

For a random variable X, its entropy H(X) can be expressed as:

H(x) = −
n∑

i=1

p(xi) · log2 p(xi) (1)

The anomaly value can be calculated by following steps: First, slice the data
into timestamps where every timestamp has a 5 min time scan. Then calcu-
late the entropy of SRCIP, DSTIP, SRCPORT and DSTPORT every times-
tamps and this will result in four time series, which can also be formed as a
matrix: M = {v1, v2, ..., vi, ..., vK}T , Where K is the total number of 5 min and
vi = {xi1, xi2, xi3, xi4, xi5} is the eigenvector. xi1, xi2, xi3, xi4 are the entropy
of SRCIP, DSTIP, SRCPORT, DSTPORT in the ith 5 min, xi5 is the percent-
age of record number that the check result is risk. We take risk percentage into
consideration as some IDS check the risk level of every connection locally.

Second, reduce the dimensionality of matrix M using PCA, then get the eigen-
vector of covariance matrix: B = {ϕ1, ϕ2, ..., ϕn}, where ϕi is a 5 dimensional
vector and q < 5.

According to the result of dimensionality reduction, we can rebuild the eigen-
vector vi as:

ṽi =
q∑

m=0

(
5∑

n=0

vi[n] · ϕm[n]

)
· ϕm (2)
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Finally, measure the anomaly value, namely, the deviation of origin vector,
by the Euclidean distance between original eigenvector vi and reconstructed
eigenvector ṽi. The anomaly value of the ith 5 min can be expressed as:

Ai =
5∑

m=0

(ṽi[m] − vi[m])2 (3)

The anomaly value is presented as an orange ring in the radar view, the
bigger the anomaly value, the closer the color is mapped to orange.

Cluster. Regarding IPs distant from most other groups as abnormal IPs is a
fast way to detect anomalies. These IPs are picked out firstly and whether they
are actual attackers or not will be verified then.

We use K-means to cluster IPs by their network traffic changes so that abnor-
mal IPs can be distinguished. K-means clustering is one of the most commonly
used clustering arithmetic, its basic idea is to select k centroids in the feature
space firstly, then classify the points that are nearest to these centroids and
update the location of centroids according to new cluster members. The cluster
results can be obtained through iterations. The K-Means++ algorithm [1] can
be used to solve the problem caused by the selection of initial centroids.

In this paper, the observation of K-means is set as the network flow series of
every IP, sliced by 5 min. Parameter k can be chosen automatically by Silhou-
ette Coefficient [13]. An input box is also provided for user to adjust k manually.
According to the result of test, most IPs are grouped into the same class meaning
they have similar behavior while others act out especially. On closer inspection,
those outlier IPs match the risk curve more or less, may be identified as anoma-
lous IPs.

Each cluster is drawn as a curve in screen indicating the average network
traffic of this cluster. When clicked, IPs contained in this cluster will be listed
on the right side of the view. When double clicked, the cluster will be unfolded,
the member IPs plotted respectively.

Genetic Algorithm. When analysts find something abnormal in a period of
time, they may try to locate the IPs whose communications caused the anoma-
lies. This requirement introduces the last small task of anomaly detection: dis-
covering IPs that have similar network flow curves as alerts curves quickly.

Genetic algorithm is a method of simulating the natural evolutionary process
to search the optimal solution. Assume that the number of IP is N, the definition
of each individual is an array A with length of N, A[i] = 0 means that the ith IP is
not selected, A[i] = 1 means selected. Here the communication behavior refers to
a discrete time series composed of network traffic. The initial population size is
set to 200, that is, randomly generated 200 individuals. Genetic algorithm uses
a fitness function to evaluate individuals. In this paper, the individual fitness
is the Euclidean distance between individual’s communication mode and the
target communication mode. The closer the distance, the higher the fitness.
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Fig. 4. Genetic algorithm example (Color figure online)

The selected individuals generate new individuals by crossover and mutations to
form the next generation. In order to improve efficiency, we set the rule that only
when fitness of new individuals is higher than that of its parents will the new
one be selected into the next generation, otherwise we take the parents instead.
After enough generations we can get the result IP.

We apply the Genetic algorithm to the time brushed as shown in Fig. 4(a)
to find the threatening IPs. Figure 4(b) shows the result, the 6 IPs we find are
listed on the right. The white line is the traffic line for each IP, the yellow one is
the sum of their traffic and the orange one is the target traffic line. We can see
that the similarity of result and target pattern is relatively high.

Then we choose one of the result IPs 192.168.58.135 to check its activity in
other time periods, as shown in Fig. 4(c). We find a good agreement between the
risk curve and the time 192.168.58.135 occurred, indicating 192.168.58.135 may
be concerned with attacks.

4.3 IP Trace-Back

Situation awareness and anomaly detection are not our ultimate goal. The situ-
ation awareness is designed for the analysts to validate whether the network is
healthy and find abnormal events. But we must pick out possible causes after
noticing anomalies, otherwise we can do nothing. Therefore, it is of great impor-
tance to trace the origin causes of anomalies.

Chances are that after a possible anomaly IP is found, we need to trace its
previous behavior to decide whether it is an attacker, a victim or a normal user.
If it is indeed an attacker, we may want to who it has contacted with and confirm
whether those IPs are infected hosts or attackers as well.

The system needs a view to implement the operations mentioned above so
that users can use the view to observe the actions of abnormal IPs by tracing
back and to find out other abnormal IPs associated with one abnormal IP. By
this means, the source of attack and hidden attacks can be found.

The system provided a special view for tracing, as shown in Fig. 5. To start the
procedure, a certain start time and an initial IP for tracing should be determined
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Fig. 5. IP tracing example (Color figure online)

(Fig. 5(a)). After that, users can double click the IP of interest to trace-back.
IP nodes are mapped in accordance with the time they occurred (Fig. 5(b)).
The same IP will not appear two or more times at the same time/x-axis. An
IP can be traced any times until it has no record before, which will be black
colored. The orange circle represents the initial traced IP. The thickness of the
lines between IPs can be used to represent the network traffic between them
during that period of time.

By expanding the nodes repeatedly in the attack tracing view, the tracing
process is represented in an intuitive and comprehensible way.

5 Case Study

In this section, we utilize the Challenge 1 of ChinaVis as case study to illustrate
how our system works.

5.1 DDos on July 31

Since there is no attribute of check result which indicates the risk level of con-
nections, we take the records of crack file (the file transferred is judges corrupted
by monitor system) as low risk, others as safe, without regard to middle risk or
high risk. Now looking at the low risk curve, there was a continuous record of
cracked files during July 31 11:30 to 15:30, as shown in Fig. 6.
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Fig. 6. The curve of file cracked

Fig. 7. Anomaly of IP 10.118.165.198 (Color figure online)

Found by Histogram and Matrix. In Fig. 7(a), the IP histogram of cracked
files shows that IP 10.118.165.198 caused most of crack records, followed by
10.116.160.246. Besides, the topological structure of the network shows that
these two IP shared common network contacts.

When we turn to the port matrix of 10.118.165.198 and 10.116.160.246, we
can find that 10.118.165.198 was scanned, most of its dynamic ports was con-
nected once and port 135 were connected many times, as shown in Fig. 7(b).

Then trace this anomalous IP. The process of tracing is depicted in Fig. 7(c)
where the orange node is 10.118.165.198. The tracing shows a repetitive pat-
tern: 10.118.165.198 was accessed frequently by the same 26 hosts (the sameness
can be verified by highlighting), especially by 10.52.140.227. The IP addresses
of these 26 hosts were basically continuous, such as 10.52.140.210-213 and
10.52.189.137-138. At this point, we can argue that this could be a DDos attack,
where 10.118.165.198 was attacked by 26 hosts.

Found by Genetic Algorithm. We also use genetic algorithm mentioned in
Sect. 4.2 to find the possible causes of the abnormal cracked traffic curve. The
match result is shown in Fig. 8. The result traffic curve (the light yellow curve)
fits the target curve (the dark yellow curve) quite well. Comparing the result
with the 26 IPs we got above, we can see that these IPs are in the list of the GA
match result, which proves the correctness of both methods. While these two
means have similar results, genetic algorithm gives conclusion more efficient and
requires less manual analysis compared with normal method.
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Fig. 8. Match result of GA (Color figure online)

Fig. 9. Peculiar pattern of activity (Color figure online)

Following these 26 hosts by switch the view to the force-directed layout,
we notice the special relationship between these IPs. The small network as
shown in the white frame in Fig. 9(a) is composed of the 26 IPs, 10.118.165.198,
10.116.160.246 (the two IPs that had the most cracked files and they were both
servers) and five file-sharing servers (five light blue nodes in the upper-left corner
of the white frame): 10.116.160.247, 10.118.165.199, 10.118.161.2, 10.116.160.248
and 10.118.161.1. Actually, users may find the curves of these servers also fit well
with the crack curve, but they were not found by GA because in our system the
algorithm only matches the source IPs with target otherwise a single connection
may be calculated twice.

Back to the force-directed layout, most of the 26 IPs only have relations
with 10.118.165.198 and 10.116.160.246 (in red frame) while 10.52.140.210,
10.52.140.227, 10.52.140.211 (in yellow frame) were also in contact with the five
file-sharing servers.

Peculiar pattern of activity is found in Fig. 9(b) when tracing 10.52.140.210, it
accessed the port 135 of servers 10.118.165.199, 10.116.160.247 and 10.118.161.1
every 15 min. Analogously, 10.52.140.211 connected to port 135 at 10.116.160.248
every 15 min. We guess that such particular resistance pattern is the result of
RPC. In order to maintain the stability of remote connection to the server, clients
may initiate a new connection every 15 min.
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5.2 Port Scan and LAND Attack on July 28

There were also something abnormal on July 28. The detail part of the IP-
port view is shown in Fig. 10(a). The ports of 10.118.165.198 (the red circles)
were continuously connected just like what happened on July 31. Other IPs
whose dynamic ports were continuously requested are marked in orange. What’s
interesting is that most of these IPs were file sharing servers.

The radar view of the day is shown in Fig. 10(b). The orange color in the two
red frames indicating there were anomalies at about 8 AM and 10 AM.

Firstly we would like to analyze the anomaly at about 8 am. We turn
to the cluster view to check whether there were classes that had abnormal
curves at that time. The clustering result in Fig. 11(a) shows that the group 13

Fig. 10. Anomaly on July 28 (Color figure online)

Fig. 11. Anomalies at 8AM and 10AM (Color figure online)
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(the orange curve, containing IPs 10.67.216.188 and 10.67.220.228) had a traffic
peak at about 8 AM but almost no traffic at other times which may lead to
the anomaly. Focusing on the two members of group 13 by highlighting them in
radar view, we notice that 10.67.216.188 only occurred at 8 AM, connected by
10.67.220.228. Furthermore, as shown in the message view in Fig. 11(b), we find
that 10.67.220.228 scanned the ports of 10.67.216.188 multiple times.

In the same way, we find that IP 10.67.216.226 may cause the anomaly at
10 AM. Tracing 10.67.216.226, the pattern in Fig. 11(c) can be observed: it served
as both the source IP and destination IP 3 times. It was a LAND attack which
may lead to the starvation of resources. An attacker tried to bring the server
down but failed, as 10.67.216.226 still provided services at 11 AM.

6 Conclusion

This paper proposes a visualization system to enhance the situation awareness
of the whole network and help analysts find anomalies efficiently as well as trace
them rapidly. The system is composed of several modules including situation
awareness, anomaly detection, anomaly verification and IP trace-back. On one
hand, we tried multiple machine learning algorithms including PCA, K-means
and GA to improve the efficiency of anomaly detection. On the other hand, we
emphasized the importance on attack tracing and a special view is provided in
the system for tracing back IPs. The multi-views work cooperatively to present
the data from different perspectives.

The system is developed as a web application so that it will not be restricted
to analysts’ working environment. Supporting the configuration of data source
and field mapping by users, the system also has a good expansibility.

For future work, we will try other algorithms and optimization methods to
enhance the performance of system in the face of the large dataset. We will also
use some parameters to present the total evaluation of the system.
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Abstract. In the wireless sensor networks, the wireless resources are very
limited. In the design of the MAC protocols, how to make full use of the limited
channel resources to complete more data communications must be considered as
much as possible. In this paper, in view of the shortcomings of the OPC method
on decisions of parallel communications, an opportunistic concurrency transmis‐
sion MAC protocol based on geographic location information (OPCLI-MAC) is
proposed, an improved local parallel mapping table and a parallel control algo‐
rithm are proposed. The node location information is added to the mapping table.
The parallel control algorithm is carried out using the distance value to deal with
the problems of the parallel transmission link’s two terminals. Experiments show
that the OPCLI-MAC protocol reduces the interference of the newly launched
parallel transmission link to the ongoing data communications, optimizes the
parallel transmission communication decision, improves the probability of the
parallel transmissions, and improves the channel utilization.

Keywords: Wireless sensor networks · MAC protocol · Parallel transmission
Geographic location information · Communication decision optimization

1 Relevant Work

With the rapid development of wireless sensor networks, MAC protocol, as the channel
resource controlling the network, has been a research hotpot. Due to the limit of channel
resource, it is a good idea to introduce parallel transmission into the design and improve‐
ment of MAC protocol for its fuller utilization.

At present, single-channel MAC protocol focuses more on the optimization of serial
transmission, however, when the improvement increases to a certain extent, no matter
what actions have been taken, the improvement of MAC protocol is no longer obvious
because of its limit and bottleneck. By this time, it is more reasonable to introduce
parallel transmission. The so-called “parallel transmission” refers that there are two or
more data link in the data communication the same time. The basic principle of parallel
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transmission is that the upcoming data communication cannot interfere with the ongoing
data communication [1].

The solution to parallel transmission under multiple single channels has been
proposed. Reference [2] proposes a C-MAC protocol with high throughput capacity,
which makes use of parallel access method based on power control and wireless channel
of physical layer interference signal model to achieve the MAC layer parallel transmis‐
sion control, and Signal-to-Interference-plus-Noise-Ratio (SINR) to adjust the data
transmission power accordingly to ensure effective transmission of parallel transmis‐
sion. In order to solve this problem, an efficient parallel transmission LACT-MAC
protocol based on geographic location information is proposed in Ref. [3], which calcu‐
lates the signal-to-noise ratio condition by using the coordinate data and the distance
value between nodes, thus solving the problem that parallel transmission is not allowed
in the traditional MAC protocol. The decision and control of the LACT-MAC for parallel
transmission is completed by four parts: the acquisition of the node location information,
the confirmation of the exposed terminal node, the detection and execution of the parallel
transmission and the multiple parallel transmission collision avoidance mechanism.
Capture effect refers that the receiving node will give priority to a greater power in the
choice of access link. Capture effect is more common in the wireless sensor network,
especially in the case of large deployment of the node. Reference [4] verifies that capture
effect can greatly improve the feasibility of parallel transmission, on this basis, Ref. [1]
proposes a new type of parallel transmission MAC protocol - NCGTPCCT (Non-Coop‐
erative Game Theory based Power Controlled Forward Transmission MAC) protocol,
thereby improving the performance of the entire network. In addition, there are also
other improvement methods such as physical layer technology application, cross-layer
design and control frame improvements [5–7].

Reference [8] proposes a type of opportunistic concurrency (OPC) MAC protocol.
OPC utilizes the latest research progress, MIM (message in message), of the physical
layer technology, which makes the OPC allow the sensor nodes to capture the available
parallel transmission opportunities, replacing the mode of waiting for a completely idle
channel in the traditional MAC protocol and making parallel transmission possible.
However, it does not deal with the existing problems of the sender and the receiver in
the establishment of a new parallel transmission link, and this article deals with the issues
above.

2 Problems Analysis and Solutions

The OPCLI-MAC protocol analyzes the problems existing in the sender and receiver in
the link establishment of the parallel transmission and gives the corresponding solutions.

2.1 The Potential Interference of Sender to Nodes Within Two-Hop Range and
Corresponding Solutions

In the wireless sensor network, each sensor node has a fixed transmit power value, that
is, the rated transmitting power, but in the actual operational environment, not only the
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transmitting power can be adjusted by each node in each process of data communication,
the intensity of signal emitted by each node is also changed by many factors because
the wireless sensor network is mainly deployed in harsh, changing and uncontrollable
conditions, such as forests and marine. As showed in Fig. 1, the local parallel mapping
table in the OPC method records only the information of the neighbor node within one-
hop range such as the signal intensity value and the node ID. Assuming that the node
that has not been in the communication coverage has entered the transmission distance
due to the change of the transmission power, and there is no response record in the local
parallel mapping table, the potential interference of sender to nodes within two-hop
range will take place before any decision is made according to the mapping table through
the parallel control algorithm. The probability of data conflict in OPC method can be
effectively reduced and the success rate of parallel transmission can be improved as long
as this problem is solved.

S1 S3

S2First time

Second time

Fig. 1. The potential interference of sender to nodes within two-hop range.

This paper introduces “geographic location information” of the node into the design
and parallel transmission decision of the MAC protocol. By utilizing this idea, the
“geographic location information” is applied to the improvement of the local parallel
mapping table, the improved local parallel mapping table is given on the base of which.
Based on this, an improved parallel control algorithm is proposed to solve the potential
interference of parallel transmission link sender to nodes within two-hop range.

First, add geographic location information of the receiver to the local parallel
mapping table and calculate the distance between the two nodes corresponding to the
existing link records in the mapping table. Figure 2 shows the comparison between the
improved local parallel mapping table and the original. In addition, the wireless sensor
network is a peer-to-peer network, in which each node broadcasts their own local parallel
mapping table in flooding, and after a period of time, relevant information of neighbor
nodes in its own one-hop range will be saved in the local parallel mapping table main‐
tained by each node.
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R5(X5,Y5), L(S2<->R5)

Concurrency Map

Signal intensity 
value

Node's location 
coordinates and distance

Fig. 2. Comparison of OPC and OPCLI local parallel mapping tables.

Based on the improved local parallel mapping table, an improved parallel control
algorithm is given. Assuming that the sender S wants to initiate data communication to
the target node R, and the algorithm of this part is as follows:

Step 1: Node S retrieves records associated with itself in the local parallel mapping
table (e.g., S → R1, S → R4, S → R6, etc.), and select all signal intensity records of
the receivers that are currently performing data communication in the channel (e.g.,
R1, R4 are in the process of data communication, R6 is not performing data commu‐
nication) to form Set G1 {R1, R4 …};
Step 2: Node S retrieves the signal intensity records associated with all the nodes in
G1 in the local parallel mapping table again (e.g., R1 → Rk, R1 → Rj, R4 → Ri, etc.),
and form all the receiving nodes into Set G2 {Rk, Rj, Ri …};
Step 3: Compare Set G1 with Set G2, delete the overlapped part, and form the rest into
Set G3 {Rk, Rj …};
Step 4: Calculate the distance, Li, between node S and all nodes in set G3 and record
it into local parallel mapping table;
Step 5: This time, when S → R is initiated, compare the transmission radius Rs of S
with all the distances Lione by one, and the algorithm is Algorithm 1.

Algorithm 1: Solution of OPCLI parallel transmission sender
1:  for i = 0 to k do //k represents the number of elements in collection G3
2:      if Rs > Li then //Li represents the distance between S and Ri
3:      S sends a beacon message to Ri
4:          test the link signal intensity value of S Ri
5:          the record enters the local parallel mapping table
6:      end if
7:  end for
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Through the two processes of OPCLI-MAC, i.e. the improvement of the local parallel
mapping table and the parallel control algorithm, the potential interference of sender to
nodes within two-hop range have been greatly reduced, so has the probability of collision
between nodes, thus improving the efficiency of parallel transmission.

2.2 Problem of Hidden Terminal Receiver and Solutions

Problem of hidden terminal is one of the most important problems to be solved in the
MAC protocol design process of wireless sensor network. No matter how good the MAC
protocol is, the hidden terminal problem will exist to a certain extent, a major approach
to improving existing MAC protocol performance is to take some measures to reduce
the negative effects brought by the performance of the hidden terminal. At one point,
there may be multiple senders that want to initiate communication with the receiver R,
and this problem can be discussed in two cases.

Case 1: The sender S1 and the sender S2 are within the communication range of each
other, although this is not a hidden terminal problem, this direct conflict situation still
needs to be taken into account. As shown in Fig. 3, sender S1 and sender S2 initiate data
communication to node S3 at the same time, resulting in multiple data collisions at the
receiver S3.

S1

S3

S2

Fig. 3. Direct conflicts at the receiver caused by multiple senders.

Case 2: The sender S1 and the sender S2 are not within the communication range of each
other, that is, the hidden terminal problem at the receiver. As shown in Fig. 4, the sender
S1 wants to initiate data communication to the receiver S3 at a certain time, through the
interception channel, sending end S1 will determine that there is no parallel transmission
initiator in the channel which targets the same node in the absence of a direct conflict
situation as in Case 1, so that the S1 performs the SINR condition judgment according
to the normal parallel transmission control algorithm, and at this point, it is very likely
that S1 has passed the SINR condition judgment, and, ultimately, has the parallel trans‐
mission permission. At this point, there will be two or more data transmission conflicts
at receiver S3.
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S1 S3 S2

Fig. 4. Hidden terminal problem of receiver.

On the basis of the improved local mapping table, the improved parallel control
algorithm of the receiving end is given to solve the hidden terminal problem of the
parallel transmission link receiver.

First, the solution to Case1 is as follows:

A sender S needs to intercept the channel in the first place before the official trans‐
mission of data to ensure whether there is a parallel transmission initiator S2 that targets
the same goal node, if any, then S2 is in the communication range of S. At this point,
the sender S retreats according to the “binary index back-off algorithm” and selects the
re-transmission in the right opportunity.

Second, if the result of channel interception shows that there is no parallel trans‐
mission initiator that targets the same goal node, there are two cases at this point. One
is that there really is no parallel transmission initiator that targets the same as node S
and the other one is that there is a hidden terminal. Since the OPCLI-MAC protocol is
based on the X-MAC protocol, the short-preamble issued by each sender contains infor‐
mation about the goal node (e.g., the ID or mac address used to identify and notify the
goal node). Therefore, the receiver R is aware of the number of the nodes that want to
initiate communication to itself at the same time, based on this, OPCLI-MAC protocol
gives a specific algorithm to solve this problem.

As shown in Fig. 2, the OPCLI-MAC introduces the geographic location information
and the distance between corresponding nodes into the local parallel mapping table.
Based on the specific number of the senders that targets itself, the receiver R can make
a decision according to the “geographical location information” and the distance
between the nodes in the local parallel mapping table, that is, select a sender with the
shortest distance from itself because the shorter the distance, the less the attenuation of
the signal sent by the sender, and the greater the success probability of data transmission
between the two points. As shown in Fig. 5, after R determines which data transmission
is to be received, R will reply to an early-ACK acknowledgment frame to notify the
selected sender according to the X-MAC protocol, which contains ID or mac address of
the selected sender, at the same time, the other potential senders can also receive the
confirmation frame, so that they will know that they have not been selected, so they will
retreat randomly in accordance with the “binary index back-off algorithm”, and choose
to retransmit in the right opportunity [9].
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Fig. 5. Schematic diagram of X-MAC protocol.

3 Description of the Overall Communication Strategy of OPCLI-
MAC Protocol

By integrating the solution to the problems above and describing the overall communi‐
cation flow of the OPCLI-MAC protocol, the specific steps are as Fig. 6.

Step 1:The sender S 
initiates a data 
communication 

Step 2:Initialize the 
operation

determine the SNR conditions 
of the sender and receiver

Step 5:Eliminate the potential 
interference in two-hop range

Step 3:Resend with binary 
index back-off algorithm

the channel is busy direct conflict node
Step 4:Establish(or update)
the parallel mapping table

Step 6:Solve the data collision
for multiple hidden terminals

Yes

Yes

No

Fig. 6. The process of OPCLI-MAC.

Step 1: The sender S initiates a data communication and performs channel interception.
If the channel is busy, the parallel transmission link is prepared to be established, and
start the parallel transmission control algorithm;
Step 2: Initialize the operation: initialize the permitted maximum number of parallel
transmission links Cmax and the parallel transmission decision D;
Step 3: If there is a direct conflict node, the sender uses the “binary index back-off
algorithm” to retreat, and choose to retransmit in the right opportunity, otherwise,
proceed to Step 4;
Step 4: Establish and update the relevant information in the local parallel mapping
table, and establish the information exchange in the initial period through the network,
so that the information of the mapping table maintained by each node keeps complete;
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Step 5: On the base of the establishment and updating of the parallel mapping table in
Step 4, the parallel control algorithm of the parallel transmission link is processed to
eliminate the potential interference of the sender in two-hop range to the maximum
extent;
Step 6: On the base of the establishment and updating of the parallel mapping table in
Step 4, the parallel control algorithm of the parallel transmission link is processed to
solve the data collision problem of multiple hidden terminals at the receiver;
Step 7: The original formulas (1) and (2) of the OPC method are used to determine
the SNR conditions of the sender and receiver and decide whether to allow this parallel
transmission;

𝜀 +

k∑

i=1

I(Si → R) ≤
I(S → R)

10(𝜏∕10) (1)

𝜀 + I(S → Rt) +

k∑

i≠t

I(Si → Rt) ≤
I(St → Rt)

10(𝜏∕10) (2)

In formula (1), I (S → R) represents the signal intensity value of the data commu‐
nication S → R to be initiated this time, I (Si → R) represents the signal intensity value
of the link Si to R, ∑ represents the total intensity of all interference signal intensity at
the receiver R, k is the number of all neighbor nodes currently performing data commu‐
nication around R, τ1 represents the threshold of the SINR, that is, the calculated
minimum value of the receiver R the SINR must reach and ε indicates that the back-off
signal intensity is used to compensate for errors due to environmental factors and
uncontrollable factors from non-direct neighbor nodes.

In formula (2), I (St → Rt) represents the signal intensity value of the link that Rt is
in among all the neighbor nodes that are currently communicating with the data around
the sender S. Through formula (2), whether one of the signal intensity value of all the
neighbor nodes that are currently communicating with the data around the sender S
satisfies the SINR condition can be judged and the judgment of condition 2 traverses all
the nodes in the set G3 formed by all the algorithms Algorithm 1. I (Si → Rt) represents
the signal intensity value of the link Si to Rt, Si is the sender node of the currently
ongoing data communication other than the node S, k is the number of neighbor nodes
currently communicating with each other around Rt, and ε is the back signal intensity
used to compensate for the environmental factors due to the environmental factors, the
left part of the formula (2) shows the combined intensity of all the interference signals
formed by the interference signal of the sender S at the receiver Rt, τ2 represents the
threshold of the SINR, i.e. the calculated minimum value of the receiver Rt the SINR
must reach.
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4 Experimental Results and Analysis

By collating and analyzing the experimental data of a series of simulation experiments,
under the same conditions, the performance comparison of the basic CSMA protocol,
OPC method and OPCLI-MAC protocol is presented by drawing the curve, and the
performance improvement of OPCLI-MAC protocol in average terminal-to-terminal
delay and average throughput capacity than OPC method and that of the parallel trans‐
mission to traditional single channel MAC protocol can both be verified, in which the
basic CSMA protocol and OPC method are selected as comparisons.

4.1 Experimental Platforms

The hardware environment of the experiments: the machine is a PC, the processor is
Intel (R) Core (TM) CPU 2.90 GHz and its memory is 4 GB.

The software platform of the experiments: the operating system is Linux, OPNET
Modeler 14.5 network simulation software, OriginPro8 technology mapping and data
analysis software.

4.2 Parameter Setting

All of the node deployment ranges of the simulation experiments are set to
1000 m * 1000 m, the rated transmission power coverage is set to 150 m, the number
of re-transmission allowances is 4, the preamble length is set to 500 ms, the SINR
thresholds τ1 and τ2 are set to 8 dB and 3 dB respectively, and the compensation signal
intensity value ε is set to 0.5 dB and each experiment is set to 1 h, in which the node’s
location coordinates can be obtained in the OPNET Modeler network simulation wire‐
less modeling module in order to simulate the actual deployment of nodes on the GPS
devices.

4.3 Results and Analysis

A total of three experiments were conducted. First, under the different node sizes, the
two performance index of the three protocols are compared and analyzed. As shown in
Fig. 6, the average end-to-end delay of the three protocols is given under the condition
of different network node deployment. There are three lines in Fig. 6, they show the
changes of, from above to below, the basic CSMA protocol, OPC Method and OPCLI-
MAC protocol. The three curves show an upward trend as a whole because the possibility
of data transmission collision and data re-transmission between nodes in a wireless
sensor network increases with the increase of node deployment, resulting in an increase
in average end-to-end transmission delay.

Figure 7 shows the changes of average throughput of three types of protocols under
different sizes of network node deployment. There are a total of 3 lines in Fig. 7, they
are relatively, from above to below, OPCLI-MAC protocol, OPC Method and the basic
CSMA protocol. The three curves show the trend of rising first and then decreasing as

Opportunistic Concurrency Transmission MAC Protocol 583



a whole because the initial increase in node deployment scale can increase channel
utilization and throughput capacity, but when the node deployment scale is too large,
the possibility of data transmission conflicts and data re-transmission between nodes in
the wireless sensor network increases, resulting in a decrease in average throughput
capacity. However, it can be seen that the OPCLI-MAC protocol gives the improvement
measures and solutions to the problems of OPC method, which also is a parallel trans‐
mission protocol, which makes its MAC protocol performance, the average end-to-end
delay, always better than the OPC method.

Fig. 7. Average end-to-end delay comparison under different node sizes.

There are a total of three lines in Fig. 8, respectively showing the changes of, the
basic CSMA protocol, OPC method and OPCLI-MAC protocol. The three curves as a
whole show an upward trend, because when the network load increases, the number of
messages to be transmitted in the network within the same time period is also increasing,
and the possibility of data transmission collision and data re-transmission between nodes
in the network also increases, resulting in an increase in average end-to-end transmission
delay. When the data transfer rate is small, the performances of the three protocols are

Fig. 8. Comparison of average throughput capacity under different node sizes.
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very close. The average end-to-end delay of OPCLI-MAC protocol is slightly larger,
but with the data transfer rate increases, the average end-to-end delay of basic CSMA
protocol increases significantly.

Figure 9 shows the changes of average throughput capacity of the three types of
protocols under different data transfer rates. There are a total of three lines in Fig. 9,
respectively showing the changes of, OPCLI-MAC protocol, OPC method and the basic
CSMA protocol. The three curves as a whole show an upward trend, but when the data
transfer rate is greater than 40 packets/min they show a downward trend, because with
the continuous increase of data transmission rate, the wireless sensor network channel
has been more fully utilized, and the average throughput capacity also increases, but
when the data transfer rate in the network is too large, the throughput capacity of the
network will reach the bottleneck, and due to the increased data conflict and re-trans‐
mission, the throughput capacity decreases. Although the throughput capacity of the
three protocols increases and then decreases as the data rate increases, and their perform‐
ances are close when the data transfer rate is low, the parallel transmission edges of the
OPCLI-MAC protocol and its improvement to OPC emerges as the data transfer rate
increases.

Fig. 9. Comparison of average end-to-end delay under different data transfer rates.

Finally, the two kinds of performances of the OPCLI-MAC protocol are observed
by controlling the changes in Cmax value under different data transfer rates to determine
the optimal permitted number of parallel transmission. Figure 10 shows the average end-
to-end delay changes of the OPCLI-MAC protocol under different data transfer rates at
different Cmax values. There are a total of four lines in Fig. 10, and the four curves as
a whole show an upward trend because with the increase of network load, the number
of messages to be transmitted in the network within the same time period is also
increasing, and the possibility of data transmission collision and data re-transmission
between nodes in the network also increases, resulting in an increase in average end-to-
end transmission delay. Besides, it can be seen that the average end-to-end delay of the
OPCLI-MAC protocol increases as the Cmax value, i.e. the number of parallel transmis‐
sion allowed, increases because with the number of parallel transmission increases, data
transmission collision between parallel transmission is significantly increased, resulting
in the decrease of performance, that is why the optimal Cmax value of OPCLI-MAC is
2. At the same time, from the figure that when the Cmax value is 3, OPCLI-MAC
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protocol is still better than the OPC method with a Cmax value of 2, and it can be seen
that the improvement of OPCLI-MAC to OPC is apparent.

Fig. 10. Comparison of average throughput capacity under different data transfer rates.

Figure 11 shows the average throughput capacity changes of the OPCLI-MAC
protocol under different data transfer rates at different Cmax values. There are a total of
four lines in Fig. 10, and the four curves as a whole show an upward trend because with
the increase of data transfer rate, the wireless sensor network channel has been more
fully utilized, and the average throughput capacity also increases. In addition, with the
increase of Cmax value, namely the permitted number of parallel transmission, the
average throughput capacity of OPCLI-MAC decreases because as the number of
parallel transmission increases, the data conflicts between parallel transmission increase
significantly, resulting in performance decrease, so the optimal Cmax value of OPCLI-
MAC is 2. At the same time, from the figure that when the Cmax value is 2, OPCLI-
MAC protocol is still better than the OPC method with a Cmax value of 2, and it can be
seen that the improvement of OPCLI-MAC to OPC is obvious (Fig. 12).

Fig. 11. Comparison of average end-to-end delay at different Cmax values.
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Fig. 12. Comparison of average throughput capacity at different Cmax values.

5 Conclusion

Through the analysis of the results of the whole simulation experiments, it can be seen
that under the same condition, OPCLI-MAC protocol is superior to OPC method in
terms of average end-to-end delay and average throughput capacity, and OPCLI-MAC
has a greater advantage than traditional single-channel MAC protocol because of the
enhanced opportunity of parallel transmission. The improvement of the OPCLI-MAC
protocol may lead to a certain degree of extra computing costs, storage overhead and
energy consumption, but the current sensor node’s computing power, storage capacity
and endurance are sufficient to support these requirements. In particular, the significant
improvement in protocol performance brought about by OPCLI has been experimentally
proven, and extra cost is negligible compared to which, or it can be said that the cost of
such extra overhead is worth it. But in the course of future research, other methods can
be thought of to increase the efficiency of protocol while reducing these extra costs.
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Abstract. In the wireless sensor networks, the wireless resources are very
limited. In the design of the MAC protocols, how to make full use of the limited
channel resources to complete more data communications must be considered as
much as possible. In this paper, in view of the shortcomings of the LPR-MAC
protocol on conflict handing of multiple nodes in multiple channels, a multi-
channel parallel negotiation MAC protocol based on geographic location
information (LPRLI-MAC) is proposed, an improved neighbor table and a P-
persistence algorithm are proposed. The node location information is added to
the table. The P-persistence algorithm is carried out using the distance value to
deal with the conflicting problem of multiple transmitters. Experiments show
that the LPRLI-MAC protocol optimizes the calculation of the probability
values in the P-persistence algorithm, reduces the probability of data collisions
on a single channel at a certain time, optimizes the parallel negotiation strategy
of multiple transmitters on multiple channels, reduces the probability of colli-
sions between multiple parallel transmissions and improves the success rate of
transmissions.

Keywords: Wireless sensor networks � MAC protocol � Parallel negotiation
Geographic location information � P-persistence algorithm

1 Relevant Work

With the rapid development of wireless sensor networks, some classical multi-channel
MAC protocols have encountered problems such as control signal bottleneck. How to
improve the efficiency of parallel transmission on multiple channels and reduce the
probability of collision among links have become a research focus.

In recent years, with the development of hardware technology and the reduction of
price, many kinds of multi-channel communication chips have appeared. Researchers
have also developed various types of multi-channel MAC protocols for different fields
and there are more mature multi-channel MAC protocols such as MMSN, MMAC,
TMMAC, TMCP, TFMAC, MC-LMAC, McMAC, TSMP and SSCH. These MAC
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protocols focus on different network features according to different application sce-
narios because of their application-oriented features, such as channel access mode and
time slicing mode. Reference [1] has described and analyzed the existing multi-channel
MAC protocols in detail.

The multi-channel MAC protocol using multiple channels for data communication
with the concept of “parallel transmission” itself. However, since there are multiple
channels and the available space is larger, the performance of the original multi-
channel MAC protocol can be greatly improved through designing and improving the
channel utilization mode by introducing time slicing, distribution and different com-
munication strategies. At this point, the introduction of the concept of parallel trans-
mission is of practical feasibility. The so-called “parallel transmission” refers that there
are two or more data links in the data communications at the same time. The basic
principle of parallel transmission is that the data communication to be initiated can not
interfere with the ongoing data communication [2].

There is no unified standard for multi-channel MAC protocol classification. Gen-
erally speaking, there are several ways to classify MAC protocols. They can be divided
into fixed allocation channel, grading frequency hopping channel and parallel channel
negotiation channel according to the channel allocation; CSMA and TDMA according
to the channel access mode; static allocation, dynamic allocation, competitive time-
slice and time-free slice according to the time slicing mode; time synchronization in the
whole net, time synchronization in pairs and no time synchronization based on different
time synchronization methods [3–6].

A Low-power Parallel Rendezvous (LPR) MAC protocol is proposed in Ref. [7].
LPR-MAC utilizes methods such as time synchronization in the whole network,
multiple time slices, random allocation of time-slices and pseudo-random sequences to
reduce competition in communication and energy consumption. However, no specific
solutions are provided for the issue of multi-channel conflicts in Ref. [4] and this article
addresses the above issue.

2 Problems Analysis and Solutions

The LPRLI-MAC protocol analyzes the conflicts among multiple senders on multiple
channels and presents the corresponding solutions.

2.1 Analysis on Problems Existing in Multi-channel Parallel Negotiation

Multi-channel MAC protocol still performs in the way of a single-channel MAC
protocol on a specific single channel, that is, on one channel, and only one data link is
in data transmission during each time segment. Otherwise, congestion and data colli-
sions can occur.

First of all, the problem of channel collision that multiple senders initiate com-
munication to multiple receivers respectively is analyzed. As shown in Fig. 1, it is
assumed that both node R1 and node R2 randomly select the time-slice 4 as their own
receiving cycle. The current time-slice number is 4, and node R1 and node R2
respectively switch to channel 0 according to their own pseudo-random frequency
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hopping sequences and wait for receiving data when they are powered on. At this point,
when node S1 sends data to node R1 and node S2 needs to send data to node R2, the
two nodes will generate data collision on channel 0, which is a channel collision in
which multiple senders respectively initiate communication to multiple receive ends.

Then, the problem of channel collision that multiple senders initiate communication
to one receiver at the same time is analyzed. As shown in Fig. 2, assuming that node
R randomly selects time-slice 4 as its own receiving cycle and the current time-slice
number is 4, node R switches to channel 0 according to its own pseudo-random
frequency hopping sequence and waits for receiving data when it starts up. In this case,
when node S1 sends data to node R and node S2 also sends data to node R, the two will
generate data collision on channel 0, that is, the problem of channel collision that
multiple senders simultaneously initiate communication to one receiver.

2.2 Solution to Multi-channel Parallel Negotiation Conflict

Communication congestion and data collision are one of the three typical problems of
multi-channel parallel negotiation MAC protocol. The aforementioned channel colli-
sion where multiple senders initiate communication to multiple receivers respectively
and that in which multiple senders initiate communication to one receiver at the same

Channel  

Channel  

Channel  2

Time slice 1 2 3 4 5

R1

S2

S1

R2

Fig. 1. Channel collision between multiple senders and multiple receivers.

1 2 3 4 5

R S2

S1Channel  

Channel  

Channel  2

Time slice

Fig. 2. Channel collision between multiple senders and single receiver.
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time can be attributed to the conflict of data communication in a single channel, and it
can be solved with a unified solution.

First, the improvement of the neighbor table. As shown in Fig. 3, add the geo-
graphical location information of the nodes to the neighbor table to calculate the
distance between each node in the control algorithm, thus an effective back-off strategy
can be executed; the neighbor table contains the time slice number of neighbor nodes
randomly selected, the pseudo-random frequency hopping sequence of each neighbor
node and the MAC address of each node and the geographical location information of
their neighbor nodes.

Second, the improvement of the P-persistence algorithm. The idea of P-persistence
algorithm is used in many cases. Simply speaking, P-persistence algorithm refers that
when a problem is encountered in the process of solving the problem, adhere to the
original decision-making with the probability of P, that is, abandoning the original
decision with the probability of (1 − P) and turning to other methods. In wireless
sensor networks, MAC protocols often deal with channel competition and data colli-
sion and P-persistence algorithm is a common solution. For example, in single-channel
MAC protocol, during the same period, node S1 and node S2 initiate data communi-
cation at the same time and the P-persistence algorithm can be used here. Both node S1
and node S2 adhere to the original data transmission with the probability of P, that is,
node S1 and node S2 both back off with the probability of (1 − P).

In LPRLI-MAC, the distance between each pair of nodes can be calculated by
using the coordinates of each neighbor node in the neighbor table, and this distance
information can be used to improve the P-persistence algorithm. Assuming that the data
collision mentioned in (1) occurs during the execution of the LPRLI-MAC protocol,

Neighbor table
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...

LPRLI-MAC
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Fig. 3. Neighbor table.
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the sender S1 obtains the distance D1 between itself and the receiver R1 by calculation,
and the sender S1 insists to continue sending data to the node R1 with the probability
P1, and the computational method of P1 is Eq. (1).

Pi ¼ e � ðRi
Di
Þ � 100% ð1Þ

In this equation, Pi refers to the probability that one sender Si insists on initiating
this data communication, Di refers to the distance between the sender Si and the target
node, and Ri refers to the rated sending power radius of the sender Si. In particular, Di
must be less than Ri, otherwise, it is impossible to carry on data communication. e is a
correction parameter. It is used to reduce the value of Pi according to the number of
time-slices and channels when LPRLI-MAC is implemented. Otherwise, if each sender
persists to send data with a larger probability, not only the data conflict problem can not
be solved, but also it is meaningless to improve the P-persistence algorithm. For
example, the network node deployment size is 20 nodes and each super-frame contains
5 time slices, although the node selection of time-slice is random, it is reasonable to
speculate that there are 4 nodes in each time-slice, that is, 4 nodes choose the same
time-slice as their own receiving cycle, then the maximum collision probability is when
4 nodes are at the point to reach the time-slice, they switch to the same channel just in
accordance with their respective pseudo-random frequency hopping sequences, then
there are four receiving nodes in the same channel. If, in this case, the problem in
Sect. 2.1 occurs, then it is more reasonable for each sender to insist the transmission
with the probability of 25%.

The size of the probability Pi is decided according to the geographical location
information or the distance between the nodes because if the distance between the two
nodes is closer, the data signal intensity sent by the transmitting end decays less when it
reaches the receiving end, so that the data transmission between two nodes is more
likely to be successful and the improved P-persistence algorithm is more accordant
with the actual situation of each node in the implementation of MAC protocol, that is,
the closer the distance, the greater the probability that the sender insists to send. This
will maximize the success rate of LPRLI-MAC protocol data transmission, thereby
enhancing the performance of the LPRLI-MAC protocol.

3 The Overall Communication Strategy Description
of LPRLI-MAC Protocol

The solution to the above problems are integrated and the overall communication
process of the LPRLI-MAC protocol is described. The specific steps are as Fig. 4.

Step one: Establish the network and initialize the relevant parameters, and each
node establishes their own neighbor tables and randomly selects a time-slice as their
own fixed receiving cycle and generates their own pseudo-random frequency hopping
sequences according to the same pseudo-random sequence generator with its own mac
address, that is, channel switching sequence. All nodes keep sending their neighbor
table information to other neighboring nodes through broadcast. Through the network,
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an initial period of maintaining and updating neighbor tables is established. The
neighbor table of each node contains the time-slice selection of neighboring nodes,
random frequency hopping sequence and geographic location information and other
related information;

Step two: Establish and update the neighbor table;
Step three: Assuming that node S wants to initiate data communication with node

R, it knows that the receiving cycle time-slice number Tr, the pseudo-random fre-
quency hopping sequence and the position coordinates of the target by querying the
neighbor table, it calculates the channel number the next receiving cycle node R is in
through the frequency hopping sequence of R and it calculates the distance between
two nodes by the coordinate of its own and node R;

Step four: In the time-slice Tr, boot up the sender S and broadcast a beacon
message, which contains the channel label of the target node of the data communication
to be initiated this time in the time-slice Tr. At the same time, intercept whether there
are any other sending end (for example, node S1) is the same as its own target node in
the channel; whether there are any other target node R2 of the sending end (for
example, node S2), though it is different from its own target node R, the pseudo-
random frequency hopping sequences of the node R2 and the node R exactly overlap in
the time slice Tr, that is, when the node R2 and the node R are in the same time-slice
Tr, they are in the same channel;

Step five: If neither of the two cases exist, switch the node S directly to the channel
where the target node is located in the normal multi-channel parallel transmission.

Step six: If one of the two cases exists, calculate the probability P of persisting
sending data according to the formula (1). If the calculated probability is greater than
the given threshold, the sender insists on sending data this time and the node S directly
switches to the channel where the target node R is located for normal multi-channel
parallel transmission. In this case, it may collide with other transmitters on the channel.
If the result is to abandon this data transmission, avoid a random time according to a
random function, and then initiate the data transmission again;

Step 1:The sender S 
initiates a data 
communication 

Step 2:Initialize the 
operation

determine the SNR conditions 
of the sender and receiver

Step 5:Eliminate the potential 
interference in two-hop range

Step 3:Resend with binary 
index back-off algorithm

the channel is busy direct conflict nodeYes
Step 4:Establish(or update)
the parallel mapping table

Step 6:Solve the data collision
for multiple hidden terminals

Yes

No

Fig. 4. The process of LPRLI-MAC.
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Step seven: After the sender S completes this data communication, it switches back
to its own pseudo-random frequency hopping sequence.

4 Experimental Results and Analysis

The experimental data obtained from a series of simulation experiments are arranged
and analyzed. Under the same conditions, performance of McMAC protocol, LPR-
MAC protocol and LPRLI-MAC protocol are displayed by drawing curves, and the
performance improvements of LPRLI-MAC protocol compared to LPR-MAC protocol
in terms of average end-to-end delay and average throughput can be verified, and the
performance of parallel negotiation compared to traditional multi-channel MAC pro-
tocol performance can also be verified, in which McMAC protocol and LPR-MAC
protocol are selected as the comparison object.

4.1 Parameter Setting

All of the node deployment ranges of the simulation experiments are set to
500 m * 500 m, the number of re-transmission allowances is 4, 2.4 GHz channels are
used and the channel capacity is set to 2 Mbps, the number of available channels is set
to 3. Each super-frame setting includes five time slices and the size of each time-slice is
set to 5.5 ms. The correction parameter e is set is 0.25, the probability threshold is set
to 0.5 and the time for each experiment is set to 1 h. In addition, the node’s location
coordinates can be obtained in the OPNET Modeler network simulation wireless
modeling module in order to simulate the actual deployment of nodes on the GPS
devices.

4.2 Results and Analysis

First of all, under different network load conditions, two performance indicators of the
three protocols are comparatively analyzed. The average throughput changes of the
three protocols under different network load conditions are shown in Fig. 5. There are
three lines in the figure, which are the changes of the three protocols of McMAC, LPR-
MAC and LPRLI-MAC respectively. It can be seen that the LPRLI-MAC protocol has
no obvious advantage before the network load is 2.5 Mbps. On the contrary, the
McMAC protocol is slightly better because a series of algorithm control of the LPRLI-
MAC protocol leads to the performance of the LPRLI-MAC protocol slightly reduced
when the network load exceeds 2.5 Mbps. The network has an overall upward trend of
the three curves before 4 Mbps because as the network load continues the channel in
wireless sensor network is more fully utilized and the average throughput also
increases. However, when the network load exceeds 4 Mbps and keeps increasing, the
throughput of all three protocols drops because the load capacity of the wireless sensor
network is limited, and when the network load is increasing, the overall performance of
the MAC protocol will be degraded. Overall, the LPRLI-MAC protocol is significantly
better than the LPR-MAC protocol over a range of network loads, which also shows
that LPRLI-MAC is effective for the improvement of the original protocol.
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Figure 6 shows the average end-to-end delay of the three protocols under different
network load conditions. It shows the average end-to-end delay variation of the three
protocols under different network load conditions. There are three lines in the figure,
which are the changes of the three protocols of McMAC, LPR-MAC and LPRLI-MAC
respectively. The three curves all show an upward trend because as the data trans-
mission rate continues to increase, the number of data packets in the network in the
same time period increases, data transmission conflicts and the possibilities of data re-
transmission between nodes in the wireless sensor network also increase, resulting in
an increase in average end-to-end transmission delay. When the data transmission rate
is small, the performance of the three protocols is very similar, and the average end-to-
end delay of the LPRLI-MAC protocol is still slightly larger. However, as the data
transmission rate increases, the average end-to-end delay of the McMAC protocol
increases greatly, and the LPRLI-MAC protocol in this performance is better than the
LPR-MAC protocol.

Fig. 5. Comparison of average throughput under different network loads.

Fig. 6. Comparison of average end-to-end delay under different network loads.
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Secondly, under different node sizes, two network performance indexes of the three
protocols are compared and analyzed. Figure 7 shows the comparison of the average
throughput of the three protocols at different node sizes. Respectively it shows the
average throughput of the three protocols under different network node deployment
scales. There are totally three lines in the figure, which are LPRLI-MAC protocol,
LPR-MAC protocol and McMAC protocol from top to bottom. The variation trend of
throughput of three kinds of protocols all firstly increase and then decrease because
when the deployment size of nodes increase to a certain extent, the channel utilization
rate is improved. However, as the node deployment increases, the possibility of data
transmission conflicts and data re-transmission among nodes in a wireless sensor
network also increases, resulting in a decrease in average throughput. It is obvious that
the LPRLI-MAC protocol has given improvements and solutions to the problems of the
OPC method and has always performed better than the LPR-MAC protocol in terms of
the average throughput of the MAC protocol.

Fig. 7. Comparison of average throughput at different node sizes.

Fig. 8. Comparison of average end-to-end delay for different node sizes.
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Figure 8 shows the average end-to-end delay variation of the three protocols under
different network node deployment scales. There are totally three lines in thefigure, which
are changes of McMAC protocol, LPR-MAC protocol and LPRLI-MAC protocol. The
three curves shows an upward trend as a whole, because with the increasing deployment
of nodes, the possibility of data transmission conflicts and data re-transmission among
nodes in a wireless sensor network also increases, as a result, the average end-to-end
transmission delay increases. As the node size increases, the performance of the LPRLI-
MAC protocol is always better than that of the LPR-MAC protocol.

5 Conclusion

Through the analysis of results of the overall simulation experiments, LPRLI-MAC
protocol outperforms LPR-MAC protocol in terms of average end-to-end delay and
average throughput under the same conditions. And the performance of LPRLI-MAC is
significantly improved because of the parallel negotiation mechanism compared to the
traditional multi-channel MAC protocol using control channels. Improvements of the
LPRLI-MAC protocol may lead to some additional costs for computation and storage
space, but the current sensor node computing power, storage capacity and battery life are
sufficient to meet these requirements. In particular, the increase of protocol performance
brought by LPRLI-MAC has been experimentally demonstrated, and the additional
overhead can be neglected compared with these performance improvements, or we can
say the cost of such overhead beingworth it. However, in the course offuture research, we
can find ways to reduce these additional costs and make the agreement more efficient.
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Abstract. Pseudo base stations do great harm to people’s daily lives through
cheating on mobile terminals to reside in the pseudo base station and forcing users
to receive spam messages. However, conducting track detection of pseudo base
stations is a challenging task because there exists not only a requirement for an
aggregation of millions of spam messages, but also a requirement for effective
methods to express behavior patterns and trajectory characteristics of pseudo base
stations. In this paper, we put forward a visualization approach for analyzing
pseudo base stations. Our approach leverages valid clustering algorithm to extract
distinct pseudo base stations from millions of spam messages and provides an
integrated visualization system to analysis behavior patterns and trajectory char‐
acteristics. By means of case studies of real-world data, the practicability and
effectiveness of the method are demonstrated.

Keywords: Visualization · Pseudo base station · Trajectory

1 Introduction

With the rapid development of mobile Internet, almost everyone is engaging into the
mobile phone network where they can communicate with each other and obtain useful
messages. However, the emergence of pseudo base station has seriously influenced the
experience of using mobile phones because of spam messages. Therefore, it is of great
significance to conduct track detection of pseudo base stations to analysis behavior
patterns and trajectory characteristics and increase sanctions against criminals.

By the identification and localization algorithm [1, 2], we can collect information
such as sending phone number, locations of sending spam messages, content of spam
messages and sending time. But it is difficult to determine spam messages’ corre‐
sponding pseudo base stations because the same spam messages may come from
different pseudo base stations and the same pseudo base station may send different
messages. Therefore, there exists a request to develop an effective algorithm for
extracting distinct pseudo base stations from spam messages. If we can determine spam
messages’ corresponding pseudo base stations, our analysis objects will become distinct
pseudo base stations other than millions of spam messages, which contributes to the
analyzation of behavior patterns and executing specific managements. Meanwhile, we
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can be familiar with the amount and type of spam messages in different areas. Moreover,
by comparing behavior patterns of different pseudo base stations, we can determine the
relationship between these pseudo base stations, which is good for the joint governance.

However, given the structural complexity and rich information of spam messages,
most current pseudo-base-station analytics researches try to create a new communication
protocol between base station and mobile terminals which is very difficult to implement.
Although there exist some approaches to detect spam messages in different fields [3–5],
few of them provides an integrated visualization with the exploration and analysis
ability. Therefore, it is difficult to extract behavior patterns of pseudo base stations,
which is of great importance to obtain the regularity of criminals. Moreover, it is hard
to identify and verify long time-span trajectory patterns of pseudo base stations by
current analytics approaches. It is difficult for users to grasp the pseudo base station’s
daily activities intuitively and to understand the reason why they are hard to capture.
Such functionalities are not supported by existing approaches.

In our work, a visual analytics method is proposed for extracting behavior patterns
and trajectory characteristics of pseudo base stations. We put forward a valid clustering
algorithm to extract distinct pseudo base stations from huge amounts of spam messages
and then analyze the specific pseudo base station for more details. There exists a signif‐
icant challenge for representing and analyzing behavior patterns and trajectory charac‐
teristics of pseudo base stations. Our method utilizes the pie matrix visualization to
display the long time-span trajectory patterns and the dynamic trajectory visualization
to display the detailed activities. We have exploited a adequately operational system and
applied it for analyzation of the real-world spam messages. In addition, we demonstrate
the effectiveness and practicability of the approach by means of case studies.

2 Related Work

2.1 Pseudo Base Station Working Principle

“Pseudo base station” is illegal radio communications equipment, which disguises as a
mobile network and send RF signal to all mobile terminals within the range of the pseudo
base station network for group messaging operation. Because it uses the GSM 900
standard and its transmitted power is between 40 to 43 DBM, it sends messages at a high
speed and supports a variety of sending strategies. A pseudo base station is mainly
composed of a mainframe, an operating terminal (laptops installing Linux system) and
an antenna, which has small volume and good concealment and liquidity. “Pseudo base
station” has two ways of placement. The first way is fixed, which places the mainframe
at areas of good liquidity such as hotels and places the antenna nearby the window. The
other way is flowing, which is able to be deployed and leave quickly and is hard to locate
because the pseudo base station is placed in a van, an electric car or pull rod box.

2.2 Pseudo Base Station Positioning Algorithm

There are some localization algorithms to locate the position of the pseudo base station
according to the working principle of pseudo base station [6–8]. The signal of GSM base
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stations is divided into 900 MHz and 1800 MHz and the maximum normal communi‐
cation radius is up to 3.5 km. The localization algorithm has the ability of rapid real-
time positioning by means of the relationship equation between signal attenuation and
distance, which measures the mobile test signal and distance and fit calculation results
with the least square method on the basis of triangulation method to rule out the influence
on signal attenuation caused by buildings and terrain.

2.3 Pseudo Base Station Visualization

It is of great value to visualize the activities of pseudo base stations which makes the
analyzation intuitive and efficient. However, there are few existing approaches for the
analyzation of pseudo base stations because much attention is pay to creating a new
communication protocol between base station and mobile terminals which does no help
to the current GSM network. Huawei LTE NASTAR analysis system provides a fast
passage for screening network incurable diseases in the era of big data. In the routine
KPI health examination of the entire network, NASTAR is able to visualize the repre‐
sentations of the indicators in different geographical distributions in the condition of
switch failure times. As a result, with the help of NASTAR, analysts can filter out the
most possible area that has pseudo base stations and then go for field trips.

However, the visualization system should have the ability of Pseudo base station
trajectory reconstruction and analysis of the behavior patterns while little work has been
done for extract the trajectory and behavior patterns of pseudo base stations. The system
developed by Qihoo 360 displays the detailed trajectory effectively, nevertheless, there
is a lack of way to find the long time-span trajectory patterns. Li and his partners mark
the positions of pseudo base station directly on the map, which makes it difficult to
observe the behavior patterns in the case of large amount of data [9].

Although there exist a few researches in trajectory visualization, almost none of them
could be utilized to visualize behaviors of pseudo base stations directly [10–13].
Tominski and his partners use stacked 3D trajectory bands to show the trajectories in a
spatial-temporal context [14]. Such methods could hardly be adapted to visualize trajec‐
tory patterns of pseudo base stations since illegal stations might change their routes after
a period of time and then stacked 3D trajectory bands are overlapped. Scheepens and
his partners present a method to explore trajectory attributes using density maps [15],
which could display the trajectory of one pseudo base station clearly while it would be
a mess in the situation of multiple stations.

3 Data and Task Abstraction

The selected data and task abstraction is introduced in this section for a better under‐
standing of the problem domain of visual speech analysis.
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3.1 Spam Message Data

With the localization algorithm mentioned in Sect. 2.2, we can collect some valuable
information of spam messages such as its source location, sending time, sending phone
number and content. We can transform data as the format in Table 1.

Table 1. Data format.

Field name Field meaning
phone Disguised sending phone number
content Specific text messages
md5 MD5 of text messages
recitime Received timestamp
conntime Connect timestamp
lng Approximate longitude
lat Approximate latitude

According to the survey, a pseudo base station sends out hundreds of spam messages
per day on average. With the information above, we cannot extract behavior patterns
and trajectory characteristics of pseudo base station because the corresponding rela‐
tionship between spam messages and pseudo base stations is not available. Therefore,
we put forward a valid clustering algorithm in Sect. 5.1 to extract distinct pseudo base
stations from millions of spam messages, as a result of which the data such like the
movement and activities of a specific pseudo base station can be obtained.

3.2 Task Abstraction

The very first task of pseudo base station analysis is finding the corresponding relation‐
ship between spam messages and pseudo base stations. Afterwards, general tasks of
pseudo base station analysis involve extracting behavior patterns and trajectory char‐
acteristics. Another task of pseudo base station analysis is telling types of spam messages
in different districts for the aim of the customized governance. We derive a task list for
pseudo base station analysis of spam message data using a method which combines tasks
of two research domains:

• Pseudo base station extraction: What part of spam messages come from the same
pseudo base station? Which pseudo base station sends most spam messages? What
is the corresponding relationship between spam messages and pseudo base stations?

• Behavior patterns and trajectory characteristics of pseudo base station: What
are the regular activity time and area of a specific pseudo base station? What kinds
of spam messages does a specific pseudo base station often send? What is the regular
route of a specific pseudo base station? Where does a specific pseudo base station
stop for a rest? What are the similarities and differences between pseudo base stations
in behavior patterns and trajectory characteristics?
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• Regional situation: Which districts suffer most from pseudo base stations? What are
main kinds of spam messages does a specific district suffer from? How do law
enforcement agencies take actions according to different districts?

Moreover, conducting a comprehensive pseudo base station analysis of spam
messages requires not only exploring the above aspects in respective research fields, but
also summarizing the activity rule of all pseudo base stations. For example, it is of great
importance to know peaks and valleys of spam messages regardless of types of different
pseudo base stations.

4 System Overview

As shown in Fig. 1, the visual analysis proposed in the paper is consisted of three
modules: an extractor of pseudo base stations, a classifier of spam messages and a visu‐
alization system. The extractor of pseudo base stations uses a valid clustering algorithm
to extract distinct pseudo base stations from millions of spam messages, which is
described in Sect. 5.1. The classifier of spam messages utilizes the natural language
processing technology to divide spam messages into different categories, which is
described in Sect. 5.2. The visualization system which includes the map view, the
behavior pattern view, the timeline view and the distribution view is described in detail
in Sect. 5.3. With the data generated by the extractor and the classifier, the visualization
system provides integrated analysis tools to make it easy for law enforcement officials
to be aware of the overall situation and catch criminals as soon as possible.

Fig. 1. System flow chart.

5 System Analysis

5.1 Pseudo Base Station Extraction

The data format used in pseudo base station extraction is described in Sect. 3.1. A pseudo
base station is defined as a set of phone numbers which is used to send spam messages
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in turn. Therefore, different phone numbers should be extracted and classified to
distinguish different pseudo base stations.

However, it is difficult to tell if two source phone numbers are from the same pseudo
base station because their different sending time and area. For example, when one phone
number is sending spam messages, another phone number has no activity. Then we put
forward a valid clustering algorithm to address this question.

We define a variable to represent the active area of a specific phone number, which
might be none if this phone number does not have any movement. If two phone numbers
are consistent at all time periods when comparing their active areas, we should put them
into a set which represents a pseudo base station. If at least one of the two compared
phone numbers does not have any movement in the period, we continue our comparison
because there is no conflict. However, if both of the two compared phone numbers have
movements in the period, we should judge their consistency. Once a conflict happens in
any period of time, we demonstrate that they are from different pseudo base stations.
Otherwise they are considered from the same station.

5.2 Spam Message Classification

We adopt a Chinese word segmentation approach based natural language processing
technology to analyze the content of the spam message, which is able to extract the key
meaningful words from spam messages. Different types of spam messages have different
keywords. For example, “young married woman” and “flight attendant” are marked as
eroticism, while “boom” and “traders” are marked as stock.

The approach can extract words such as nouns, verbs, adjectives and so on and
allows us to exclude function words because function words always make no sense
in keyword extraction. Moreover, the approach enables to create a keyword
dictionary as it is convenient and effective to cluster keywords of specific type. A
keyword dictionary is a mapping from keywords to categories such as counterfeit
invoice, bank fraud and so on. Through the keyword dictionary, spam messages
could be classified into such categories.

5.3 Pseudo-Base-Station Analysis Visualization

The task of providing a visual representation of the complex structured and unstructured
information posts a challenge in the consideration of the pseudo-base-station analysis
process. To design a splendid visualization, out system should meet the following
requirements which are based on the analytic tasks in Sect. 3.2:

• Exhibition of distinct pseudo base stations from spam messages: The visualiza‐
tion should provide an exhibition of distinct pseudo base stations which some spam
messages belong to. Moreover, the visualization should exhibit characteristics of
pseudo base stations and tell the difference between different pseudo base stations.

• Exhibition of behavior pattern and dynamic trajectory: It is important to visually
display behavior patterns of pseudo base stations because users can easily find the
spam message type and the discovery area of the specific pseudo base station on the
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specific time. The exhibition of dynamic trajectory provides an animation display of
pseudo-base-station movement which is much intuitive and enables users to make
prediction.

• Exhibition of regional distribution: The visualization should not only provide users
with the characteristics of pseudo base stations, but also the characteristics of regional
distribution, which enables law enforcement agencies to take reasonable actions.

5.3.1 Visualization Design and Interface
Figure 2 indicates the pseudo-base-station analysis visualization based on the require‐
ments above. Our visualization system uses a whole-and-part framework to settle struc‐
tural complexity. Pseudo-base-station visualization is the central part that coordinates
the map view, the behavior pattern view, the timeline view and the distribution view. It
is encoded in coherent visual sense, but at different detail levels. Specifically, the visu‐
alization employs overall behavior pattern plus specific dynamic trajectory to describe
the pseudo base station because overall characteristics are displayed by behavior pattern
and specific space-time actions are displayed by dynamic trajectory.

Fig. 2. The visual interface. (a) The map view exhibits the behavior of one pseudo base station.
(b) The behavior pattern view shows the behavior pattern of one pseudo base station. (c) The
timeline view indicates the spam message distribution of all time intervals. (d) The distribution
view indicates the relationship between message type and distribution area. (Color figure online)

Specific visual encodings are presented below:

• Map view: The map view indicates overall actions and movement of pseudo base
stations (Fig. 2(a)). The location of one circle indicates where the pseudo base station
sent a spam message. The color of one circle indicates the type of the spam message.
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The gray line indicates the movement of the pseudo base station between two actions.
From most of the circle locations, the overall active area of this pseudo base station
can be indicated. From most of the circle color, the message characteristic of this
pseudo base station can be known. Moreover, to help users identify the process and
detail of movement and actions, we adopt the dynamic trajectory which indicates
every movement and action of the pseudo base station by continuous animation. As
the result of dynamic trajectory, we can not only summarize the rules of pseudo base
stations intuitively and easily, but also can we predict next steps of pseudo base
stations.

• Behavior pattern view: The behavior pattern view shows the overall space-and-time
action characteristic of one pseudo base station throughout all time (Fig. 2(b)). One
row in the pattern matrix represents an active day for the station, while a row is
divided into 24 blocks which represent 24 h. The pie chart in the block consists of
six sectors, while the color of each sector indicates the position of the pseudo base
station. Then the overall activity and rest time of one pseudo base station can be
found, as well as the number and locations of overall active area. With the help of
the behavior pattern view, the type of one pseudo base station can be defined and we
can classify all pseudo base stations.

• Timeline view: The timeline view shows the number of spam messages throughout
all time intervals and the number of spam messages every half an hour throughout
one specific day (Fig. 2(c)). And different types of messages could be chose to show
the distribution of messages of selected type and display the proportion of the total
numbers of spam messages in one specific day. With the help of the behavior pattern
view, the severity of pseudo-base-station attacks can be observed every day, as well
as the time intervals with high frequency pseudo-base-station attacks.

• Distribution view: The distribution view provides the relationship of the message
type, the distribution area and the time quantum in regard to spam messages
(Fig. 2(d)). For example, we can identify the composition of different distribution
area and time quantum in regard to one specific type of spam messages such like
eroticism spam messages. Meanwhile, we can identify the composition of different
message type and time quantum in regard to one specific distribution area such like
Chaoyang District.

5.3.2 Interactive Exploration
The pseudo-base-station visualization includes two major interactive functions for
supporting the analysis of a specific part of all time intervals and displaying the contin‐
uous animation of dynamic trajectory in regard to one day and one pseudo base station.

• Analysis of a specific part of all time intervals: We design a brush in timeline view
to select a range of whole time intervals, as a result of which, the map view will
change in response. This design is used for the deep analyzation of pseudo-base-
station data because there should be a function of selecting and analyzing the specific
time interval where users are interested in. Therefore, when the brush tool is used
(Fig. 2(c)), users are able to extract the movement and actions of this pseudo base
station during this period.
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• Displaying the continuous animation of dynamic trajectory: We design a contin‐
uous animation display in map view to demonstrate the dynamic trajectory when one
specific pseudo base station and one date are chosen. This design is used for intuitive
display of details and all actions in regard to one pseudo base station. Moreover, with
the help of the continuous animation of dynamic trajectory, users can summarize the
rules of pseudo base stations and predict next steps of pseudo base stations.

6 Case Study

Our system was applied to the spam message data extracted in Beijing in 2017 for the
evaluation of the approach raised in the paper. Here, there are two common questions
to be solve. What is the general time-and-space activity rule of pseudo base stations?
What are the spatial and temporal distribution while sending different types of spam
messages?

6.1 The General Time-and-Space Activity Rule of Pseudo Base Stations

The biggest difficulty for law enforcement officials to seize the pseudo base stations is
that they cannot determine the behavior pattern of the pseudo base station by simple
spam message information. Therefore, this system designs a clustering algorithm which
extract seventy-seven pseudo base stations from spam messages of more than ten thou‐
sand phone numbers.

Fig. 3. The geographical positions of pseudo base stations sending spam messages in different
time periods which could be selected in timeline view.

PBSVis: A Visual System for Studying Behavior Patterns 607



From timeline view, we can identify the number of spam messages all the time. We
can choose one date such as 2017-4-3 for deep exploration. The map view, the behavior
pattern view and the distribution view will change according to the selected date and
can be further filtered by brushing on the timeline (Fig. 3).

Combined with the interaction with behavior pattern view (Fig. 4), four types of
pseudo base stations can be found (Table 2).

Fig. 4. The behavior pattern view. The selected pseudo base station sent spam messages mainly
in Chaoyang District, Dongcheng District and Xicheng District from 9:00 to 20:00.

Table 2. Four types of pseudo base stations.

Active regions Time periods Main types of spam messages
1 Dongcheng district, Chaoyang

district
08:00–20:00 Banking fraud

2 Dongcheng district, Fengtai
district, Dafeng district, Chaoyang
district

18:00–02:00 Invoice, banking fraud,
maintenance ads

3 Dongcheng district, Fengtai
district, Chaoyang district

Almost all day Invoice, banking fraud

4 Chaoyang district 20:00–04:00 Pornographic

6.2 The Spatial and Temporal Distribution of Spam Messages

Interacting with the distribution view (Fig. 5), the spatial and temporal distribution of
different types of spam messages can be summarized as in Table 3. Reasons for this
situation could be given. Spam messages of invoice do less harm than the others and
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they are not the focal point for crack down campaign, which account for higher propor‐
tion. Spam messages of banking fraud are mostly sent from 9:00 to 17:00, which is the
opening time period of banks. Spam messages of porn focus on the midnight for their
particularities.

Fig. 5. The distribution view indicates the relationship between message type, distribution area
and time periods.

Table 3. The administrative regions with most spam messages.

Administrative regions Time periods Main types of spam messages
1 Chaoyang district Almost all day Pornographic, banking fraud, invoices
2 Fengtai district 8:00–11:00,

16:00–20:00
Banking fraud, invoice

3 Haidian district 8:00–12:00 Banking fraud, invoice

7 Conclusion

In this paper, a method of visual analysis of long time-span trajectory patterns of pseudo
base stations is proposed for the first time. The main feature of the method is that it is
capable of obtaining detailed behaviors of a specified pseudo base station multi-dimen‐
sionally with adequate interactive approaches and visually revealing the long time-span
trajectory patterns of pseudo base stations. By means of case studies, the practicability
and effectiveness in analyzing complicated spatial and temporal data, particularly in
implementing analysis of spam messages data have been demonstrated. We are going
to use the PBSVis system to analyze more complicated trajectory data from different
sources and apply to larger amount of data. In future work, we will devote our effort to
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improve the accuracy and practicality of the approach and try to convey more
comprehensive features of behaviors on a larger dataset.
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C2C E-commerce Credit Model Research
Based on IDS System
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Abstract. The credit problem is the bottleneck problem of e-commerce, In
particular, C2C e-commerce has the user dispersion, it is not easy to manage, all
credit crises are a critical issue. This paper presents an IDS system for the credit
problems of C2C e-commerce. The system is the integrity platform of the C2C
users in the whole network, which makes the online shopping users have a trace
in the whole network transaction. In the IDS system, user ID information will be
used and managed safety by means of ID abstract technology. The user’s full
network credit and comprehensive evaluation are obtained by combining with the
website. IDS system adopts the principle of probability calculation. And combine
various factors to obtain the user’s objective credit value, reflect the use’s credit
truly. Everyone and websites, all can query user’s credit value on the whole
network through the port offered by any website, and through the credit curve
graph the form image shows the user’s credit trend vividly, it can response the
user’s integrity situation very intuitively. The C2C e-business credit model based
on IDS is a national management credit system, it is the fundament to guarantee
the healthy development of C2C e-commerce in the long term.

Keywords: Credit platform · IDS system · ID abstract technology

1 Problems Exists in C2C E-commerce Credit System

The credit problem in C2C e-commerce is the most important in several e-commerce
models, as a result of the difficulty for authentication and management in retail business,
and it leads the credit asymmetry problem between buyer and seller, in turn, brings a
series of credit evaluation problems for the C2C transaction, for example credit specu‐
lation, cheat transaction, cash out, money laundering etc., but the origin of all the credit
problems is unreasonable of user identity. At present, existing credit ratings are based
on a website’s credit rating for its users, this kind of rating has one-sidedness. It’s more
important to cannot avoid the fact that malicious users are trading on different sites, and
a series of issues that deal with different identities on the same site, and these issues
seriously disrupt the security of C2C electronic transaction [1].

It can be seen that establishing a unified authentication platform is very meaningful
for C2C e-commerce. On this basis, the credit evaluation of both parties is carried out,
can solve the effective management problem of customer in C2C transaction, makes it
possible that every online transaction user can be managed in a unified way, can truly
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solve the credit asymmetry problem in C2C transactions, and make the credit evaluation
of the user more comprehensive and real.

2 IDS Synopsis

2.1 The Structure of the Public Security Network ID Card Management System

At present, China’s id card management system belongs to a function of public security
network, because of the large amount of data, it is a hierarchical management structure,
each province has an independent household registration system, identity card infor‐
mation is in the household registration system, it was generated when the household
registration business was, in the public security network, there is the function of checking
the identity card information, and if you want to inquire about the id card information
out of your province you need to login to the public security network, you can get it only
you have the accredit though public security network.

2.2 IDS System Abstract

In the first question, it has been expounded that user identity management is very impor‐
tant for C2C e-business credit, previous identifiers are based solely on the one-sided
management of a single site, such management cannot avoid many credit problems, the
authentication system established in this paper is an extension of the existing public
security system’s identity card management system, named IDS system, Such proposal
originates in the DNS system. At present, in China’s case, there are about 130 million
computers, the population of online shopping is about 430 million, it’s visible that the
number of online shoppers is indeed a huge number, there is no better system for
managing such a vast amount of data than the DNS system. In the DNS system, the
management task of computer IP is distributed to network segments at all levels, this
makes a huge data management feasible. Consider the large number of online shoppers,
and each user can have more than one net name for online shopping. In this system, the
network name management tasks are assigned to various websites, the management of
unified identity and the integrated online transaction information management of the
identity are given to the IDS system management. This system has the following advan‐
tages:

(1) Id card management system of public security system is a identity authentication
system with very mature technology, id card management system can be used to
direct access to a large number of user information, for the IDS system provides a
good data source.

(2) The current site in the real-name authentication will compare the id card system
with the public security system, Just write the identity card information to the IDS
database when you compare, Therefore, IDS should be established in the public
security system’s id card management system to facilitate the generation of data.

(3) The data of the police system’s identity management system is true and reliable,
which provides a safe basis for the credit of C2C e-commerce.
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3 C2C E-business Credit Model Based on Authentication System

3.1 IDS Platform Characteristic

Online shopping users will need real-name certification, certification at this time is the
id information, in addition to user is using the network name, thus it’s convenient to
gain user’s personal information. IDS has the management on the real-name information
and net information is as follows:

(1) Network name management: user can use different network name not only on
different website but also on the same website to trade, these network names will
be managed by corresponding website.

(2) Real-name information management: all the user network names of network shop‐
ping on network will be bound together in the process of real-name certification,
and be managed by website, but the secret considers the secrecy of identity infor‐
mation, the identity information will be taken care in an encrypted form (The tech‐
nology of website management identity information will be discussed in the next
question).

IDS platform management: network name of network shopping is not single, but it’s
obviously that the user evaluation information for trading can not be gained though the
network name, because the network name is non-uniqueness, so we need to bind the
identity information and the net name information, the evaluation is gained though
website and be bounded to identity information. The user generates an identity infor‐
mation in a transaction on the Internet while authenticating, in this case, the authenticated
user is called an ID user, this information is imported into the IDS database, the site will
then synchronize the data to the IDS platform after obtaining the credit rating of an ID
user, then in the IDS system database value of comprehensive credit rating all user ID
on any website. By any query interface of a trading site access IDS system database to
query comprehensive credit evaluation value of the ID user online, and in order to
distinguish between the buyer and the buyer, and prevent some users from buying from
selling, the phenomenon such as cash out etc., IDS has accumulated the total value of
the evaluation of the seller and the comprehensive value as the buyer’s evaluation [2, 3].

3.2 The Technology of the IDS Platform

3.2.1 ID Hash Technology
User identity information will be authenticated by the public security network when
real-name authentication on website. If you are passed your ID information will be set
up in the system database. In order to record every ID user’s credit evaluation on trading,
the site need bound all the ID information. In order to protect the user’s ID information,
the information will be saved as form as cryptographic, and the encryption algorithm
must be reliable entirely, based on this the principle of digital digest will be used to
implement the user ID information encryption processing on website and IDS platform
see in Fig. 1.
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Fig. 1. Website user ID management model

The digital digest principle is: In sending the original information is encrypted to
digest using HASH function, then the digital digest and prime information is sent to the
receiver together, the receiver also use HASH function for the original message encryp‐
tion, then the two digest will be compared if they are same. According to the original
that the original should agree to generate the principle is also consistent, if they are same,
it Indicates information integrity, or incomplete. Here are a lot of data encryption algo‐
rithm and technology, but digest is the best algorithm to protect the data integrity. The
encryption of the HASH function is irreversible, that original information can be gener‐
ated digest, but digest cannot be reverted to the original information, visible, in the
absence of demand from the original, only through this digest to verify the information,
digital technology is undoubtedly the best technology to ensure information integrity.
In this for ID user ID information for site is invisible. On the network transmission
requirements are absolutely safe. For this the model choses the digest as the information
exiting form from the certification from platform profile ID to leaving the authentication
platform, this ensures the website that the user ID information is invisible websites.
Website only made a binding of user ID and net name information. In this site the user
assessment information is gained through the net. By binding with the ID passed to the
IDS platform of, so the transmission is ID digest on the Internet, so make sure the safety
of the user ID information. After the data reach the IDS platform through comparing
with ID digest in the IDS database. If the agreement is found the user ID, then add up
the credit data. Such management model, the binding data can be generated in the user
identities on the website at the same time. Shied away from he user ID information
retrieval of site. The site can only gained user ID digest, this can protect user personal
privacy, by using a user ID and the net name binding, this website may through the net
name to evaluate user credit, and at last it will be bind with user ID digest, and transfer
the value to the IDS system, accumulated the user IDS system by all sites as buyers and
sellers credit rating value. We can read ID user of credit information in IDS system by
any website interface, so that realize the track of users online trading credit evaluation.

The user ID digest will be transmit to IDS system database as while as a new user
is authenticating on the website, From then on, the user transactions in the entire network
have become trace, strengthen the comprehensive credit evaluation to the user. The
management of IDS system for ID user information includes: ID summary information,
ID user as the seller’s credit evaluation value, ID user as the buyer’s credit evaluation
value. See Table 1.
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Table 1. IDS database table structure

Serial number ID digest Seller credit Buyer credit

3.2.2 IDS System Credit Standing Calculation Arithmetic
Id user credit information comes from every website, but it is not add up to IDS system
simply arriving at IDS system it is integrant to calculate though arithmetic, and then
create user credit comprehensive value on the whole network.

Issue of C2C e-commerce credit evaluation, at Current existing C2C e-commerce
credit evaluation system to a certain extent, make sure the safety and fairness of online
transactions, Most of C2C e-commerce credit evaluation model using simple credit
accumulation form to gain a user’s credit history and credit evaluation algorithm.
Although reduce the credit crisis of online trading, increase the confidence of users
online trading, but there are still some problems in the evaluation rules and evaluation
method, etc. About website credit evaluation algorithm, the author did some research
[1, 2], evaluation model is put forward in the many factors that affect e-commerce credit
problems, including: two-way real-name authentication, transaction time, transaction
amount, factors such as the type of the evaluation user, credit evaluation algorithm of
this paper is limited to the IDS system, not easy to get trade time, trade amount, the
information such as evaluate user type, so these factors call for credit evaluation to
consider on the website, the IDS system of credit evaluation management important to
embody the characteristics of two aspects:

(1) There are two evaluation for one user as seller and buyer, so to avoid users in
different sites on the identity of the seller and the buyer to wash sale, money laun‐
dering, cash, etc., two kinds of identities for one user to credit evaluate is more
comprehensive.

(2) Considered factors in the evaluation:

At present, many websites of credit evaluation mainly consider the transaction time
and transaction and factors such as the evaluation user types, mainly because the credit
is the result of long-term accumulation, long ago to make evaluation and recent evalu‐
ation of the effects on the credit is the same, this will make some sellers early do trade
honestly, then use of the accumulation of credit fraud, some users through the accumu‐
lation of small credit and then turned to fraud, in addition many websites with no
comment as good reputation customers, this is not an objective and some users in a
malicious bad for evaluation, trade time, trade amount and evaluation user types very
well to avoid these problems, reference sites to consider these factors combined with
the particularity of IDS platform, in this paper the credit evaluation factors included:
time lag and the last evaluation, credit evaluation scale factor.

The time lag between the current assessment and evaluation of the last time reflects
the user transaction frequency, stable frequency reflect the stability state of the user,
transaction time factors in the evaluation of similar sites, prevent credit fraud, Selection
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of credit scale factor added a adjustment balance factor for the credit value, when the
credit value exceeds a certain value can be regulated through a small factor, and when
below a certain value through big factor to adjust, in a word make credit value relatively
objective and stable, don’t lead to the evaluation value is not objective on account of
the evaluation calculation differences in different websites, then the choice of the scaling
factor is crucial, needs comprehensive credit evaluation data through a large number of
websites. In addition, considering the IDS platform is different from the website, it reflect
comprehensive credit of users through the network transactions, here the calculation
principle of probability as the user credit calculation algorithm, as follows:

P(B) =
∑n

i=1
𝜎P

(
A

i

)
P
(
B∕A

i

)

This is a deformation of the full probability formula, the more the full probability
formula is a constantσ, this constant is the scale factor mentioned in the article. The
principle of full probability formula is, if the event A1, A2… Constitute a complete
event group, and all have a positive probability, the arbitrary P

(
Ai
)
> 0, then for any

event B to have the full probability formula. Here, the user credibility of any transactions
web site as P

(
Ai
)
, obviously meet P

(
Ai
)
> 0, P(B) is regarded as the integrated value

of the credit evaluation of the user in the IDS system, namely the known users website
credit conditions to calculate comprehensive credit evaluation value, so obtained user
credit evaluation is a combination of each site average, more objective. The scaling
factor σ of Algorithm rise to balance the action of user credit, when the user made a
malicious evaluation, the credit evaluation value should be weakened, a malicious user’s
information will be reflected in the site transfer credit standing, if it is the evaluation of
normal users to give him a moderate proportion factor value, such adjustments that
embodies the effect of user types on the calculation of credit evaluation, and the scale
factor can be determined more moderate. So to define the scale factor, is to think through
it to protect to the reasonable user and control malicious users appropriately. The calcu‐
lation for a user is divided into two direction for sellers and buyers, more comprehensive
to reflect the user’s credibility.

3.2.3 Credit Chart
The IDS platform also provides a user credit chart, through two curves on a graph can
be intuitive understanding to the user as buyers and sellers of credit and credit contrast,
As shown in Fig. 2 [4].

Credit chart can take users the credit as seller and buyer over a period of time, facil‐
itate comparing users credit condition as buyers and sellers different roles in the trade,
a more comprehensive response user online credibility, for example, a user’s sellers
credit curve and buyer credit curve is very smooth and steady rise shows that the user
is a good online users.
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Credit standing

Time (day)

Fig. 2. Credit chart

3.3 Platform Access Way

IDS system is international credit management system independent from each site, if it
allow each user login access, this will increase the weight of the IDS system, and it is
not convenient for the users. Users must hope to gain the opposite site’s credit evaluation
on IDS system in its shopping environment, such procedures as the sequential shopping
is seamless, it can greatly convenient user, also makes the shopping process more
smoothly. Therefore, this paper establish a IDS system access interface of the web site
provides to the user, namely in the user’s shopping environment through websites
provide access to remote access to IDS data in the system, direct access to the credit
evaluation information of the other side, and interface is simple, easy to operate. Such
access pattern is very humanization, convenient for the user’s shopping.

4 Conclusion

Electronic commerce has been developing rapidly from generation to now, there is no
question about the changes in the lives of e-commerce leaders, in the trend of such
overwhelming no one can deny the significance of electronic commerce, However, in
the rapid development, there are still many problems in e-commerce, the most important
thing of these problems is the credit problems. E-commerce credit problems are the
bottleneck of e-commerce, if we can’t solve the credit problem very well in its devel‐
opment, even if no one can intercept the development of e-commerce, the future will
see the mistakes of e-commerce. Therefore, in the process of e-commerce development,
it is advisable to keep pace and standardize its healthy growth. Therefore, the credit
research of e-commerce has become the focus of research, especially the credit of C2C
e-commerce. Because the biggest disadvantage of C2C e-commerce is that the frag‐
mented user is not easy to manage, for this purpose, the purpose of the IDS system is to
establish a national unified system of integrity to consider its authority, security and
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unity. The system platform needs to be combined with the public security network, and
it needs a country’s governing body, so the strength need for this work is very large, but
there is a long way to go. In the social change led by e-commerce, who will win, the
credit system is crucial. So, in this calls for the attention of the whole society, give e-
commerce a good soil, for its healthy development.
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Abstract. Energy harvesting plays a significance role in wireless sensor net-
works for it can keep the nodes surviving as long as possible, especially when
the wireless sensor networks are established in somewhere that electricity is
unavailable from the power station. Making use of solar energy is one solution
to mitigate this problem, however, on account of the ever-changing weather
conditions and the sun’s cycles, the solar energy can be very unreliable and
inconstant. Thus, in this paper, a new energy prediction model named RE-
prediction is presented for solar energy-harvesting wireless sensor networks,
which adopts current solar energy data calculated by the ASHRAE model and
the mean of last days to estimate the solar energy data in future. By comparing
our RE-prediction model with other existing energy prediction models, such as
EWMA, WCMA, and Pro-Energy model via the experimental analysis of these
four prediction models with the same datasets, the RE-prediction model is
proved to be superior to the other three in accuracy, and obtains a far smaller
relative average error successfully.

Keywords: Energy predictions � RE-prediction model � ASHRAE model
Energy harvesting

1 Introduction

As distributed autonomous sensors, the wireless sensor networks (WSNs) [1–3] are to
monitor the environmental or physical conditions, such as pressure, sound, temperature
and so on, and to deliver their data through networks to one main location coopera-
tively. WSNs rely heavily on electrical power and they can only depend on battery
power if planted in the wild. However, the battery lifetime remains a vital restriction for
the development of WSN. With the development of rechargeable stored energy, such as
the super capacitor or efficient battery, the problem can be addressed by applying
energy-harvesting techniques to WSN.

There exist various energy sources for energy harvesting technologies, such as
wind, thermoelectric, solar, vibration and so forth, all of which can be quite incon-
sistent and unreliable. Comparing with these various energy sources, the solar energy
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harvesting is proved to be the most efficiency [4]. Moreover, the networks powered by
solar energy and other sources have to handle the problem of unstable energy intake.
For example, solar energy changes frequently throughout the day and possesses various
patterns in different days, months, seasons, as well as weather conditions. Therefore, an
energy prediction model with accuracy is required to construct the network to acquire a
reliable and consistent source of energy. Many works adopt data from previous history
[5] or sophisticated models of energy prediction [6] to estimate energy intake in future
for the network, but there is still one relative average error in the results that cannot be
ignored.

Establishing an accurate energy prediction model for WSN is of great significance
to the network because it is conducive to the network to harvest as much energy as
possible, to minimize energy waste, and to direct the network to turn on or off
depending on the energy intake and storage with higher efficiency.

One evolutionary energy prediction model named RE-prediction is proposed in this
paper for the solar energy-harvesting wireless sensor networks, which utilizes repre-
sentative past-days’ solar energy data and current solar energy data to offer future
estimations of the solar energy data. Our RE-prediction model is compared with other
prediction methods, such as EWMA [7], WCMA [8], and Pro-Energy [9], it is observed
that our model’s results are proved to be far better and obtain a fairly smaller error rate.
Besides, the concept of ASHRAE model and this model are used to calculate the
predicted value of the target slots and to calculate the mean solar energy of the target
slots in the past few days. Then the final predicted value is determined by adding some
weighting factors to the above two values. What’s more, an update strategy is intro-
duced for sample database and all the key parameters are analyzed to find the most
efficient and appropriate values for each of them.

The organization of the rest of this paper is as below. Section 2 is the summary of
relevant work of the energy prediction models; Our RE-prediction model is described
in Sect. 3; Sect. 4 presents an analytic comparison of the performance of RE-prediction
model and other prediction models, including analysis of the proper values for key
parameters. In the final section, our conclusions are presented.

2 Related Work

Exponentially Weighted Moving-Average (EWMA) is an extensively used solar
energy prediction algorithm [7–10], calculating energy value that is able to be har-
vested at a special time, as one weighted mean of energy that is received at the same
time over prior days. The algorithm assumes that the energy available at a particular
time is similar to what is observed at the same time of prior days. This method can
handle both the diurnal and seasonal variations in solar energy, but when it comes to
the ever-changing weather, EWMA fails to adapt to these conditions and the results can
be quite inaccurate when sunny and cloudy days are mixed.
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Compared to EWMA, Weather-Conditioned Moving Average (WCMA) is one
different prediction algorithm for solar energy, which solves the problem that EWMA
does not solve. When the weather is cloudy and sunny synchronously, the WCMA
prediction algorithm considers the average energy availability in the identical time slot
as the current one of the prior days. By establishing a weighting factor that is capable of
demonstrating how the weather conditions of current day change concerning prior
days, the average value is then scaled based on the factors. It has been proved that
WCMA outperforms EWMA comparatively and acquires a far smaller error rate than
EWMA especially when the weather conditions are frequently changing.

As a high-efficiency prediction model for solar energy, Pro-Energy enhances solar
energy prediction’s accuracy and obtains far smaller average prediction errors than
WCMA. Pro-Energy is capable of selecting forecasting time frame dynamically due to
application requirements and only utilizing the information that nodes themselves
collect for estimating the energy intake in future. Besides, there are many other solar
energy prediction models such as the method provided by Moser [11], which combines
the energy that is harvested during current interval and past one, but its results can be
very inaccurate. The approach proposed by Lu [12] focuses on the issue of energy
harvesting prediction for the real-time embedded systems, although the results show
that the regression analysis obtains the highest accuracy in the estimations in one-
second time slot, this approach cannot function well for the medium-term prediction
horizons. Moreover, the solution proposed by Sharma [13] is completely different
methods, which employ a model to convert the forecasting data of weather into the
prediction on energy harvesting. Nevertheless, these methods’ performance is not
convincing due to the existing flaws. Therefore, in general, all these untypical pre-
diction models have a poor performance that cannot compete with WCMA or Pro-
Energy method, even though some of these models do find a different approach, the
results are unsatisfying.

3 Basic Models and Methods

In this section, a brand new energy prediction model for the solar energy-harvesting
wireless sensor networks named RE-prediction is presented, which adopts represen-
tative solar energy data of current and last days for the estimation of the data of solar
energy in future.

Additional solar datasets are exploited from the U.S. National Renewable Energy
Laboratory [11]. The raw data is processed according to the following principles:

• Exclude abnormal data, such as data with negative exposure;
• Given the lost data, the linear interpolation method is adopted to complete the data;
• Eliminate the data whose exposure is greater than the theoretical value of radiation;
• If the relative humidity is more than 100, it is treated to 100;
• If the length of the calculated sunshine is greater than that of the day’s theoretical

sunshine, it is replaced by the length of the theoretical sunshine.
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Each day is divided into a number of N time slots, and matrix E is used to store the
energy data for the last D days. Hence E = D � N and Eij is the energy that is stored in
matrix for jth time slot on ith day, Ct is used to represent the solar energy data during the
time slot t in current day:

Ed�n ¼
E11 E12 � � � E1n

E21 E22 � � � E2n

..

. ..
. . .

. ..
.

Ed1 Ed2 � � � Edn

2
6664

3
7775

C ¼ c1 c2 � � � ct½ �

Solar energy of n + 1 time slot on a certain day is determined by the average
energy value of the same time slot (the n + 1 time slot) of the prior sample days and the
predicted value of ASHRAE model at that time. Therefore, the solar energy data
estimate model of the time slot tþ 1 is established as:

Eðd; nþ 1Þ ¼ GAPk � ð1� aÞ �MDðd; nþ 1Þþ a � EAðd; nþ 1Þ ð1Þ

Where a denotes one weighting factor that is similar to EWMA algorithm,
MD d; nþ 1ð Þ denotes the average value of D past days at nþ 1 sample of the day:

MDðd; nþ 1Þ ¼
Pd�D

i¼d�1
Eði; nþ 1Þ
D

ð2Þ

In our algorithm, predicted value EA d; nþ 1ð Þ of ASHRAE model and inclusion of
factor GAPk are the main innovation.

Firstly, calculation of EA d; nþ 1ð Þ in ASHRAE model are introduced. As a sunny-
day solar radiation model recommended by the American Society for heating, air
conditioning and refrigeration, the ASHRAE model is based on the radiation data in the
United States, and the model is expressed as:

ITH ¼ ðCþ sinaÞAexpð�B=sinaÞ
IDN ¼ Aexpð�B=sinaÞ
IdH ¼ CIDN

Where A denotes the radiant value of the outer atmosphere measured on the normal
plane. B represents the extinction coefficient of the atmosphere. C is the scattering
coefficient and a denotes the solar altitude angle. Subsequently, the horizontal total
radiation value ITHð Þ, direct radiation value IDNð Þ and horizontal scattering radiant
value (IdH , Table 1) can be obtained.

In ASHRAE model, a is defined as the height angle of the sun which varies with
the local time and the declination of the sun. The sun’s declination (equal to the sun’s
direct point latitude) is d, the geographic latitude within the range of observation (both
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the latitude and the latitude of the sun are positive for the north and negative for the
south) is u and the local time (hour angle) is t. The formula for calculating the height
angle of the sun can be written as follows:

sin a ¼ sinu � sin dþ cosu � cos d � cos ðt � 12Þ � 15�½ �

Subsequently, the time of the t + 1 time slot to be predicted can be replaced by the
above formula to obtain the value of the sun’s height angle að Þ, and substitute a into the
ASHRAE model formula.

Secondly, the authors try to compute the factor GAPk, which measures the solar
conditions in current day relative to the prior days. At first, a vector V ¼ v1; v2; � � � ; vK½ �
with K elements is defined. If the value is larger, it indicates that the time of the day is a
sunny day. Whereas if the value is smaller, it represents cloudy days:

vk ¼ Eðd; n� Kþ k � 1Þ
MDðd; n� K þ k � 1Þ ð3Þ

Subsequently, to lay more emphasis on the closest values on time, these values with
the distance to actual point are weighted in time by utilizing vector P ¼ p1;p2;���pK

� �
as

follows;

pk ¼ k
K

ð4Þ

In the end, the weighting factor GAPk is composed:

GAPk ¼ V � PP
P

ð5Þ

Table 1. ASHRAE model coefficient table.

Month A B C

1 1 230.23 0.142 0.058
2 1 214.46 0.144 0.060
3 1 186.46 0.156 0.071
4 1 135.60 0.180 0.097
5 1 104.06 0.196 0.121
6 1 088.29 0.205 0.134
7 1 085.13 0.207 0.136
8 1 107.21 0.201 0.122
9 1 151.37 0.177 0.092
10 1 192.38 0.160 0.073
11 1 220.77 0.149 0.063
12 1 233.39 0.142 0.057
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Figure 1 describes one example of the utilization of the RE-prediction model
between Aug 22 and Aug 25 to make predictions on the solar energy data. As shown in
the figure, the solar energy data in the box represent the selected typical days related to
the current day. No matter how solar condition changes, regularly like type1 scenario or
irregularly like type2 scenario, our RE-prediction model can make perfect estimations
about the future condition of solar energy.

Fig. 1. RE-prediction model: typical days’ profiles that are chosen from the past D days are used
to make predictions on the future’s solar energy data.

4 Performance Evaluation

In order to determine all the uncertain parameters in RE-prediction model, the Mean
Absolute Percentage Error (MAPE) [14] function is suggested to evaluate the perfor-
mance of our RE-prediction model through controlling variables. To optimize all the
uncertain values of the parameters, the solar energy data of more than 50 successive
days from one location on the resource network [15] are adopted, the highly effect data
from July, August, September and October are selected in particular due to the suffi-
cient sunshine as well as the rich solar energy, which is easy to analyze and helps to
reduce the errors. Our data are mainly processed by Matlab2015a and the results data
are obtained through it as well.

Then the predicted energy of all time slots and the actual energy are compared for
determining values of the uncertain parameters through the value calculated by the
equation below:

MAPE =
1
T

X et � �et
et

����
���� ð6Þ

Where et denotes the actual energy that is harvested during the time slot t, �et
presents the energy that is predicted for the time slot t, T is the gross number of time
slots that MAPE calculates.

In addition to minimizing the MAPE of our prediction model, attention should also
be paid to the trade-offs between energy consumption and accuracy. When more data
are gathered per day and more samples are used in the RE-prediction model, the
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predictions are expected to be more precise, while the cost of CPU, memory, and
energy consumption can be a big downside for the whole prediction model. On the
contrary, an extremely low sampling rate can result in an inaccurate prediction and the
whole prediction model will be incapable of calibrating itself.

4.1 PE-Prediction’s Parameters Optimization

Whereafter, several sets of experiments are performed to determine the most appro-
priate values for parameters a, D, m, k, and matrix Z. By employing control variable
method, only one parameter is changed per time and the other parameters are set to
minimize the overall MAPE, in addition, our experiments only take three prediction
horizons: 30 min, 1 h and 2 h into account.

Figure 2 demonstrates the different influences of various a parameter’s values on
the prediction accuracy of RE-prediction model. Whether the prediction horizon is
30 min, 1 h or 2 h, Fig. 2 displays that a parameter exerts great influence on the overall
MAPE of RE-prediction model and when a = 0.2, the value of the total MAPE reaches
the minimum.

Figure 3 shows that the D parameter does not exert much influence on the overall
MAPE. When the value of D parameter changes, the overall MAPE has a small
decrease of less than 5% and the MAPE nearly remain unchanged when the value of
D parameter exceeds 8. Therefore, D = 8 is utilized to determine the D parameter. And
we can conclude that when the solar energy of the future time slot is predicted, only the
past 8 days’ solar data should be adopted to establish the matrix E.

By comparing Figs. 2 and 3, one can find that only when the prediction horizon is
30 min, can the MAPE be far smaller than the time horizons of 1 h and 2 h. When a
prediction horizon smaller than 30 min is used in our experiments, there is not an
apparent change in the MAPE, while the cost of CPU, memory and energy remarkably
increase. As a result, it is wise to set the prediction horizon as 30 min, so that a
considerable prediction accuracy and a low cost of CPU, memory or energy con-
sumption can be achieved.

Fig. 2. Impact of varying a parameter on
the overall MAPE for 30 min, 1 h and
2 h prediction horizons.

Fig. 3. Impact of varying D parameter on the
overall MAPE for 30 min, 1 h and 2 h predic-
tion horizons.
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4.2 Comparison Among RE-Prediction, Pro-Energy, WCMA
and EWMA

The same solar energy data are adopted to make a comparison of prediction accuracy
among RE-prediction, Pro-Energy, WCMA and EWMA. Figure 4 demonstrates the
overall prediction MAPE for these four prediction models in various time horizons. It is
apparent that RE-prediction model outperforms the other three prediction models in all
time horizons from 30 min to 3 h.

As one can observe from Fig. 4, each of the four prediction model’s MAPE
increases immediately and the differences of MAPE among the four prediction models
become smaller when the time horizon extends. However, when the time horizon of
30 min is used, our RE-prediction model has a less than 5% MAPE, which is much
smaller than the others.

5 Conclusions

In this paper, RE-prediction model, an evolutionary energy prediction model for solar
energy-harvesting wireless sensor networks, is presented. Superior to traditional pre-
diction models, the RE-prediction model is able to utilize representative prior days’
solar energy data and the current day’s to provide estimations of future solar energy
data. Meanwhile, the computations of MAPE indicate that the RE-prediction model
outperforms other prediction models in the estimation accuracy and the total MAPE of
RE-prediction is only approximately 5% when the estimation time horizon is set as
30 min.

Fig. 4. Predictions accuracy under different prediction horizons: comparisons between RE-
prediction model, Pro-Energy, WCMA, and EWMA.
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Abstract. We study the cooperative localization in indoor multipath
environments considering the larger localization error and insufficient
LOS (LOS) localization signals. Using the surrounding nodes as refer-
ence points, some existing localization schemes can cooperatively local-
ize the candidate terminals when there are insufficient LOS localization
signals. But the localization error arising from the reference points is
unavoidable. We first propose a space-partitioning method based on ray
tracing technology, in which the indoor area is divided into a direct local-
ization area with LOS conditions (DLA) and a cooperative localization
area with NLOS (NLOS) conditions (CLA). In a DLA, there are suffi-
cient LOS localization signals that can be used for localization, while in
a CLA, the number of LOS localization signals is insufficient. Then, we
develop a cooperative localization scheme based on the space partition-
ing, in which the reference points can assist the candidate terminals to
accomplish their localization. Finally, extensive experiments verify the
effectiveness of the proposed cooperative localization scheme.

Keywords: Cooperative localization · Space analysis · Ray tracing

1 Introduction

According to the statistics [1], most of people spend 70% of their time indoors,
e.g., shopping and fitness, which far exceeds that of the outdoor activities. In a
complicated indoor environment, losing way or incapable of finding some specific
spot often occur, especially for elderly or children, where the GPS is usually
unusable for its larger signal attenuation while passing through the buildings [2].
Therefore, the demand for high-precision indoor localization is more imminent
than any period in history [3–5].

To solve the problem of indoor localization, the wireless localization tech-
niques, e.g., WiFi [6], Bluetooth [7], RFID [8] and UWB [9], have been widely
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studied, which can be grouped into two classes, namely, non-cooperative local-
ization and cooperative localization [1,10–14]. In a non-cooperative localization
system, the terminal position can be calculated according to the signals received
from different transmitters. Due to the higher cost and lower coverage, however,
such techniques are unsuitable for large-scale localization in a complicated indoor
environment [15]. On the other hand, the cooperative localization scheme is more
promising in the mixed environment, especially with the development of the fifth
generation mobile communications (5G) [12]. In such scenarios, the indoor local-
ization could be achieved by the cooperative heterogeneous networks, i.e., the
terminals that have been localized can transmit localization signals to other can-
didate terminals to be localized via the device-to-device (D2D) communications
[14]. However, the localization precision is severely affected by the NLOS and
multipath effects arise from the complicated indoor environment [16–19].

To address above concerns, this paper proposes a collaborative localization
scheme based on spatial analysis, where the existing cellular base station (CBS)
or localization base station (LBS) are used to locate the candidate user equip-
ments (UEs), e.g., smartphones. In the cooperative localization scheme, the
distance between two neighboured UEs could be obtained accurately, which
can somehow offset the effects of the NLOS and multipath. Grounding on the
more accurate distance between neighbours, the localization precision could be
improved. With the cooperative localization scheme, if at least one UE to be
localized under LOS conditions, the shadow effect could be improved.

Table 1. Parameter definitions

Parameters Definitions

ND The number of spatial partitions

PLOS The position sampling rate

Pmin The minimum coverage in one DLA

RSSmin The threshold of the localization signal

Di Grid i’s number

P (xi, yi, zi) The coordinates of each LOS sampling point

XF The ranging error of the reference points

CR The reference point set

CL The distance set

DA The common coverage area by all reference points according to CR

and CL

CD The spatial partition covered by the area DA

PD The partition coverage rate of each partition

N(μ2
F , σ2

F ) The Gaussian distribution of variable XF , where μF denotes the
mean and σF denotes the standard deviation

Noise The variance of XF
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2 A Spatial Analysis-Based Collaborative Localization
Approach

Given that a terminal in an LOS area is localized with a cooperative localization
approach, the localization precision could not be improved when the cooperative
terminals, namely the reference points, is located in the NLOS environments. The
reason is that the ranging error of the reference points in the NLOS environments
cannot be guaranteed. The mainly used notations are summarized in Table 1.

To guarantee the localization precision under complicated environments, we
develop a spatial analysis-based collaborative localization approach (SACP),
which includes a ray tracing-based decision algorithm (RTSRD) and a two-stage
cooperative localization algorithm (TSCL). The RTSRD algorithm is used to
determine one area is a direct localization area with LOS conditions (DLA) or a
cooperative localization area with NLOS conditions (CLA). In the DLA, there
are sufficient LOS signals such that the terminal can be localized by the LOS
signals, and otherwise to localize a terminal requires the cooperation from the
reference points. The basic idea of RTSRD is summarized in Algorithm 1.

Algorithm 1. RTSRD: Ray Tracing-based Spatial Region Decision
Input: the number of spatial partitions ND, the position sampling rate PLOS ,

the minimum coverage Pmin in one DLA, and the threshold of the
localization signal RSSmin

Output: DLA set and CLA set
1 Partition the localization area into ND rectangular three-dimensional grids, and

each grid is numbered as Di;
2 Calculate the NLOS sampling points according to PLOS in each grid;
3 Randomly generate the coordinates of each LOS sampling point, denoted by

P (xi, yi, zi);
4 for the strengths of all signals received by the sampling point is greater than

RSSmin do
5 Calculate the signal propagation based on the ray tracing;
6 if the signal reaches to the sampling point directly then
7 This signal w.r.t. the sampling point is recorded;
8 end

9 end
10 /*All the sampling points in the sub-area have completed the LOS signal track

calculation*/;
11 if the number of recorded sampling points is no less than 4 and PDi ≥ Pmin

then
12 The candidate area is a DLA;
13 end
14 if the number of recorded sampling points is less than 4 or PDi < Pmin then
15 The candidate area is a CLA;
16 end
17 return DLA set and CLA set;
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The TSCL algorithm can be divided into two stages, which are given as
follows:

– In the first stage, the target terminal which is to be localized performs initial
localization according to the localization signals received from all reference
points, and then determines the sub-area according to the localization infor-
mation.

– In the second stage, according to the partition in the first stage, the target
terminal determines whether to add the surrounding mobile reference nodes
into its localization reference nodes.

The two stages of TSCL are described as Algorithms 2 and 3. The initial
localization in the first stage is employed to determine the spatial partition of the
target terminal. Theoretically, the localization error is existed in both stages, and
the value in first stage is generally larger than the second one. Given a inaccurate
determination of the partition, the collaborative localization in the second stage
could be affected. To avoid a lower localization precision, the target terminal
can select appropriate reference points for cooperative localization, where the
reference points have lower ranging error.

As shown in Fig. 1, the target terminal receives the localization signals from
reference points R1, R2 and R3, and the distances between the target terminal
and the reference points are L1, L2 and L3, respectively. The areas covered
by the three reference points are D1, D2, D3 and D4. According to geometric
analysis, it can be found that the common coverage area ratio D3 > D1 > D2 >
D4. Therefore, the probability that the target terminal is located in D3 is larger
than that in other areas.

R1

R2

R3
D1 D2

D3 D4

Fig. 1. The coverage of the reference points.

3 Performance Evaluation

The experimental scenario is a two-floor building, and each floor consists of six
rooms, as shown in Fig. 2(a). The building is localized in the centre of reference
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Algorithm 2. The first stage of TSCL
Input: The target terminal and all candidate reference points
Output: The target partition

1 The target terminal obtains a reference point set CR, each of which can receives
the localization signal;

2 By estimating the distance between the target terminal and each reference point
in CR, obtain the distance set CL;

3 Determine the common coverage area DA by all reference points according to
CR and CL;

4 Obtaining spatial partition according to RTSRD, denoted by set CD that is
covered by the area DA;

5 Calculate the coverage area of each partition in CD and calculate the partition
coverage rate PD;

6 if the partition with the highest coverage rate in the collection CD is unique
then

7 Select the partition with the highest coverage as the partition where the
target terminal is located;

8 end
9 if the partition with the highest coverage rate in the collection CD is not unique

then
10 Calculate the centroid coordinates, including the common coverage area DA

and the multiple partitions with the largest coverage;
11 According to the Euclidean distance formula, the partition where the

centroid with the shortest distance from the common coverage area DA is
considered as the target partition of the target terminal;

12 end
13 return The target partition;

points F1, F3 and F4, which has a length of 17.8 m, width of 6.4 m, and
height of 8.7 m, respectively. In addition, the wall thickness of 0.2 m, and the
materials indoor mainly include wood, concrete and glass. The fixed reference
points are F1, F2, F3, F4, F5, F6 and F7, respectively, and their locations fol-
low the honeycomb layout, as shown in Fig. 2(b). The default distance from
one reference point to its nearest neighbour is 100 m. F1 is located with the
coordinates (0, 0, 20). Other reference points are set as follows (in meter): F2
(50,−50, 22), F3 (100, 0, 24), F4 (50, 50, 26), F5 (−50, 50, 21) , F6(−100, 0, 23)
and F7 (−50,−50, 25).

The two-floor structure of indoor scene is shown in Fig. 3, it can be found that
the localization signals can pass through the wooden doors between adjacent
rooms. The coordinates of each point are N1 (42.1, 32.0675, 6.2), N2 (47.3,
32.0675, 6.2), N3 (52.5, 32.0675, 6.2), N4 (57.9, 32.0675, 6.2), N5 (57.9, 27.1675,
6.2), N6 (52.5, 27.1675, 6.2), N7 (47.3, 27.1675, 6.2), N8 (42.1, 27.1675, 6.2),
N9 (59.9, 32.0675, 6.2), N10 (59.9, 25.6675, 6.2) and N11 (42.1, 25.6675, 6.2).

In the experiments, we use Taylor algorithm in both the proposed scheme
SACP and the classical scheme CP, and we compare their localization precision
under different cases, including different noises, different number of reference



A Cooperative Indoor Localization Method 633

Algorithm 3. The second stage of TSCL
Input: the number of iterations k, the target terminal set
Output: the positions of the target terminals

1 while the current times of iterations is no larger than k do
2 Partition the indoor space according to Algorithm RTSRD, and determine

each area is a DLA or CLA;
3 Perform the first stage of TSCL to determine the partition where the target

terminal is localized;
4 The target terminal receives the localization signals from the moving

reference points and the fixed reference points, and determine the target
area according to the TDOA-based localization scheme;

5 if the target terminal is in the DLA then
6 The second-stage localization is re-performed based on the reference

information of the fixed node;

7 end
8 if the target terminal is in the CLA then
9 The second-stage localization is not performed;

10 end
11 /*The target terminal finishes localization*/ The target terminal sends its

own position and orientation to its neighbour nodes and the mobile
reference points;

12 for the neighbour nodes that receives updated position information from the
surrounding mobile reference nodes do

13 if the neighbour node in a CLA then
14 The localization of the neighbour node should be re-localized

according to the supplemental reference information;

15 end

16 end
17 Increase the iteration times by 1;

18 end
19 if the number of localization iterations in space is greater than the specified k or

the global position information no longer changes then
20 The localization is terminated;
21 end

points and the candidate terminals that required to be localized. The ranging
error XF of the reference points satisfies the Gaussian distribution with XF ∼
N(μ2

F , σ2
F ) and we define Noise = σ2

F for convenience. Based on the spatial
analysis, T1 is located in a DLA, T2 is located in a CLA, and partitions of T1
and T2 are adjacent with each other. T1 and T2 are localized in the square
centre (50, 50

√
3

3 , 4.2) and (50, 550
√
3

3 − 2, 4.2), respectively, with the side length
of 2m. Ranging error follows Gaussian distribution with the mean μF = 0 and
the standard deviation σF =

√
5. The ranging error of the target terminal follows

the Gaussian distribution with mean μM = 0 and standard deviation σM = 1.
The simulation are repeated 10000 times.
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(a) The two-floor building for simu-
lation.

F1F6 F3

F4F5

F7 F2

(b) The layout of reference points

Fig. 2. The sketch map of the experimental scenario.

(a) The sectional view of the building.

N1 N2 N3 N4

N5N7
N8

N6

N9

N10N11

(b) The plane view of the building.

Fig. 3. The different views of the two-floor structure.

Fig. 4. Collaborative localization results.

Figure 4 shows the RMSE versus the measurement error, denoted by Noise,
which varies from 1 to 10 m. It can be found that the Noise has a large affect on
the RMSE for both of the two schemes. It also can be found that the proposed
SACP scheme is less affected by the Noise in comparison to the traditional CP
scheme. When Noise = 1 m, the precision of SACP is increased by 34.6%.
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Figures 5 and 6 show the ranging errors of T1 and T2, where the reference
point follows Gaussian distribution with mean is 0 and standard deviation is√

5. The ranging error of the target terminal follows Gaussian distribution with
mean is 0 and standard deviation is 1. According to the statistics in the exper-
iments, the localization precision of the proposed SACP is increased by 23.0%
in comparison to the traditional CP scheme. The average RMSE of SACP is
2.0695 m, that of CP is 2.6917 m. Compared with the CP scheme, the proposed
SACP increased by 20.4% in [0, 1] and 2.1% in [1, 2], respectively. The localiza-
tion error of the first 80% of the SACP is 0.8910 m, while the localization error
of the first 80% of the CP is 2.3626 m.

Fig. 5. The comparison of the collaborative localization error statistics.

Fig. 6. The CDF comparison of the collaborative localization.

From above experiments, the performance of localization scheme is highly
affected by the reference points. In general, given a constant precision of the
reference points, the more number of the reference points, the higher precision
of the localization scheme. Similarly, given a constant number of the reference
points, the higher precision of the reference points, the higher precision of the
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localization scheme. According to above experiments, the localization errors is
partly caused by the reference points, which is positively correlated to the rang-
ing errors of the reference points. In other words, when the ranging errors of
reference points are large, the localization precision is decreased due to the
accumulation of errors. In the proposed SACP, the target terminals in DLA
will little affected by the reference points in CLA with large localization errors,
and meanwhile the target terminals in CLA can accomplish the localization.

4 Conclusion

In this paper, we propose a collaborative localization model based on spatial
analysis, and design and implement the localization algorithm of the model. In
order to improve the localization accuracy, based on the traditional collabora-
tive localization, based on the ray tracing method, the LOS environment of the
indoor localization space is supplemented. Different areas are divided and the
number of LOS reference signals that can receive fixed reference points in each
area. By determining whether the area is a direct localization area or not, it
is determined whether to add surrounding moving reference signal data into
the localization algorithm, so as to avoid the localization error being lowered
and improving the overall localization accuracy by the mobile reference node
with larger error. Experimental results show that the proposed SACP algorithm
improves the localization accuracy by 23.0% compared with the traditional CP
algorithm in a typical indoor scenario.
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Abstract. In order to effectively detect phishing attacks, this paper designed a
new detection system for phishing websites using LSTM Recurrent neural
networks. LSTM has the advantage of capturing data timing and long-term
dependencies. LSTM has strong learning ability, has strong potential in the face
of complex high-dimensional massive data. Experimental results show that this
model approach the accuracy of 99.1%, is higher than that of other neural network
algorithms.
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1 Introduction

Phishing attacks are growing threats to cyber security in worldwide. According to the
Phishing Activity Trends Report (the first half year of 2017 and the third quarter of 2017)
[1] released by the Anti-Phishing Working Group (APWG), from the first quarter of
2017 to the third quarter of 2017 with an increase of 65%, targeting a month more than
420 brands. This is the most frequent attack found since phishing was started in 2004
to track and report (Fig. 1).

In order to obtain the user name, password, ID number, bank card number and other
private information, the attackers attract unknown victims to click the fake websites and
deceptive E-mails [2]. These criminals are usually profitable using phishing, so their
goal usually is online banking, online payment platform, and mobile commerce appli‐
cations. Researchers firstly developed the blacklist technology to combat phishing
attacks [3]. Although URL blacklists have been somewhat effective, the attacker can
bypass the blacklist system by slightly modifying the characters in the URL string, and
the time of blacklist suspicious sites is relatively delayed and cannot effectively identify
new phishing websites.

To make up for the shortcomings of blacklist technology, researchers have tried
heuristic detection methods, such as CANTINA [4] and CANTINA+ [5], and the visual
similarity test [6]. Recently, the use of machine learning algorithms to identify phishing
links becomes the mainstream of current research [7–9]. Long Short-Term Memory
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(LSTM) is an architecture proposed by Hochreiter and Schmidhuber [10]. LSTM is a
recurrent neural network (RNN), but it differs from the RNN mainly in that it incorpo‐
rates an LSTM cell that determines the usefulness of information in the algorithm. LSTM
has already had many applications in the field of science and technology. The LSTM-
based system can learn the tasks of translating languages, controlling robots, image
analysis, document summaries, speech recognition image recognition, handwriting
recognition, controlling chatbots, predicting diseases, click-through rates and stocks,
and synthesizing music.

2 URL Feature Extraction and Analysis

2.1 Uniform Resource Locator Standard Format

The Uniform Resource Locator is a standard resource address on the Internet, and the
entrance to a website. Uniform Resource Locator confusing is very common to phishing,
to lure users to click on the URL to visit their phishing website is an important part of
phishing. To increase the likelihood of users visiting phishing sites, phishing attackers
often use deceptive URLs that are visually similar to the fake ones. The format of a
standard URL is as follows:

Protocol://hostname[:port]/path/[;parameters][?query]#fragment

The common way to confuse URLs is to construct a phishing URL by partially
modifying and replacing the host name part and the path part based on the target URL
in order to confuse the user.

For example, the attackers using “www.amaz0n.com” as a fake Amazon website (the
real URL is “www.amazon.com”), or using the “www.interface-transport.com/
www.paypal.com/” as a fake PayPal website (the real URL is “www.paypal.com”) and so on.

Fig. 1. Phishing activity trends (2017.1–2017.9)

Phishing Detection Research Based on LSTM Recurrent Neural Network 639

http://www.amaz0n.com
http://www.amazon.com
http://www.interface-transport.com/www.paypal.com/
http://www.interface-transport.com/www.paypal.com/
http://www.paypal.com


2.2 Extract the Features of the Uniform Resource Locator

The purpose of the attacker’s phishing URL is to convince the user that this is a legitimate
website. In this way, the cybercriminals can get the user’s personal and leaked financial
information [12]. In order to achieve this goal, attackers use some common methods to
camouflage phishing links. Through the research on the common means of attacker, we
have identified a set of features that can be used to detect if the URL is a phishing link:

Domain names exist in the Alexa ranking: Alexa ranking is a list of domain names
ordered by the Internet. Most phishing sites are hacked into the legitimate sites or new
domains. If the phishing attack is made on a hijacked website, then it is unlikely that the
domain name will be a part of the TLD because the top-ranked domain names tend to
have better security. If the phishing website is located in a newly registered domain
name, the domain name will not appear in the Alexa rankings.

Subdomain length: The length of the URL subdomain. Phishing sites attempt to use
their domain as their subdomain to mimic the URL of a legitimate website. Legitimate
websites tend to have a short subdomain name.

URL length: Phishing URLs tend to be longer than legitimate URLs. Long URLs
increase the likelihood of confusing users by hiding the suspicious part of the URL,
which may redirect user-submitted information or redirect uploaded web pages to suspi‐
cious domain names.

Prefixes and suffixes in URLs: Phishers trick users by remodeling URLs that look
like legitimate URLs.

Length ratio: Calculate the ratio between the length of the URL and the length of the
path; phishing sites often have a higher proportion of legitimate URLs.

The “@” and “-” counts: The numbers of “@” and “-” in the URL. In the URL, the
symbol “@” causes the browser to ignore inputs of previous and later redirects the users
to the typed links.

Punctuation counts: The number of “! # $% &” in the URL. Phishing URLs usually
have more punctuation.

Other TLDs: The number of TLDs displayed in the URL path. Phishing web links
emulate legitimate URLs by using domain names and TLDs in the path.

IP address: The host name - part of the URL uses an IP address instead of a domain
name.

Port Number: If a port number exists in the URL, verify that the port is included in
a list of known HTTP ports, such as 21, 70, 80, 443, 1080 and 8080. If the port number
is not in the list, mark it as a possible phishing URL.

URL Entropy: Calculate URL Entropy. The higher the entropy of the URL, the more
complicated it is. Because phishing URLs tend to have random text, so we can try to
find them by their entropy.
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3 Algorithm Model

3.1 Long Short-Term Memory Cell

Long-term short-term memory (LSTM) is a neural network architecture proposed by
Hochreiter and Schmidhuber [10] in 1997. It differs from the RNN mainly in that it
incorporates an LSTM unit that determines the usefulness of information in the algo‐
rithm. Figure 2 shows a single LSTM cell.

Fig. 2. LSTM cell

At time t, the components of the LSTM cell are updated as follows:

(1) Forgotten information from the cell state, determined by the Sigmoid layer of the
Forgotten Gate, with the input xt of the current layer and the output ht − 1 of the
previous layer as input, and the cell state output at the time t − 1 is formula (1)

ft = 𝜎(Wf ⋅

[
ht−1, xt

]
+ bf ) (1)

(2) Store information in the cell state, consisting mainly of two parts:
(a) Results of the Sigmoid layer is it entering the gate as information to be updated;
(b) Vector Ct newly created by the tanh layer, to be added in the cell state. The old cell

state Ct−1 is multiplied by ft to forget the information, and the new candidate infor‐
mation it ∗ Ĉt is summed to generate an update of the cell state.

it = 𝜎(Wi ⋅ [ht−1, xt] + bi) (2)

Ĉt = tan h(WC ⋅ [ht−1, xt] + bC) (3)

Ct = ft ∗ Ct−1 + it ∗ Ĉt (4)

(c) Output information, determined by the output gate. First use the Sigmoid layer to
determine the part of the information to output the cell state, and then use tanh to
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process the cell state. The product of the two parts of the information yields the
output value.

ot = 𝜎(Wo[ht−1, xt] + bo) (5)

ht = ot ∗ tan h(Ct) (6)

Among them 𝜎 is the sigmoid function, ht−1 represents the hidden state of the t − 1
moment, b represents the bias of each gate, it, ft, ot and Ct are the input gate, forget gate,
output gate, and unit status, respectively. Wf , Wi and Wo are represented as a weight matrix
for the connection. In LSTM cells, the three gates determine the status of the LSTM cell
by controlling the flow of information. With LSTM, the gradient vanishing problem can
be effectively solved.

3.2 Performance Evaluation

The purpose of phishing websites detection is to detect phishing instances from the test
data set that contains phishing websites and legal websites, which is essentially a binary
classification essence. In binary classification, a total of four kinds of classification, used
to measure the accuracy of classification confusion matrix (Fig. 3).

Fig. 3. Confusion matrix

Each URL falls into one of the four possible categories: true positive (TP, correctly
classified phishing URL), true negative (TN, correctly classified as non- Phishing URL),
false positives (FP, non-phishing URLs are incorrectly classified as phishing) and false
negatives (FN, phishing URLs are incorrectly classified as non-phishing). Standard
measures, such as accuracy, precision, recall, false negative rate, were determined using
the following equation:

Accuracy =
TN + TP

TN + FP + TP + FN
(7)

Precision =
TP

FP + TP
(8)
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Recall =
TP

FN + TP
(9)

FNR =
FN

TP + FN
(10)

4 Experimental Methods

The experiment uses the Python programming language. The LSTM model is imple‐
mented by a deep learning class such as Keras. It contains 5 LSTM layers with 128 nodes
each. The model uses a stochastic gradient descent (SGD) optimization method with an
initial learning rate of one thousandth and a batch size of 128. The objective function of
the least-squares fit is a quadratic polynomial function. The dataset used consisted of
2000 legitimate websites collected from Yahoo Directory (http://dir.yahoo.com/) and
2,000 phishing websites collected from Phishtank (http://www.phishtank.com/).
Collected data sets carry label values, “legal” and “phishing”. In this data set randomly
selected 70% for training, 30% for the test. The training dataset is used to train the neural
network and adjust the weight of the neurons in the network, while the test dataset
remains unchanged and used to evaluate the performance of the neural network. After
training, run the test data set on the optimized neural network.

Predict phishing websites using LSTM Recurrent neural network. The above ten
features are taken as input, that is, the number of input layer nodes in the LSTM network
is 10 and the number of output layer nodes is one. Training network to choose a strong
adaptability of the three-layer LSTM network, incentive function is sigmoid function:

f (x) =
1

1 + e−x
(11)

LSTM neural network for classifying phishing URLs based on LSTM units. When
entering a URL into an RNN, one-hot encoding is performed on each URL first. Since
the characters composing the URL are all contained in ASCII characters (128 characters
in total), each URL becomes one-hot encoded. An input vector with a dimension of
(len_of_URL)*128 and then brings the input vector into the RNN. So each input char‐
acter is translated by an 128-dimension embedding. The translated URL is fed into a
LSTM layer as a 100-step sequence. Finally, the classification is performed using an
output sigmoid neuron. The learning rate of LSTM neural network is 0.1.

In order to better illustrate the accuracy of the algorithm in this paper, an ordinary
CNN is used to test the experimental data set. By experimenting with the selected data
set, the results show that LSTM network are better than normal CNN, and their predic‐
tion accuracy is higher than that of CNN (Table 1).

Table 1. Evaluations of LSTM RNN and CNN

Method Accuracy Precision Recall FNR
CNN 0.9742 0.9648 0.9723 0.0591
LSTM 0.9914 0.9874 0.9891 0.0212
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5 Conclusion and Discussion

In the phishing site testing process, many factors affect the test results, with a certain
degree of non-linearity, this paper implements a LSTM-based phishing detection
method, which solves the problem that it is difficult for other machine learning methods
to extract valid features from the data. It is proved that the prediction method is effective
in practice and can solve the problems that traditional methods are difficult to solve. At
the same time, this paper adopts LSTM deep learning method and optimizes the training
method of the model in combination with the characteristics of RNN. The training time
of deep learning model is generally possible from hours to days, and the optimization
convergence time is strict on the timeliness of power dispatching and other issues. It is
of great significance.
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Abstract. Congestion is one of the problems that will reduce the performance
of the networks. In wireless ad-hoc networks connected to the wired backbone
through gateways. The performance will be affected due to the type of the routing
protocol, and the queuing interfaces were used in the link between the wireless
ad-hoc network and the wired backbone network through gateways, which will
lead to delay in packet delivered ratio and packet loss in addition to reduce the
network throughput. The technique of queue management is used to reduce the
congestion rate to have successfully transferred data between any sources and
destinations. In this paper, the effect of four queuing management algorithms,
fairness queue (FQ), stochastic fairness queuing (SFQ), random early detection
{RED) and random exponential marking (REM) will be evaluated on FTP appli‐
cation, based on IEEE802.11 MAC protocol. The algorithms will be simulated
in the Hybrid wireless ad-hoc network using NS-2, and the results will be
discussed in three scenarios; hybrid network, queuing area (gateways) and
different bandwidth with dedicated simulation time, and packet size by measuring
the packet delay, packet delivery ratio, and packet losses.

Keywords: Hybrid wireless ad-hoc network · Queuing management · RED
REM · FQ · SFQ · Drop-tail algorithm · DSDV · FTP

1 Introduction

Wireless ad hoc network (WANET) means connection between the points of the wireless
network (access points) without a central medium or router [1]. Wireless ad hoc network
can be connecting two computers or more with each other without a central point of
contact and without any central server of the network and each point the role of passing
packets to other nodes of the network [2]. It also connects wireless access points without
a central moderator or router [3]. Peer-to-Peer is also a direct link between wireless
clients. This technology uses emergency networks and military applications that want
fast wireless network solutions without creating a central data server or router. Such
applications are requiring to connect the wireless ad hoc network to the central sever by
wired backbone network through gateways for purposes of decision making and
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operation managements [4]. The connectivity through gateways should be interfaced
due to routing protocol in wireless ad hoc network and gateway queuing management
in wired backbone network to the server for ensuring easy flowing data between the
networks, that because long waiting is not desirable in wireless networks [5]. Queuing
management algorithms such as RED, REM, SFQ, and FQ can reduce waiting when the
gateways queue buffer becomes full, and therefore improve the throughput and reduce
delays and loss that occurs for the packets in haul hybrid network [6].

2 Related Works

The present work evaluated the performance of different types of queuing management
algorithms in hybrid wireless ad hoc network to wired backbone network through gate‐
ways using DSDV ad hoc routing protocol and based on IEEE802.11 MAC protocol
and FTP Application. The transmission of packet over a medium at any instance of time
requires a packet processing routine. Thus, to maintain a proper processing of the packets
over a node an interface must be deployed. This interface object must be able to accept
the request from node objects to transmit a packet, even when the medium is busy trans‐
mitting a previous packet. Performance of Queues over Multi-Hop Networks were
analyzed by Agrawal et al. [7], authors evaluated the performance of Drop tail, DRR,
RED, SFQ, and FQ by varying the number of hops, the paper concluded that the
performance of the queues is mostly affected due to increment in number of hops.
Average Delay, Throughput and Packet loss parameters were considered and the study
showed that the parameters were directly or indirectly influenced by the variation in
number of hops. Also the study showed that the average delay and simulation time were
increased due to the increment in hops. There are two popular types of queue manage‐
ment algorithm; Passive queue management algorithms, which in it the packets are
dropped only when the buffer is full [8]. These algorithms are easy to implement in real
networks, such algorithms are Drop Tail, FQ and SFQ [9]. Active queue management
algorithms, which make to avoid congestion and lock-out. Active Queue Management
algorithms reduce the average queue length of buffer. Therefore, end to end delay is also
reduced as well. Such active algorithms are RED and REM [10].

3 Simulation Model and Parameters

The Hybrid wireless ad hoc Network environment is consisting of two wired nodes as
a switch and server, two gateways and ten fixed wireless ad hoc nodes randomly distrib‐
uted as shown in Fig. 1 below, using the IEEE802.11 wireless protocol to communicate
the ad hoc nodes with each other and to the wired backbone through gateways. The
wireless ad hoc network uses the DSDV routing protocol and FTP traffic application in
connection to the wired backbone network. The queuing management algorithms which
will be evaluated in the hybrid network are RED, REM, SFQ, and FQ. The simulated
performance results obtained using different performance metrics such as packet
delivery ratio (PDR), packet delay, and data loss. The performance metric equations
show as follow:
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Throughput =

∑
Number of all packets delivered

Receiving time interval length
(1)

Packetdelay =
TX time − RX received

Number of all packets delivered
(2)

PDR =

∑
Number of all packets received

Number of all packets sent
∗ 100 (3)

Packetlosses =
∑

Number of dropped data packets at all nodes (4)

Fig. 1. Hybrid wireless ad-hoc network environment.

Table 1. Simulation environment.

Parameters Environment
Simulation area 200 × 200
MAC protocol IEEE802.11
Routing protocol DSDV
Packets size (byte) 1400 bytes
Queuing bandwidth (Mb) 5, 10, 15, 20
Simulation time (sec) 20, 40, 60, 80, 100
Application Traffic FTP
Queuing management algorithm RED, REM, SFQ and FQ
No. of fixed wireless ad hoc nodes 10
No. of wired nodes 2
No. of gateways 2
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The following Table 1 shows the values of the various parameters used during simu‐
lation to evaluate the performance of queuing management algorithm on the network in
different Scenarios.

4 Experimental Results and Discussion

After performing the simulation of hybrid wireless ad hoc network to evaluate the
performance of queuing management algorithms, the results of the simulation are
divided into three scenarios as follows:

(1) SCENARIO 1: QUEUING ALGORITHMS PERFORMANCE IN HYBRID
NETWORK

In the scenario 1, the queuing algorithms were applied in hybrid wireless ad hoc
network, and the results obtained for the hybrid network with different simulation time
20, 40, 60, 80, 100 s in a packet size of 1400 byte. The following three figures show the
performance metrics considered for evaluating the performance of queuing management
algorithms in the network.

In scenario 1, we obtained the results from the simulated network which reviewing
the performance of different queuing algorithms and their impact in Wireless ad hoc to
wired network. For hybrid network packet delay, Fig. 2 shows that RED and REM
algorithms have a stable packet delay compared to the SFQ and FQ but in high simulation
time all algorithms remain to have a low packets delay. FQ has a high delay due to the
problem of allocate resources.

Fig. 2. Hybrid network packet delay of different queuing algorithms

In case of packet delivered ratio (PDR) as in Fig. 3 noticed that all PDR of algorithms
increased due to simulation time increases. FQ gives the lower PDR due to their poor
network throughput. For network packet losses, as shown in Fig. 4 the RED and SFQ
algorithms give a semi matched performance in packet loss, where they give high packet
loss compared to REM and FQ, but RED gives higher loss due to its randomly packets
dropping mechanism. REM gives lower loss compared to other algorithms.
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(2) SCENARIO 2: QUEUING ALGORITHMS PERFORMANCE IN GATEWAYS

Fig. 3. Hybrid network PDR of different queuing algorithms

Fig. 4. Hybrid network packet loss of different queuing algorithms

Scenario 2, reviews the evaluation of queuing algorithms RED, REM, SFQ and FQ
in the hybrid network and the results we obtained only for the gateways queuing with
different simulation time 20, 40, 60, 80, 100 s in a packet size of 1400 bytes as shown
in the following figures:

In scenario 2, the gateways queuing packet delay according to the simulation results
is presented as shown in Fig. 5, the observed performance shows that the delay of all
algorithms is low in 1 micro sec except FQ because it depends to allocate resources. In
PDR results as in Fig. 6, all the algorithms performance is stable and consistent with the
change in packets size. For gateways queuing packet loss as shown in Fig. 7 all algo‐
rithms increase performance while increasing the simulation time. SFQ gives the higher
packet loss because of the increase in traffic due to increase throughput of the queuing
area. REM gives lower packets loss compared with others algorithms.
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(3) SCENARIO 3: QUEUING ALGORITHMS PERFORMANCE BASED ON QUEUING BANDWIDTH

Fig. 5. Gateways queuing packet delay of different queuing algorithms

Fig. 6. Gateways queuing PDR of different queuing algorithms
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Fig. 7. Gateways queuing packet loss of different queuing algorithms

In this scenario we applied queuing algorithms in the hybrid network and the results
were obtained for the hybrid network, based on different queuing bandwidth 5, 10, 15,
20 Mbytes at simulation time 100 and packet size 1400. The following performance
metrics are considered for evaluating the performance of queuing management algo‐
rithm in this scenario.

Scenario 3, shows the performance of queuing algorithms depending on the queuing
bandwidth, which will study the performance of algorithms in different bandwidths.
Figure 8 shows actual response time for each packet achieved in the hybrid network
using SFQ, FQ, RED and REM. It has been observed that the delay occurred in FQ,
SFQ, and RED algorithms are same but maximum delay achieved in REM. Therefore,
we conclude that each algorithm would get the same response time provided congestion
has been observed because queuing delay would be same for each algorithm in higher
bandwidths.

Fig. 8. Hybrid network packet delay of queuing algorithms based on queuing bandwidths

The packet delivered ratio (PDR) of all queuing algorithms as showed in Fig. 9,
which it shows that the PDR of the REM decreases with increased queuing bandwidth.
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RED, SFQ, and FQ give same performance at queuing bandwidth 20 Mbytes. Figure 10
showed that in case of REM, loss rate decreased when the bandwidth of bottleneck
increased. There is a drastic change in loss rate at higher queuing bandwidths in
20 Mbytes in case of SFQ, and FQ because of unfairness achieved at this bandwidth.
Otherwise, it has been concluded that FQ, SFQ, and RED could achieve higher loss rate
at higher bandwidth and reflected more in case of FQ. At the overall performance we
noticed that RED and SFQ performances are semi-matched and same in queuing band‐
width 20 Mbytes. FQ performance in queuing bandwidth 5 Mbytes is low, and with
increased queuing bandwidth the performance of FQ algorithm be nearing the perform‐
ance of SFQ and RED. REM gives the lower packet loss compared with another algo‐
rithm.

Fig. 9. Hybrid network PDR of queuing algorithms based on queuing bandwidths

Fig. 10. Hybrid network packet loss of queuing algorithms based on queuing bandwidths
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5 Conclusion

This paper presents the comparative analysis of the FQ, RED, SFQ and REM algorithms
performance in the hybrid wireless ad hoc network using IEEE802.11 based on FTP
application, basis of various performance parameters; packet loss, PDR and delay meas‐
ured for all hybrid network data and also only to the queuing in gateways area with
different simulation time 20, 40, 60, 80, 100 s and packetsize1400 bytes in addition to
varying bandwidths for a configured network.

As observed in scenarios A, B, and C of the simulated hybrid wireless network, the
performance results of queuing management algorithms show that the REM has the best
performance when it compared with RED, SFQ, and FQ algorithms, and FQ has the
lowest performance in most performance metrics. RED and SFQ have intermedium
performance when compared with REM and FQ. In the scenario of gateways queuing,
the results show that REM algorithm has the lowest packet losses and FQ has the highest
delay in two cases of scenario. RED and SFQ give semi-matched performance. In the
scenario of queuing bandwidth, the results show that REM and FQ give an oscillating
performance with different queuing bandwidth. However, RED and SFQ give a Regular
performance with different queuing bandwidth. To analyze the performance of queuing
algorithms, REM algorithm has the best performance in all cases of scenarios because
it gives low delay and losses, and high PDR in most results of performance metrics. FQ
has the lowest performance in most results of scenarios.

For future work, the performance of RED, REM, SFQ and FQ algorithms in the same
hybrid wireless ad hoc network can be evaluated by the change in MAC type, from
IEEE802.11 “Wi-Fi” to MAC IEEE 802.15 “Bluetooth” or to MAC IEEE 802.15.4
“ZigBee”. DSDV also can be compared with other routing protocols like AODV and
DSR, with changing in traffic application from FTP to CBR and Poisson applications.
This extensive analysis can bring up more features and performance of queuing algo‐
rithms in different network environments which in turn will make improvements in these
considered algorithms.
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Abstract. Characteristics of spatial remote sensing images are studied. Based
on their characteristics, remote sensing images are compressed through wavelet
transformation. Wavelet properties are first analyzed. The relationship of these
properties with image compression is then obtained. Simulations on wavelet
properties are performed via MATLAB. Influence of individual properties on
compression of spatial remote sensing images is obtained. Wavelet decompo-
sition and reconstruction of several images are simulated in the experiment.
With peak signal to noise ratio (PSNR) as the performance metric, the d9/7
wavelet is finally determined as the optimal choice for compression of spatial
remote sensing image.

Keywords: Spatial remote sensing images � Wavelet basis
Image compression

1 Introduction

Remote sensing is an integrated subject of science. It bears a close relationship with
electronics, optics, geology, computer science and space science, making it an
important part of modern science. Theoretically, remote sensing refers to the tech-
nology of recognizing, classifying and analyzing the object after collecting its data
without directly contacting it [1]. With rapid progress in remote sensing, the number of
remote sensing images is growing dramatically, thereby highlighting the need for
efficient storage and transmission through image compression. The traditional com-
pression methods, however, cannot operate as effectively as expected. The complexity
of the vector quantification-based compression method increases exponentially with
the dimensionality. The compression rate of difference pulse code modulation is poor.
The Joint Photographic Experts Group (JPEG) method produces obvious block arti-
facts. Wavelet transformation is a new mathematical tool for time-frequency analysis.
Its advent enables many images to be compressed, transmitted and analyzed more
efficiently. Due to its suitability for image compression, wavelet transformation pro-
vides desirable PSNR and compression ratio. More importantly, it is able to reconstruct
images effectively and reduce the time consumption of image decomposition,
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reconstruction and coding. For the wavelet-based compression algorithm, the first step
is to find a wavelet basis suited for image compression. This is the main focus of this
paper.

2 Typical Classes of Wavelet Basis [2]

2.1 Haar Wavelet

The Haar function is the most common orthogonal wavelet function with compactness
for wavelet analysis. It is also the simplest wavelet function, and a rectangulare wave
with support region in t 2 0; 1½ �. The Haar function can be defined as:

w tð Þ ¼
1 0� t� 1=2
�1 1=2� t� 1
0 other

8
<

: ð1Þ

Due to its discontinuity in the time domain, the Haar wavelet is not a good choice
as a basic wavelet.

2.2 Daubechies (dbN) Wavelet

The Daubechies function [3, 4] was constructed by Ingrid Daubechies, a world-famous
wavelet analyzer. It is often written as dbN for short, where N denotes the order of
wavelet. It makes it possible to perform discrete wavelet analysis and can be classified
into two categories, orthogonal and biorthogonal. The Daubechies biorthogonal
wavelet system strongly resembles the orthogonal wavelet system. The only difference
is that the former consists of two wavelet functions, i.e. w and its dual wavelet ~w.

The word biorthogonal means that the low-pass decomposition filter h is orthogonal
to the high-pass reconstruction filter ~g, and that the low-pass reconstruction filter ~h is
orthogonal to the high-pass decomposition filter g, where h and g correspond to the
wavelet w, while ~h and ~g correspond to the wavelet ~w. Usually, a wavelet function w is
used for decomposition, and its dual wavelet ~w is used for reconstruction. As we know,
decomposing and reconstructing an image using the same filter makes it impossible to
guarantee the accuracy of symmetry and reconstruction at the same time. On the
contrary, adopting two functions provides an effective approach to this problem. The
major difference with the orthogonal wavelet system is that the biorthogonal wavelet
system is partly orthogonal and completely symmetric.

2.3 Symlet (symN) Wavelet

The Symlet function system is an approximately symmetric wavelet function proposed
by Daubechies, and can be written as symN, where N ¼ 2; 3; . . .; 8, representing an
improvement in the db function. According to Daubechies, symN enhances its sym-
metry while maintaining remarkable simplicity.
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2.4 Coiflet (coifN) Wavelet

Daubechies constructed the Coiflet wavelet which is compliant with the requirements
of R.Coifman. It includes the series of coif N, where N ¼ 1; 2; 3; 4; 5. The 2Nth
moment of the Coiflet wavelet function wðtÞ and the (2N − 1)th moment of the scale
function are zero. The support of wðtÞ and uðtÞ has a length of 6N − 1. Moreover, wðtÞ
and uðtÞ of Coiflet are superior to dbN in terms of symmetry.

3 Evaluation Metrics of Wavelet Basis

PSNR [5] is an important measure in evaluating the quality of image reconstruction and
the performance of image compression algorithms. Experiments were performed to
compress remote sensing images using different wavelet bases. The experimental
results were analyzed to find an optimal wavelet for image compression. With other
conditions being the same, a higher value of PSNR leads to a higher quality of image
reconstruction and it indicates that the selected wavelet is more appropriate for remote
sensing images. And the wavelet is more suited for compression of remote sensing
images. PSNR in db can be computed as:

PSNR ¼ 10 lg
2552

MSE
ð2Þ

And we have:

MSE ¼ 1
M � N

XM�1

i¼0

XN�1

j¼0

x i; jð Þ � x̂ x; jð Þð Þ2 ð3Þ

where M and N denote the length and width of an image in pixels, respectively, xði; jÞ
denotes the value of the original image at ði; jÞ, x̂ x; jð Þ denotes the value of the
reconstructed image at ði; jÞ.

4 Relationship of Wavelet Basis Properties with Image
Compression

4.1 Wavelet Basis Properties

Major properties of wavelet basis include orthogonality and biorthogonality [6, 7],
compactness, symmetry, regularity [8] and high-order vanishing moments. The
biorthogonal wavelet is superior to the orthogonal wavelet at the cost of orthogonality.
For the property of compactness, a small width of carried set corresponds to a low level
of computational complexity and facilitates rapid implementation. The symmetric
wavelet is instrumental in effectively avoiding phase distortion and alleviating distor-
tion of some edges in the reconstructed image. The highly regular wavelet enables the
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signal or image to be reconstructed more effectively, reducing the impact of quantifi-
cation or round-off error on visual effect. A higher order of vanishing moment, cor-
responds to a higher compression ratio.

4.2 Simulation Experiment

The dbN wavelet contains orthogonal and biorthogonal categories, being characterized
by compactness, regularity and vanishing moment. These properties are closely related
to image compression. Thus it is selected in this paper for experiment. Note that other
wavelets (e.g., Morlet, Mexican, Hat and Meyer) are devoid of compactness. The
Coiflet and Symlets wavelets are variants of dbN.

Basic properties of dbN are shown in Table 1, where the support width is 2N − 1,
vanishing moment is N, and the regularity is about 0.2N for large N. The wavelet
function and the scale function belong to C 0.2N, where N denotes the serial number of
wavelet base.

Three-level wavelet decomposition is done on a large number of spatial remote
sensing images in the experiment. Consider the “Taiyuan Airport” and “Resolution
Crowd” image with a size 256 * 256, as in Fig. 1 Extensive simulations were per-
formed via MATLAB. Tables 2 and 3 present the data on PSNR, decomposition and
reconstruction time. The optimal wavelet for compression of a remote sensing image is
obtained from comparing, plotting, summarizing and analyzing the experimental data
on orthogonality, compactness, vanishing moment and regularity of the dbN wavelet.

After analyzing the three tables, Figs. 2, 3 and 4 show the relationship of image
compression with Compactness, regularity and vanishing moment.

It can be observed from Fig. 2 that the compression and decompression time
increases with the support width. PSNR increases accordingly. Hence, the more
compact the wavelet basis, the better the reconstructed image. From analysis of the
large amount of experimental data, it has been shown that the image compression and
decompression time as well as PSNR increase with compact width. Therefore, the more
compact it is, the higher the quality of reconstructed image. Figure 3 shows that the

Table 1. Basic properties of dbN

Wavelet basis Orthogonal Support width Vanishing moments Regularity

db2 yes 3 2 1.0
db3 yes 5 3 2.75
db4 yes 7 4 5.1
db5 yes 9 5 7.98
db6 yes 11 6 11.33
db7 yes 13 7 15.11
db8 yes 15 8 19.32
db9 yes 17 9 23.95
db10 yes 19 10 29.02
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a)Taiyuan Airport b) Resolution Crowd

Fig. 1. Original image

Table 2. The test results of remote sensing image (Taiyuan airport)

Wavelet
basis

PSNR
(db)

Decomposition
time (s)

Reconstruction
time (s)

db2 37.39 0.16 0.12
db3 38.21 0.18 0.13
db4 38.74 0.20 0.14
db5 38.95 0.23 0.14
db6 38.99 0.26 0.16
db7 39.00 0.30 0.17
db8 39.05 0.37 0.18
db9 39.09 0.42 0.18
db10 39.11 0.48 0.20

Table 3. The test results of remote sensing image (resolution crowd)

Wavelet
basis

PSNR
(db)

Decomposition
time (s)

Reconstruction
time (s)

db2 35.40 0.12 0.15
db3 35.87 0.12 0.15
db4 35.90 0.14 0.17
db5 35.74 0.14 0.17
db6 35.74 0.15 0.17
db7 35.67 0.15 0.19
db8 35.65 0.17 0.21
db9 36.09 0.17 0.22
db10 36.21 0.18 0.24
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PSNR increases with the order of regularity. But the PSNR varies slightly after the
order exceeds 7. Therefore, an appropriate order is recommended. Analysis of Fig. 4
shows that the PSNR increases with the vanishing moment. But the histogram tends to
be stable after the vanishing moment reaches the level of 5. That is, setting the van-
ishing moment to an extremely high value is discouraged. Note that the compression
and decompression time increases with the vanishing moment, underscoring the need
to choose an optimal vanishing moment by finding a balance between operation time
and PSNR. Based on results of extensive experiments on remote sensing images for
this paper, setting the vanishing moment to approximately 5 is recommended for
compression of remote sensing images. Recommended for compression of remote
sensing images.

Symmetry is another property of wavelet which is essential to image compression.
The db2–db10 wavelet bases are all orthogonal, but only biorthogonal wavelets are
symmetric. The db5/3 and db9/7 biorthogonal wavelets are commonly used at present,

a) PSNR b) decomposition time and reconstruction time

Fig. 2. Compactness vs. image compression

a) PSNR b) decomposition time and reconstruction time

Fig. 3. Regularity vs. image compression
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as shown in Table 4. Results of tests on orthogonal and biorthogonal wavelets are
given in Tables 5 and 6. The reconstructed images of Taiyuan Airport and the Reso-
lution Group are shown in Figs. 5 and 6.

a) PSNR b) decomposition time and reconstruction time

Fig. 4. Vanishing moment vs. image compression

Table 4. Parameters of the biorthogonal wavelet

Wavelet
basis

Support
width

Regularity Vanishing
moments

Symmetry

db5/3 5 0.0 2 yes
5 1.0 2 yes

Db9/7 9 1.1 4 yes
9 1.7 4 yes

Table 5. Results of test on wavelet symmetry (Taiyuan airport)

Wavelet
Basis

PSNR
(db)

Decomposition
time (s)

Reconstruction
time (s)

Db4 38.74 0.20 0.14
Db5/3 38.98 0.35 0.17
Db9/7 39.86 0.42 0.20

Table 6. Results of test on wavelet symmetry (resolution crowd)

Wavelet
basis

PSNR
(db)

Decomposition
time (s)

Reconstruction
time (s)

Db4 35.9 0.14 0.17
Db5/3 35.98 0.14 0.17
Db9/7 36.86 0.17 0.21
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4.3 Analysis of Experimental Results

The following conclusions can be drawn from analysis of experimental data in Tables 1
2, 3, 4, 5 and 6.

(1) A high support width corresponds to a high PSNR and a protracted length of
compression and decompression. A support width of 10 is recommended.
Wavelets with this property include db5, db6 and db9/7;

(2) The increase in PSNR slows down after the order of regularity exceeds 7. Hence,
wavelet with a regularity order of 6 or less is recommended. Wavelets with this
property include db2, db3, db4, db5/3 and db9/7;

(3) The increase in PSNR slows down after the vanishing moment exceeds 5, but the
compression and decompression time still rises. Vanishing moment of around 5 is
thus recommended. Wavelets with this property include db4, db5 and db9/7;

(4) Analysis of Tables 5 and 6 indicates that despite increase in the compression and
decompression time, the symmetric wavelet is superior to non-symmetric wavelet
in terms of PSNR.

To sum up, the d9/7 wavelet provides desirable compactness, regularity, vanishing
moment, symmetry and high PSNR. It is learned from Figs. 5 and 6 that the images

a) original image b) db4-reconstructed image

c) db5/3-reconstructed imaged d) db9/7-reconstructed image

Fig. 5. Reconstructed image of Taiyuan airport
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reconstructed via the d9/7 wavelet are clearer. Hence, the d9/7 wavelet is selected as
the wavelet basis for real-time compression of remote sensing images.

5 Conclusions

The characteristics of remote sensing images are described. Relationship of wavelet
basis properties with spatial remote sensing images is analyzed. Simulations are per-
formed on each wavelet basis propertiey through MATLAB. Experimental results are
analytically summarized. Observation of the reconstructed image in the experiment
shows that PSNR and image sharpness of the d9/7 wavelet are superior to other
choices. Hence, the d9/7 wavelet is selected for real-time compression of remote
sensing images.

a) Original image b) db4-econstructed image

c) db5/3-reconstructed imaged d) db9/7-reconstructed image

Fig. 6. Reconstructed image of resolution crowd
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Abstract. It is of vital importance to obtain timely identification and
treatment of tunnel cracks in ensuring railway traffic safety. As the
amount of tunnel images collected by high-speed cameras equipped on
the train is extremely large, manual method is unable to meet the actual
needs in recent years while traditional image processing methods become
powerless to achieve a satisfying speed and accuracy. In this paper, we
propose a novel algorithm based on deep learning to solve this prob-
lem. We first use Simple Linear Iterative Clustering super-pixel algo-
rithm to segment the original tunnel data and then artificially annotate
the images. And eventually establish a dataset called CLS-CRACK for
training and testing the deep convolutional neural network classification
model. We design our classification network on the basis of ResNet18
and finish the experiments with one NVIDIA GeForce GTX Titan X
on a framework named caffe. Finally, results demonstrate that the new
algorithm performs well in the validation set with the result of a 94.0%
accuracy and an 83.0% recall and time cost for each original tunnel image
is within 0.025 s.

Keywords: Tunnel cracks · Super-pixel segmentation
Deep learning · CNN classification model

1 Introduction

The appearance of cracks is inevitable during construction and use of the tun-
nels, while the existence of these cracks will affect the stability of the tunnel and
have a negative impact on the train running. As a result, tunnel cracks must be
effectively identified in time. Unfortunately, currently existed detection methods
are unsatisfactory in efficiency and lack of intelligence. Most of them are manual
methods, so the test results are unavoidably influenced by human factors and it
is difficult to obtain a uniform standard. On the other hand, due to the large
amount of data, the process of manual method is very slow and it also costs a
c© Springer Nature Singapore Pte Ltd. 2018
Q. Zhou et al. (Eds.): ICPCSEE 2018, CCIS 901, pp. 666–678, 2018.
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lot of money. However, there are also some different detection methods, includ-
ing ultrasonic detection method, optical fiber sensor detection method, acous-
tic emission detection method and image processing detection method. Among
them, the image processing detection method has the advantages of non-contact,
high efficiency, convenience and intuitiveness, which make the kind of method
become the main direction [1] of research in this field as the computer science
and digital image processing technology develops continuously.

The tunnel image data has complex characteristics such as water stains,
pollution and other structural seams. Combined with the influence of the envi-
ronment including uneven lighting, noise, and irregular distribution of cracks,
traditional methods based on image processing are faced with a bottleneck. In
recent years, the technology of artificial intelligence is developing rapidly. Partic-
ularly, the deep learning method has fully penetrated into the field of computer
vision and has made great achievements.

In this paper, we aim to apply the deep learning technology in the traditional
tunnel cracks recognition field creatively to propose a new automatic algorithm
to realize the fast and accurate recognition for tunnel cracks. And some experi-
ments will be done to verify the algorithm.

2 Related Work

As mentioned above, the image processing detection method has been a main
direction of research in this field and has made a lot of achievements at home
and abroad. Another breakthrough is the development of deep learning which
greatly contributes to computer vision.

2.1 Algorithm Based on Image Processing

Yusuke Fujita et al. proposed a two-step algorithm [2], which can effectively
remove the noise in the image caused by uneven illumination, shadows, stains
and so on. Later, a fractal monitoring algorithm [2] based on morphological pro-
cessing and logistic regression using the statistical classification was proposed.
This algorithm had more than 80% accuracy for crack extraction, but it still
exists some defects, for example, it will miss some small cracks and the calcula-
tion is extremely large and as a result it is inefficient. In China, methods based
on image processing have also developed at a fast speed. Li Gang et al. pro-
posed an image segmentation algorithm based on Sobel operator and maximum
entropy method [2] and Chu Yanli proposed a crack feature extraction algorithm
based on gray-scale image and its texture characteristics [2]. Wang Xiaoming,
Feng Xin et al. proposed a multi-image and multi-resolution pavement crack
detection method [2] with image fusion technique, which preserves the collec-
tion characteristics of the image well and greatly improves the reliability and
precision of crack detection. With the rapid development of machine learning,
the algorithm of crack recognition combined with machine learning method and
image processing is constantly emerging.
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2.2 Deep Learning for Image Classification

The concept of deep learning was proposed creatively by Hinton et al. [3] in 2006,
and later Lecun et al. [4] proposed a more intuitive multi-layer network learning
algorithm named Convolution Neural Networks. CNN mainly uses image space
information to reduce the number of training parameters and thus improve the
performance of model training.

The purpose of image classification is to identify whether the image contains
a specific class of object and the main content of the process is characterizing
the image. Expectedly, CNN has great superiority in feature representation. As
network’s depth increases, the characteristics that model extracts are becoming
more and more abstract and better to represent semantic topic of the image so
that there exists less uncertainty in identification. Above all, the CNNs based
on deep learning are stronger than other methods. 2012 was the year of deep
learning, success of AlexNet [5] proves that the CNN can improve the effect
of image classification. AlexNet uses an 8-layer network structure and won the
champion in 2012 ImageNet [6] image classification competition. The paper also
contributes in putting forward the skills including Relu function, local response
normalization, overlapping pooling, data augmentation and dropout to prevent
over-fitting. All of these provided us with a reference in training deep convolu-
tional neural network model. In ILSVRC2013, the top 20 teams all used deep
learning method under the great influence of AlexNet. In 2014, GoogLeNet [7]
developed a new way to improve the recognition effect from the perspective
of re-designing network structure. The main contribution of this paper is to
design the inception module structure to capture the feature of different scales,
and to reduce the dimension through the convolution of 1*1. Since then, many
updated versions have been proposed based on GoogLeNet, which put forward
more improved inception modules and provide valuable experience in network
design for researchers. Another work in 2014 is VGG [8], the article further
demonstrates the importance of network depth in enhancing the effectiveness of
the model. The most important work of 2015 is the deep residual network [9]
(ResNet), which proposed a method of fitting the residual network for better
training the deeper network. This method is the big winner of the ILSVRC2015,
which won the champion of the classification, segmentation, detection and many
other tasks in the ImageNet and COCO datasets. The development of subse-
quent classification networks all followed the design ideas of ResNet such as
DenseNet [10], which won the best paper award in CVPR2017. The model of
our paper is also designed based on the basic network structure of ResNet.

3 Methodology

The scheme of our algorithm for tunnel cracks recognition includes image pre-
processing, super pixel segmentation, dataset establishment, classification model
design, training and model testing analysis. The main framework of the algo-
rithm is shown in Fig. 1.
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Fig. 1. Framework of system.

3.1 SLIC Segmentation

The size of original tunnel data obtained through camera is too large to handle.
To adjust the deep CNN model, it is necessary to segment the image in some way.
However, due to the non-uniformity of the distribution of cracks, the common
segmentation method is very likely to make the cracks appear on the edge of the
divided patches, which will adversely affect the subsequent classification model
training. Therefore, our paper uses the SLIC segmentation method [11] to divide
the original image data according to the generated super pixels. In this paper,
several groups of experiments are performed to optimize and accelerate the SLIC
method to adjust to the tunnel data and improve the segmentation effect. The
overview of this process is shown in Fig. 2.

SLIC (Simple Linear Iterative Clustering) first transforms the RGB image to
the 5-dimensional feature vectors in CIELAB colour space and XY coordinates
and then constructs the standard of the distance measuring for these feature
vectors. After the process, local clustering o f the image pixels is performed
according to the measured distance. SLIC segmentation method can generate
compact and uniform super pixels, which has got a comprehensive evaluation
in terms of computing speed, object counter preserving and generated shape of
super pixels among researchers.

Steps of SLIC algorithm include initializing the clustering centre, reselecting
the clustering centre in n*n neighbourhood, assigning class labels to each pixel in
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Fig. 2. SLIC super-pixel segmentation.

neighbourhood of clustering centre, distance measuring including the colour and
spatial distance, iterative optimization and enhance the connectivity. Neverthe-
less, this algorithm has problems of terrible memory footprint, a large number of
floating-point calculation and so on. It is difficult to be directly applied to prac-
tical projects. In this paper, groups of experiments have been done to analyse,
optimize and accelerate the performance of SLIC, concentrating on achieving a
trade-off between the effect and speed of the algorithm so that it can play an
important role in tunnel cracks recognition.

Distance Weight Experiments. The core of the SLIC algorithm is iterative
computing, while the core of iteration is calculating the distance. Because the
source of clustering is a complex of LAB and XY, it will bring a very chaotic
result if we directly use the European Distance measurement. Hence, the original
paper proposed a new formula which coordinates the distribution of the two
distance ratio with m and s parameters. The weight decay of m which stands
for LAB colour space is 0.3, 0.6, 0.9 from left to right in Fig. 3. We can conclude
that the edge between segmented super pixels is not so smooth when the weight
decay is 0.3. However, if the weight decay is set very large, the result will lose the
measure of XY coordinates. Taking the analysis into consideration, we finally set
value to 0.6. The results are shown in Fig. 3.

Fig. 3. Experiments with the change of parameter distance weight.
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Acceleration Experiments. We both use the Python and C++ programming
language to realize the SLIC segmentation algorithm. Considering the efficiency,
we choose the C++ as the main language and carry out a series of optimization
to accelerate the process. We finally adopt cuda [12] programming to run this
algorithm on GPU. Experimental methods and results are shown in Table 1.

Table 1. SLIC acceleration experiments.

Method Total time/s Segment time/s

CPU common method 14.820 1.536

CPU acceleration 2.600 0.130

GPU running 0.050

As shown in Table 1, despite considerably optimization in programming skills,
the segmentation process on CPU is still very slow. Taking into consideration
that subsequent CNN classification model training process is deployed on GPU
(NVIDIA GeForce GTX Titan X) and GPU has obvious advantage in graphics
operation than CPU, therefore, we apply cuda programming to transfer the SLIC
segmentation algorithm into GPU in this paper. The final speed of the process
is 0.05 s per image. Compared with CPU, the speed of segmentation process
increases significantly in the case of similar effect.

All irregular super pixels segmented from the original images are saved in the
same format to establish the dataset for tunnel cracks recognition task. Since
SLIC algorithm helps to find the cracks potentially, we can control the divide
process to avoid the cracks. Saved super pixel patches are shown in Fig. 4. These
irregular super pixels maintain the shape of cracks well and effectively prevent
the cracks appearing on the edge. This is in line with our expectation.

Fig. 4. Saved image from super pixels.
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3.2 Dataset

The establishment of an appropriate dataset is critical for training deep CNN
model in deep learning field. In order to solve the problem of tunnel cracks
recognition, we construct a specific dataset named CLS-CRACK. The dataset
selects three complete tunnel image data obtained originally from the camera as
the source covering different road sections, lighting conditions and tunnel types
and eventually has a total of 2000 image data. Among them, we choose 1600 for
the training set and the other 400 for the validation set. Each image is segmented
to about 100 super pixel patches by SLIC algorithm and these patches compose
the CLS-CRACK dataset. After a series of data cleaning process, all images in
the dataset are annotated by professional people and the label for classification
is to determine whether the image contains cracks. At present, the training set
has 6550 images and relevant classification labels and the validation set has 2000
images and the corresponding labels. The positive and negative sample ratio is
basically 2:1. In the future, CLS-CRACK dataset can be extended by supplying
detection and segmentation wise label to adapt to more diversified needs in this
field.

3.3 Model Design

A complete classification network includes input, image preprocessing, inference
process and output. In the training phase, the input includes the image and
the corresponding label while input contains only the image in testing phase. To
feed into the deep convolutional neural network, data preprocessing is required in
training process including mean value subtraction, variance division, operation
of image shuffling and so on. Our model is trained by sending images into model
through mini-batch and then test images are sent into the trained model to get
the inference results. Finally, the model outputs the probability whether the
image contains cracks.

In order to identify the tunnel cracks quickly and accurately, we test several
popular light network to achieve a speed/accuracy trade-off. In this paper, we
choose the ResNet18 network to construct our classification model. ResNet is
a kind of deep residual learning network instead of plain ones such as VGG.
Formally, using H(X) to represent the optimal solution mapping, and then let
the stacked nonlinear layer fit out another map: F(X) = H(X)− X. So, the orig-
inal optimal solution H(X) can be rewritten as F(X) + X. The formulation of
F(X) + X can be realized by making a shortcut connection in the forward net-
work, which can skip one or more layers. The shortcuts simply perform identity
mapping, and their outputs are added to the outputs of the stacked layers.
Identity shortcut connections add neither extra parameter nor computational
complexity. The entire network can still be trained end-to-end by SGD with
back-propagation, and can be easily implemented using common libraries with-
out modifying the solvers.

Experiments are finished with one NVIDIA GeForce GTX Titan X on
caffe [13]. We first test the speed of ResNet18 by tools in caffe and the time
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cost of a forward and back process is respectively 4.48 ms and 5.07 ms with
an image of approximately 300 * 300 resolution. At the meantime, it is able to
achieve a 0.29 top-1 error and a 0.1 top-5 error in the classification task of Ima-
geNet, better than the state-of-the-art traditional method. Obviously, ResNet18
contains 18 convolution layers, among which the first layer is a 7 * 7 convolution
layer followed by eight similar block module, each contains two 3 * 3 convolution
layers and the last layer is a 1000 fully-connected layer. The network structure
is shown in Fig. 5.

Fig. 5. Network structure of ResNet18.

4 Experiments and Analysis

Parameters of our network are found with straightforward SGD using caffe and
are fine-tuned from the ImageNet classification pretrained model rather than
random initialization. Since our work is a dichotomous task, we replace the
last 1000-softmax fully connected layer with 2-softmax fully connected layer.
Results show that fine-tuning the network is able to accelerate the convergence
of training process and get a more satisfying result compared with training the
network from scratch.

4.1 Implementation Details

Training is performed over 100 epochs, each consisting of full training image
samples. The gradients for each iteration are estimated using mini-batches of
size 15, and the learning rate steps down from 1e−3 to 1e−5 for 3 stages. All
images are resized to 600 * 600 to feed the network and normalization process is
necessary. In testing phase, the data preprocess is almost the same with that in
training phase. Differently, we adopt a ‘multi-crop’ strategy to each test image
so that each image will produce several crops of certain size. And apparently, our
trained model will output a result to these crops after the inference. We simply
sum the probability of crops produced by every image as the final result. As a
result, this strategy outperforms the basic method.



674 M. Yang et al.

4.2 Evaluation Methodology

In the classification task, the most common used performance metrics are error
and accuracy. The error is the ratio of the number of misclassified samples to
the total number of samples while the accuracy is the ratio of the number of
correctly classified samples to the total number of samples [14]. Let’s consider a
set D, the classification error is given by following:

E(f ;D) =
1
m

m∑

i=1

Π((fxi) �= yi) (1)

So the accuracy is defined as:

acc(f ;D) =
1
m

m∑

i=1

Π((fxi) = yi) (2)

Among the formulation, Π is the indicator function. When it is true or false,
it’s value is 1 or 0 respectively. Although commonly used, the error and accu-
racy metric can not meet all the task requirements. For the problem of crack
recognition, the error and accuracy metrics measure the percentage of recognized
images containing the cracks. However, if one is concerned about how many of
the picked pictures contain cracks or how many of all pictures including cracks
have been picked out, the error rate and accuracy are no longer enough. At this
point, the precision and recall metrics are more appropriate for such require-
ments. For the dichotomous tasks, the situation combined by real categories and
model predictions can be divided into four cases: true positive (TP), false pos-
itive (FP), true negative (TN) and false negative (FN). The precision (P) and
recall (R) are respectively defined as:

P =
TP

TP + FP
(3)

R =
TP

TP + FN
(4)

Precision and recall are a pair of contradictory measure. In many cases, the
samples can be ranked according to the prediction results of the model. And as
a result, at the top of the list are most likely to be positive examples. Taking the
sample as a positive prediction one by one according to the ranked sequence, we
can calculate the current recall and precision and get the P-R curve by employing
the precision as vertical axis and recall as horizontal axis. In this paper, we not
only analyze these metrics but also evaluate the model’s performance on the P-R
curve.

4.3 Results and Analysis

Model uses softmax classifier whose final output of the network is probability
value that if cracks exists in current image. In our experiment, we think it is true
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Table 2. Experimental parameters and results.

Number Crop method Crop num Accuracy % Precision % Recall %

1 600/600 1 92.7 40.0 81.0

2 600/632 12 94.0 46.0 83.0

3 600/632 12 82.8 22.5 95.3

if the probability value is greater than 0.5. As mentioned above, we perform a
group of experiments using different crop strategy. The experimental parameters
and results are shown in Table 2.

Taking into consideration that the single-crop (600/600) experiment as the
baseline, we can conclude from Table 2 that the 12-crop (600/632) experiment
has a significant improvement in accuracy, precision and recall compared with
the first experiment with the result of 94.0, 46.0, 83.0 respectively. The reason
is that a sample is cropped to 12 patches which contain different information of
original data and our model will make a inference to all 12 patches, then a final
result is combined with these probabilities with an averaging operation in the
second experiment. The difference between the third experiment and the second
one is the strategy to combine the final results of the 12 patches from the same
one image. In the third experiment, we find the max probability among 12 values
to define the classification result. This is reasonable because in this recognition
task, people often hope to find all cracks despite some of them are not. While
the tunnel data does not have so many true samples and the shape of cracks
are elongated which are difficult to find, so it can improve the recall to consider
the existence of cracks once identified in some state. Just as we can see from the
Table 2 that the final recall is 95.3, a significant improvement than that in the
second experiment.

We also compare our model with the state-of-the-art algorithm SVM [15] clas-
sifier using features extracted by this CNN model on our CLS-CRACK dataset
and test it on the same validation set. The accuracy and speed performance is
shown in Table 3.

Table 3. Experimental comparison results.

Method Average accuracy/% Time cost/s

Our algorithm 94.0 0.025

SVM 83.2 0.150

We adopt SVM classifier in ‘scikit-learn’ which is a popular machine learning
package and set the best parameter to perform experiments on CLS-CRACK.
The results are shown in Table 3 and we can conclude that our deep CNN clas-
sifier outperforms previous traditional methods.
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4.4 Evaluation on P-R Curve

P-R curve can intuitively depicts an overall precision and recall of one classifi-
cation model. The performance of classifier can be evaluated by analyzing the
distribution of P-R curve and comparing the area under it. P-R curves of three
groups of experiments are shown in Fig. 6.

Fig. 6. P-R curves of three groups of experiments.

It can be seen from Fig. 6 that P-R curves of the second and third experiment
completely covers that of basic experiment. That is, at any point on the curve,
precision and recall of the last two experiments are higher than the first one so
we can conclude the multi-crop strategy adopted in testing phase has a good
effect to improve the performance of classifier. The P-R curves of the second
and the third have an obvious overlap so it is difficult to simply evaluate the
performance. Despite the recall of experiment 3 is higher than that of experiment
2 under the same score thresh as can be seen from Table 2, area under curve 2 is
larger than that under curve 3 so that the possibility to get a high precision and
recall at meantime on curve 2 is higher than on curve 3. Hence, performance of
the CNN model can be appropriately evaluated by analyzing it’s P-R curve. In
addition, we can find the best thresh to distinguish the true or false examples
according to the curve.
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5 Conclusion and Further Work

We propose an algorithm based on deep learning to automatically solve the
problem of tunnel cracks recognition in this paper. First, we specifically optimize
the SLIC segmentation method to divide the original tunnel image to a proper
size to simplify the preprocess and adjust to the CNN model. Then, we present
a standard dataset named CLS-CRACK to train and test deep classification
model. This project builds a classification network with ResNet18 and uses caffe
to perform training and optimization. Experimental results demonstrate that
the network can work on the dataset well and finally get a result of a 94.0%
accuracy, an 83.0% recall and a 46.0% precision. Our model can recognize the
tunnel cracks accurately and quickly and for new unknown tunnel images, it can
be used offline to make satisfying predictions.

At present, the dataset has a small number of pictures, which limits the learn-
ing ability of the model so the scale of the dataset should be further improved. In
addition, the bounding box annotation for detection and polygon annotation for
segmentation can be complemented to meet a variety of mission needs. For the
tunnel cracks recognition, we can further analyze the location and shape of the
cracks after the cracks are correctly identified. This requires another important
technique in deep learning: semantic segmentation. Semantic segmentation tech-
nology is a pixel-wise classification that enables the complete representation of
cracks by their outline. Since the shape of crack is different from other common
objects, the segmentation network for this task needs to be redesigned, and all
of these are the directions for future work.
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Quality of Geographical Information Services
Evaluation Based on Order-Relation
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Abstract. With the widespread of web based geospatial services, more services
are creating and publishing. There will be a large number of geographic
information services with the same function which have different quality.
Quality of Web Services (QoS) has become an important. Order-relation is
introduced to study the quality of geographical information service evaluation
and geographical information service matchmaking based on QoS in this paper.
The calculating method of QoS indicators weights is discussed by three steps,
which are confirming order-relation, comparing the relative importance between
indicators and calculating weight factor. The quality of geographical information
service indictors’ matrix is built and normalized. The quality of geographical
information service evaluation model is built by using simple additive weighted
method. Geographical information services matching methods of QoS prefer-
ence model based on order-relation and weight are discussed. Finally, experi-
mental prototype is developed to practice and analyze the method of QoS
evaluation and service matchmaking based on QoS. Analysis result shows that
the proposed algorithm can improve service matching accuracy.

Keywords: Geographical information service � Quality of Service
Order-relation � QoS evaluation � Service matching � Preference model

1 Introduction

With the widespread of web based geospatial services, the availability and reliability of
geospatial services have become the focus of attention. Quality of Web Services
(QoS) has become an important factor to distinguish reliable services from faulty ones
[1]. QoS makes it possible to discover, filter, acquire and interact with different web
services in a reliable, efficient and easy-to-use manner. It is for this reason that the
research of quality evaluation methods of geospatial services has been paid more and
more attention nowadays.

In 2016, OGC Quality of Service and Experience Domain Working Group (QoSE
DWG), which is concerning evaluating and improving the Quality of Service and the
Quality of Experience of the Spatial Data Services, data sets and applications imple-
menting and leveraging OGC standards, published its chapter, aiming to provides an
open forum for the discussion and presentation of interoperability requirements, use
cases, pilots, and implementations of OGC standards in this domain [2]. It gives a
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strong signal that the study of geospatial services quality has become an important issue
that needs to be raised to an OGC standards level.

2 Related Works

2.1 Conceptual Framework of Geospatial Information Service Quality

In fact, QoS is a fundamental concern in the field of SOA [3, 4]. WS-Quality Model
(WS-QM), a conceptual model for web Services quality, which defines the concept,
role and reciprocal action between quality associates, quality activities and quality
factors in the lifecycle of Web Services, does not concern about the details of the web
services [5]. In the other words, WS-QM can be applied in geospatial information
service field with few modifications [6]. But in the level of implement, WS-Quality
Factors (WS-QF), as an implementation specification of WS-QM for common web
services which defines a set of attributes used to represent and evaluate the quality of a
web service, is related with services fields closely [5]. For different Web service in
special field, the quality factors will be different more or less due to the characteristics
of the field. It is generally accepted that the common WS-QF cannot fulfill the quality
of geospatial services [6–9, 12–14, 20]. Liu et al. indicated that there are two factors
need to be modified: WS-QF does not make any descriptions of the inherent charac-
teristics of geospatial data, and many problems can be simplified from web services to
geospatial information service, especially for measurement methods [6]. Based on the
analyze of differences between quality factors of geospatial services and common
services, Wu et al. proposed a new concept of QoGIS (Quality of geospatial infor-
mation service) [7–11]. Most of the conceptual frameworks including QoGIS are refer
to WS-QM, so that they can be considered as a specific implementation of WS-QM in
geospatial fields. This can not only reflect the characteristics of geographic information,
but also keep the consistency with the common QoS models.

2.2 Evaluation Method of Geospatial Information Service Quality

In terms of evaluation methods of geospatial QoS, import and expand the existing
common QoS evaluation model in the context of geospatial information application is a
general solution of idea [13–16]. Cheng et al. established an extensible synthesis
evaluation model to realize comprehensive evaluation of geographic information QoS
through fuzzy comprehensive evaluation method [17]. Focused on the quality of
location based services, Machaj et al. put forward parameters of quality and a criterion
for QoS evaluation [18]. Liu et al. proposed a heterogeneous quality values to evaluate
quality of geo-services [19]. A software tool GeoQoS supporting QoS-aware geopro-
cessing on the Web was developed by Yue et al. [20, 21].

2.3 Applications of Geospatial Information Service Quality

As mentioned above, Quality of geospatial information service plays important roles in
applications. The quality of services is needed to be considered in most large complex
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systems like SDIs [23–26]. The quality of geographic information service has been
proved to be able to significantly improve the efficiency of service discovery and
selection [27–31]. In order to combine different services, quality factors were imported
to service composition to optimize the service chain [32–34]. With the rapid growth of
geospatial data services, geographic information services quality can also be developed
as a special service for the data processing, integrating and analyzing [35–38].

In general, the quality of geographic information services has received enough
attention and made considerable process in recent years. However, although mature
tools for measuring and analyzing the QoS of geospatial services do exist, but there is
little to support for a standardized way of communicating the expected QoS level of the
services to the end users and various analyzing tools [2]. Likewise, we can say that
quality features of geographic information services do exist, but there is little to
evaluate by a standard method for varied user demands of it. Measuring and evaluating
the quality of geographic information services needs to take full account to the needs of
different users. There is thereby an urgent need but it is still a significant challenge to
find a QoS evaluating method therefore.

In this paper, we present a kind of order relation analysis method for indicators
weight calculation and quality evaluation of quality of geographic information services.
Further study of the quality matching of geographic information services is conducted
on the basis of it.

3 Methods

3.1 Weighting of Geographic Information Services Quality Indicators

Quality indicators of Geographic Information Services can be considered as a com-
bination of geographic information quality indicators and web service indicators.
According to ISO/TC 211 (Technical Committee) standard 19138, geographic infor-
mation quality indicators are: completeness, consistency, positional accuracy, temporal
accuracy, and thematic accuracy. Meanwhile, according to WS-QM, the major indi-
cators of web services are: availability, accessibility, integrity, performance, reliability,
regulatory and security. Therefore, as the combination of these indicators, quality of
geographic information services is described by more than 8 independent indicators
normally. It is obviously that the weight of these indicators is varied for different users.
In response to this question, we introduced an order relationship [39] to weighting the
indicators. Compared with Delphi method, Analytic Hierarchy Process, Subjective
experience and Expert scoring method, order relationship method has the advantage of
strong logically, small computation and sequencing. The workflow of the method is as
follows.

Order Relationship Determination

1. If the importance degree of evaluation indicator qi is bigger (or not less) than that of
qj, recorded as qi � qj.

2. If evaluation indicators set q1; q2; � � � ; qm has the sequence of q�1 � q�2 � � � � � q�m,
then considered the sequence relationship has established by “�” among these
evaluation indicators. q�i is the i-th indicator sorted by “�”.
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The steps to establish the sequence relationship for fq1; q2; � � � ; qmg are as follows:

• Step 1: select the most importance indicator and recorded as q�1 from
fq1; q2; � � � ; qmg;

• Step 2: select the most importance indicator and recorded as q�2 from the rest
m − 1indicators;

• ……
• Step k: select the most importance indicator and recorded as q�k from the rest

m − (k − 1)indicators;
• ……
• Step m: recorded the last indicator as q�m.

Comparison of Relative Importance Between Evaluation Indicators. The relative
importance given by evaluators between evaluation indicator qk�1 and qk are recorded
as wk�1=wk ¼ rk, k ¼ m;m� 1; � � � ; 3; 2, the value of rk can refer to Table 1.

There are the following theorems on the numerical constraints of rk: if evaluation
indicators set q1; q2; � � � ; qm has the sequence of q�1 � q�2 � � � � � q�m, then rk�1 [ 1=rk,
k ¼ m;m� 1; � � � ; 3; 2.
Weighting Factor Calculation. Weighting factor wk of geographic information ser-
vices qualities can be calculated according to the following formula:

wm ¼ ð1þ Pm

k¼2

Qm

i¼k
riÞ�1

wk�1 ¼ rkwk

(
ð1Þ

3.2 Quality Evaluation of Geographical Information Services

A multi-attribute comprehensive evaluation method is needed to evaluate the quality of
services based on the QoS indicator set. In this paper, we select simple linear weighting
model for it is effective and easy to implement. The main idea is “synthesize” each
attribute into a composite value in a linear weighted manner. Detailed steps are as
follows:

Table 1. Table reference value of rk.

rk Description

1.0 qk�1 and qk has the same importance
1.3 qk�1 is slightly important than qk
1.5 qk�1 is obviously important than qk
1.7 qk�1 is strong important than qk
1.9 qk�1 is extremely important than qk

682 Y. Cheng et al.



Quality Index Matrix Building and Normalizing. Set the Geographic information
services needed to be evaluated as S ¼ fs1; � � � ; sng, evaluation matrix and normalizing
proceeding according to the following formula:

Q ¼
q1
..
.

qn

0

B@

1

CA ¼
q11 � � � q1m
..
. . .

. ..
.

qn1 � � � qnm

0

B@

1

CA )
q

0
11 � � � q

0
1m

..

. . .
. ..

.

q
0
n1 � � � q

0
nm

0

B@

1

CA ð2Þ

qi is evaluate indicators of i-th service, qij is the j-th(j = 1, 2, …, m) indicator value of
it, q

0
ij is the normalized value of qij and m is the number of indicators. Due to the

inconsistency between the dimension and the value range of the service quality indi-
cators, different indicators cannot be compared and calculated in the same way.
Therefore, it is necessary to normalize the service quality indicator value.

From the induction, we can see that there are two kinds of quality indicators:
positive indicators and negative indicators. For positive indicators, higher value means
higher quality, i.e. reliability, availability, reputation, integrity, logical consistency and
topic accuracy etc. For negative indicators, higher value means lower quality, i.e.
execution time, cost, location accuracy and timeliness etc. The normalized formulas for
these two quality indicators are as follows:

• For positive indicators:

q
0
ij ¼

qij�qmin
j

qmax
j �qmin

j
ðqmax

j � qmin
j 6¼ 0Þ

1 ðqmax
j � qmin

j ¼ 0Þ

8
<

: ð3Þ

• For negative indicators:

q
0
ij ¼

qmax
j �qij

qmax
j �qmin

j
ðqmax

j � qmin
j 6¼ 0Þ

1 ðqmax
j � qmin

j ¼ 0Þ

(
ð4Þ

qmax
j and qmin

j are the maximum and minimum values of a QoS indicators in the quality
evaluation matrix Q.

Evaluation Model Building and Composite Value Calculation. Composite value is
the ultimate criteria for measuring service satisfaction for evaluator. In order to obtain
the composite value, we need to construct a linear weighted evaluation function as:

ScoreðsiÞ ¼ q
0
i � w ¼

Xn

j¼1

ðq0
ij � wjÞ ð5Þ

That is, the value obtained by normalizing each quality index is multiplied by the
weight coefficient and then summed. w ¼ ðw1; � � � ;wmÞT is the weight of indicators
given by the evaluator and ScoreðsiÞ is the composite value of the QoS of geographic
information service to be evaluated.
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3.3 Geographical Information Services Matching Based on QoS

Services matching based on QoS is to find the best quality service according to user
demands from all services to be selected. Different users will have their own preference
on QoS indicators so that the best service is not the same one for different applications.
The matching processes are as follows (Fig. 1):

• Step 1: establish the weight of geographic information services quality indicators,
thus establishing the user’s preference for quality indicators.

• Step 2: calculate QoS composite values of geographic information services with
Formula 5.

• Step 3: ranking services by their QoS Score, if ScoreS� ScoreR means service S is
better than R to meet the requirements.

4 Experiments

We collected 8 web feature gazetteer services from different web providers. All of these
services have the same function but because of different sources, their services QoS
attributes are different also. As showed on , QoS attributes are
represented by 10 indicators, which is q1; q2; � � � ; q10f g = {executing time, reliability,
usability, credibility, fee, integrity, logical consistency, position accuracy, timeliness,
thematic accuracy} (Table 2).

Fig. 1. Matching process based on QoS preference.

Table 2. QoS indicators of 8 web feature gazetteer services.

Indicators q1 q2 q3 q4 q5 q6 q7 q8 q9 q10
S1 80 0.9 0.9 7.8 30 0.8 0.9 1.5 1.2 8.0
S2 120 0.9 1.0 8.5 50 0.8 0.9 2.0 2.5 6.0
S3 160 0.5 0.4 5.0 80 0.4 0.6 4.5 1.5 7.5
S4 110 0.6 0.3 3.5 60 0.9 0.5 6.0 3.3 9.5
S5 25 0.8 0.9 8.5 20 0.5 0.8 1.0 1.1 6.0
S6 30 0.7 0.8 8.0 40 0.6 0.7 2.5 0.5 7.0
S7 45 0.9 1.0 9.2 20 0.5 0.8 6.0 1.5 5.5
S8 60 0.8 0.8 7.8 40 0.6 0.7 4.0 2.0 6.5

684 Y. Cheng et al.



Using the simple linear weighting method described in this paper to evaluate the
quality of geographic information service, construct the quality index matrix and
normalize it as follows:

Q ¼
q1
..
.

q10

0

B@

1

CA ¼

80 0:9 0:9 7:8 30 0:8 0:9 1:5 1:2 8:0
120 0:9 1:0 8:5 50 0:8 0:9 2:0 2:5 6:0
160 0:5 0:4 5:0 80 0:4 0:6 4:5 1:5 7:5
110 0:6 0:3 3:5 60 0:9 0:5 6:0 3:3 9:5
25 0:8 0:9 8:5 20 0:5 0:8 1:0 1:1 6:0
30 0:7 0:8 8:0 40 0:6 0:7 2:5 0:5 7:0
45 0:9 1:0 9:2 20 0:5 0:8 6:0 1:5 5:5
60 0:8 0:8 7:8 40 0:6 0:7 4:0 2:0 6:5

0
BBBBBBBBBB@

1
CCCCCCCCCCA

)

0:59 1:0 0:86 0:93 0:83 0:8 1:0 0:9 0:75 0:63
0:3 1:0 1:0 0:88 0:5 0:8 1:0 0:8 0:29 0:13
0:0 0:0 0:14 0:26 0:0 0:0 0:25 0:3 0:64 0:5
0:37 0:25 0:0 0:0 0:33 1:0 0:0 0:0 0:0 1:0
1:0 0:75 0:86 0:88 1:0 0:2 0:75 1:0 0:79 0:13
0:81 0:5 0:71 0:79 0:67 0:4 0:5 0:7 1:0 0:5
0:85 1:0 1:0 1:0 1:0 0:2 0:75 0:0 0:64 0:0
0:74 0:75 0:71 0:75 0:67 0:4 0:5 0:4 0:46 0:25

0

BBBBBBBBBB@

1

CCCCCCCCCCA

Based on the surveying of 10 indicators, the order relations of them are:
q3 � q1 � q8 � q2 � q4 � q5 � q9 � q7 � q10 � q6 ) q�1 � q�2 � q�3 �
q�4 � q�5 � q�6 � q�7 � q�8 � q�9 � q�10
Importance comparisons of these indicators are:

r2 ¼ w�
1

w�
2
¼ 1:3, r3 ¼ w�

2
w�
3
¼ 1:9, r4 ¼ w�

3
w�
4
¼ 1:7, r5 ¼ w�

4
w�
5
¼ 1:3, r6 ¼ w�

5
w�
6
¼ 1:3,

r7 ¼ w�
6

w�
7
¼ 1:7, r8 ¼ w�

7
w�
8
¼ 1:7, r9 ¼ w�

8
w�
9
¼ 1:5, r10 ¼ w�

9
w�
10
¼ 1:3.

According to Formula 1 we can calculate the indicator weights:
w1 ¼ w�

2 ¼ 0:263, w2 ¼ w�
4 ¼ 0:081, w3 ¼ w�

1 ¼ 0:342, w4 ¼ w�
5 ¼ 0:063,

w5 ¼ w�
6 ¼ 0:048, w6 ¼ w�

10 ¼ 0:009, w7 ¼ w�
8 ¼ 0:017, w8 ¼ w�

3 ¼ 0:138,
w9 ¼ w�

7 ¼ 0:028, w10 ¼ w�
9 ¼ 0:011.

Firstly, we calculate the geographic information service QoS synthesis value which
does not take the user’s quality indicators preference into account, as shown in Fig. 2.

Then, we add the weight of user QoS preference, that is, the weight of geographic
information service quality indicators, and calculate the comprehensive value of geo-
graphic information service QoS as shown in Fig. 3.

As shown in Figs. 2 and 3, it is clear to find S5 replace S1 to become the best result.
That is to say considering the user’s preference, S5 is more user-friendly than S2.
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5 Conclusion

More and more geospatial web services are creating and publishing every day. There
will inevitably be a large number of geographic information services with the same
function but different QoS levels. Based on this background, we studied the evaluation
method of geographic information services qualities based on order relation, and dis-
cusses the following three questions: (a) introduce the relationship between the index of
geographic information service quality and put forward the method of determining the
weight of geographic information service quality index based on order relation.
(b) constructed and normalized a geographic information service quality indicator
matrix and the evaluation model by simple linear weighting method. And (c) proposed
a method of geographic information service matching based on QoS relation model.

Services Score Rank

S1 0.829 1

S2 0.67 3

S3 0.209 8

S4 0.295 7

S5 0.736 2

S6 0.658 4

S7 0.644 5

S8 0.563 6
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Q
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eulaV
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Fig. 2. QoS value and ranking without user’s quality indicators preference

Services Score Rank

S1 0.805 2

S2 0.725 4

S3 0.133 8

S4 0.153 7

S5 0.897 1

S6 0.720 5

S7 0.790 3

S8 0.640 6
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Fig. 3. QoS value and ranking with user’s quality indicators preference
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Abstract. At present, hashing algorithm has been combined with deep learning
to accelerate image retrieval. Against this background, there are many ways to
construct hashing, but most of the methods do not show excellent performance
in reducing semantic loss. At the same time, the vast majority of cases that adopt
hashing algorithm and obtain successful cases involve the identification model
requiring labels. So we propose a high precision with the combination of self-
learning hash algorithm (HPSLH) to conduct experiments, the algorithm can not
only through the analysis of the data itself, and construct a set of false label, then
using the data from the identification model of deep learning can also avoid
enormous semantic loss in the process of our hash. Through experiments on
traditional datasets, this method can achieve the desired goal.

Keywords: Self-learning � Deep learning � Hashing � Image retrieval

1 Introduction

With the advent of the era of big data, data volume compared with the previous grew
exponentially, extracted from a mass of complex image data we want to be associated
with similar image data, is the core of this background attention. In this context, the
content based image hashing efficient image retrieval has attracted the attention of
researchers. Hashing maps high-dimensional features to the compact hash code, and
then computes the hamming distance between two binary hash codes via a PC. For
example, use the XOR operation to complete the operation. In the field of fast similarity
search, hashing algorithm shows great advantages.

Based on this, more and more people began to use hashing to solve problems, and
put their eyes on the direction of further improving operation speed and improving
accuracy. For now, most of the hash algorithms are based on manual label, but manual
label is quite limited. In order to solve the above problems, deep learning is introduced
into the study of hashing algorithm. The first hash algorithm based on deep learning is
the Semantic Hashing method proposed by Hinton research group [1]. After that, the
combination of deep learning and hash is widely studied. The emergence of CNNH [2]
opened a new chapter in the study. In the experiment, CNNH has achieved remarkable
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performance improvement compared with traditional methods based on manual design
feature. However, this method is still not an end-to-end learning method, and the
learned image representation can’t react to the update of binary encoding, so it is not
able to fully develop the ability of deep learning. After that, there are many new
methods, such as NINH [3] based on triples. DSRH [4] which directly optimizes the
final evaluation index. And insert a new full connection layer to provide scope con-
straints for DLBHC [5]. To sum up this type of method, it is generally used as a deep
model to learn the image representation + sigmoid/tanh function to limit the output
range + different loss functions, and this type of study also has some representative
articles [6–9]. The focus of this approach is on the quantified part, but as before, it has
not escaped the dependency on labels. Also, several researchers combined CNN with
hash algorithm [15–19], and found that the experimental results were very satisfactory.
But these studies, like the past, rely on labels to make them poorly adapted to the
sample, and the loss of semantic meaning has never been resolved.

For the above problems, we propose high precision self-learning hashing (HPSLH)
algorithm. HPSLH can adapt to the situation without a label, and automatically gen-
erated hash label for end-to-end learning. At first, the specific process to use machine
learning to construct the objective function, to minimize, save the hash code of
neighborhood structure is obtained. After that, we can further minimize the target
function value and get the exact hash code. Then, at the second part, using a relatively
simple deep learning network structure, with generated hash labels. The generated hash
label is used for end-to-end learning. In the following article, we will introduce and
demonstrate the method in the second section. In the third section, we used traditional
data sets to test our algorithm. Finally, we reached the conclusion in Sect. 4.

2 Related Work

Hashing is a technique that maps feature data to compact hash code, similar objects are
assigned to a tight hamming code. Since hashing based on deep learning [1], data
conversion to hash code has become the focus of attention. Let’s start with the data
transformation section. Shallow hashing provides the basic concepts of data transfor-
mation to hash code. In order to maintain the similarity in the hashing process, the
shallow learning algorithm always combines the various shallow features extracted by
different mapping methods. Due to the inherent defects of shallow feature extraction,
these methods are surpassed by deep hashing. In order to adapt to the situation without
labels, the structure of self-study in shallow learning is noteworthy. For example STH
[13], STH [13] focuses on the local similarity structure, namely, for each data point, it
is a nearest-neighbors k. This method maintains the semantic relation between data and
the ability to control the length of hash code by mapping the characteristic data relative
to Euclidean distance. Therefore, it provides a strong correlation hash code and shows
good performance. In this most typical example, the difference between our algorithm
and STH is as follows: (1) HPSLH is based on automatic feature extraction rather than
manual production; (2) HPSLH adopts the depth model; (3) we adopt iterative opti-
mization to achieve better semantic preservation.
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In order to make the hash code has more efficiency and accuracy, the researchers
proposed some data-aware hash method of machine learning techniques to hash area, to
improve the effectiveness of the hash code – [23–25]. Due to the characteristics of the
end-to-end between tasks and interactive learning, deep learning algorithm makes the
extracted image features better suited to the task itself. A typical example is CNNH
algorithm [15]. Although CNNH [15] also needs to rely on the classification tag, it
maps the classification tag to hash label, and finally realizes the end-to-end deep hash
learning. CNNH solves the problem of insufficient labels to generate hash code through
deep learning. However, the label is used to generate hash labels that are independent
from the label, ignoring the relevance of the image semantics. In general, this method
simply departs the extracted features, resulting in the loss of semantics. In addition,
these simple hash methods are not much improved in terms of compactness.

Through the above examples, we realize that better feature extraction methods
generate feature vectors, thus producing more accurate hash labels to improve the
accuracy of hashing functions. So, we introduced our algorithm.

3 High Precision Self-learning Hashing

The custom hash framework proposed in this paper is composed of hash label creation
and hash function learning phase. First, we use CNN (such as AlexNet or GoogLeNet)
to obtain image features. In the process, you can choose whether to use the classifi-
cation label. On this basis, KNN algorithm is used to create the feature graph model.
Then the calculation method proposed in this paper is used to map it. Finally, we apply
the binarization method to map the result to hash code as the newly created hash label.
This method takes advantage of deep learning in feature extraction. And local iteration
is used to reduce the loss of semantics in the mapping phase. In order to speed up the
construction of hash code and minimize the loss of accuracy, we chose a complex
network during the label creation phase and chose a simple network during the function
learning phase. Next, we’ll look at HPSLH in detail.

A. Label Creating Stage
Given training feature X ¼ ½x1; x2; . . .; xn� 2 Rp�n, we want to get hash codes denoted
by H ¼ ½h1; h2; � � � ; hn�T 2 f1;�1gn�c (c is the length of the hash codes). We con-
struct an n-by-n similarity matrix S by using the structural characteristics of local
iteration:

Sij ¼ 1; if xi 2 NkðxjÞ or xj 2 NkðxiÞ
0; otherwise

�
ð1Þ

where Nk (x) represents the set of k-nearest-neighbors of feature vector x.
The hamming distance between two binary code hi and hj (corresponding to the

feature xi and xj is given by the difference between them). We seek to minimize the
weighted average hamming distance, representing semantic loss and making the results
more accurate.
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Xn
i¼1

Xn
j¼1

Sij hi � hj
�� ��2 ð2Þ

To achieve the implementation of a large dataset, we need to find a way to convert
the new feature data into a binary hash code. Here we use the linear transformation as a
hash function to implement and optimize the simplicity.

Given a feature data xi, the l − t h(1� l � c) hash function hl which is defined as:

hlðxiÞ ¼ signðwT
l xi þ blÞ ð3Þ

where wl 2 Rp�1 is the transformation matrix and bl 2 R is the bias term.
Because the constraint H ¼ h1, h2,. . .; hn½ � 2 1;�1f gc�n makes the objective

function to be an NP-hard problem, we relax that constraints to make the problem
computationally solvable. After that, we construct a joint framework which aims to
minimize semantic loss and empirical error simultaneously. The final objective func-
tion turns out to be:

arg min
H;W;b

Xn
i;j¼1

Sij hi � hj
�� ��2

þ/ XTW þ 1b� H
�� ��þ c Wk k2F

� �

s:t HHT ¼ I

ð4Þ

W = w1, w2, . . .; wc½ � 2 R b = b1, b2, . . .; bc½ � 2 R (c is the length of the hash
codes), and 1 is a vector of all ones, F is a regularization function u and c are
parameters.

To get the an optimal solution of the objective function, we need to first minimize
the objective function with respect to W and b. Set the derivative of (4) with respect to
b to zero, we have

1TðXTW þ 1b� HÞ ¼ 0

) b ¼ 1
n
ð1TH � 1TXTWÞ

ð5Þ

Set the derivative of W to 0. We have:

XðXTW þ 1b� HÞþ cW ¼ 0 ð6Þ

Using the obtained result of (5), we transform (6) to be as follows:

XXTW þX1
1
n
ð1TH � 1TXTWÞ

� �
� XHþ cW ¼ 0

) W ¼ ðXAXT þ cIÞ�1XAH

ð7Þ
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Where C ¼ A� AXTBXA;B ¼ ðXAXT þ c IÞ�1

So we get:

XTW þ 1b� H
�� ��2

F þ c Wk k2F
¼ trHTCH

ð8Þ

Apart from that, the first part of the objective function can be transformed to be
follows:

Xn
i;j¼1

Sij hi�hj
�� ��2¼ trðHTðN � SÞHÞ ð9Þ

where Nii ¼
Pn

j¼1 Sij
�

and other elements are zero. Combine the (8) and (9), the

objective function turns to be:

arg min
H;W ;b

trðHTðN � Sþ/CÞHÞ
s:t:HHT ¼ I

ð10Þ

In the end, we take the minimum n of eigenvalues of ðN � SþuCÞ (the length of
the hash code) to be the hash label we want. After that, H is binarized to be {−1, 1} for
further optimization. The hash label as final result is H.

B. Hash Function Learning Stag
In this stage, we implement an end-to-end hashing deep learning to learn hash function.

Firstly, using hash labels acquired in hash label generating stage, we employ CNNs
again to receive fine grained features. After that we used MLP to approximate the hash
label. The MLP includes an input layer, an output layer, and several hidden layers. We
can use Backprop (backward propagation of errors) [21] algorithm to realize its
modeling, the algorithm has the characteristics of simple structure, easy to implement.

We use an artificial neural network (ANN [20]) which consists of input layer,
hidden layer and output layer. It can adjust the input according to different weights of
different nodes in the hidden layer. After CNNs, the reason why we chose the single
hidden-layer MLP to learn the hash tag is that CNNs is also a conversion model of
MLP. Therefore, we can construct the end to-end deep learning framework of ANN
under multi-output conditions.

4 Experiment

In this part, we designed experiments to test traditional datasets. Specifically, we try to
use this algorithm to perform performance tests on traditional datasets. Then, we
compare our methods with other hash algorithms, including some hand-labelling
monitoring hash algorithms and some unlabeled unsupervised hash algorithms. Finally,
different data sets are analyzed and summarized. The results show that the algorithm is
not only advantageous, but also has some problems.
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In the data set selection, we chose the mnist data set. MNIST is a classic primer on
deep learning. MNIST is composed of 60,000 training images and 10,000 test images,
each of which is 28 * 28 and is made of black and white. These images are collected by
different people from 0 to 9. These pictures are not in the traditional sense of the PNG
or JPG format images, because the PNG or JPG image format, will have a lot of
interference information, these images will be processed into a simple two dimensional
array. Taking mnist data set as the test model of the algorithm, it is beneficial for us to
get the intuitive result and modification.

At the beginning, let’s look at the results of other algorithms on the mnist.
We choose contrast algorithm is as follows: using hyperplane to separate the data

points to two different sets of SPH [11], the first data set of original space dimension of
itq [12], fast similarity search STH [13], the optimization of the final result of CNNH
[14], as well as the depth of self-study DSTH [22]. For these algorithms, we can see
that the exact rate is basically the same. The difference is the process of reaching the
final result.

Next, let’s look at the parameter Settings of the HPSLH algorithm (Table 1).

Table 1. Parameter settings

Step Type Kernel size Pad Stride Output Pool style

1 conv 5 � 5 2 1 32
2 pool 3 � 3 0 2 1 Max
3 conv 5 � 5 2 1 32
4 pool 3 � 3 0 2 1 Ave
5 conv 5 � 5 2 1 64
6 pool 3 � 3 0 2 1 Ave

Fig. 1. Results of the comparative algorithm
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We convert mnist into the form of mnis_unit8, with the following parameters:

Finally, let’s take a look at the HPSLH test. 1. Finish the training time and test time
after the label creation.

The MNIST database of handwritten digits, has a training set of 60,000 examples,
and a test set of 10,000 examples.

Different from the other algorithms shown earlier. In the final accuracy experiment,
we randomly selected the scale of the test and the sample of the test, which is more
conducive to our analysis of the performance of this algorithm (Fig. 3).

Fig. 2. mnis_unit8

Fig. 3. Result of HPSLH
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From Fig. 2, we can see that the final result of HPSLH is not very different from the
final result of Fig. 1. However, in the process of change, we can see that the experi-
mental process of HPSLH is more stable and rapid compared with the comparison
algorithm. Compared with the results of the algorithm rely on the labels, HPSLH can
obtain the same exact result without relying on the original labels.

Since the algorithm is not fully mature, our experiment is only conducted here so
that we can improve and adjust it.

5 Conclusion

This paper presents a self-learning hashing algorithm based on deep learning. It is a
unified model for obtaining hash codes for training data. In the hash label creation and
hash function learning phase, it can not only generate the hash label with guaranteed
accuracy under unlabeled conditions, but also save time. While no other data sets have
been tested, the performance of a small range of test results in a traditional dataset is
ideal. So we believe the algorithm is very promising. Comparative experiments show
that our scheme has advantages in the stability of the proposed scheme. The final
accuracy is not much different from other algorithms, but the process is relatively
stable. In the same way, the algorithm still needs to improve the test and algorithm of
the larger data set. However, we conclude from the experimental results that our
algorithm is superior to other algorithms in the current test range. Especially in terms of
accuracy and stability.
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Abstract. In the construction of smart cities and public safety, the number of
cameras has increased dramatically, the artificial video management cannot meet
the demand of urban construction. Therefore, intelligent video monitoring tech‐
nology has become a research hotspot. In the actual video monitoring,the moni‐
toring environment is very complex, Face recognition in video is often difficulty.
This paper research the face recognition problem of monitoring video in the city,
propose a mothed of detection and recognition method based on deep learning.
The detection part adopts the fast speeding YOLO2 algorithm, the recognition
part adopts high accuracy ResNet algorithm. Using WIDERFACE face detection
database as training data set, Use the CASIA_Webface database for validation
experiments. The experimental data show that the mothod YOLO2 algorithm and
ResNet algorithm can complete detection and recognition of human face in moni‐
toring video. the result is better. To further verify the recognition effect, the data
set collected by the actual camera was tested. the test results show that the real
time and accuracy of the system can meet the needs of practical engineering
application.
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1 Introduciton

Face recognition is a non-contact biometric identification technology, and has been
widely used in commercial, security and many other aspects. Compared with the finger‐
print and other contact identification technology, the face recognition information
acquisition channels are more extensive, more hidden.

Face recognition is divided into two steps from the natural background: face detec‐
tion and face recognition. Many traditional detection methods such as AdaBoost, SVM,
DPM etc., the multi-scale deformation component model DPM [1] effect is more prom‐
inent among them, it has been VOC(visual object class) [2] detection champion from
2007 to 2009 continuously. Deep learning took place the traditional detection methods
by showing obvious advantages in performance later, but the effect promoted slowly at
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the initial stage. The detection effect of deep learning is significantly improved until
Ross Girshick proposed R-CNN [3] in 2014. The mAP is up to 48% on the VOC 2007
test set. Ross Girshick proposed Fast R-CNN [4] algorithm and Faster R-CNN [5] algo‐
rithm in year 2015 and 2016 in succession The mAP of VOC 2007 was increasing to
70% and 73.2% respectively after that. The detection effect of Faster R-CNN was good
so far. The effect of detection of faster RCNN has been very good, However, due to its
substep detection strategy of “extraction the candidate box first, then classification based
on the candidate box”, the FPS only reaches 7 frames per second, which is far from
satisfying real-time demand.

YOLO algorithm made a series of improvements based on the slow speed of Faster
R-CNN. It converted the detection problem into the strategy of classification problem
different from that of R-CNN series, YOLO algorithm speeded the calculation to a large
extent by converting target detection problem into regression problem, FPS can reach
45 frames per second. However, the accuracy decreased while the speed increased as
the selection scale and proportion of the candidate box were relatively simple, the mAP
of VOC 2007 is only 63.4%. YOLO2 algorithm continued to improve based on YOLO
algorithm, which is different from the manual selection of multi-scale candidate boxes
in the Faster R-CNN algorithm. YOLO2 algorithm improved the accuracy greatly while
increasing the speed at the same time, by adopting k-means clustering as the rules of the
candidate box to select, and its mAP reached 78.6% in VOC 2007.

In this paper, method of face detection and recognition based on YOLO2 [6] algo‐
rithm and ResNet algothrim, aimed to solve the problem of face recognition in video
monitoring. YOLO2 algorithm detected each frame of face video rapidly, then got the
facial features by inputing the result into ResNet [7] algorithm, compared the target face
feature and local face library, calculate the cosine similarity of face feature, take the
highest similarity as the recognition result. The whole recognition speed improved
because of the detection speeding up.

2 Algorithm Implementation

2.1 YOLO2 Algorithm

Yolo2 and YOLO [8] algorithm is a series of excellent detection algorithm after the
Faster R-CNN. Faster R-CNN algorithm adopted “extraction from candidate frame plus
classification” (RPN plus fast R-CNN) steps to achieve multiple objectives detection,
The essence of this is to convert the detection problem into a classification problem, the
precision is high, but the speed is poor. Yolo Used a method of classifying and detecting
joint training for targets, directly regress the position and type of the detected target
frame in the output layer, converting the detection problem into regression problem,
greatly reduced the speed of detection.

The pre-training classification network of YOLO is the first 20 convolution network
of GoogleNet [9] algorithm adding the average pooling layer and the full connection
layer. The input image size is 224 × 224. The detection training network added four
convolutional layers and two fully connected layers based on it, and changed the input
image size to 448 × 448. The image of 448 × 448 is divided into a 7 × 7 grid, with each
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grid corresponding to two candidate borders, and borders are used to predict the position
of objects in the grid center. The grid is used to predict object categories. After entering
the network, the border of the object is selected, and the overlapped border is eliminated
by NMS, and the location and category of the target in the input image are obtained
(Fig. 1).

Fig. 1. Schematic diagram of YOLO treatment [6]

Compared with the Faster R-CNN algorithm, YOLO algorithm has a clear advantage
in speed, but the accuracy rate is not high with a single proportional candidate box. For
the, YOLO2 algorithm made a series of improvements to settle low accuracy of YOLO
algorithm. Aiming at the differences between the training data and the distribution of
test data, YOLO2 added a “batch normalization” step at the back of each convolution
layer to improve the training speed of the network. In addition, YOLO2 improved the
resolution of the pre-training network to 448 × 448. and gained some improvements on
mAP. In the field of candidate box selection, YOLO2 algorithm used k-means clustering
to obtain the size, proportion and quantity of candidate box, and the clustering results
and computational complexity are balanced on this basis, then got the reasonable param‐
eters of candidate box (Fig. 2).

Fig. 2. Results of the clustering results of VOC and COCO [6]

Each candidate box outputs the corresponding prediction position, confidence, and
the probability of the object in the border. In order to adapt YOLO2 algorithm to multi-
scale features, YOLO2 algorithm has added a “passthrough layer”, which was used to
connect the characteristics of shallow and depth character, multi-scale training was
adopted in training, and the scale of the new images was randomly selected after 10
rounds of training.

In terms of speed, YOLO2 also made some improvements. Many detection networks
used VGGNet-16 algorithm as feature to extract network, although its accuracy is very
high, but it is too complex. YOLO2 algorithm used the GoogleNet network as the feature
to extract network, the number of operations that was transmitted one time is only about
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a quarter of that of VGG-16. Although using GoogleNet network, the accuracy is slightly
lower than that of vggnet-16, but the speed is significantly improved.

In addition to the above improvements, many details have been optimized for
YOLO2 algorithm. The test results showed that when the input image size was
228 × 228, the frame rate reached 90 FPS, and mAP nearly reached the same level as
that of Faster R-CNN. When the input image resolution is higher as 554 × 554, the mAP
of YOLO2 algorithm reached 78.6% at VOC 2007. and the frame rate can reach 40 FPS,
which fully meets the real-time requirement.

2.2 ResNet Deep Residual Networks Algorithm

The depth residual network (ResNet) is a deep learning network proposed by Kaiming
He, which obtained the first of ImageNet target detection, target positioning, COCO
target detection and COCO image segmentation in 2015.

Many image processing related tasks can achieve better results thanks to the deeper
network structure. The deeper the layer of the network means, the more features can be
extracted, which can reflect the semantics of the image. But simple stacking networks
can cause serious gradient disappearance problems. This problem may be initialized by
a standard (normalized initialization) and regularization (intermediate normalization) to
some extent, dozens of layer of the network can ensure the normal convergence, but on
a deeper network, precision has reached the saturation, the effect has become worse.

In response to this problem, ResNet introduced the residual learning to solve the
problem that the depth network is difficult to optimize. Formally, H of x is the optimal
mapping, Let the stacked nonlinear layer fit another mapping F(x) = H(x) − x, the optimal
mapping can be expressed as H of x is equal to F of x plus x at this moment. suppose
the residual mapping is more optimized than the original mapping, then it is more easier
to push the residuals to 0 in extreme cases, which is much easier than mapping the
mapping to another mapping.

F(x) + x can be represented by adding a “shortcut connection” to the feedforward
network, “Quick connection” skips one or more layers and perform simple identity
mapping without adding additional parameters or adding computational complexity.
And the entire network can still be used for end-to-end training with SGD and reverse
propagation (Fig. 3).

Fig. 3. Schematic diagram of residual network [7]
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The specific approach is as follows: each group of network of the residual network
mapping is treated as a construction block, and each constructed block is defined as:

y = F(x, {Wi}) + x (1)

The input and output vectors of the construction blocks are x and y respectively.
F(x, {Wi}0) is the residual mapping to be trained. And x and y dimension need to be
consistent in (one). If the dimensions are inconsistent, a linear projection is added on
“shortcut connection” to match the dimension, which is expressed as follows:

y = F(x, {Wi}) + Wsx (2)

In the ImageNet classification data set, the deep residual network has achieved
excellent results. Residual network of one hundred and fifty-two layers is the deepest
network on ImageNet at present. and the complexity is lower than the VGG network,
the composite model has a error rate only 3.57% on the ImageNet top five test set. In
the end, ResNet obtained the first place in ImageNet detection, ImageNet positioning,
COCO detection and COCO segmentation in the competition of ILSVRC and COCO
2015.

The introduction of residual learning enables the performance of the basic network
to be further optimized, whether it is detection or recognition, and it can achieve better
results.

2.3 Face Detection and Recognition Based on Deep Learning

In this paper, a method of face detection and identification is proposed for the city
monitoring video. Method includes detection and identification two parts. The detection
part adopts YOLO2 algorithm, which has a good effect on speed and accuracy. The
recognition part adopts ResNet algorithm, and the residual learning introduced makes
the model more accurate than the original network.

In order to verify the effectiveness of the method, a set of tests were designed for
testing, identification and comprehensive performance testing.

(1) Testing part: Compared with the detection performance of YOLO2 and Faster R-
CNN algorithm, a series of comparative experiments were designed. Use the same
data to train YOLO2 and Faster R-CNN algorithm, and test the same video to
compare the speed and accuracy of its detection.

(2) Identification division: According to the face coordinates obtained by YOLO2
algorithm, feature extraction was obtained by the training of VGGNet [10] and
ResNet respectively. Also with VGGNet and ResNet extracting the feature vector
of local face library, computing detection target and the cosine similarity of local
image feature vector, get five and before 1 error rate, compare their performance.

(3) Synthetic test: To test a real-time surveillance video. Due to the smaller change of
video adjacent frames, the face position of each frame in the video was detected
every 1 s (25 FPS). According to the location to extract the facial feature detection,
and compared the facial features of local database and and videos appeared, then
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to calculate the cosine similarity. If the similarity threshold is reached, recognition
shall be deemed a success. Record the total number of actual human face in video,
as well as the total number of correct detection of human face, the total number of
correct recognition, the average time to complete, the final assessment of the overall
effect is done.

3 Experimental Results and Analysis

The experimental platform adopts intel’s e5-2620v4 model processor, GPU adopts
NVIDIA tesla K80, and the operating system is CENTOS 6.5, face detection adopts
FDDB data set, face recognition adopts CASIA_Webface data set.

(1) The first group of human face detection experiments using FDDB dataset as a test,
each frame detected one time, compared to the Faster R-CNN and YOLO2 detection
effect.

From Table 1, it can be seen that YOLO2 algorithm detection recall rate is slightly
lower than Faster R-CNN algorithm, both can reach about 90%, because of the phenom‐
enon of motion blur and occlusion for monitoring video existed, accuracy is within the
acceptable range.

Table 1. Comparison of the results of faster R-CNN and YOLO2 face detection

Detect algorithm Face amount Total detected AVG. processing time/
frame

Recall rate

Faster R-CNN 248 226 181.264 ms 91.13%
YOLO2 248 224 22.421 ms 90.32%

In terms of speed, the speed of YOLO2 algorithm reaches about eight times that of
Faster R-CNN. The result of video test is missing and without error detection.

(2) In the second group of face recognition, the error rate of top1 and top5 similarity
for VGGNet and ResNet obtained by extracting the characteristic vectors of the last
layer of the network, which is used to compute the cosine similarity, and the results
are as shown in Table 2.

Table 2. Comparison of VGGNet and ResNet facial recognition results

Detect algorithm Top1 error Top5 error
VGGNet 2.68% 0.45%
ResNet 1.79% 0%

From Table 2., the error rate is lower than that of VGGNet, ResNet top1 and top5.
The effect of using ResNet Recognition is better.
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(3) The third group of Comprehensive test section, using a section of human face
monitoring video to test. The test results are as follows (Table 3):

Table 3. Synthetic results of face detection and recognition

Face
amounts

Correctly detected Correct ID Recognition accuracy AVG. recognition time

248 224 220 90%.71 47 ms

The overall performance of the test, the speed is faster which can meet the real-time
application requirements. The overall recognition rate is reduced on the based on indi‐
vidual recognition, and the most influential is the detection part.

(4) To verify the results of the test, The CHUK’ s Wider-Face detection benchmark
data set was adopted. The WIDER FACE is organization by 61 event-based cate‐
gories, Select 40% of each event category from them as a training set. 10% for cross
validation and 50% for test set. The data collected by the DS-2cd3t45d-i3 network
camera is used as the validation data set. By extracting the key frames from video,
the key frames are used as the test data. Verify model identification results. The
experimental results are shown in Fig. 4. The identification result is not given in
the paper due to the problem of portrait right.

Fig. 4. Human face detection results

4 Conclusion

In order to alleviate the pressure of city monitoring and supervision, in this paper a
method of face detection based on YOLO2 and ResNet algorithm is proposed, which is
used to identify the face in urban monitoring. Three groups of tests show that the overall
recognition effect of YOLO2 and ResNet algorithm is very good, which can meet the
actual demand in terms of real time and accuracy. Of course, there are still some defi‐
ciencies in this scheme, when the face is tilted at a higher Angle or the face area is
smaller, it is easy to leak detection phenomenon. And because of the motion blur, the
recognition effect is worse even if the face is detected in this situation. In subsequent
studies, more advanced detection, more advanced recognition algorithms and higher
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performance GPU can be used, the overall performance of the algorithm will be
enhanced, which will meet the application of more complex scenarios.
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Abstract. Single-particle Cryo-electron microscopy (Cryo-EM) is an important
tool to study the structure and function of biological macromolecules. In order to
acquire higher resolution macromolecular structure, large number of molecular
particles should be extracted from micrograph. Particle selection is a very
important step for single particle reconstruction. Manual selection of particle is a
bottleneck of 3D reconstruction, even with the assistance of computer. The low
signal-to-noise ratio and low contrast of the micrograph pose great difficulty for
automatic identification of particles. This has attracted the attention of
researchers and many methods for particle identification were proposed, such as
the template matching, edge detection, image segmentation method, neural
network etc. In this paper we propose an automatically picking particles method
in Cryo-EM micrographs. In this paper, a method of automatically particle
extraction based on Faster-RCNN is proposed. The experimental results show
that the accuracy of particle image recognition is 82.7% and F1-score is 84.2%.
The detection time of single picture was 0.3 s.

Keywords: Faster-RCNN � Deep learning � Cryo-electron microscopy

1 Introduction

Structural biology studies the molecular mechanism by analyzing the structure of
biological molecules. The biological sample (such as the virosome, the macromolecule
and etc.) itself is a three-dimensional (3D) object, whereas conventional electron
microscopy can only observe the two-dimensional ultrastructure of it [1]. With the
development of computer technology, reconstruction algorithm can be used to restore
3D structure of the sample with its 2D electron microscope images. Single-particle
Cryo-electron microscopy (Cryo-EM) is an important tool for study the structure and
function of biological macromolecules [2]. However, the large number of images
produced by these devices require efficient and timely processing. Therefore,
improving the computing efficiency of electron microscopy image processing becomes
an urgent problem in computational biology.
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In recent years, with the development of cryo-electron microscopy technology [3, 4],
molecular structure which biologist obtained is near atomic resolution [5, 6]. However it
needs ten thousands of protein particles, these particles are usually manually or partial
_manually selected from thousands of microscopic photo. In order to improve effi-
ciency, automatic or semi-automatic particle recognition algorithms have been devel-
oped. The identification algorithms have been divided into two parts. One is template
matching [7–12], this method identify particles in a micrograph according to the sim-
ilarity of the reference template. In [13], they use feature vectors instead of pixels to
represent templates. The inherent disadvantage of this method is the assumption that the
3D reference structure of the particle has already known, but in many cases, this is
impossible. The other method is based on machine learning [14–17], user needs to select
some real particles to train the classifier [18–23]. Once the classifier is trained, it can
automatically identify the particles.

Deep learning is one of the most potential branches of artificial intelligence
(AI) [35]. The deep learning algorithm can automatically extract the raw feature from a
large data set such as images, genomes and etc., they are applied in speech recognition,
automatic drive and so on. Its unique advantage is that the multidimensional data can
be used directly as the input of the model to avoid the complexity of feature extraction
in the model training. In biology, deep-learning algorithms dive into data to detect
feature in ways that human can’t to catch. Researchers are using the algorithms to
classify cellular images, make genomic connections, advance drug discovery and even
find links across different data types, from genomics, imaging to electronic records [36,
37]. In 2016, firstly a deep learning algorithm is proposed for particle recognition and
the time to recognize a single picture is 1.5 min [12], but the recognition efficiency and
accuracy can still be improved.

For the excellent computation performance of CNN (Convolutional Neural Net-
work) in computer vision field, it has become the preferred algorithm for object
recognition. In 2014, Ross et al. [24] proposed a simple, scalable algorithm which
significantly improved the result of target detection, called RCNN (Region based
Convolutional Neural Network). RCNN is used to identify target by extracting region
that may contain target in the image by using CNN. However, due to computational
complexity, it is difficult to deal with a large number of electron microscope images.
The next year, inspired by SPPnets [25], Ross et al. proposed a faster RCNN algorithm
—Fast-RCNN. Xiao et al. [26] used Fast-RCNN to pick the particle in three cryo-
microscopy datasets. Comparing with CNN for recognizing particles [12], its com-
putation efficiency improved, but the accuracy was still low.

Faster RCNN uses a regional proposed network instead of a time-consuming
selection search method to calculate the target area, it uses CNN network to get raw
features and a regional proposed network (RPN) to search the area of the targets. So
that feature extraction and region selection are both integrated into the deep network
framework [27–29]. Therefore, it greatly improved the detection efficiency of object
recognition. Although faster-RCNN has made breakthrough achievements in many
fields for the past few years, how to use faster-RCNN to realize the identification of
particles in Cryo-EM is still a blank. This paper attempts to apply the algorithm in this
field.
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Therefore, this paper proposed a regional generation network based on Convolu-
tional Neural Networks algorithm for single particle recognition of Cryo-EM. The
organization of this paper is as following. In the Sect. 2 will introduce the Faster-
RCNN algorithm, training scheme, datasets and data preprocessing that we used. The
evaluation procedure, experiment results are presented in Sect. 3. Finally, conclusion
and discussion are given in Sect. 4.

2 Materials and Methods

Comparing with Spatial pyramid pooling Net (SPPNet) and Fast-RCNN, Faster-RCNN
not only breaks the calculation time bottleneck of region proposed, but also ensures the
accuracy of target recognition. This paper we use Faster-RCNN to extract particle
features and identify target particles. The algorithm structure is shown in Fig. 1 [30].
The Faster-RCNN contains two CNN networks: Regional Proposal Network
(RPN) and the Fast-RCNN detection network. As shown in Fig. 2, the algorithm
contains four stages.

(1) Inputting the image to the shared convolution network;
(2) Extracting the feature of the image and generating the feature map;
(3) RPN generates region proposed boxes of the feature map, and then sends these

candidate boxes to the ROI pool of Fast-CNN model. Finally, the feature is sent to
the full connection layer after ROI processing;

(4) Full connection layer output candidate box and classification results.

Fig. 1. The flow chart of the Faster-RCNN algorithm
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2.1 Particle Recognition and Location Based on Faster-RCNN

The particle detection algorithm is composed of two parts: the network training and the
particle detection.

1. Network Training for Particle Recognition

The network training is to learn the feature of particle image. In the process of
training, the network update the weight parameter, and the cost function of the network
is gradually reduced to 0.

The Faster-RCNN model is composed of RPN and Fast-RCNN, and RPN get the
region proposed candidate box as input to the subsequent Fast-RCNN network.
Therefore, the model is based on RPN, the training process is divided into two steps.
RPN is optimized firstly, then combined with Fast-RCNN joint training to get the
complete training model.

(1) Optimization of RPN
RPN is a full convolution network, which is trained using end-to-end reverse

propagation algorithm and stochastic gradient descent method.
Back propagation algorithm (BP algorithm) contain three stages. ① performing

forward propagation algorithm; ② the error between the actual value and the estimated
value obtained from the forward propagation algorithm is used to guide reverse
propagation; ③ adjusting each parameter according to the error in the reverse propa-
gation and iterating to convergence.

① Input training set to the network and perform the forward propagation algorithm.
The output of the m layer zm in the network is the input of mþ 1 layer, and dmþ 1

represents the output of mþ 1 layer.

zm ¼
X

k
am � wm þ bm ð1Þ

dmþ 1 ¼ f mþ 1
X

k
am � wmþ 1 þ bmþ 1

� �
ð2Þ

Fig. 2. The simplified Faster_RCNN model
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z ¼ 0; 1; 2. . .;M� 1

f(x) is the activation function; b stands for the bias term; w is the weight; l represents
the number of layers.

② Calculate the loss function L, which is the error between the output and the
actual value.

L ¼ 1
2n

X
x

y xð Þ � dm xð Þk k2 ð3Þ

x is the input sample, y(x) is the actual output of x, dm xð Þ is the predictive output of x.
L is the error between y(x) and dm xð Þ. The error of the mth layer is dm.

dm ¼ @L
@zm

ð4Þ

The error gradient of the mth layer weight and bias can be calculated according to
dm.

@L
@wm

¼ am�1dm ð5Þ

@L
@bm

¼ dm ð6Þ

③ Finally, the updating weight wm kþ 1ð Þ and bias bm kþ 1ð Þ are obtained by using
stochastic gradient descent algorithm.

wm kþ 1ð Þ ¼ wm kð Þ � gdm am�1� �T ð7Þ

bm kþ 1ð Þ ¼ bm kð Þ � gdm ð8Þ

In the formula (7) and formula (8), g(0 < 1) is the learning rate, the cost function L
is reduced to zero by iteration.

(2) Training model
The training of CNN and RPN network model requires initialization of network

parameters. The ZFnet [31] and VGG16 [32] are the most commonly used networks,
we adopted VGG16 network for training to improve the detection accuracy.

① Pre-training of RPN
Firstly, the training result of ImageNet was used as the initialization weight to train

RPN, and RPN-1 was obtained, and the candidate region proposed box was generated.
② Training of Fast-RCNN
The convolution layer of Fast-RCNN (object recognition) network was initialized

with the training result of ImageNet, then training the Fast-RCNN network into Fast-
RCNN-1with the candidate box region proposed generated by step ①.
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③ The RPN was initialized with Fast-RCNN-1, the shared convolution layer was
fixed. Training the full connection layer of RPN, then RPN-2 was generated.

④ The Shared convolution layer was the same as step ③, the region proposal box
generated by step ③ is used to train the full connection layer of fast RCNN to get the
Fast-RCNN-2.

⑤ Finally, RPN-2 and Fast-RCNN-2 formed a unified network with the Shared
convolution layer.

In this way, the two networks share the convolutional layer and form a joint
network that reduce training parameters and improve training efficiency, the network
training algorithm is as following.

Algorithm flow of training phase

Procedure 
Input : Electron microscope image data and the XML file of identifying particle object;
Output: Weight parameters of trained Fast-RCNN and RPN network model; 

step1: Setting model parameters, learning parameters and etc.; 
step2: Specifying the network model type and selecting the GPU number; 
step3: Adopting an end to end approximation joint training method, and initializing

the weights of the pre-training model W0; 
while (training loss< threshold) do

step4: RPN and Fast RCNN networks are iterative training , i =0;
repeat

(1) Train RPN with Wi parameters. Extraction of candidate regions on training sets 
using RPN; 
(2) Starting with the Wi, the candidate region is trained with Fast RCNN, and the pa-
rameter is denoted as Wi+1;
End

step5: Using Softmax Loss (detection classification probability) and Smooth L1
Loss (check border regression) to optimize the training. 

End

2. Detection of particle image

The electron microscope particle image has the characteristics of high resolution
and small target. The angle of single particle is diversity and randomness [33]. The
process of detection and identification is shown in Fig. 3.

(1) Convolution features were generated by CNN convolution operation on the input
image;

(2) The region proposed candidate box were produced by the RPN (a sliding window
operation) on the convolution features of step (1);

(3) The feature mapping layer mapped the feature of region proposed candidate box
to a lower dimension vector;

(4) The output layer is divided into a box-regression layer and a box-classification
layer, which shows the boundary box in which the particles are located, and the
detection ended.
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2.2 Datasets and Data Preprocessing

1. Datasets

We used the KLH II (Keyhole Limpet Hemocyanin) [34] dataset, it is a single
particle image dataset of cryo-electron microscope imaging, and also a standard
benchmark [33] for many particle recognition. In the dataset, the image size is
2048 * 2048. KLH II includes 655 defocus pairs of micrographs, coordinate centers of
11309 side-view particles from the FFF image (Farther from Focus, image is acquired
at farther from focus conditions (−3 µm)) and NFF image(Near from Focus, image is
acquired at near to focus conditions (−0.6 to −1.5 µm)) in MRC and JPEG format.
Images were acquired with a FEI Tecnai F20 equipped with a 2Kx2K CCD Tietz
camera, as defocal pairs at a nominal magnification of 62,000 x and a voltage of
120 keV. In this study, the whole data set contains 655 micrographs, including 11309
particle objects. In order to improve the accuracy of recognition, the original image is
rotated by 900, 1800 and 2700, so that the number of samples is expanded to 2620
images, and the number of particles is 45236. We trained the algorithm with 70% of the
particles in the dataset, tested the algorithm with 15% of the particles, the remaining
15% is validation set.

In the test and validation sets, the same number of background images were taken
as negative samples. The data set structure is shown in the following Table 1.

2. Preprocessing of Electron Micrograph

For the low contrast and low signal to noise ratio of the original electron micro-
scope image, we preprocess the image to improve the efficiency and accuracy of
particle recognition. A histogram equalization algorithm was used to improve the
image contrast, a Gauss low-pass filtering algorithm was to improve the SNR
(SIGNAL-NOISE RATIO) of image.

Fig. 3. Detection of particle image

Table 1. The details of datasets

Dataset Whole dataset Training set Test set Validation set

Number of micrograph 2620 1834 393 393
Number of particle 45236 31666 6785 6785
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(1) Histogram equalization. As shown in the following Fig. 4, a micrograph which
processed using the histogram equalization algorithm has a wider dynamic range and
higher contrast.

(2) Gauss low-pass filtering processing. We compare the original micrograph,
micrograph processed with histogram equalization and micrograph processed with
Gauss low-pass filtering under different radius. The results are shown as below Fig. 5.
After equilibration, the contrasts between the particles and the background is larger, but
the SNR reduce nearly 50%. In order to promote the accuracy of training and recog-
nition, we use the Gauss low-pass filtering algorithm on micrograph which have been
processed with histogram equalization to improve the SNR. The results show that the
micrograph is clearer, and at the same time SNR of the image increased nearly doubled.
In Fig. 6, we compared SNR of the micrograph, histogram equalization micrograph,
Gauss low-pass filtering micrograph e and smoothing micrograph. The following
experiments show that training on the filtered image greatly improved the accuracy of
the test data.

3. Identification of Particle Object in Training Set

In the data set of KLHII, the central coordinate p (x, y) of the particle object in
world coordinate system are given. But in Faster-RCNN, it is necessary to adopt the
rectangle box (upper left and lower right coordinates of target object) for target training
and recognition. So a transformation coordination from center coordination to rectangle
box coordination are needed. Since the XML calibration is based on the screen

Fig. 4. Micrograph and Micrograph processed with histogram equalization
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coordinate system, so the world coordinate (x, y) is converted into screen coordinate.
Then the x and y are added or subtract 100 to obtain the rectangle box coordinates
(x − 100, y + 100, x + 100, y − 100), that the particle target in original image can be
calibrated with rectangle box coordinates. In order to increase the training set, we also
rotate the image at 90, 180 and 270 angle degree, coordinate of the image need to be
recalculated for the rotation. After the rotation, it is also necessary to identify the
particles, and the concrete steps are as follows.

Fig. 5. Micrograph with histogram equalization and Gauss Low-Pass filtering
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(1) In order to calibrate the rotated image, the screen coordinates are converted into
image coordinates. As shown in the Fig. 7, the black line represents the screen
coordinate system, and the green line represents the image coordinate system. P
(a, b) is the coordinates of an image pixel in the screen coordinate system. The P
(x, y) is the coordinates of that point P (a, b) under the image coordinate system
after converting. The transformation formula is as Formula (9).

x ¼ a� h
2

y ¼ b� w
2

�
ð9Þ

(2) Rotation transformation of image coordinates, P (x′, y′) is coordinate after rotation
of P (x, y), the formula (10) and formula (11) are as follows.

h0 ¼ hcoshþwsinh
w0 ¼ hsinhþwcosh

�
ð10Þ

x0

y0

� �
¼ þ cosh; þ sinh; h0 � hcosh� wsinh

�sinh; þ cosh;w0 þ hsinh� wcosh

� �
�

a
b

1=2

0
@

1
A ð11Þ

(3) Inverse transformation of the rotated image, the formula (12) is as follows.

a
b

� �
¼ þ cosh;�sinh;�h

0
coshþw0sinhþ h

þ sinh; þ cosh;�h
0
sinh� w

0
coshþw

� �
�

x0

y0

1=2

0
@

1
A ð12Þ

(4) XML calibration of the target which is carried out on the rotated image

The detection target is divided into two categories: the particle image and the non-
particle image. In the test set and the verification set, the same number of background
images are randomly selected as non-particle images.

Fig. 7. Screen coordinate and image coordinate (Color figure online)
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2.3 Detection and Recognition Process

The above training shows that the two networks can share the same 5 layers of the
convolutional neural network, which makes the whole detection process only need to
complete a series of convolution can complete the detection and recognition process. It
completely solves the time bottleneck problem of region proposed network. The pro-
cess of detection and identification is as followings.

(1) A series of convolution operations are performed on the whole image to obtain the
feature graph Conv5;

(2) A large number of candidate area boxes are generated on the feature map by RPN;
(3) A non-maximum suppression is applied to the candidate region box, and keeping

the first 300 frames with higher scores;
(4) Taking out the feature of the candidate area in the feature map and forming the

high-dimensional feature vector, then calculating the class score by the detection
network and predicting the appropriate boundary box position of target.

3 Experiments

In this section, we conducted a series of experiments to measure the effectiveness of the
particle recognition algorithm. The details of these experiments are described below.

3.1 Experiment Setting

The experimental platform of this project is a servers with K40 and K80 Graphics
processing units of NVIDIA.

3.2 Experiment Results

After iterative training, the loss function and detection results of the training set and
validation set are shown in Fig. 8.

In order to evaluate the effectiveness of the algorithm and the model, the test results
are analyzed respectively from the PR (Precision/Recall) index, training efficiency and
etc. Using recall rate (c) and accuracy (q) as a measure evaluate the detection algo-
rithm, c.and q is defined as formulas (13) and (14).

q ¼ Pt

Pt þPf
ð13Þ

c ¼ Pt

Pt þNf
ð14Þ

Among them, Pt is the number of particle which was correctly detected, Pf is the
number of particles detected by mistake, and Nf is the number of be wrongly detected
as background image. However, it is still not enough to evaluate the algorithm only
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with two indexes of recall and accuracy. Therefore, we also use F1-score (F1 score also
F-score or F-measure) is a measure of a test’s accuracy. The F1-score is the harmonic
average of the precision and recall, where a F1-score reaches its best value at 1 (perfect
precision and recall) and worst at 0 to evaluate the algorithm which is defined as
formula (15).

F1 ¼ 2� q � c
qþ c

ð15Þ

(1) The Precision and Recall rates in different preprocessing datasets is shown in
Table 2.

(2) The training time and accuracy under different models are shown in Table 3.

Fig. 8. The loss function and detection results

Table 2. Precision and Recall

Dataset Recall Precision F1-score

Histogram equalization 64.2% 55.2% 69.1%
Gaussian low pass (r = 90) 83.7% 82.7% 84.2%
Gaussian low pass (r = 160) 78.4% 73.2% 77.5%
Gaussian low pass (r = 260) 70.2% 64.3% 64.1%

Table 3. Execution efficiency and execution accuracy

ZFnet VGG16

Training time(h) 6 12.5
Detecting time(s) 0.3 0.3
Accuracy 65.4% 82.7%
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(3) The accuracy of different dropout rate is shown in Table 4.

4 Discussion and Conclusion

This study selected identification of protein particles in electron microscope images, the
results can pave the way for subsequent protein 3D reconstruction. Picking electron
microscope particles is an important process of electron microscope data processing.
For the large number of targets (level one hundred thousand, or even millions), the
automatic selection process is imperative. Because of the low signal-to-noise ratio of
the electron microscope image, the recognition accuracy is low. At the same time, large
micrograph with many particles lead to low recognition efficiency. Therefore,
improving the accuracy and efficiency of identification is the two main objective of the
study.

This research adopts Faster-RCNN for the automatic identification of particles, the
recognition accuracy rate is 82.7%. In order to improve the accuracy of recognition, we
used the method of image rotation to increase training set samples, and used image
preprocessing to improve the quality of data sets. These measures greatly improved the
accuracy of recognition. Because the detection target is a small object in the whole
image, it also improves the difficulty of detection, which is also the main reason for the
relatively low detection precision. In the latter experiment, we hope to use the small
target object to pre train the network parameters to improve the detection effect. The
follow-up is going to continue to test and compare the data sets in different identifi-
cation algorithms, and to test the accuracy and efficiency of the algorithms in different
data sets.

Acknowledgments. The authors thank R. F. Zhai for helpful discussions, This study is sup-
ported by Natural Science Foundation of Hubei Province of China (Program No. 2015CFB524
and Program No. 2016CKB705) and the Fundamental Research Funds for the Central Univer-
sities (Program No. 2015BQ023 and Program No. 2014QC008).

Table 4. Accuracy of different dropout rate

Dropout proportion The number
of iterations

Batch size
of RPN

Precision

0.2 8000 256 0.686
0.3 8000 256 0.663
0.4 8000 256 0.742
0.5 8000 256 0.785
0.6 8000 256 0.827
0.7 8000 256 0.774
0.8 8000 256 0.698
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Abstract. Driven by the massive natural scene image and computer’s high speed
computation ability, deep CNN becomes the mainstream method for completing
the computer vision task by the power of feature representation capability.
Because object detections based on deep CNN are unable to achieve optimization
due to lack of training set of remote sensing images, a novel method based on
transfer learning and deep CNN combined with SVM is proposed in this paper.
Firstly, we obtain the deep CNN model AlexNet trained on a large-scale data set.
Then, we truncate the first five convolution layers and get the initial parameters
through transfer learning. Then, Deep CNN is used as feature extractor to extract
the depth feature for training SVM, and the final remote sensing image airplane
detection model is obtained. Experimental results show that the average precision
of the proposed algorithm outperforms other traditional algorithms.

Keywords: Remote sensing · Airplane detection
Deep Convolutional Neural Network (CNN) · Transfer learning

1 Introduction

Aircraft detection in optical remote sensing images has always been an important task
in computer vision. It is found that in recent years, there are many types of aircraft
detection algorithms for remote sensing images, and the performance is slowly
improved. Most detection algorithms use feature extraction + classifier (i.e. SVM,
Adaboost, Hofferlin). Due to training set of high-resolution remote sensing images is
few, many algorithms are not fully trained and cannot obtain the optimal model param‐
eters which limit the performance of the algorithm to further improve.

For a long period of time before the deep learning was re-emphasized, there were
many people proposed the target detection algorithms combined with the feature extrac‐
tion and the classifier. For example, Dalal et al. [1] proposed using the Histogram of
Oriented Gradient (HOG) feature to detect the target. A lot of target detection algorithms
are improved on the basis of HOG features and obtain a good performance. Felzenszwalb
et al. [2] proposed the most classic model of deformable components, which firstly used
the root filter on the target for global rough detection, and then used the local filter for
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local fine detection of the target. Because the local filter can be deformed according to
the structure of the spring, the effective combination of the contour of the target can
obtain good detection results. Liang et al. [3] used two features plus the multikernel
support vector machine (MKLSVM), in which the multi-core SVM was parallel-trained
in multithreading. The multikernal SVM was not suitable for large scale data sets,
because it takes a lot of time for training.

Of course, in addition to feature extracted from remote sensing images can be
replaced, the classifiers can also be replaced. Such as Grabner et al. [4] fused HOG, LBP
and wavelet characteristics to train Adaboost classifier. Hof Lei [5] used forest classifier
to achieve the aircraft target detection in remote sensing images. Inglada [6] proposed
using the geometric features of the image to describe different types of targets. Hu et al.
[7] proposed using saliency map to get the target. Sun [8] proposed using sparse encoding
to detect the image plane under complex environment, and the model of geometric
component information used to describe the target change and rotation has good robust‐
ness. Zhang [9] proposed to use the rotation invariant component model for detecting
objects with complex shapes in remote sensing images.

Compared with the characteristics of the artificial design, deep CNN can learn rich
features from the training data set in the depth learning framework. Krizhevsky [10]
designed a 8-layer depth CNN network model, using convolution layer to continuously
extract the underlying characteristics of image and get 4096 dimensional feature vector
combination through the connection layer of feature vector. Finally, the output layer
discriminated the feature vector and output the label probability. Nowadays, a variety
of high resolution remote sensing image target detection algorithms based on CNN have
been proposed. For example, Chen [11] proposed a hybrid DNN (HDNN) approach to
achieve target detection in remote sensing images. Cheng [12] used CNN for target
detection of remote sensing images. Chen [13] proposed Deep Belief Net (DBN)
network to realize remote sensing image plane detection, which takes into account the
target’s color, scale and complex background.

The above methods are based on the deep CNN and require a large number of image
data sets. The amount of image data in the natural scene is very large, so the deep CNN
can be trained for a long time to obtain the optimal model parameters. Because the remote
sensing image training set is small, deep CNN can not be fully trained to obtain the
optimal model parameters. Therefore, if a small amount of remote sensing image is used
to train the deep CNN, the effect is not ideal. Taking into account the deep CNN, the
shallow learning obtains the general characteristics of the image, the deep learning is
for the unique characteristics. Therefore, this paper proposes a method based on transfer
learning and deep CNN combined with SVM to detect the aircraft targets of remote
sensing images.

2 Structure of AlexNet Deep CNN

Deep CNN is a multi-layer deep learning framework, which is connected by several
different layers: convolution layer, pool layer, full connectivity layer and non linear
operators. For convolution layer, each layer is connected with the previous layer by
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convolution kernel, and each convolution kernel carries out the convolution operation
with feature map in local receptive fields. At the same time the convolution kernel is
expressed as weights of neurons. Shared weights in Deep CNN greatly reduce the
number of parameters needed to be trained. It has been shown that convolution operation
is used for feature extraction, the feature map of each layer are obtained by convolution
with the feature map of the upper layer Eq. (1) gives the definition of the convolution
layer:

xl

j
= f (

∑M

i=1
xl−1

i
× kl

ij
+ bl

j
) (1)

Where xl−1
i  is the i-th feature map of the (l−1)-th convolution layer and xl

j the j-th
feature map of the l-th convolution layer respectively. M is the number of feature map

of the current layer. kl
ij and bl

j are weight parameters and deviation of the convolution
layer respectively. f(⋅) is nonlinear function.

The maximum pool operation is implemented after convolution which uses nuclear
function to non repeated traversal on local receptive fields of each feature map. The
feature map is divided into a plurality of non overlapping areas, then calculate the
maximum value of regional characteristics in each region for subsequent training, this
is max-pool. As can be seen in Fig. 1, the feature map of aircraft target in the remote
sensing images after convolution operation and max-pool respectively.

(a)Remote sensing image airplane  (b) Conv5 output feature (c) Max-pool output feature

Fig. 1. The basic framework of max-pooling

3 Transfer Learning

The remote sensing image training data set in the real environment is very small (only
a few thousand), and unable to meet the requirements of the ImageNet training set.
Therefore, this paper introduces the concept of transfer learning. Through the analysis
of hidden layer in Deep CNN, it can be found that the bottom of the CNN can achieve
the extraction of the general features of the image, while the high-level generation is the
unique characteristics of the image. That is to say, CNN can be used in other visual task,
the bottom of which is regarded as a feature extractor, also high-level can be optimized
using fine-tuning based on target data set, then obtains parameters for generating high-
level features.
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Based on the above analysis, this paper first gets a pretrained Deep CNN model on
ImageNet with 5 convolution layers and 3 full connection layers. Then delete the last
three connection layers, namely fc6, fc7, fc8, to obtain truncated Deep CNN. At last get
the initial parameters through the transfer learning to generate the depth feature extractor
before fine tuning.

4 Fine-tuning of the Convolutional Layers

The remote sensing image sets are used for the retaining the fifth convolution layer of
truncated deep CNN in CAFFE library. The training of the fifth layer consists of forward
and backward propagation. For forward propagation, this paper uses squared-error loss
function as cost function. According to N training samples and 2 classes detection prob‐
lems, squared-error loss function form is shown as Eq. (2):

EN =
1
2
∑N

n−1

∑2

k=1
(tn

k
− yn

k
)

2
(2)

Where tn
k is the k-th dimension of the n-th training sample class. yn

k is similar as tn
k,

and it represents the response value of the k-th output to the n-th input sample of the
output layer. For the activation function of the convolution layer in each layer, RELU
function can effectively shorten the training cycle to improve the learning rate and
efficiency. Weight updating of CNN convolution layer still uses the classic back-prop‐
agation algorithm. Because the fifth convolution layer of fine-tuning is connected to max
pooling layer, it is needed to calculate every neurons new weights of the fifth convolution
layer. When the sensitivity of each neural node for the fifth convolution layer are calcu‐
lated, then execution and accumulation can be performed, as shown in the Eq. (3):

𝜕E

𝜕bj

=
∑

u,v
(𝛿𝓁

j
)u,v (3)

Where δ𝓁j  denotes the deviation of the (u, v) -position neural node in the ℓ-th feature
map in the j-th convolution layer. The sum of these deviations is equal the partial deriv‐
ative of the output error to the current layer deviation. And finally the weight and the
gradient of the convolution kernel can be solved by using Eqs. (4) and (5):

𝜕E

𝜕W𝓁

= x𝓁−1(𝛿𝓁)T (4)

ΔW𝓁 = −𝜂
𝜕E

𝜕W𝓁

(5)

In Eq. (4), we obtain the input of the ℓ-th convolution layer, and then use δ for scaling,
where x is the output of the (ℓ−1)-th convolution layer. According to the Eq. (5), the
partial derivative of Eq. (4) is multiplied by a negative learning rate to obtain the updated
weight of the current layer neuron.
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5 Experimental Results and Analysis

This section first introduces the data set use for the fine tuning and SVM training, and
then explains how to evaluate the fifth layer convolution layer characteristics and fine-
tuning. The experiments are divided into two parts, the first part is to determine which
convolution layer needs to be fine tuned; the second part is to retrain the selected convo‐
lution layer. In the first part of the experiment, the data set of Google Earth v7.1.5.1557
is used which obtained in Hamburg Airport in Germany, Amsterdam Holland, Interna‐
tional Airport, London Heathrow International Airport, Paris Charles De Gaulle Airport.
The aircraft data set contain 1000 positive samples, 300 negative samples without the
aircraft, among which 800 positive samples and 240 negative samples are used as the
training set, and the remaining 200 positive samples and 60 negative samples are used
as the test set.

In the second part experiment, we use 600 positive samples and 300 negative
samples. Because training set and test set are both needed for the retaining of the convo‐
lution layer, the positive and negative samples were divided into two groups. 500 posi‐
tive samples are used as training set and the remaining 100 samples are used as validation
set. 250 negative samples are used as training set, the remaining 50 are used as validation
set. The size of the data set will be adjusted to 227 * 227 pixels.

The truncated CNN obtains the initial parameters by transfer learning in ImageNet.
Combine the feature map of the upper convolution layer to get the feature map of the
current layer. The feature map forms feature vector used to train the SVM detection
model. The first layer feature map is put into the SVM to get the final detection model.
Obtain the detection result on the test set, i.e. the average precision, then each layer
performs the first layer operation.

Precision - recall curve (P-R) and average precision (AR) are used to evaluate the
detection results of different convolution layer. It can be seen from Fig. 3, the perform‐
ance of SVM detection model are different based on output depth characteristics of
different convolution layers. With the increase of the number of convolution layers, the
average accuracy of the trained SVM model is increasing. It can be inferred that the
performance of the SVM detection model should be better trained by depth feature of
the fifth than that trained by depth feature of the fourth layer, however, the reality is just
on the opposite. And among five convolution layers training, the average precision of
deep feature decreases which model is trained by the fifth convolution layer. Take into
account the deep structure of CNN, and obtain the initial parameters in ImageNet. The
fifth layer is deep convolution layer, whose weight parameters and deviation of neurons
have get the optimal value in the training of natural scene images. Figure 2 shows that
each layer of the truncated 5-layer CNN combining with SVM constitutes a detection
system, and uses the training set to train the SVM, and then tests the remote sensing
image to detect aircraft. The average accuracy from Conv5+SVM to Conv1+SVM are
0.712, 0.762, 0.643, 0.564, 0.484 respectively.
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Fig. 2. P-R comparison of different convolution layer

It can be seen that the average accuracy of the fifth layer has decreased, so it needs
to be fine tuned. The fine-tuning model is the fifth convolution layer of deep CNN which
is pretrained on 1 million 500 thousand natural scene images (including 1000 classes).
The same is as the pretraining process, and CAFFE library is also used for fine-tuning.
The dimension of the last full connection layer (fc8) is the same as the number of classes
in Image Net. In order to make CNN suitable for remote sensing image plane detection,
the output of the fc8 needs to be changed to 2 dimensions. The pretrained deep CNN
cannot match the original fifth convolution layer, whose parameters can not be initial‐
ized, so the process of fine-tuning is actually re-training the fifth convolution layer, so
that the parameters can not be initialized. After fine-tuning, the parameters of the fifth
layer are the best parameters fitting the remote sensing images, and the Deep CNN
constitutes a feature extractor suitable for extracting the deep features of remote sensing
images.

In order to evaluate the performance of CNN+FT5+SVM proposed in this paper,
several classical target detection algorithms are used to compare. Figure 3 shows a
variety of different algorithms in the detection of P-R curves which contain 200 positive
samples and 60 negative samples of the remote sensing images. These algorithms are
presented including CNN+FT5+SVM, DPM (the fifth version VOC5.1), HOG-LBP
+SVM and HOG+SVM. The average accuracy of the four methods are 0.864, 0.762,
0.553, 0.426, which can be seen that the detection performance of our method is better
than other methods. Figure 4 gives the airplane detection results on high resolution
remote sensing image used by CNN+FT5+SVM proposed in this paper. It can be
concluded that our proposed method has excellent detection performance.
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Fig. 3. Detection performance of different methods

Fig. 4. The airplane detection results used CNN+FT5+SVM

6 Conclusions

In this paper, a plane detection algorithm based on transfer learning and deep CNN
combined with SVM is proposed for high-resolution remote sensing images. Firstly,
deep CNN model AlexNet is trained through large data sets ImageNet, then get five
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convolution layer by truncating AlexNet volume, the initial parameters of which are
obtained by transfer learning. The five convolution layer of Deep CNN is used as the
feature extraction, and SVM is connected to form a complete detection system set. By
comparison the target detection results to other detection algorithms, it can be found that
the average accuracy of the detection algorithm proposed in this paper achieves to 86%,
significantly better than other detection algorithms.
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Abstract. A novel object tracking algorithm based on hierarchical convolutional
features was proposed in this paper. Firstly, the tracking algorithm uses the hier‐
archical networks of VGG-Net-19 to extract the hierarchical convolutional
features of image, having a greater improvement than using only one layer to do
that. Secondly, the algorithm obtains features by using correlation filtering
method with weighted fusion, so as to determine the real position of the target
according to the characteristics of different layers. The experimental results show
that, compared with the current four popular object tracking algorithms, the
proposed algorithm achieves better accuracy and success rate, and the results are
consistent in OPE (one-pass evaluation), SRE (spatial robustness evaluation) and
TRE (temporal robustness evaluation).

Keywords: Object tracking · Hierarchical convolutional features · Feature fusion
Correlation filters

1 Introduction

Object tracking is one of the most popular topic in computer vision field, which has been
wide applied in the military field for missile guidance and the civil field for telemedicine
or visual reality [1]. In recent years, with the high-speed development of computer
performance, as well as the appearance of Graphics Processing Unit (GPU), the accuracy
and efficiency of tracking algorithms have been improved in a significant degree [2].
But with the effect of occlusion, rotation, illumination variation, etc., the robustness and
accuracy of tracking algorithms are still facing serious challenges [3].

Recently, the most popular tracking algorithms based on deep learning [4] usually draw
positive sample and negative sample in the target position, by using incremental learning to
exploit feature classifier from the Convolutional Neural Network (CNN) [5, 6]. The tradi‐
tional method is to choose the last layer of CNN for feature representation, which has an
excellent ability in semantic inference. Whereas it is insensitive to variable changes and
accurate positioning. So, it cannot accomplish the mission of accurate object representation
with only the last layer of CNN. The kernel concept of Deep Learning is training and
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Q. Zhou et al. (Eds.): ICPCSEE 2018, CCIS 901, pp. 729–737, 2018.
https://doi.org/10.1007/978-981-13-2203-7_61

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2203-7_61&domain=pdf


learning, which need a large quantity of positive samples and negative samples. In order to
obtain a well-robust classifier, all of the samples are integrant.

The rest of the paper is organized as follows. Section 2 reviews related work of target
tracking, and Sect. 3 introduces the hierarchical convolutional features and the network
structure. Section 4 is the proposed tracking algorithms and Sect. 5 gives the qualitative
estimation and quantitative estimation of our algorithms. We conclude the future works
in the last Sect. 6.

2 Related Work

All of the present object tracking algorithms are mainly divided into three fields. First
of all, the tracking algorithm based on binary classifiers which is mainly taking use of
tracking-by-detecting. It regards object tracking as a repetition detection within a local
detector, and collects a series of positive samples and negative samples from all frames
of video sequences. Incremental learning is used to separate target form background,
such as semi-supervised learning [7], which is the combination of supervised learning
and unsupervised learning, and uses both a large quantity of unlabeled data and some
labeled data to recognize the target. It can not only reduce the manpower but also increase
the accurate to a large degree.

The second one is the tracking algorithm based on correlation filters, which mainly
cares about its high-speed computing efficiency of Fourier Transform. Bolme et al. [8]
proposed a tracking algorithm based on minimum output of luminance channel and mean
square error filter. While tracking, it will need to keep adjusting the filter according to the
current frame. Some expand methods improve the accuracy of tracking, such as Multi-
dimensional Features [9, 10], Context Learning [11] and Scale Estimation [12] etc.

The third one is the tracking algorithm based on Convolutional Neural Network,
which is the most popular in recent years. The traditional tracking algorithms use the
manual extracted features to represent the target, but the result cannot be satisfied by us.
However CNN can represent the target’s feature perfectly be by using the positive
samples and negative samples. The earlier tracking algorithms based on CNN extracted
features using the last fully connected layer, but it cannot extract all of the feature to
represent the target. Few years later, Nam et al. proposed HCF (Hierarchical Convolu‐
tional Features) algorithm [13], which took use of three convolutional layers together
to extract features and gave us a better result than the former.

In this paper, we improve the VGG-Net [14] to extract the convolutional features
with the combination of three convolutional layers and one fully connected layer, and
accomplish the tracking target with correlation filters. The proposed tracker can solve
the tracking failures caused by occlusion and overmuch high frequency information.

3 Hierarchical Convolutional Features

With the increasing of the layer of CNN, it tends to code semantic towards the target,
and its output is well robust to the appearance changes. In contrast, the lower layer tends
to represent space details, which is more helpful for accurate positioning. Recently, with
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the improvement of computer performance, many models of deep convolutional neural
network with excellent performance are proposed such as AlexNet and VGG-Net etc.
They can receive multidimensional image as the input, which can avoid the procedure
of complex feature extractions and data reconstructions by contrasting to the traditional
object tracking algorithms. So, Convolutional Neural Network is wide applied to the
field of image processing and computer vision.

CNN is consists of two levels, which is a multilayer perceptron and we can obtain a
sires of different feature representation from every layer while inputting an image to the
net. In this paper, we choose the VGG-Net-19 as the basic of deep convolutional
network, and the number “19” means the weight of the network learning. The structure
of our network is shown in the Fig. 1. In Fig. 1, there are five groups of convolutional
layers (totally 16 layers) and three fully connected layers (recorded as FC1, FC2 and
FC3), which consists of two fully connected feature layers (FC-4096) and one fully
connected classification layer (FC-10). Among the whole network, the convolutional
group Conv1-2 consist of two convolutional layers and Conv3-5 consist of four convo‐
lutional layers, which all use the convolution kernel with the size of 3 * 3. By training
on the labeled large scale training dataset (ImageNet), we can obtain hierarchical feature
representation from every layer of VGG-Net-19.

... ......

Conv1
Conv2

Conv3

Conv4

Conv5
FC-
4096

FC-
4096

FC-
1000

... ......

Conv1
Conv2

Conv3

Conv4

Conv5
FC-
4096

FC-
4096

FC-
1000

Fig. 1. The structure of VGG-Net-19 convolutional neural network which including 5
convolutional layer groups and three fully-connected layers.

To the VGG-Net-19, let x be the i-th layer feature vector whose size is M × N × O,
and M, N, O separately represent width, height and channel numbers. So, the multi‐
channel convolutional feature map of the i-th layer is fi ∈ ℜM×N×O, and every charac‐
teristic channel o (o ∈ {1, 2,… , O}) will be used as the positioning filter:

HO

l
=

GI ⊙ F
O

i

∑O

k=1 Fk
i
⊙ F

k

i
+ 𝜆p

(1)

Object Tracking Based on Hierarchical Convolutional Features 731



Where 𝜆p is the regularization parameter of the positioning filter, Fi is the DFT trans‐
formation of fi, Fi and Fi are conjugate complex numbers, and the operator ⊙ is the
expression of Hadamard product. Let gi represent the expectation of the cyclic displace‐
ment sample of fi(m, n), which is a two-dimensional Gauss kernel function, and its
expression is Eq. (2):

gi(m, n) = e

−

(
m −

M

2

)2
+

(
n −

N

2

)2

2𝜎2
p

(2)

Where (m, n) 𝜖 {0, 1,… , M − 1} × {0, 1,… , N − 1}, and 𝜎p is the width of the Gaus‐
sian kernel.

Considering about the features abstracted by each layer, clear contour can be seen
in Conv3, and cannot be recognized with the increasing of layer levels, such as in Conv5.
However, we can distinguish the semantic information from the highlighting informa‐
tion section, and the highlight area is the position that the target located. So, the process
of determining the location of target is as follows, roughly estimate the position of target
according to the semantic information of higher level layers, and then reduce the area
with the decreasing of level, and find the accurate position of target finally.

However, the HCF algorithm performs not well for the situation of occlusion or
owing too much high frequency information in video sequence. So, we improve a new
tracking algorithm with the combination of traditional tracking algorithms and HCF,
which selects Conv3-4, Conv4-4 Conv5-4 and FC2 for feature extraction. Since the
pooling operation is used in CNN, the spatial resolution will decrease with the increasing
of the depth of CNN. For example, think of pool5 of VGG-Net, the spatial size of the
feature map is 7 × 7, which output size of image is 1/32 of 224 × 224. Since the low
spatial resolution cannot locate the target accurately, bilinear interpolation is used to
map each feature to a fixed lager size. Let x be the feature map and f be the up-sampling
feature map, so the i-th feature vector is:

fi =
∑

k

𝛼ikxk (3)

From the Eq. (3), the interpolating weight 𝛼ik relies on the feature vector of (i, k)
neighborhood.

4 Object Tracking Algorithm Based on Correlation Filters

A typical correlation filter accomplish the object estimation by learning from discrimi‐
nate classifiers and searching the maximum of correlative feature maps. In this paper,
we mainly choose the output of the last layer of the four groups. According to the
parameter settings in the Sect. 3, simplify xi to x and ignore the dependency of M, N
and O about the layer index i. We set all the cyclic shifts of x along to M and N dimensions
as training samples.
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By calculating the minimum of Eqs. 2 and 3, a correlation filter u can be obtained,
whose size is the same to x:

u∗ = argmin
u

∑

m,n

‖
‖u ⋅ xm,n − y(m, n)‖‖

2
+ 𝜆‖u‖2

2 (4)

Where 𝜆 is a regularization parameter (𝜆 ≥ 0), and the inner product is a linear kernel
function in Hilbert space, such as u ⋅ xm,n =

∑O

o=1 uT
m,n,oxm,n,o. The samples with threshold

will not be needed, since y(m, n) is not binary. According to the Eq. (2), Fast Fourier
Transform (FFT) can be used to get the minimum value through the feature of every
channel. The Capital is used to represent the signal which is transformed by FFT. The
frequency spectrum of the filter in the o-th channel (o ∈ {1, 2, …, O}) is:

UO =
Y ⊙ X

O

∑O

l=1 Xi ⊙ X
i

+ 𝜆
(5)

Where Y is the frequency spectrum of {Y(m, n)|(m, n){0, 1,…, M−1} × {0, 1, …,
N−1}}. The feature vector of the j-th layer is set as z, and the size of the image is M ×
N × O. The correlation feature map of the j-th layer can be calculated by:

fi = 
−1

(
O∑

o=1

Uo
⊙ Z

o

)

And the j-th convolutional layer can be estimated by finding the maximum of the
feature map fj.

Finally, by giving the size M × N (e.g. 1.8 times the size of the target) of the searching
window of each image frame, set a fixed spatial size M

4
×

N

4
 to adjust the feature size

of each convolutional layer. Set the regularization parameter λ = 10−4 in Eq. (1), and
generate the Gauss function label with 0.1 kernel width. In order to remove the discon‐
tinuity of the boundary, use cosine window to weigh each feature extraction channel.
We set Conv4-4, Conv3-4, Conv5-4 and FC2 with the value of 1, 0.5, 0.02 and 0.01,
which is equivalent to simply summing and deducing the target location from the
weighted response maps of multiple levels.

5 Experimental Results and Analysis

In this paper, we evaluate the proposed method on OTB100 (a large benchmark dataset,
including 100 annotated video sequences), and compare tracking performance with
several advanced tracking methods. We use the distance accuracy rate, the overlap rate
and the center position error to quantitatively evaluate the tracker.
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5.1 Quantitative Evaluation of Experimental Results

The experimental results of this paper and the other four most advanced trackers are
shown in Fig. 2. These trackers can be roughly divided into three categories: i. The
algorithm based on deep learning, such as HCF and the proposed algorithm (Mine); ii.
The algorithm based on correlation filter, such as KCF; iii. A representative tracker using
a single or multiple online classifier, such as MEEM and Struck.

Fig. 2. Success plots and precision plots of test sequences by comparing with four popular
tracking algorithms, HCF, MEEM, KCF and Struck.

Figure 2 shows the evaluation of three indexes respectively about spatial robustness
evaluation (SRE), one-pass evaluation (OPE) and temporal robustness evaluation (TRE)
in the two aspects of the accuracy and overlap of the distance. The algorithm we proposed
performs better than any other methods evaluated on the three indexes.

Table 1. Quantitative comparison of several trackers in the three aspects.

Distance precision (DP, %) Overlap success (OS, %) Center location error (CLE,
pixel)

Benchmark OTB 50 OTB 100 OTB 50 OTB 100 OTB 50 OTB 100
Mine 91.3 85.2 78.4 67.1 14.4 20.0
HCF 89.1 83.7 74.0 65.5 15.7 22.8
MEEM 83.0 78.1 69.6 62.2 20.9 27.7
KCF 74.1 69.2 62.2 54.8 35.5 45.0
Struck 65.6 63.5 55.9 51.6 50.6 47.1

By comparing with the most advanced tracking methods based on two tracking
benchmark of OTB50 and OTB100, a quantitative comparison is made in three aspects:
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distance precision (DP), overlap success (OS) and center location error (CLE). The
specific results are shown in Table 1. From the Table 1, the method we proposed has
good consistency within the three aspects.

5.2 Qualitative Evaluation of Experimental Results

In the two tracking benchmark of OTB, all video sequences have different video attrib‐
utes, including Illumination variation (IV), Scale variation (SV), Occlusion (OCC),
Deformation (DEF), Motion blur (MB), Fast motion (FM), In-plane rotation (IPR), Out-
of-plane rotation (OPR), Out of view (OV), background clutters (BC) and Low resolu‐
tion (LR). The Table 2 lists part of the video sequences and their attributes used in the
experiments.

Table 2. The parameters of the selected video sequences.

Sequences Total frames Attributes
Basketball 725 IV, OCC, DEF, OPR, BC
MotorRolling 164 IV, SV, MB, FM, IPR, BC, LR
Shaking 400 IV, SV, OCC, DEF, OPR, BC
Coke 291 IV, OCC, FM, IPR, OPR, BC
Tiger2 365 IV, OCC, DEF, MB, FM, IPR, OPR, OV

Figure 3 gives the tracking results of different video sequences. We respectively
select the 1st, 30th, 50th and 100th frame to evaluate the proposed algorithm. Especially
for the sequence of Shaking, it can be founded, the objected is lost in the 30th frame and
re-found in 50th frame and so on. The experimental results sufficiently proved that the
proposed algorithm can achieve target tracking in complex scene.
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Fig. 3. Tracking results of different video sequences, concluding basketball, motorrolling,
shaking, coke and tiger2.

6 Conclusions

The proposed algorithm in this paper mainly optimizes the part of feature extraction,
which uses Conv4-4, Conv3-4, Conv5-4 and FC2 together for object representation with
the hierarchical convolutional features. The obtained feature has more extensive prac‐
ticality, and can solve the tracking failures caused by occlusion to a large degree. By
comparing with the excellent tracking algorithms proposed in recent years, our method
has better tracking performances in DP, OS and CLE three aspects.
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Abstract. This paper proposes a volleyball trajectory tracking method adapting
to occlusion scenes. Firstly, the target volleyball is obtained in the video manually
and the Kalman filter algorithm combined with Continuously Adaptive Mean
Shift (CAMSHIFT) algorithm is used to track and determine the size and position
of the volleyball in each frame of video, and then it is determined whether there
exists an occlusion. If there is no occlusion, positions of the volleyball in each
frame of video are connected to obtain the trajectory of the volleyball. If there is
occlusion, the Kalman filter algorithm is used to predict the positions of the
volleyball in the occlusion section, and the size remains unchanged. Finally, the
positions of the volleyball in each frame of video is connected to a line to obtain
the trajectory of the volleyball motion. The proposed approach solves the problem
of more complicated video background in volleyball movement. When the volley‐
ball is blocked, it can accurately predict the volleyball movement trajectory so as
to accurately track the volleyball movement trajectory under dynamic and occlu‐
sion scenes.

Keywords: Kalman filter algorithm
CAMSHIFT algorithm · Trajectory tracking · Occlusion

1 Introduction

At present, the Hawkeye system is used in sports games such as tennis, badminton and
volleyball. However, the Hawkeye system is still in the exploratory stage. In the volley‐
ball game with athletes as background, the Hawkeye system has difficulty tracking
volleyball trajectories. In addition, if the volleyball is blocked during the movement, it
is difficult for the Hawkeye system to predict the trajectory of the volleyball, which
means the tracking of volleyball trajectories under dynamic and occlusion scenes by the
Hawkeye system is not perfect [1, 2]. The method studied in this paper belongs to the
problem of target tracking, and the data processing is complex. It is a hot issue in data
science research.

The existing algorithms for the trajectory tracking of volleyball such as Gaussian
mixture algorithm [3] and the Codebook algorithm [4] separate foreground (moving
objects) and from background (static objects or motions) in each frame of image of the
video, which is based on the color components. The positions of foreground in each
frame of the image finally match the moving objects’ trajectory. According to the above
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description, these two methods do not adapt to the trajectory tracking of objects having
a complex background which includes intense motion. For volleyball videos, there are
athletes with intense motion, due to which the two methods are not applicable.

The algorithm used in this paper is Kalman filter algorithm combined with
CAMSHIFT algorithm [5, 6]. This algorithm uses prior knowledge to track the volley‐
ball trajectory. Firstly, the position of the volleyball in the first frame is circled manually
and the parameters of the volleyball are obtained. Next, it is the volleyball in each frame
of the image to be tracked. When the volleyball encounters occlusion, the Kalman filter
predicts the volleyball trajectory to fit the volleyball trajectory. Compared with the first
two algorithms, this algorithm has higher accuracy, faster operation, and stronger adapt‐
ability.

2 A Volleyball Trajectory Tracking Method Adapting to Occlusion
Scenes

In this paper, a volleyball trajectory tracking method adapting to the occlusion scenes
is designed, which includes the following steps.

Firstly, the parameters of the tracked volleyball are obtained manually in the video,
including the size and the position. Secondly, the CAMSHIFT algorithm is used in
combination with the Kalman filter algorithm to track and determine the size and position
of the volleyball in each frame of the video image [7]. Next, whether the volleyball is
blocked is judged in the video. If there is no occlusion, the positions of the volleyball
in each frame of the video are connected to get the volleyball motion trajectory. If there
is occlusion, the Kalman filter algorithm is used to predict the positions of the volleyball
in the occlusion section. Then the positions of the volleyball in each frame of the image
determined by the algorithm are connected to a line to get the trajectory of the volleyball
[8, 9].

2.1 Obtain Parameters Manually

Semi-automatic method is adopted to track the volleyball, namely gain its size M (a, b),
location N (cc, cr) and target matrix Z which consists of circled target pixel block in the
first frame of video image by manually circling the volleyball, to obtain the parameters
of the volleyball finally (Figs. 1 and 2).
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Get size parametersM(a,b), position
parameters N(cc,cr), target matrix Z of

volleyball

Establish H component matrix I
according to volleyball’s parameters

Determine volleyball parameters
based on Kalman filter and
CAMSHIFT algorithm

Determine if there is an
occlusion in the video

Yes

Predict position of
volleyball based on
Kalman Filtering

Algorithm

Record volleyball position in frames

Obtain volleyball trajectory in video

No

Fig. 1. Algorithm flowchart

Fig. 2. Manually circle the volleyball
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2.2 Track the Volleyball Using CAMSHIFT

The CAMSHIFT algorithm is used to track and determine the size and position of the
volleyball in each frame of the video. The obtained position parameters are used as
location measurement in the Kalman filter algorithm [10]. Then, according to the
Kalman filter algorithm, a more accurate position parameter is obtained.

A: Obtained Color Histogram Matrix
The target matrix Z of volleyball is transformed from RGB color model to the hexagonal
cone model (HSV), and color histogram matrix is established using H component matrix
I. Color histogram matrix is also known as target histogram matrix.

The pixel value is equally divided into m intervals. The pixel value range of the r

interval is 
(

225(r − 1)
m

, 255r

m

)
. If a certain pixel’ value belongs to interval r, r is the

index value corresponding to the pixel.

B: Get Color Index Function Value
Get the target volleyball model according to the H component matrix I, namely the
probability density function is:
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where, x is the center of matrix I, xi is the pixel location of matrix I, whose value
range is 1,… , n (pixel location is defined from line to column, from left to right, and
from top to bottom); functions b:T2

→ {1,… , m} is defined as color index function at
pixels xi; b

(
xi

)
 is the color index value corresponding to the pixel xi; u is the index

subscript, and its value range is 1,… , m; k
(‖x‖2) is the contour function of the kernel

function; h is the bandwidth, namely the sum of squares between the half of target length
and the width [11–13].

Because of 
m∑

u=1
qu = 1, C can be obtained as follow:
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Color index function of target volleyball is:
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C: Estimate the Candidate Probability Density Function
In each frame of volleyball video image, the identified target center in previous frame
is used as the present center, and the same method in steps of section B is adopted to
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establish the candidate model of the same size as the target, namely the candidate
probability density function:

pu(f ) = C

n∑
i=1

{
k

(‖‖‖‖
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where, f is the volleyball position in each frame of video.

D: Identify the Volleyball Center with a Similar Function
The Bhattachariya coefficient is used as a similar function, which is defined as:

𝜌(f ) =

m∑
u=1

√
puqu (5)

In the current frame, tracking the new volleyball position begins from the estimated
volleyball location in the previous frame, and search the maximum in the surroundings.
Get the Taylor expansion for function 𝜌(f ) on the target location f0 in the previous frame:
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In the above equation, only the second term is changed with the f, and its maximi‐
zation process is completed by the Mean shift algorithm iterative equation from the
candidate regional center to the real regional center.

The iterative equation is:
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The new volleyball location is calculated as follow:
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After the new volleyball location is obtained, the similar function is expanded at the
new volleyball location, repeating the iteration process until the number of iterations is
reached and the final volleyball position is obtained.

E: Adjust the Target Size
Each location update is calculated by using h ± h × 10% (the target length and width
scaling) for three times. The minimum bandwidth is used to determine the size of the
new target window.

F: Initialize the Kalman Filter
The state transition matrix E, the control matrix B, the observation matrix G, the meas‐
urement noise covariance matrix R, the process noise excitation covariance matrix Q,
and the prediction estimation covariance matrix PP are determined in this section. Then
the state matrix l is initialized (including the target coordinates and speed in the X and
Y directions) based on the volleyball parameters obtained according to Sect. 2.1.

G: Obtain the Final
Firstly, according to the Kalman filter, the prior system state (the position and speed of
the target volleyball in the X and Y directions) estimate is updated with the estimate of
the trustworthy system state obtained in the previous frame, and so is the prior cova‐
riance. Secondly, calculate the Kalman gain based on the updated covariance, and then
the Kalman gain and the prior system state estimate are used to calculate the trustworthy
system state estimate of the current frame [14, 15]. Finally, repeat the above steps to
obtain the trustworthy system state estimate of each frame. Specifically:

(1) Update the prior system state estimate

Update the prior system state estimate according to l̄i = E ∗ li−1, where, li−1 is the
posterior state matrix of the previous frame and l̄i is the current frame prior state esti‐
mation matrix.

(2) Update the prior covariance

Update the prior covariance according to PPi = E ∗ PPi−1 ∗ E−1
+ Q, where,

PPi−1 is the previous frame’s posterior estimate covariance matrix, PPi is the current
frame’s a priori estimate covariance matrix.

(3) Calculate the Kalman gain

K = PPi ∗ G−1
∗ inv

(
G ∗ PPiG

−1
+ R

)
(9)

(4) The system state estimate of the current frame

Calculate the system state estimate of the current frame l.

li = l̄i + K ∗
(
[cc(i), cr(i)]

−1 − G ∗ l̄i

)
(10)
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(5) The covariance of the current frame

Calculate the covariance PPi of the current frame: PPi = (eye(4) − K ∗ G) ∗ PPi

2.3 Determine the Existence of Occlusions

It is determined whether there exists an occlusion. If there is no occlusion in the video,
positions of the volleyball in each frame of video are connected to obtain the trajectory
of the volleyball. If there is occlusion, jump directly to Sect. 2.4 [5, 16].

2.4 Predict Volleyball Trajectory Using Kalman Filter

According to the prior state prediction equation in the Kalman filter [17], the state
parameters of the occlusion section are predicted as follow:

li = E × li−1 (11)

Connect the positions of volleyball in each frame into a line to obtain the trajectory
of the volleyball.

3 Example Test

In this paper, two scenarios are used to verify the proposed method, in which volleyball
is blocked by objects or not.

3.1 Volleyball not Obstructed by Objects

In volleyball competitions, since volleyballs have a wide range of sports space on the
field, most volleyball sports are in an unobstructed condition. Therefore, the trajectory
of volleyball not obstructed by objects is tracked firstly.

The actual trajectory and tracking trajectory of volleyball are shown in Fig. 3, where
the black line is the actual trajectory, and the red line is the tracking trajectory. Some of
the specific coordinates are shown in Table 1. Analysis of coordinates is shown in
Table 2.

From Fig. 3, it is obvious that the volleyball tracking trajectory obtained by the
proposed method can reflect its actual trajectory. In order to quantitatively analyze the
tracking effect, the Manhattan distance, Euclidean distance and Pearson correlation
coefficient between the two curves are calculated. It can be seen that the tracking of the
proposed method is effective.
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Fig. 3. The trajectory of volleyball not obstructed by objects (Color figure online)

Table 1. Specific coordinates

Point 1 2 3 4
Tracked
pixel

(746.58, 769.41) (845.56, 794.27) (939.06, 816.76) (1028.78, 841.08)

Actual pixel (767.13, 786.35) (843.56, 810.25) (924.88, 820.12) (1005.12, 855.20)
Point 5 6 7 8
Tracked
pixel

(1120.14, 865.63) (1208.13, 873.58) (1286.68, 905.98) (1370.34, 933.77)

Actual pixel (1105.55, 872.16) (1184.23, 876.23) (1252.65, 908.56) (1324.70, 835.24)

Table 2. Analysis of coordinates

Analysis Average Manhattan
distance

Average Euclidean
distance

Pearson correlation
coefficient

Index
value

42.40 pixel 33.45 pixel 0.9214

3.2 Volleyball Blocked by Objects

The difference between volleyball and other ball games lies in the fact that there are
many players in the field and they are densely distributed. Therefore, it is inevitable that
volleyball is blocked by athletes in the process of camera acquisition which is also the
difficulty in tracking volleyball.

In order to better verify the proposed method’s ability to deal with occlusion, two
cameras are used to track the same trajectory of volleyball to verify whether the proposed
method can solve the problem of occlusion occurring.
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Figure 4 shows the actual trajectory and tracking trajectory of volleyball in the situa‐
tion which volleyball is blocked by an orange area. In Fig. 4 the blue line is the actual
trajectory, and the red line is the tracking trajectory. Some of the specific coordinates
are shown in Table 3. Analysis of coordinates is shown in Table 4.

Fig. 4. The trajectory of volleyball obstructed by objects (Color figure online)

Table 3. Specific coordinates

Point 1 2 3 4
Tracked pixel (478.06, 489.57) (569.27, 492.87) (651.66, 495.23) (729.06, 495.25)
Actual pixel (499.64, 506.89) (567.42, 508.88) (637.19, 510.20) (705.44, 509.36)
Point 5 6 7 8
Tracked pixel (789.31, 499.83) (863.49, 501.61) (937.67, 503.39) (1011.86,

505.17)
Actual pixel (774.93, 508.36) (841.31, 507.24) (907.27, 508.33) (975.88, 509.58)

Table 4. Analysis of coordinates

Analysis Average Manhattan
distance

Average Euclidean
distance

Pearson correlation
coefficient

Index
value

24.84 pixel 31.30 pixel 0.9651

Three indexes are calculated to quantitatively analyze the tracking effect. According
to the results, the proposed method has high accuracy.
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4 Algorithm Comparison

In this section, the algorithm proposed in this paper is compared with other algorithms
related to trajectory tracking. Each algorithm is used to track the same volleyball video,
and the tracking results are compared in the same coordinate system. As shown in
Fig. 5, the blue track is the actual track of volleyball and is the reference track.

Fig. 5. Comparison of track trajectories by four algorithms (Color figure online)

From Fig. 5 it can be seen intuitively that the algorithm proposed in this paper is
superior to other algorithms for the tracking of volleyball trajectories in occlusion
scenarios. Compared with other algorithms, the proposed method can track the volley‐
ball trajectory in the occlusion scene. At the same time, the tracking time of the algorithm
proposed in this paper is very fast.

In summary, this paper proposes a volleyball motion tracking method for processing
occlusion scenes, which has higher accuracy than other trajectory tracking algorithms.

5 Conclusion

Due to the characteristics of multiple occlusion of volleyball, the existing trajectory
tracking algorithms do not handle the occlusion problem well. This paper proposes a
ball trajectory tracking method adapting to occlusion scenes. According to the example
test, it can be seen that the tracking trajectory obtained by the proposed method is
strongly correlated with the actual trajectory of volleyball in the two cases. So, the
method proposed in this paper has an effective tracking effect for situations where
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volleyball is blocked by objects. The Kalman filter algorithm combined with
CAMSHIFT algorithm used in this paper has the characteristics of high tracking accu‐
racy, strong anti-interference ability, and high speed. At the same time, it can handle the
occlusion problem more accurately. In the future, it can be applied in the case of occlu‐
sion or no occlusion to track objects which have color features. The disadvantage of the
method proposed in this paper is that it is necessary to manually circle volleyball from
the obtained video to be able to carry out the continuous tracking. Therefore, future
studies will focus on the exploration of an approach that can run the algorithm fully
automatically.
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