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Preface

A large international conference on Advances in Engineering Technologies and
Physical Science was held in San Francisco, California, USA, October 25–27,
2017, under the auspices of the World Congress on Engineering and Computer
Science (WCECS 2017). The WCECS 2017 is organized by the International
Association of Engineers (IAENG). IAENG, originally founded in 1968, is a
nonprofit international association for the engineers and the computer scientists.
The WCECS Congress serves as an excellent platform for the members of the
engineering community to meet and exchange ideas. The Congress in its long
history has found a right balance between theoretical and application development,
which has attracted a diverse group of researchers, leading its rapid expansion. The
conference committees have been formed with over 200 members including
research center heads, deans, department heads/chairs, professors, and research
scientists from over 30 countries. The full committee list is available at the
Congress’ website: www.iaeng.org/WCECS2017/committee.html. WCECS con-
ference is truly an international meeting with a high level of participation from
many countries. The response to WCECS 2017 conference call for papers was
outstanding, with more than five hundred manuscript submissions. All papers went
through rigorous peer review process, and the overall acceptance rate was 50.39%.

This volume contains 27 revised and extended research articles, written by
prominent researchers, participating in the Congress. Topics include engineering
mathematics, electrical engineering, communications systems, computer science,
chemical engineering, systems engineering, manufacture engineering, and industrial
applications. This book offers the state of the art of tremendous advances in
engineering technologies and physical science and applications; it also serves as an
exceptional source of reference for researchers and graduate students working
with/on engineering technologies and physical science and applications.

Hong Kong, Hong Kong Sio-Iong Ao
Daegu, Korea (Republic of) Haeng Kon Kim
New Orleans, USA Mahyar A. Amouzegar
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Chapter 1
Classical Young Measures Generated
by Oscillating Sequences with Uniform
Representation

Andrzej Z. Grzybowski and Piotr Puchała

Abstract The paper is devoted to the theory of classical Young measures. It focuses
on the situation where a sequence of rapidly oscillating functions has uniform rep-
resentation in a sense that is defined in this article. There is stated a proposision
characterizing the Young measures generated by such a class of sequences. This
characterization enables one to find an explicit formulae for the density functions
of these generated measures as well as the computations of the values of the related
Young functionals. Examples of possible applications of the new results are presented
as well.

Keywords Classical Young measures · Non-convex optimization · Numerical
computations · Oscillating sequences · Uniform distribution · Uniform
representation

1.1 Introduction

Non-convex optimization problems are at the core of various contemporary engineer-
ing applications. They arise e.g. in optimal control, nonlinear evolution equations,
variational calculus,micromagnetic phenomena in ferromagneticmaterials aswell as
in microstructures theory in continuum mechanics. It appears hovewer that the opti-
mization problems may not possess clasical minimizers especially when elements
of the minimizing sequences oscillate rapidly. The following example, attributed to
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2 A. Z. Grzybowski and P. Puchała

Oscar Bolza and Laurence Chisholm Young, illustrates the nature of the problem,
see [7].

Example 1 We are minimizing the integral functionalJ acting on a Sobolev space
W 1,4(0, 1) of real functions defined on the unit interval in R and such that their first
derivative belongs to the space L4(0, 1). The functional J is of the form

J (u) =
1∫

0

[
u2 +

((du

dx

)2 − 1
)2]

dx .

We impose the boundary conditions u(0) = 0 = u(1).
It can be proved that infJ = 0.
Consider the function

u(x) =

⎧⎪⎨
⎪⎩

x, for x ∈ [
0, 1

4

)
1
2 − x, for x ∈ [

1
4 ,

3
4

)
x − 1, for x ∈ [

3
4 , 1

)
.

Then the sequence un(x) := 1
n u(nx) (divergent strongly but convergent weakly in

W 1,4(0, 1)) is the minimizing sequence for J , that is it satisfies the condition
J (un) → infJ . However, we have infJ �= J (lim un): if the limit u0 of (un)

were the function satisfying the equality infJ = J (u0), it would have to satisfy
the conditions: u0 ≡ 0 and du0

dx = ±1 a.e. (with respect to the Lebesgue measure on
[0, 1]), which is imposible. This means thatJ does not attain its infimum. It is seen,
that the number of ‘teeth’ of un (with slope ±1) grows with n, that is the elements
of the minimizing sequence oscillate more and more ‘wildly’ around zero.

Such a behavior of the sequences requires a generalization of the notion of a
solution for such problems. It often can be achieved by means of Young measures.

Young measures theory has a long history. It starts with the seminal work [12] of
L. C. Young who introduced the notion ( called by himself “generalized curves”) to
provide extended solutions for some non-convex problems in variational calculus.
He developed these pioneering ideas in [13].

Nowadays we are provided with vast literature where the Young measures are
defined under different assumptions about underlying spaces and analysed from
different standpoints. However this paper focuses on the clasical Young measures
related to sequences of rapidly oscilating functions.

This article is a revised and enlarged version of the talk [5] given by the first
author during the World Congress on Engineering and Computer Science 2017 in
San Francisco, USA. It is organized as follows. In the next section we introduce
some preliminary definitions and results. In Sect. 1.3 we define some classes of fast-
oscillating sequences and state new proposition that allows us to find explicit forms
of the density functions of related classical Young measures in various situations.
Section 1.4 presents some examples that illustrate the possible applications of the
main result stated in Sect. 1.3. Finally we make some remarks about possible further
extensions and applications.
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1.2 Preliminary Definitions and Results

We now introduce basic notions of the Young measure theory from the point of view
of nonlinear elasticity. Our presentation follows the approach taken in [8], where
the reader is referred to for detailed information along with necessary notions from
functional analysis and further bibliography. Another book treating Young measures
thoroughly in the context the optimization theory and variational calculus is [11].

Let Ω be a nonempty, open and bounded subset of Rd with smooth boundary.
Denote by L∞(Ω) the Banach space of essentially bounded functions defined on Ω

with values in a compact set K ⊂ Rl . Let ( fn) be a sequence of functions converging
to some function f0 weakly∗ in L∞ and denote by ϕ a continuous real valued function
with domain Rl . By the continuity of ϕ the sequence ϕ( fn) is uniformly bounded
in L∞ norm and Banach-Alaoglu theorem yields the existence of the (not relabeled)
subsequence such that ϕ( fn) → g weakly∗ in L∞. However, in general g is not
ϕ( f0), moreover, it is not even a function with domain in Rl . To quote from [8]:

The Young measure associated with ( fn) furnishes the link among ( fn), f0, g and ϕ.

Recall that a function H : Rd × Rl → R ∪ {∞} is called aCarathéodory function
if it is measurable with respect to the first and continuous with respect to the second
variable.

We now state the basic existence theorem forYoungmeasures in its full generality.

Theorem 1 (see Theorem 2.2 in [8]) Let Ω ⊂ Rd be a measurable set and let
zn : Ω → Rl be measurable functions such that

sup
n

∫

Ω

h(|zn|)dx < ∞,

where h : [0,∞) → [0,∞) is a continuous, nondecreasing function such that
limt→∞ h(t) = ∞. There exist a subsequence, not relabeled, and a family of proba-
bility measures ν = {νx }x∈Ω (the associated Young measure) depending measurably
on x with the property that whenever the sequence

(
H(x, zn(x))

)
is weakly conver-

gent in L1(Ω) for any Carathéodory function H(x, λ) : Ω × Rl → R ∪ {∞}, the
weak limit is the function

H(x) =
∫

Rl

H(x, λ)dνx (λ).

Definition 1 (i) the family of probability measures ν = {νx }x∈Ω of the above The-
orem is called the Young measure associated with the sequence (zn) (or Young
measure generated by the sequence (zn));

(ii) if the Young measure ν = {νx }x∈Ω does not depend on x ∈ Ω , then it is called
homogeneous Young measure and is denoted merely by ν.
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Remark 1 The homogeneous Young measures, although being the ‘simplest exam-
ples of the species’, are very important both in theory and in applications. For instance,
the Young measures calculated in [7] as examples in micromagnetism or elasticity,
are homogeneous ones.

One may also look at the Young measure as at object associated with any measur-
able function defined on a nonempty, open, bounded subset Ω of Rd with values
in a compact subset K of Rl . Such a conclusion can be derived from the Theorem
3.6.1 in [11]. Due to this theorem it can be proved that the Young measure asso-
ciated with a simple function is homogeneous and is the convex combination of
Dirac measures (such measures are called discrete). These Dirac measures are con-
centrated at the values of the simple function under consideration while coefficients
of the convex combination are proportional to the Lebesgue measure of the sets on
which the respective values are taken on by the function; see [9] for details and more
general results concerning simple method of obtaining explicit form of Young mea-
sures associated with oscillating functions (similar, although mathematically more
complicated situation, is met in elasticity when the deformed body has a laminate
structure; see e.g. Sect. 4.6 in [7]).

This result gives rise to the use of computer tools in performing one of the main
tasks when dealing with Young measures: calculating the explicit form of the Young
measure. Generally this is very difficult or sometimes even impossible to perform.
It has however turned out, that using the approach presented in [11] and the notion
of a quasi-Young measure introduced in [9], the Monte Carlo simulation can be
succesfully used to partial treatment of the mentioned task (apparently, quasi-Young
measures associated with Borel functions are precisely the homogeneous Young
measures associated with them, see [10] for the proof). The word ‘partial’ refers
to the fact that the simulation has worked well for the particularly simple Young
measure: the one associated with the continuous piecewise affine real function. In
the example presented in [2] proposed computer routine passes the χ2 Pearson test.
Moreover, in the article [3] two more routines for Monte Carlo simulating of the
Young measures associated with such functions has been presented and compared.
The analysis of those algorithms has led to the much more general theoretical result:
the characterisation of a Young measure associated with any Borel function. The
main result stated there provides direct link between the Young measure concepts
and the probability theory. Namely, the following theorem holds:

Theorem 2 (see [6]) Let f : Rd ⊃ Ω → K ⊂ Rl be a Borel function with Young
measure ν. Then ν is the probability distribution of the random variable Y = f (U ),
where U has a uniform distribution on Ω .

The above theorem opens the possibility not only for broadening the class of
functions whose Young measures can be calculated via Monte Carlo simulation but
also for calculating the values of the classical (i.e. generated by sequences of rapid-
ly oscillating functions) Young measures. The Monte Carlo method in the second
opportunity has been done in [4]. The main topic of this article is to present yet
another way.
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Now, let us recall the notion of classicalYoungmeasure associatedwith a sequence
of oscillating functions { fk}, see e.g. [11].
Definition 2 The classicalYoungmeasure generated by the sequence { fk} is a family
of probability measures ν = {νx }x∈Ω satisfying the condition:

For any Carathéodory function H

∫

Ω

H(x, fk(x))dx
k→∞−→

∫

Ω

∫

K

H(x, y)dνx (y)dx (1.1)

The application that assignes to any Carathéodory function H the integral given
on the right-hand side of the above equation is called Young functional. Its values on
H will be denoted here sa YF(h), while the integrals on the left-hand side of (1.1)
will be denoted as C( fk, H).

Basically, the above definition presents the original understanding of the Young
measure, as introduced in his work [13]. These measures are of our main concern in
this paper.

1.3 Main Results

This section contains main results of the article. We first recall the notion of the
sequence whose elements are violently oscillating functions and then consider clas-
sical Youngmeasures generated by such sequences. Finallywe formulate proposition
characterizing those Young measures.

1.3.1 Rapidly Oscillating Sequences with Uniform
Representation

Let function f : [a, b) → K ⊂ R be a Borel function defined on the interval [a, b),
b > a, and let f e : R → K be the periodic extension of f (with the period equal to
T = b − a).

LetΩ be a given interval. A sequence { fk} of functions fk : Ω → K , k = 1, 2, ...
defined by the formula

fk(x) = f e(kx), x ∈ Ω (1.2)

will be called a Rapidly Oscillating Sequence with Uniform representation f , and
denoted as ROSU( f ). In such a case we will also say that f generates rapidly
oscillating sequence { fk}. Note, that the interval Ω—the domain of elements of
ROSU( f )—does not have to be the same as [a, b), i.e. the domain of f .

Example 2 In this example we present illustrative plots of some elements of
ROSU( f ), where

f (x) = 2 − 2 sin(x), x ∈ [0, 3π/2) (1.3)
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(a) (b)

(c) (d)

Fig. 1.1 A function f given by Eq. (1.3) and functions f1, f5 and f50 belonging to ROSU( f )
with the domain Ω = [2, 6). Plots of the functions f, f1, f5 and f50 are labeled as a, b, c and d,
respectively

Its purpose is not only to illustrate the behaviuor of ROSU (which is quite obvious,
in fact) but also to illustrate the concept of classical Young measure associated with
the sequence { fk}. The plots of the function f given by 1.3 as well as of examplary
elements of ROSU( f ) with the domaineΩ = [2, 6) are presented in Fig.1.1. Namely
it shows f , f1, f5 and f50.

It can be easilly seen that the graphs of fk are getting denser when k tends to
infinity. Unfortunately, a conventional weak* cluster point of { fk} loses most of the
information about the fast oscilations in { fk} because, in some sense, it takes into
account only the mean values of { fk}—as integrals do. That is why we need a new
concept of the limit and here the theory of Young measures helps us. If νx is the
Young measure associated with { fk} then, rougly speaking, for any measurable set
A ⊂ K the intuitive meaning of νx (A) is the probability that for an infinitesimally
small neighbourhood S of x ∈ Ω and sufficiently large k’s we can “find” fk(s) in A,
when s changes within S. The “density” of the values in K can be observed in the
plot (d) (for f50) where the “more probable values” create darker straps in the figure.

1.3.2 Classical Young Measures Generated by the ROSU( f )

It results directly from the definition of ROSU( f ) that its behaviour, as k tends to
infinity, is exactly the same in every neighbourhood of any x ∈ Ω . In other words,
its asymptotic behaviour in an arbitrarily small interval I ⊂ Ω does not depend on
where the interval is placed within the domain. Consequently, it is obvious that the
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classical Young measure generated by the ROSU( f ) is the homogeneous Young
measure (i.e. it does not depend on x ∈ Ω).

Now, let US denote a random variable uniformly distributed on S. Let us consider
two functions g1 : Ω1 → K and g2 : Ω2 → K . We will say that the two functions
identically transform a uniform distribution if the distributions of the random vari-
ables g1(UΩ1) and g2(UΩ2), are the same. This fact will be denoted by g1 ≈ g2.
Obviously the “≈” is the equivalence relation.

Note that if theROSU( f ) is defined on the same interval as the generating function
f , thenany of its elements transformauniformdistribution identically as the function
f , i.e. fk ≈ f for any k = 1, 2, .... Now let us consider the case where the ROSU( f )
is defined on interval Ω that is different than the domain [a, b) of the generating

function f . In such a case it can be seen that fk(UΩ)
D→ f (U[a,b)), where

D→ denotes
the convergence in distribution, see [1]. In other words the distribution of f (U[a,b)) is
a vague limit of the sequence of distributions of fk(UΩ). Indeed, for k’s large enough
so the length of interval Ω is greater than (b − a)/k we have for any measurable
subset A ⊂ K :

|P( fk(UΩ) ∈ A) − P( f (U[a,b)) ∈ A)| < 1/k

Finally, byTheorem2we know, that the distribution ofY = f (U[a,b)) is theYoung
measure associated with the function f . Thus we can formulate the following result
concerning classical Young measures.

Proposition 1 Classical Young measure generated by ROSU( f ) is the homogeneous
Young measure. This measure is identical with the distribution of the random variable
Y = f (U[a,b)).

1.4 Illustrative Examples

On the basis of the above general description of the classical Young measure gener-
ated by ROSU( f ) we can obtain a number of rules which allow one to find an explict
form of the classical Young measure in various specific cases. For example, let us
consider the following situation.

Let [a, b) be the interval—domain of the function f . Let us consider an open
partition of [a, b) into a number of open intervals I1, I2, . . . , In such that the intervals
are pairwise disjoint and

⋃n
i I i = [a, b], where A denotes the closure of the set A.

Let function f be continuously differentiable on each interval of the partition and
let f ′(x) �= 0 for all x ∈ ⋃n

l=1 Il .
Recall that for any set A the symbol 1A stands for the characteristic function of

this set, i.e. 1A(x) = 1 if x ∈ A and 1A(x) = 0 otherwise.
Using the well-known probabilistic result concernig the dostributions of such

functions of random variables we can obtain the following corollary of the Proposi-
tion 1.
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Corollary 1 The classical Young measure generated by any ROSU( f ) is a homo-
geneous one and its density g with respect to the Lebesgue measure on K is of the
following form

g(y) = 1

b − a

n∑
l=1

|h′
l(y)|1Dl (y) (1.4)

where hl is the inverse of f on the interval Il , while Dl = f (Il) is the domain of hl .

To show how Proposition 1 works in practice, let us consider a specific function
f and an exemplary Carathéodory function H for which both sides of the Eq. (1.1)
can be computed precisely.

Example 3 Let us consider a function f (x) = sin x defined on the interval [0, 2π).
Now, let the ROSU( f ) be defined on the interval [2, 4).

Let us compute the integrals C( fk, H) that appears on the left-hand side of the
Eq. 1.1 for the exemplary Carathéodory function H(x, y) = xy2. We get

C( fk, H) =
∫ 4

2
H(x, fk(x))dx =

∫ 4

2
x sin2(kx)dx

= 1

8k2
[cos(4k) − cos(8k) + 4k(6k + sin(4k) − 2 sin(8k))]

The left hand side of the Eq. 1.1 is a limit of the above expression when k tends
to infinity, so it equals 3.

In order to compute the value of the Young functional on H , i.e. the integral
given by right-hand side of the Eq. 1.1 we need to know the classical Young measure
generated by the ROSU( f ). For this purpose we make use of the Corollary 1 and
receive the following formula:

g(y) = 1

π
√
1 − y2

1(−1,1)(y)

Thus the value of the Young functional in the considered case is the following
(recall that the Young measure νx is homogeneous in this case, so the subscript ‘x’
is omitted):

Y F(H) =
∫

Ω

∫

K

H(x, y)dν(y)dx =
∫

[2,4)

( ∫

(−1,1)

H(x, y)g(y)dy
)

dx

=
4∫

2

1∫

−1

xy2

π
√
1 − y2

dydx = 3

As we can see, the “whole information” about the rapid oscillations in this case
is contained in the clasical Young measure and—due to the Proposition 1—can be
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revealed with the help of the Corollary 1. In this example the considered generating
function f has continuously differentiable extension f e and the integrations needed
to compute the C( fk, H) were easy to perform. But although this example is inten-
tionally simple, it perfectly shows the benefits resulting from our proposition. It is
quite clear that even in this case, where the oscillation have such smooth nature, the
computation of the limit of {C( fk, H)} for more complex Carathéodory functions
could be a much more difficult task than the calculation of the value of the Young
functional YF(H). Moreover, the problem is getting even more difficult if the exten-
sion f e of the generating function f is piecewise continuous with countably many
discontinuity points. The next example deals with such a case.

Example 4 Let us consider the generating function f given by Eq. 1.3 and ROSU( f )
introduced in Example 1. Although we use again sinus function as the “basis” for
the definition of f , it appears that due to the discontinuity of its extension f e the
general symbolic form for the integrals C( fk, H) cannot be computed, as long as k
is unspecified. They can be only computed for given values of k (and not for large
values) or approximated numerically, but even this can be very challenging task for
such a functions. Moreover it is certainly insufficient for calculation of the limiting
value, which is our aim. With the help of Wolfram Mathematica 10.4 software we
computednumerically the integrals in the considered case assuming theCarathéodory
functions H(x, y) = x2y3. The exemplary computed values are as follows (recall that
the domain of ROSU( f ) is the interval [2, 6)): C( f5, H) = 941.71,C( f10, H) =
891.05,C( f50, H) = 942.32,C( f100, H) = 956.47 ,C( f500, H) = 953.92,C( f600,
H) = 955.75.

As we can see it is not easy to guess what is the limit value of the sequence
{C( fk, H)}.

Now to compute this limit let us make use of the Young concept. For this purpose
we need the density function g of the classical Young measure genereted by the
ROSU( f ). With the help of Corollary 1 in this case we obtain:

g(y) = 4

3π
√
4 − (y − 2)2

1(0,2)(y)

+ 2

3π
√
4 − (y − 2)2

1[2,4)(y)

Thus the value of the Young functional on H is the following:
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YF(H) =
∫

Ω

∫

K

H(x, y)dν(y)dx

=
6∫

2

2∫

0

4x2y3

3π
√
4 − (y − 2)2

dydx

+
6∫

2

4∫

2

2x2y3

3π
√
4 − (y − 2)2

dydx

= 832(45π − 44)

27π

The above limit value could hardly be guessed on the basis of the approximately
computed values of the elemnents of {C( fk, H)}. The decimal form of the limit,
which is 955.09, differs from the computed numerically value of C( f600, H) =
955.92. It is worthmentioning at this point that the numerical integration ofC( fk, H)

for k > 600 failed to converge due to highly oscillatory integrand.

1.5 Final Remarks

The probability theory provides us with a number of different versions of the theo-
rems concerning the shapes of distributions of functions of random variables/vectors.
Consequently various other rules for computing explicit formulae for the density
functions of classical Young measures generated by ROSU( f ) can also be devel-
oped on the basis of the new result stated in Proposition 1. We are also sure that the
same approach enables development of analogous results related to rapidly oscillat-
ing sequences with uniform representation which are defined on open and bounded
subsets of Rd . It is promising direction of future research.

The possibility of derivation of explicit formulae for the density functions of
classical Young measures is not the only benefit resulting from our Proposition 1.
In many interesting cases explicit formulae for these densities cannot be found. For
instance, if one wants to make use of Corollary 1 they have to obtain the inverses of
f on particular subintervals of its domain, but it is not always possible. However in
all such cases thanks to Proposition 1 one may use directly Monte Carlo simulations
in order to compute values of the Young functionals. That fact significantly broaden
the range of possible applications of our main result.
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Chapter 2
Energy Requirements Estimation Models
for Iron and Steel Industry Applied
to Electric Steelworks

Lorenzo Damiani, Roberto Revetria, Pietro Giribone
and Maurizio Schenone

Abstract The price of electric energy depends on additional factors since the intro-
duction of renewable energy sources, which has changed the basics of electricity pro-
duction and the determination of its price. Iron and steel industries strongly require
forecasting procedures for the energy amount of their production cycles: today pro-
duction planning is performed without taking into account that the difference in
electricity price between night and day can overcome 500%. The aim of this work
is to create a model allowing to estimate energy requirements for steel industry; the
model correctness is assessed, for both energy and power analysis, by comparison
with real data. A planning tool is employed to provide data to a computer platform
able to assess, on the basis of required energy, the best market on which power can
be purchased ensuring money saving for the steelworks.
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2.1 Introduction

Nowadays, electric grid users are very heterogeneous: from domestic user to second
homes, from city lighting to industrial plants of remarkable consumption. Such a dif-
ferentiated panorama implies the necessity to produce electric energy in the moment
in which the same is required; therefore the installed power must be sufficient to sat-
isfy a demand which is not constant with time. In steelworks industry [1, 2], not long
time ago, the Companies focus was mainly turned to production process itself, to its
control and automation. The success of this focusing is evident, and the quality stan-
dards offered by the market, which nowadays are taken for granted, are extremely
high, so as applications, which are more and more advanced. In order not to risk
the falling of the Occidental industries competitiveness compared to the big Asiatic
Companies, it is necessary to become competitive not only on a technological and
quality horizon, but also, and above all, to be able to excel in the customer satisfac-
tion field, being able to suit in a repeatable manner, customers requirements in terms
of delivery time, building a stable process of Planning, Insertion and Management
of the orders. Such system requires firstly a production order and a definition of the
status quo; after that, an optimized production planning needs to be implemented
to satisfy the orders. It must be taken into account that during production problems
may occur that can require an immediate production re-programming. The introduc-
tion of a virtual planning, in all the possible problems that can require a production
re-programming, allows to assess in a virtual time the plant status; the system is
able to process and show the new organization of the production line. At the same
time, the system is able to interact in a continuative manner with the energy market
basing on plant necessities. In this paper, the Authors propose a planning method for
a complex steelworks plant. The proposed method performance is assessed by com-
parison with real data obtained by measurements on the plant. The analysis involved
fully productive days, days with up and down power ramps, non productive days
and anomalous days. To provide thorough terms of comparison, the MAPE (mean
absolute percentage error), the Least Squares and the ANOVA (analysis of variance)
methods were employed.

2.2 The Complexity of the Electric System

The complexity of the inter-relation between demand and offer, imposes an equally
complex management of the electric system [3, 4], which can be divided into: (1)
Power generation plants: these are characterized by amix of technologies suitable for
satisfying the time-varying behavior of the demand,which appears not onlywithin 24
hours, but also within weeks and in general during the whole year. In order to assure
power supply to users, the installed power needs to be 10–15% higher than peak
demand power. In fact, other than maximum yearly demand, installed power needs
to satisfy the power for programmed or extraordinary events, e.g. maintenance or
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renovation, failures or natural causes such as the incomplete filling of hydro-electric
basins due to rain scarcity. For this reason, a certain number of power plants are kept
in operation H24 (e.g. nuclear plants, flowing water plants and modern coal plants,
which supply for the base-load), while the plants characterized by a short startup
time (e.g. gas turbines, combined cycle plants, reciprocating engines and water basin
hydroelectric plants) are employed to satisfy the peak demand.

(2) Transmission grid: this connects power generation plants to the distribution
grid and represents the place in which electric energy demand and offer meet. Along
the whole chain going from generation to final use, energy losses inevitably occur by
Joule effect. Generally electric power is transmitted at high voltage to reduce losses,
which increase with increasing distance between generation and use locations.

A transmission grid is composed by:

• three lines, usually overhead, which transport power connecting two electric sta-
tions, or an energy immission/withdrawal point;

• electric stations, used both to distribute the power between the lines of a network
and for transferring electricity between different voltage networks;

• load rephasing systems;
• switches;
• regulation and control systems.

Electric power transmission grids are structured in a knit way, in order to make
available alternative routes in case of breakdown or to share the load on the network.

(3) distribution grid: this brings electricity to the final consumer. The national
transmission grid is connected to the distribution grid, which supplies the electricity
to the final user with a voltage dependent on the type of use. It is divided into:

• High voltage (HV) grid, ensuring the primary distribution of electric power. This
grid includes lines with voltage values between 30 and 150 kV;

• primary cabins, transforming electric power from high voltage to medium voltage;
• Medium voltage (MV) lines, from 1 kV up to 30 kV;
• secondary cabins, transforming electric power from medium to low voltage;
• Low voltage (LV) lines, characterized by voltage values lower than 1 kV;
• Low voltage grid, feeding all domestic users.

The energy produced by the electric system is subdivided into six classes, to account
for internal uses and losses:

• Gross production: it represents the sum of the energy produced by all the plants;
• Net production: this represents the gross production minus the generation plants
requirements;

• Energy for pumping: this represents the energy required in water basin pumping
systems to pump the water from the lower to the higher basin;

• Production intended for consumption: this is net production minus the pumping
energy;
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• Electric energy required by the grid: this represents the energy production intended
for consumption minus the exported energy plus the imported energy;

• Electrical consumption: this represents the energy required by the grid minus the
transmission losses.

2.3 The Large Energy Consumers: Steelworks

The production size of electric steelworks is between 1 and 2 million tons per year;
the furnaces casting capacity is limited, which imposes a high frequency of casting in
modern systems to maintain a high cycle production. Electric-powered steelworks,
smaller than the integral cycle ones, allow the construction of plants with an accept-
able relationships between investment and production capacity.

Electric ovens are small ovens with a maximum production capacity of 12 tons
approximately. Their development and use has in many cases been held back by the
cost of energy, which significantly affects the cost of steelmaking.

Themelting furnaceswith electric heating can be divided into two large categories:

• electric arc furnaces (EAF);
• Induction furnaces.

Induction furnaces with magnetic cores are made of a metallic bath contained in
an annular crucible of small cross-section forming the secondary of a transformer
whose primary is wound on a frame-shaped iron core, located in a vertical plane.
Alternated current is delivered in the primary, so that a low voltage but high intensity
current is induced in the metallic bath, warming it by Joule effect. Their application
in the iron and steel industry is very limited, while it is more extensive in the field
of special metallurgy such as copper and nickel.

Induction furnaces without magnetic core have had a remarkable development for
the production of high quality steel, or foundry for the production of cast iron.

In ovenswithout core, the primary consists of a copper spiral with a tubular section
traveled internally by a stream of cooling water and wrapped around a refractory
crucible containing the metal bath.

The arc furnace operates through an electrical discharge that melts the metal; to
reduce the consumption of the electrode, steelworks have begun to introduce pre-
heated scrap. This type of furnace is formed by a cylindrical crucible with a rounded
bottom and whose walls form the vat. The vault covers the vat and, rotating on a
peripheral vertical axis, opens the oven allowing to quickly load it from the top
through the charging baskets.

The power involved may range from 500 to over 100 000 kVA; the potentiality
of the oven is measured by the diameter of the basin. Consumption is in the order
of 500–700 kWh per ton of product. Once produced in semi-finished steel, the final
desired shape must be impressed. This part of the steelmaking process is common to
the two oven types; there are two ways to proceed: casting into ingots and following
rolling, or continuous casting.
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The competitiveness of such plants is based on the ability to achieve very important
economies of scale in terms of production volumes; the optimal production threshold
for large steelworks ranges between 5 and 10 million tons per year.

2.4 Steel Manufacturing Plant

The first phase of the Electric Arc Furnace is the loading of the scrap, which usually
comes from the demolition of steel structures or process residuals. The scrap is
transported above the electric oven through a basket which, by overturning, allows
the scrap to be poured inside the vat; here the scrap begins the melting process
through the electric arcs that appear between the electrodes and the scrap itself.
Once liquid state is reached, pressurized oxygen is blown in the reaction volume,
enabling towithdraw undesired chemical elements, such as nitrogen and phosphorus.
In this phase, slags are formed, collecting on the top of the metallic bath. When the
steel has reached the prescribed value of alloying elements and the ideal temperature
for the subsequent treatments, it is poured into the ladle; this is then taken to the
Ladle Furnace, in which molten steel is kept in temperature by means of electrodes
and is further added with alloying elements. In Fig. 2.1 is represented the Electric
Arc Furnace, completed by the various flows of materials and energy and the main
auxiliary equipment.

Fig. 2.1 Process of the electric arc furnace
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Fig. 2.2 Process of the electric arc furnace

Fig. 2.3 Process scheme of the analyzed steelworks

According to the plant type, steel can then pass directly to a Continuous Casting
Machine, assuming different shapes, or be placed in molds, solidified in ingots and
thenmilled. Continuous CastingMachine is an oscillatingmold, in which liquid steel
is poured assuming the shape impressed by the casting channel. Usually, the mold is
constituted by water-cooled copper walls.

The longer is the pathmade by steel, the longerwill be the cooling phase, therefore
modern machines are developed along a curved line, as visible in Fig. 2.2.

Figure 2.3 represents the scheme of the operations of the steelworks analyzed in
this paper. The processes represented in figure are the following:
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• Order: arriving orders;
• Scrap: scrap warehouse;
• EAF: Electric Arc Furnace;
• LF: Ladle Furnace;
• VOD: degassing treatment;
• CCO: Continuous casting;
• Maint and Repair: processes of repair and maintenance of the ladles;
• Heating: ladles heating process.

Rectangular blocks correspond to the processes, ie the treatments that the initial
product undergoes to get the finished product. Triangles represent the queues in input
and output of the processes.

Operations in full color (CCO and Heating) are continuous processes, those in
dotted color are batch, those with both the colors (EAF, LF, VOD) present both
a discrete and a continuous component. Continuous arrows indicate the processes
temporal dependencies and order. Traffic lights and dotted arrows, with direction
opposite to continue arrows, indicate the functional dependency between processes:
the process from which arrow starts commands the process under the traffic light
(for example, the EAF regulates the arrival of a ladle from the Heating process). The
three green circular arrows identify three types of cycle:

• scrap cycle (Scrap) following the Scrap, EAF, LF, VOD, CCO and Order path;
• order cycle (Order) that follows the route Order, EAF, LF, VOD, CCO;
• ladles cycle (Ladle) that follows the path Heating, EAF, LF, VOD, CCO, Maint.
and Repair.

The following Fig. 2.4 provides an overview of the plant studied in this work,
highlighting for the mentioned components the hourly capacity of each individual
machine.

In Fig. 2.4 is visible the flow scheme of the whole process, including the material
flow rates processed by each component. The examined plant provides two produc-
tion lines; in particular:

• EAF: Electrical Arc Furnace that can work 7 days a week; after that it requires
maintenance (these operations take between 8 and 12 hours)

– EAF A: processing every 75 min with 110t/h capacity;
– EAF B: processing every 60 min with 150t/h capacity;

• LF: Ladle Furnaces with the same capacity of the EAF of its line; they consume
20 MW;

• CASTER: it is the station where casting starts. The plant has three casters:

– NNS (Near Net Caster): capacity 100t/h, it mainly supplies billets to Large
Section Mill (LSM);

– B CASTER: capacity between 100 and 160t/h, it supplies billets to Medium
Section Mill (MSM);
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Fig. 2.4 Process flow diagram

– A CASTER: capacity 100t/h, it supplies billets to Bar Section Mill (BSM).

• MILLER: three rolling mills.

2.5 Consumption Data

The steelworks consumptions have been monitored and collected in a data-base for
the period between 1/1/2010 and 30/9/2015, excluding the year 2012 for which it
was not possible to obtain an exhaustive documentation.
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Each day has been divided into 3 shifts (from 9 p.m. of the day before to 4.00
a.m. of the current day, from 5.00 a.m. to 12.00 a.m. of the current day, from 1.00
p.m. to 8.00 p.m. of the current day). The average of hourly required power has been
calculated, such as the average of all day. Based on this, can be identified:

• Days of production: if the average of the absorbed power is 21 MW at least;
• Days of ramp down production if: (i) The second half of the first shift, the second
shift and the first half of the third are productive; (ii) The day hasnt been classified
as productive; (iii) The first half of the third shift, the second half of itself and the
first half of the first shift (the one related to the day after) have to be characterized
by a ramp down;

• We have a ramp down if:

1. The second half of the previous shift is productive;
2. The first half of the next shift is no-productive;
3. The average of the half under exam is higher than the average of the next half;
4. The first value of the half under exam is higher than the value associated to the

last hour of the same half;
5. The next half is no-productive.

• Days of ramp up production if

1. The second half of the first shift, the first half of the second or the second half
of the same must be characterized by a rising ramp;

2. The second half of the second shift have to be productive just like all the third
shift and the first half of the first shift (the one connected to the next day);

3. The day must not have already been classified as fully productive.

• We have a ramp up if:

1. the second half of the previous shift is non-productive;
2. the first half of the next shift is productive;
3. the average of the half in question is less than average of the later half;
4. the first value of the half under examination, corresponds to the first hour of the

same, is less than the value associated with the last hour of the same half;
5. the half later is productive.

• Days are classified as no-production if:

1. the first half and the second half of the first shift are not productive;
2. the second and the third shift are not productive;
3. the day hasn’t been categorized as productive with one of the two ramps.

• Abnormal days: any day does not fit into any of the classes above described.

Each of the 1732 days analyzed has been assigned to the category with the fol-
lowing result:
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• 336 whole days production;
• 523 no-productive days;
• 81 productive days characterized by ramp down;
• 88 productive days characterized by ramp;
• 704 abnormal days.

2.6 Construction of Production Profiles Based on Planning

In this section will be described the steps to create a simplified ideal production
profile basing on which it is possible to organize and manage the purchase of electric
energy, avoiding to buy useless energy in those days in which the plant is stopped or
only partially operative.

An optimized production plan, based on times that eachmachine uses for fulfilling
its task, was implemented. In particular, in the following are described the processing
times for a complete production process.

EAF: 60 min; Transport between EAF and LF: 5 min; LF: 40 min; Transport
between LF and CCO/VD: 5 min; Degassing (VOD): 20 min; Continuous casting
(CCO): 40min. The last two processeswere considered as one for simplicity, creating
a unique process CCO/VOD lasting 60 min.

The last two processes were considered as one for simplicity, creating a unique
process CCO/VOD lasting 60 min.

For each of the three equipments, a chart was built (Fig. 2.5), showing the absorbed
MW (y axis) in function of time (x axis); the equipment consumptions are estimated
in 50 MW for EAF, 20 MW for LF and 1 MW per both degassing and CCO.

Planning begins from zero-day and the first process of each equipment doesnt
consider the time interval needed to reach the processing temperature.

To optimize working time, in both the lines of the plant the second casting starts
when the first semi-finished piece is exiting from the ladle furnace (LF) (gap time of
5 min) in order to avoid delays which would turn into costs for missed production.

The treatment in ladle furnaces LF-A and LF-B lasts for 40min, after which billets
are transported, in a 5 min time, to degassing machine. Degassing treatment lasts 20
min, downstream of which there is the continuous casting plant which terminates its
work after 40 min.

Reporting on a single diagram the power required by all the three components
(EAF, LF and CCO/VOD) in order to complete a production phase, in the ideal case
of considering the temperature ramps instantaneous (zero startup time), to transform
a whole steel batch into finished product, and overlapping of three of these optimized
power diagrams, opportunely shifted in time one each other, the diagram in Fig. 2.5
is obtained.

Summing in function of time the power values and considering a base-load power
for auxiliaries equal to 5 MW, the diagram of the total absorbed power is obtained,
as visible in Fig. 2.6.
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Fig. 2.5 Three cycles in series

Fig. 2.6 Total absorbed power

From this diagram it is possible to estimate the energy amount required for each
hour of plant operation, as visible in Fig. 2.7.

2.6.1 MAPE

The MAPE (Mean Absolute Percentage Error) is defined as: (Expected Value-Real
Value)/Real Value. Such value was calculated for all the days typologies above
described, both for energy and for power values, obtaining the following results:

• production days: 27,2% (energy) and 32% (power);
• no-production days: 76,7% (energy) and 84% (power);
• production days with ramp up: 12,7% (energy) and 13% (power);
• production days with ramp down: 80,4% (energy) and 81% (power);
• anomalous days: 38% (energy) and 76% (power).
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Fig. 2.7 Energy consumed in each hour of plant operation

It is an optimization technique that allows to determine the linear function that
minimizes the sum of squares of distances between data. The general formula of the
straight line is: y = mx + q, where y in this case is the actual plant data, x is the
planning data. The parameters m and q are found by fitting the data by using least
squares. Also in this case the analysis is carried out for all the five day typologies.

It was first calculated the hourly average of relative power errors for the days from
which were determined:

• Average Error: the average of the power errors;
• Error2: square of all the related errors;
• Average Error2: the average of the values just above;
• Average Hours: the average of the twenty four hours per day;
• AverageHours2: the average of the squares of hours;
• Error*Hour: the product of the errors and their hours;
• Average (Err*Hour): the average of the 24 values calculated above.

The coefficient m is given by:

m = (x · y)∗ − x∗ · y∗

(x2)∗ − (x∗)2
(2.1)

where

(x · y)∗ : it is the average of the product of the actual data for the ideal ones;
x∗ : it is the average oh the ideal data;
y∗ : the average of real data;
(x2)∗ : it is the average of the square of the ideal data;
(x∗)2 : it is the square of the average of the real data.

The known term q is given by q = ymx . The calculation of the correlation coefficient
(CP), also called Pearson coefficient, gives us an indication on the goodness of
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our approximation: its range is [−1,+1], more its value tends to 1, better was the
approximation.

CP = (x · y)∗ − x∗ · y∗
√[(x2)∗ − (x∗)2] − [(y2)∗ − (y∗)2] (2.2)

As for the power analysis:

• For productive days CP is 0,1167
• For no-productive days CP = 0,066
• For abnormal days CP = 0,7670
• For productive days with ramp CP is 0,739
• For productive days with ramp down CP = 0,33.

As regards the energy analysis is obtained:

• For productive days CP = −4,5E−02
• For no-productive days CP = 6,9E−02
• For abnormal days CP = 7E−02
• For productive days with ramp CP = 1E−02
• For productive days with ramp down CP = 3E−02.

2.6.2 Analysis of Variance (ANOVA)

Analysis of Variance (ANOVA) is a collection of statistical models used to analyze
the differences among group means and their associated procedures. It is based on
the test null hypothesis: H0 = the average of different populations are the same;
indicating with 1, 2, 3 the average dimensions of populations, the null hypothesis
can be written as H0: 1 = 2 = 3 = = k. Once we have gathered data, the solidity of
the null hypothesis can be gauged. The variability measured between k average (on
groups) are compared to variability on each population (in groups). The comparison
between variance on groups and variance in groups gives F-value: low F-valuemeans
that H0 is true, high F-value means that H0 is false. In this context, the P-value is
defined as the probability that the observed data come from the null hypothesis or
from the alternative hypothesis. In particular, high P-values favor the null hypothesis,
while low P-values are against the null hypothesis. The P-values calculated for the
different day typologies are presented in the following:

For productive days: 6,85E−73

• For no-productive days: 1,05E−50
• For abnormal days: 1,24E−271
• For productive days with ramp: 1,55E−06
• For productive days with ramp down: 1,91E−34

Such small values are an evidence against the null hypothesis, but relative errors
are not classifiable, thus it is not possible to establish their nature by means of this
analysis [5].
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2.7 Electric Market

2.7.1 Market Structure

Since 2005, the spot energy market has been divided into Day-ahead market (MGP),
intraday market (MI), adjustment market (MA) and the market for ancillary services
(MSD).

1. The day-aheadmarket presents an auction systemwhere both bidders and buyers
take part; bids are characterized by quantity and unit price for energy, the purpose
of this market is to point out the possibility to sell and/or to buy energy not at a
lower price than the one that has been proposed.GME (ElectricMarketManager)
arranges bids and purchase offers and it draws two graphs: (i) The sale curve:
bids are ordered by descending price. (ii) The purchase curve: purchases offers
are ordered by descending price.
The intersection of the two curves (point P*) defines how much energy can be
ex-changed, the reached price, the approved offers and injection and withdrawal
pro-grams. The selling price of the accepted offers is not higher than P* and the
purchase price is not lower than P*.

2. The intraday markets (MI). Also these markets are managed by GME. The price
calculation and the method of acceptance are the same as MGP. MI is divided
into 4 submarkets (MI 1 to MI 4) according to the opening hour.

3. Adjustment market (MA). It opens at 10.30 after communication of the results of
MGP, it have to allow operators to modify programs that have been determined
after results of MGP; they can make new bids and it closes at 14.00.

4. The market for ancillary services (MSD). It opens at 14.30 after results of MA
and it closes at 16.00.

2.7.2 Software Tool for Energy Purchase on the Market

To complete the optimization tool for steelworks, a software able to forecast energy
price in themarket based on energy price historical datawas implemented. It provides
a support system to decisions (Decision Support System) for managers and all people
who must make strategic decisions and has the purpose of allowing to extract in a
short time and in a flexible way, by large size data, the information needed to support
and effectively improve the process decision.

The developed software platform uses two types of values: on the one hand the
forecasts of market prices, on the other the simulation data of the plant. Both of these
data must be estimated on purpose: in particular the expected consumption of the
plants are generated with the aid of the simulator, energy prices are processed using
statistical methods starting from previous market outcomes. The platform incorpo-
rates the simulator and after receiving the production orders, generates the simulation.
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Fig. 2.8 Comparison diagram for energy purchase decision making

Once the hypothetical hourly consumption is acquired, these are crossed with the
price forecast generated by a SARIMA model: it is a combinatorial calculation, so
there will be a huge number of possible scenarios; therefore, they are filtered, and
only the most significant ones will be kept. The first will be to buy at the price of
contract, although in reality each contract provides a variable unitary price in func-
tion of the power delivered in the hour and based on the number of power peaks that
overcome the limit. Five other scenarios are those of purchasing the whole energy
required in the corresponding five markets of the Electricity Exchange. The most
important scenario is the one with the best expected prices; for each hour the tool
selects the most advantageous market, indicating the offer price and on which market
the purchase should be made.

Starting from the production Gantt diagram, the total consumption in MWh is
determined for each hour, and such data are crossed with the forecasted market
price. The result of the forecast of the purchase scenarios is given in the form of
bar chart (see Fig. 2.8), in which the total purchase price is shown so as the total
energy price and the different mix of purchase markets. In Fig. 2.8 is visible the
graphical interface that helps the user to make decisions about the possible power
buying options, this model was implemented using Systems Dynamics formalism
based approach tested by Authors in many applications [6]. Each bar of the diagram
shows the total price of energy if we act on markets in different way; referring to the
graph in Fig. 2.8:

• Plot 1: all the energy is purchased at MGP.
• Plot 2: all the energy is purchased at the current contract.
• Plot 3: all the energy is at the best market price (MGP, MI 1, MI 2, MI 3, MI 4),
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i.e. benchmarking.
• Plot 4: purchase price suggested by the tool.
• Plot 5: predicted best cost.

2.8 Conclusions

This paper presented a planning methodology for a steelworks production. The
methodology efficacy was tested by comparison with real power and energy data col-
lected from an operative plant in a long observation time. The comparison between
real data and planning was carried out by three mathematical methods, whose main
results are summarized in the following.

1. For the MAPE method is:

• Acceptable for productive day and productive days with ramp up (for both
energetic and power analysis)

• Not acceptable for no-productive days and productive days with ramp down
both for energetic and power analysis.

2. For least squares:

• Acceptable for productive days with ramp and abnormal days for
power analysis

• Non acceptable for no-productive days for power analysis and for all 5 types
for energetic analysis.

3. Analysis of Variance:

• Errors are determined by events, so it is not possible to classify with this
analysis.

Finally, using the proposed methodology with a market analysis tool is was pos-
sible to obtain significant savings on energy purchase.
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Chapter 3
Technology Landscape 4.0

Yübo Wang, Thilo Towara and Reiner Anderl

Abstract Companies are facing manifold challenges while trying to implement
Industrie 4.0, which are in great parts rooted in the complexity of Industrie 4.0 and
its associated fields of research. Initiatives have developed abstract reference archi-
tectural models to mitigate these challenges and structure Industrie 4.0. The research
on hand uses the reference architectural model Industrie 4.0 (RAMI 4.0), which is
developed by theGerman Platform Industrie 4.0. This work aims to create a concrete,
yet universal, application-oriented model that fosters the widespread of RAMI 4.0
in practice. It supports further research and amendments, and hence, facilitates the
implementation of Industrie 4.0 in small and medium-sized enterprises. An infor-
mation and technological navigation tool is developed for mapping technologies in
RAMI 4.0. Finally, the foundation for a subsequent inclusion of IT security in RAMI
4.0 is laid.
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3.1 Introduction

Industrie 4.0 is increasingly gaining importance in the globalmanufacturing industry.
While it is usually regarded as a prospective for large global enterprises, small and
medium-sized enterprises (SMEs) are also recognizing the impact of Industrie 4.0
on the industrial future.

Platform Industrie 4.0, which is the leading institution of German Industrie 4.0,
is dedicated to promote research in Industrie 4.0 for the German industry and facil-
itating the realization of this vision in manufacturing enterprises. In 2013 Platform
Industrie 4.0 announced 17 technology development areas covering all the Industrie
4.0-related aspects in “Recommendations for implementing the strategic initiative
INDUSTRIE 4.0”. An implementation roadmap for Industrie 4.0 is described in this
recommendation [1].

As the extension of the first three industrial revolutions, the technical innovation
for Industrie 4.0 is based on the vertical and horizontal integration of manufactur-
ing systems, a continuous digital engineering throughout the product lifecycle, and
finally the decentralization of computing resources. Enabling such an intelligent net-
work, new technologies like modern internet technologies and flexible hardware and
software interfaces are needed [2].

Equipping products and manufacturing environments with these new technolo-
gies, Industrie 4.0 offers manifold opportunities for enterprises to enhance efficiency
and flexibilize production processes. Therefore, current products will increase in
value and the development of new business models is facilitated [1].

According to the existing experiences of the Department of Computer Integrated
Design (DiK), the Industrie 4.0 competences regarding communication technologies,
digitalization, and IT infrastructure in enterprises, which are considered as key tech-
nologies, have to be promoted to bolster Industrie 4.0 implementation and finally, to
fully realize the potential benefits [3].

In order to support research, norming processes, as well as practitioners, Platform
Industrie 4.0 developed theReferenceArchitecturalModel Industrie 4.0 (RAMI4.0) .
The model helps to classify and identify areas of Industrie 4.0 and creates a solid
foundation for the further development of technologies. However, the model itself
is rather abstract and its application is complicated for the practical implementation,
especially for SMEs. Consequently, the use of RAMI 4.0 is limited to research
institutions and first individual use-cases. Due to the abstract design of the model
its generic applicability is provided, however, enterprises have to commit substantial
resources to populate the model with specific technologies in order to use it as a
knowledge foundation [4]. Developing their individual technological roadmaps for
the next years, enterprises are facing questions like, which technical solutions would
facilitate the development of their enterprise best, how these technologies interact,
and how to implement Industrie 4.0 most efficiently.

This work takes these questions into account and proposes an interactive approach
to support enterprises in realizing Industrie 4.0 based on RAMI 4.0. The aim is to
provide a comprehensive overview of technologies, as well as their topological rela-
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tionships, and therefore, a knowledge foundation for the implementation of Industrie
4.0 [5].

3.2 Global Digital Transformation

3.2.1 Global Leading Initiatives

The global digitalization of industries and values chains, along with the correspond-
ing demand for structured research and norming, has brought forward four major
initiatives in China, Japan, USA, and Germany. These initiatives address potentials
and challenges of digitalization.

The “Made in China 2025” strategy is part of a larger modernization campaign
of China. The core elements of the Chinese strategy are enhanced creative ability,
improved quality and efficiency, as well as green development. Until 2025 industry
and information technology are supposed to be integrated and China’s capacity to
innovate and manufacturing productivity are planned to have been improved.

The Japanese Industrial Value Chain Initiative (IVI) is a platform to combine
manufacturing and information technologies and facilitate collaboration between
companies. It was founded in 2015 and aims to discuss potentials of human-centric
manufacturing processes and to build a mutually connected system architecture.

The Industrial Internet Consortium (IIC), founded in 2014 bymajor telecommuni-
cations and technology companies in the US, aims to accelerate the development and
deployment of interconnected machines and devices, as well as intelligent analytic
tools, not just inmanufacturing environments but also in areas like energy, transporta-
tion and smart cities. Its focus is the identification and promotion of best practices,
while bringing together practitioners, researchers and government institutions.

Plattform Industrie 4.0 is dedicated to research in Industrie 4.0 for German indus-
try and supporting the realization of this vision in manufacturing enterprises. The
platform aims to identify all relevant technologies and developments in the manu-
facturing industry and to foster a common understanding of Industrie 4.0.

3.2.2 Global Leading Reference Architectures

Pivotal for all these initiatives is the development and adoption of common standards
and norms to enable technology independent connectivity and interoperability across
systems and industries. The IVI, the IIC, as well as the Plattform Industrie 4.0 have
developed reference architectures to provide fundamental definitions.
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3.2.3 Industrial Value Chain Reference Architecture (IVRA)

The Japanese IVI published the Industrial Value Chain Reference Architecture
(IVRA) in 2016 to foster the widespread of so called Smart Manufacturing Units
(SMUs), which are defined as individual units within industrial systems that interact
with each other autonomously through mutual communication and thereby improve
productivity and efficiency. The model analyzes SMUs from three different perspec-
tives: asset view, activity view, and management view. While the asset view shows
assets valuable to the enterprise (Personnel, Process, Product, and Plant), the activity
view addresses the question how smart manufacturing creates values as the outcome
of activities. The latter therefore deploys the common Deming cycle (Plan, Do,
Check, Act). The management view shows purposes and indices relevant for man-
agement like quality, cost, delivery, and environment, which are used for steering
assets and activities [6].

3.2.4 Industrial Internet Reference Architecture (IIRA)

The IIRA was first published in 2015 by the IIC and seeks to allow practitioners
and researchers to develop and analyze systems based on common frameworks and
concepts put together in a standards-based architectural template. It uses a multi-
dimensional approachbasedon four different viewpoints of stakeholders at individual
levels ranging from business topics over usage and functional considerations, to the
final implementation. Each viewpoint is detailed in further levels and domains, while
being intersected by topics like interoperability, security, and machine-learning [7].

3.2.5 Reference Architectural Model Industrie 4.0 (RAMI4.0)

The Reference Architectural Model Industrie 4.0 (RAMI 4.0) was developed by the
Platform 4.0 in 2015. It consists of several layers, hierarchical levels, and the product
lifecycle representing the value stream [1].

The fundamental structure is shown in Fig. 3.1. The hierarchical levels represent
the functional characteristics of the components and are oriented on IEC 62264 and
IEC 61512. These levels consist of seven individual levels: product, field device,
control device, station, work centers, enterprise and connected world, from bottom
to top. The lowest level, called product, includes products that, due to their ability
to communicate, are active elements within the production system. They provide
information on their individual properties and necessary production steps. The field
device level includes intelligent field devices such as sensors and actuators, the level
control device in turn control devices, controllers and embedded controllers. Pro-
duction machines, robots, or intelligent logistics vehicles are situated on the station
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level. Both production plants and departments within a company are assigned to the
work centers level. The enterprise level considers the company as a whole and the
connected world level represents its outer networks, e.g. collaboration with business
partners and customers [4].

Each component consists of six layers. Startingwith the lowest layer, the structure
consists of asset, integration, communication, information, functional and business.
While each layer is distinctively different from the others, elements within one layer
are supposed to be homogenous regarding their attributes [8, 9]. The lowest layer is
the asset layer, i.e. the representation of the physical reality. It contains all real objects
such as machines, sensors and documents, as well as humans. In addition, intangible
objects such asmodels, ideas, or patents are also attributed to this layer. Each element
or function of the overlying layers must be attributable to an object of the asset layer.
The integration layer supports the provision of computer-usable information related
to the physical assets, such as geometry, hardware, and software, to the overlying
layers. It contains all elements associated with the IT, including HMIs, and generates
events based on the acquired information. The integration layer performs the final
control of the technical processes. The purpose of the communication layer is to
enable communication between the different elements of the network on the basis
of uniform communication protocols and data formats. It also provides services
to control the integration layer. Within the information layer the rule-based (pre-)
processing of events takes place. For this purpose, data are checked for integrity,
summarized into new, higher-quality data, and made available to the superordinate
layers via interfaces. Events are received from the communication layer, transformed
and forwarded accordingly. The functional layer represents the runtime environment
for services and applications. It is the platform for the horizontal integration of the
various functions and generates rules and application logic. Remote access and the
integration of applications and functions take place only here, without interfering
with the underlying layers. This ensures the integrity of the information, as well as
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the technical level. The business layer covers the abstract business models and the
resulting process logic. It provides legal and regulatory frameworks and ensures the
integrity of the functions along the value chain.

The third axis describes the life cycle and the value chain of an Industrie 4.0 com-
ponent. The structure of this axis is based on IEC 62890 and assumes a basic division
into product type and instance. While a type already exists with the basic product
idea and covers the phases from order intake over product development to prototype
production, an instance stems from the transition to production after the successful
completion of all tests. The manufactured product then represents the instantiation
of the type. Types, as well as instances, are subdivided into two phases: develop-
ment and maintenance/usage for types and production and maintenance/usage for
instances respectively [1, 4].

3.3 Challenges of German Small and Medium-Sized
Enterprises

While implementing Industrie 4.0 companies have to overcome manifold issues.
As small and medium-sized enterprises often lack the needed capabilities, for them
Industrie 4.0 is especially challenging. The vertical and horizontal integration along
the value chain, a continuous digital engineering, as well as decentralized production
processes, inhibit great potentials, however, require a profound restructuring of IT
and work organization and finally, bring along severe security threats.

3.3.1 Increase of Process Efficiency

Vertical integration of industrial value chains enables a dynamic adaptation to change
environments. Accessibility of data is improved which can be used to optimize pro-
cess efficiency and performance. Decentralized intelligent production systems can
be altered in real-time, making even small batches, last-minute changes, or com-
pletely customized products economically feasible. Through modern engineering
paradigms like collaborative, smart, and digital engineering, development time is
further reduced and product supply is ultimately matching product demand [1].

3.3.2 Flexibility of Work Organization

Collaboration of employees andmachines is enhanced by the implementation ofmul-
timodalHuman-Machine Interfaces (HMIs). This symbiosis utilizes human attributes
like creativity and flexibility together with the fatigue-free precision of machines.
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Work not only becomes more efficient but also more humane. Challenges like the
demographic change, the inclusion of employees with special needs, or other barriers
can be encountered by intelligent workers’ assistance systems. Modern Information
and Communication Systems (ICS) allow remote telework, reduce transportation
and travel expenses, and flexibilize site selection [1, 10].

3.3.3 Enabling New Business Models

The digitalization of processes along the entire life cycle produces vast amounts of
data. The ability to analyze these data employing intelligent algorithms in combina-
tion with powerful hardware systems such as in-memory databases is an unprece-
dented source of information. All potentially relevant information can be recorded
and taken into account in operational or strategic planning. Problems with products
can be detected at an early stage on the basis of indirect customer feedback via social
media. Furthermore, target groups can be analyzed more profoundly and product
development adapted accordingly. New data-driven business models are emerging
both in B2B (business-to-business) and B2C (business-to-costumer) areas. Services
are increasingly important and partly replacing conventional products [10].

Along with these new opportunities, however, companies also face new chal-
lenges. Different platforms of various manufacturers must be networked and reliably
communicate with each other on a uniform basis. Therefore, cross-platform inter-
faces and protocols must be defined and used extensively. In order to successfully
transition to Industrie 4.0 not only technological solutions have to be implemented
within the scope of production, but the entire structure of the company has to be
transformed. Individualized product service systems partly displace conventional
products. Data-based services and platform solutions require the development of
new business models [11].

3.3.4 IT Security in Industrie 4.0

By connecting the formerly separated production and business networks, as well as
exchanging data with external partners, new security risks arise. However, due to the
requirements of real-time capabilities and limited computing resources, conventional
securitymeasures are not fully feasible [10]. To protect sensitive know-howand allow
for trust-based collaboration confidentiality and integrity of transferred data must be
ensured at all times. In the event of breakdowns, the expected damage is not only
limited to monetary aspects, but may also affect the operational safety of machines
and systems [12]. In order to implement effective safety concepts, systems must be
secured comprehensively and, if possible, already in the development stage (Security
by Design) and on several levels (Defense in Depth) [13, 14]. The realization of
IT security measures therefore, takes a central position within the framework of
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Industries 4.0. It is at the same time the cornerstone for successful networking and
one of the key challenges for companies on the road to Industrie 4.0 [2]. To unfold the
full potential of Industrie 4.0 applications, resilient and trusted components have to
be developed on the asset level (Security by Design) and topics of secure networks,
secure processes, secure services, and secure data addressed on the system level
following a Defense in Depth approach [14–16]. The approach on hand does not
incorporate security aspects yet, but can be extended by further dimensions to regard
vulnerabilities and corresponding security technologies.

3.4 Topological Approach

Our topological approach populates RAMI 4.0 with relevant technologies and
thereby, describes absolute topologies within the Industrie 4.0 landscape and inter-
relations between technologies. Relevant refers to technologies that are particularly
important in the context of Industrie 4.0. Major technologies have hereby been iden-
tified based on core Industrie 4.0 paradigms such as Engineering 4.0, Smart Factory
4.0, and the development towards Smart Products and Services.

3.4.1 Requirements to the Topological Approach

Aiming at supporting the introduction of Industrie 4.0 solutions in SME, any concept
has to fulfill certain criteria to enable a flexible and effective usage in practice. The
requirements of the topological approach are shown in Fig. 3.2. Firstly (R1), every
relevant technology in the context of Industrie 4.0 has to be considered and presented
in a structured manner. As manifold industries are involved, generic technological
categories rather than specific manifestations are to be preferred [1]. Secondly (R2),
the overall concept along with the selection of technologies has to be implemented
dynamically. Adjustments and adaptations of the concept to the individual, company-
specific, circumstances have to be possible [2]. Thirdly (R3), due to the substantial
importance of IT security, any concept addressing Industrie 4.0 should either already
cover security aspects or provide a foundation for subsequent amendments [16].

3.4.2 Global Structure of the Topological Approach

Technologies are assigned to the corresponding levels based on their area of usage.
While sensors and actuators can be clearly assigned to the field device level, computer
and terminals may be used as discrete stations to control production facilities or on a
higher level within departments for engineering or administrative purposes. Servers
can equally be used on the enterprise level or, if provided by external partners, on
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the connected world level. The assignment of technologies to the hierarchy levels of
RAMI 4.0 is therefore not definite but depends, within boundaries, on the concrete
use case.

The positioning of technologies on the second axis of RAMI 4.0 (layers) depends
on their core functionalities. Technologies that are providing means for communi-
cation like transmission technologies or communication protocols are assigned to
the communication layer. Technologies providing specific functions like software
products for engineering purposes or control software are assigned to the functional
layer.

Technologies can be used throughout different product lifecycle phases. While
there are certain technologies that are used regardless of the currently viewed life-
cycle phase like computers and servers, technologies, such as x-in-the-loop, will be
primarily used throughout the type lifecycle phase. The global view of the topological
approach is shown in Fig. 3.3.

The three-dimensional design alongwith its dynamic usability concept allowusers
to view the model from six different perspectives, change the currently displayed
level, layer, and lifecycle phase and actively interact with its content using intuitive
multi-touch gestures. By selecting any technology, additional information regarding
specific manifestations and related use cases are provided. This concept allows for
adding further informational layers to the model, e.g. addressing vulnerabilities and
corresponding security mechanisms. The detailed view of Instance, Production is
shown in Fig. 3.4.

3.4.3 Mapping Technologies in RAMI 4.0

Cloud services represent a model for providing scalable, ubiquitous and on-demand
retrievable network resources that can be flexibly adapted to current demand. Plat-
forms in the context of industry 4.0 describe open application platforms for service
orchestration [11].
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Web services are services provided by applications or machines that can be used
by other entities within a network. Offering independent, frequently standardized and
modularized services, they play a central role within M2M communication within a
service-oriented software architectures (SOA) [16].

Business Intelligence (BI) describes all concepts, models and information sys-
tems that are designed to support, carry out and control operational activities. Infor-
mation systems (IS) can, in turn, be described as socio-technical systems, which aim
to provide information and communication skills including applications and systems
to support collaboration [17].

The integration of cyber-physical systems within industrial applications offers
numerous possibilities for process monitoring, as well as remote services. Smart
sensors, aswell as smartmaterial systems provide information aboutmaterial stresses
and loads. The data obtained is used for developing new business models, products
or services [18].

Before physical production,manufacturing, assembly and testing processes can be
simulated, the components’ behavior andmaterial stressesmust be analyzed. Various
product configurations and interactions third-party components can be simulated
via powerful and interoperable software systems like x-in-the-loop methods in an
application or control software [10].

To exchange model and simulation data, software interfaces are required, that
enable cross-platformdata exchange.When it comes to cross-company collaboration,
integrated data security functionalities and protection of intellectual property gains
importance [19].

Virtual andAugmentedReality (VR/AR) technologies are increasingly being used
for industrial purposes. VR describes a computer-generated virtual environment that

Fig. 3.3 Global view of topological approach to map technologies in RAMI 4.0
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Fig. 3.4 Technology Landscape 4.0

serves as a HMI. The human-machine interaction can hereby take place in a multi-
modal way—addressing tactile or kinesthetic senses in addition to an audiovisual
stimulation. AR refers to an expanded reality, in which the physically perceived
reality is enriched by computer-generated information. Apart from VR/AR applica-
tions, smart devices providing context sensitive information can be used for alerts or
tracking purposes and displace static, often paper based, information tools [10, 20].

Through digitization of value-added processes, large quantities of data are created.
The efficient management and utilization of this data is a core task in Industrie 4.0.
Only by deploying structured recording, storage, analyses and data provision pro-
cesses in an information and data management system inefficient media breaches
can be avoided and insights generated [21].

A prerequisite for cross-platform data exchange is the definition and use of uni-
form standards for data formats. In order to avoid redundant data generation and
data losses, data formats must be fully transferable [22].

In order to ensure the collaboration of elements involved in the value-added pro-
cess, their ability to communicate via platforms, interfaces and various transmission
technologies must be ensured. The core technology cross-company communica-
tion protocols, and therefore for vertical and horizontal integration, is the Internet
technology.

Forwirelessdata transmission in industrial applications various open and propri-
etary technologies are available. In addition toWLAN, Infrared, NFC and Bluetooth,
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or further technologies based thereupon (e.g. ZigBee) are used.Mobile network tech-
nologies such as HSPA (High Speed Packet Access) or LTE (Long Term Evolution)
can also be used for mobile networking of employees and systems. The individual
technologies differ in frequencies used, transmission rates, range, as well as power
consumption [23].

Manufacturing needs to be dynamically adaptable to changing demands and
requirements. Therefore, modular production systems with interchangeable com-
ponents need to be deployed. The usage of such components requires standardized,
platform independent hardware interfaces to assure a sound communication among
the different components. These hardware interfaces can either bewireless or tethered
[10].

The identification of products and objects along the value chain is a core ele-
ment of Industrie 4.0. Besides active technologies based on embedded systems, in
practice, passive identification technologies via RFID, barcodes or data matrix codes
are used. In contrast to active technologies, passive technologies allow only a tempo-
rary intelligence of the products, associated with the demand for additional reading
devices. Alternatively, objects can also be identified and addressed directly through
their assigned IP addresses [24].

Additive Manufacturing (AM) is a primary forming process in which the object
geometry is produced by laminating volume elements of the same thickness. This
allows a flexible production of any geometry based on three-dimensional CADmod-
els. The potential for this lays above all in the freedom regarding component design,
the elimination of special tools and machines, the possibility for a flexible individual
parts production and the further reduction of development times [25].

Modern sensor-actuator systems are distinguished into passive, adaptive and active
systems. While the characteristics of passive systems are firmly defined due to their
construction and the materials used, adaptive systems can be adapted to altered envi-
ronments in discrete stages. Semi-active systems even allow for continuous adapta-
tion. Both adaptive and semi-active systems are often based on passive components
such as springs and dampers and therefore limited in their solution space. This limi-
tation is overcome by the combination of sensor and actuator elements together with
controls to active, respectively smart, systems. Hereby, sensors and actuators are not
additionally attached to the structure but directly integrated into it. Core components
of smart systems are smart materials. These are often integrated with auxiliary
materials into a multifunctional material system and fulfill requirements to actuators
and sensors, as well as load-bearing tasks [26].

3.5 Benefits of the Topological Approach

Figure 3.4 presents a two-dimensional projection of the topological approach. In
order to improve clarity within this paper, a projection of the hierarchy levels, as well
as the layers, for the product lifecycle phase instance—production is performed. Its
elements represent relevant technologies for the respective product lifecycle phase.
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Through the population ofRAMI 4.0with generic technologies, the approach enables
users to get a profound, yet swift, overview of the Industrie 4.0 landscape. Core ele-
ments are displayed and their topological relationships exposed. The dynamic inter-
action with the three-dimensional model further reveals the spread of technologies
throughout the different product lifecycles. Users can navigate through the dimen-
sions using intuitive controls that are based on current smartphone applications and
support the future deployment of VR technologies.

The model is used in many projects as a knowledge foundation along the differ-
ent stages of Industrie 4.0 implementation as described by the Generic Procedure
Model to introduce Industrie 4.0 in SME (GPMI 4.0) [15]. It supports the preparation,
analyzation, idea generation and valuation of solutions and concepts for the imple-
mentation of Industrie 4.0 in small and medium enterprises. The approach thereby
fosters the implementation of Industrie 4.0 and enables practitioners to develop and
validate their technological roadmap.

Regarding the future development and widespread of RAMI 4.0 the topological
approach helps to reify the abstract RAMI 4.0 without omitting its generic appli-
cability to the diverse industries and company specific backgrounds. It is the first
model to actively promote the usage of RAMI 4.0 in practice and therefore, will
create valuable feedback from practice and support the future development of RAMI
4.0. Especially regarding IT security, the topological approach sets the foundation
for adding another dimension to RAMI 4.0 that specifically addresses security issues
in Industrie 4.0.

The approach addresses the prior set requirements as every currently relevant
technology is covered and due to the generic and dynamic design of the model
newly emerging technologies can be assigned to an already existing category or
simply added to the model in the future (R1). The three-dimensional and VR-ready
design allows for manifold user interaction to display information in a profound, yet
understandable and clear manner (R2). Due to its design, further informational layers
can be added and thereby, the original model amended. Based on the technologies
described associated vulnerabilities and corresponding security mechanism could be
added in the future. The approach, therefore, already lays the foundation for a later
integration of IT security aspects with the security-by-design concept (R3).

3.6 Conclusion

Industrie 4.0 requires a horizontal and vertical integration of the industrial landscape
towards a fully digitalized enterprise. This integration brings alongmanifold security
issues, which to address is one of the key prerequisites for Industrie 4.0. The diversity
of technologies employed in industrial IT, the complexity of networks and new
business models, as well as the challenges of securing those, are hurdles companies
need to overcome.

The aim of RAMI 4.0 is, among others, to support the implementation of Indus-
trie 4.0 and to help companies to overcome these hurdles. The approach on hand
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improves its direct applicability as the abstract model design is populated with more
concrete technologies and their relationships among one another are exposed. There-
fore, the transmission of RAMI 4.0 from research to practice is facilitated. Despite
its importance for Industrie 4.0, IT security is so far not covered in RAMI 4.0. The
topological approach described lays the foundation for an expansion of RAMI 4.0
to add another dimension addressing security aspects. Further research is needed to
develop such an expansion and analyze vulnerabilities of the relevant technologies
described, as well as corresponding security mechanisms.
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Chapter 4
Modeling of Vehicle-Cargo Interaction
Under Different Environments

Frank Otremba and José A. Romero

Abstract The safety of any transport system depends on a multitude of conditions,
parameters and circumstances. In this regard, the interaction of the carried cargo
with the carrying vehicle represents a factor influencing the overall safety of any
transport. The effects of cargo on the vehicle have to do with the vibration or shifting
of the cargo, affecting the lateral stability of the vehicles and the braking perfor-
mance. Such interaction has been associated to road crashes and maritime vehicles
capsizing. Simulation of cargo-vehicle interaction thus represents an interesting topic
when a reduction in transport accidents is pursued. In this paper, the fundamentals
principles for simulating the interaction of the liquid cargo and the carrying vehicle,
is presented. In the case of a road transportation, the proposed simplified simulation
methodologies, show good agreement with a full-scale test.

Keywords Braking performance · Experimental approach · Newton approach
Ship stability · Sloshing · Transition matrix approach

4.1 Introduction

The level of safety of a transport depends in great extent, of factors associated to
the dynamic forces that are developed due to the motion of the cargo on the vehicle.
The mobility of the cargo within the vehicle is exhibited when the cargo is liquid or
is hanging from the vehicle chassis. However, the most common situation of cargo
vibration on the vehicle, occurs in the case of liquid cargo. Liquid cargo can include
a variety of products, of different densities and levels of danger. Physical properties
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affecting the vehicle dynamics, however, include the density and viscosity of the
carried cargo.

The density of the cargo influences the inertia of the liquid, while its viscosity
affects its damping characteristics. The density plays a crucial role in the context of
the regulations involving trucks’ weight and dimensions, because in order to observe
those regulations, the vehicles have to travel partially filled.

Partially filled tankers pose particular stability risk to the transport, regardless of
the transportation mode. The motion of the liquid cargo in the context of transporta-
tion, is called sloshing.

Sloshing of the cargo implies at least three negative effects on the vehicle dynam-
ics: (i) lateral cargo shifting that affects the longitudinal and/or lateral position of
the vehicle’s center of gravity; (ii) a vertical shifting of the center of gravity of the
vehicle, further affecting the longitudinal/lateral stability of the cargo; and (iii) the
potential dynamic coupling of the liquid and vehicle vibration.

Figure 4.1 illustrates cargo shifting situation, in case of a cylindrical road tanker,
travelling at several fill levels while negotiating a turn.

Figure 4.2 illustrates the calculation of the roll moments for a sloshing and non-
sloshing cargoes. It is assumed in this figure, that thefirstmodeof sloshing vibration is
occurring, which is acceptably realistic. However, the lateral acceleration, defining
the lateral slope of the fluid’s free surface, is exaggerated, to better visualize the
geometric relationships so created.

From the isosceles triangle in Fig. 4.2, the following expression for a can be
deduced:

(a) 1/8 fill level (b)    ¼ fill level              (c) ½ fill level 

Non-sloshing cargo Sloshing cargo 

s s s

a a
a

A A A

W
W

W W
W W

L

b

c

Fig. 4.1 Vertical and lateral shifting of the cargo, when a partially loaded road tanker is subjected
to lateral accelerations
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Fig. 4.2 Representation of
the vertical and lateral
shifting of the center of
gravity of the cargo
(one-quarter fill level,
maximum lateral
acceleration)

s
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L
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c
θ

θ ρ 

a � ρ sin (θ/2)(2) (sin(θ/2) (4.1)

When negotiating a turn, there are two moments acting on the vehicle: one to
destabilize it, and the other to stabilize it. The destabilizing moment is represented
by the inertia force derived from the turning maneuver, while the stabilizing moment
derives from the vertical acceleration (gravity). When the cargo shifts both vertically
and laterally, the stabilizing moment is affected. Figure 4.3 illustrates the effect of
lateral acceleration and fill level, on the resulting overall moment (stabilizing minus
destabilizingmoments). According to these results the lateral acceleration influences
in a significant way the increase of the moments to destabilize the vehicle. For the
lateral acceleration considered (0.068 g), the increase of roll moment varies from 5 to
20%, as a function of the fill level. However, it should be noted that in the case of the
minimum fill level considered, the inertia associated to this volume of cargo, would
represent a very small amount with respect to the total inertia of the vehicle (chassis
and body). Consequently, while the increase of the roll moment is the greater for
this low fill level, the consequences on the lateral stability of the vehicle, would be
minimal.

On the other hand, the longitudinal dynamics of the sloshing cargo keeps a close
relationship with the lateral effect described above. Figure 4.4 describes this longi-
tudinal acceleration situation, where the resulting pressure on any point on the front
head or surface of the tank, is the result of a vertical pressure pv, plus a longitudinal
pressure pL. Both of these pressures depend on the longitudinal acceleration, as such
acceleration defines the angle of the liquid’s free surface, as follows:

pv � ρ gy � γ y (4.2)

pL � ρ aL L (4.3)

where ρL is the mass density of the liquid (kg/m3); aL is the longitudinal acceleration
of the vehicle; and g is the acceleration due to gravity.

This paper is based upon a WCECS 2017 Conference paper [1].
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(b) Cargo shifting effect on the increase of the roll moment.

Fig. 4.3 Cargo shifting effect on the roll moments (lateral acceleration of 0.667 m/s2)

4.2 Modelling Principles

While the representations described above correspond a steady state condition, for
both the lateral and the longitudinal behavior of the liquid in the tank, there is the
need to model the oscillation characteristics of the fluid within the tank. For that,
a simplified model has been proposed and used in a multitude of cases to simulate
such dynamics. Until recently, however, the dynamic properties of the pendulum
representing the sloshing cargo, has been based upon experimental data [2]. Such
pendulum property is its length. The basis for such approach derives from the free
vibration of a liquid in a rectangular tank, called “gravity waves”, according to the
following equation [3]:

c � λ f �
√(g

κ
tanh κh

)
(4.4)



4 Modeling of Vehicle-Cargo Interaction … 51

Hydrostatic  
pressure, vertical, pvHydrostatic  pressure, 

longitudinal pL

α 

L 

y 

Fig. 4.4 Superposition of hydrostatic pressures (vertical and longitudinal)

h

λ = 2L

Fig. 4.5 Natural free sloshing frequency in a rectangular container

where κ is the wave number, equal to 2π /λ. This is illustrated in Fig. 4.5.
Consequently, the pendulum representing the sloshing cargo, has a length as a

function of the following equation:

f � 1

2π

√
g

lp
(4.5)

According to this approach, it if feasible to simulate the transient and steady state
of the sloshing of the cargo within the tankers.

The mechanical analogy of the sloshing cargo with the pendulum, involves a
mechanical system that is able to vibrate, and that is supported by the chassis of the
vehicle. That part of the vehicle, further represents amechanical spring-mass-damper
system. Figure 4.6 illustrates the resultant model, in which the simple pendulum rests
on an equivalent mechanical system representing the sprung mass of the vehicle.
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Fig. 4.6 Model of sloshing cargo, supported on the sprung mass of the vehicle

The resulting mechanical system representing the sloshing cargo and the sprung
mass of the vehicle, consists of a two degree-of-freedom system, namely, the sloshing
angle of the first mode of vibration of the fluid, and the pitch or roll motion of the
sprungmass of the vehicle. Derivation of the equations ofmotion can be done through
the use of Newton’s Second Law.

On the other hand, the linear mathematical model resulting from the combination
of the different mathematical approaches just described, are solved on the basis of
the solution of a first order system. For this, the second-order equations are expressed
as vector state variables, as follow [4]:

{ẏ(t)} � [A]{y(t)} + [B]{Y (t)} (4.6)

where the matrices [A] and [B] are coefficient matrices, expressed in terms of the
mechanical properties of the system (stiffness, damping, inertial and dimensional
characteristics). The time-discrete exact solution of this system of equations, results
as follows [4]:

{y(t + �t)} � [	]{y(t)} + [
]{Y (t)} (4.7)

where [	] is the transition matrix; [
] is the particular response matrix; and {Y (t)} is
the perturbation vector. The size of the different vectors and matrices of this method,
thus depends on the number of degrees of freedom of the resulting system. The state
vector for a two-degree-of-freedom system, is four, as it involves the state variable
and its derivative. On the other hand, a number of particular response matrix [
] can
be generated, as a function of the number of perturbations, {Y (t)}.
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Fig. 4.7 Methodology two
calculate the instantaneous
lateral acceleration of a
vehicle while incorporating
into a curved infrastructure

Tangent

Constant 
radius turn

To simulate the circulation of the vehicles along the infrastructure, there is still
another modelling principle that must be considered for the simulation of the tanker
vehicles dynamic response to the geometrical characteristics of the infrastructure.
This principle considers the instantaneous lateral acceleration on the vehicle when it
incorporates to the curved part of the infrastructure, as a function of the geometrical
characteristics of the road, rail or maritime infrastructure. Figure 4.7 describes the
situation of the vehicle when entering a curve portion of the infrastructure. The
respective formulation is described in [5], to calculate the instantaneous radius of
curvature when the vehicle passes from a tangent to a constant radius turn.

4.3 Examples

Themodels described in the previous section, as well as the equation solvingmethod-
ology, are used to simulate two common situations in liquid cargo transportation. On
the one hand, an emergency braking maneuver is simulated, of a trailer tanker com-
bination. For that, the model consists of a longitudinal pendulum, and the vehicle
is equipped with Antilock Brake System. Figure 4.8 schematically illustrates the
trailer tanker [1]. Two of the seven load compartments, were instrumented to sense
the hydrostatic pressure on the compartment’s wall.

The braking algorithm consisted of a bang-bang control, set to an optimal wheel
slip of 0.2, leading to a maximum braking coefficient of 0.7. The role of sloshing
on the braking efficiency of the vehicle, is defined on the basis of the stopping
distance. Figure 4.9 illustrates the measured braking acceleration, with maximum
decelerations on the order of 0.65 g [6].

Fig. 4.8 Schematic
representation of a
tractor-trailer combination
for carrying liquid cargo

Chamber 1    Chamber 5
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Fig. 4.9 Experimental data
of the braking acceleration
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Figure 4.10 illustrates the measured and simulation data, of the hydrostatic pres-
sure on the pressure sensors of the two instrumented chambers. According to these
data, there is a close correlation between both data. Furthermore, Fig. 4.11 illustrates
a detailed view of the hydrostatic pressure once the vehicle was in rest, where the nat-
ural frequency of the sloshing was appropriately reproduced through the simulation.

According to these results, the longitudinal dynamics of the sloshing cargo—ve-
hicle system, can be closely reproduced through the use of simplified models, for
both, the vehicle and the sloshing cargo.

The simulation methodologies described above are now used to simulate the roll
behavior of a ship when travelling along a river infrastructure.

Figure 4.12 describes the roll plane of a ship when subjected to a lateral accel-
eration. As it was described in the previous section, the sloshing cargo is simulated
through a simple pendulum, whose characteristics are defined on the basis of a vali-
dated methodology to calculate the natural sloshing frequency of the fluid within the
vessel.

A series of simplifications are assumed for this model, including the bottom of
the river tanker, which is semicircular instead of flat [7].

Figure 4.13 illustrates the simulation results from this model. It should be noted
that the non-sloshing condition was obtained by artificially increasing the damping
of the sloshing cargo within the tanker. According to these results, the sloshing cargo
represents a dangerous situation, as the maximum roll angle increases in a certain
percentage.
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Fig. 4.10 Simulation and measure data for the pressure on the vehicle’s chambers

Fig. 4.11 Simulation and
experimental data of the
residual vibration of the
sloshing cargo
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4.4 Conclusions

A simplified physical modelling and an equation-solving algorithm, have been pre-
sented to simulate the behavior of a vehicle (tanker) under road and maritime infras-
tructure conditions. For the road infrastructure, the emergency braking of a semi-
trailer tanker, was presented, and for the maritime environment, the travelling of a
river ship was modelled. In the case of the braking maneuver, experimental results
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Fig. 4.12 Roll model for a
ship when subjected to
lateral accelerations due to
infrastructure’s geometric
design

Fig. 4.13 Time response
history of the roll angle for a
sloshing and non-sloshing
cargo when the ship travels
along a winding river
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are compared with theoretical results, finding a good agreement between both series
of data. The simulation of a ship along a river infrastructure containing several turns,
reveals that the roll stability of the ship can be affected by the sloshing cargo. The
simulation principles can be considered for other environments and conditions. For
example, the performance of a braking maneuver under the conditions of changing,
simultaneously, the speed of the vehicle, and the direction of the vehicle.
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Chapter 5
Temperature Optimized Hydrolysis
of Acetic Acid Catalyzed Magnesium
Hydride for Hydrogen Generation
in a Batch System Hydrogen Reactor

Joshua Adeniyi Adeniran, Romeo Sephyrin Fono-Tamo,
Esther Titilayo Akinlabi and Tien-Chien Jen

Abstract Interests in hydrogen storage inmagnesiumhydride (MgH2) is on growing
due to its high gravimetric and volumetric hydrogen concentration and less harmful
environmental impact of its reaction. This study reports the usage of acetic acid as an
accelerator in hydrogen generation experiment via hydrolysis, using a batch system
hydrogen reactor. The study was conducted in two phases: investigation of role of
substrate weight and catalyst concentration on hydrogen yield and optimization of
temperature for hydrogen generation. The study investigated the roles of the organic
acids in the reduction of the poor reaction kinetics limitation in MgH2 through the
catalytic characteristic of acetic acid. Three acetic acid concentrations were used
in the study namely 40, 50 and 60 wt%. Similarly, three substrate weights (0.4,
0.8 and 1.2 g) were investigated for the role of substrate weight on hydrogen yield.
Application of the acetic acid accelerated the hydrogen yield across board. Similarly,
the hydrogen yield increased with MgH2 weight in the study. The highest hydrogen
yield of 0.0189 L was recorded from 1.2 gMgH2 at 30 °C and 50 °C respectively and
50 wt% acetic acid. The lowest hydrogen yield in the study was 0.0048 L hydrogen
gas from 0.4 g MgH2 at 50 wt% acetic acid. The experiment conducted at ambient
temperature (25 °C) revealed comparable hydrogen yield with higher temperatures.

Keywords Acetic acid · Hydrogen generation · Hydrolysis · Reaction kinetics
Temperature optimization · Thermodynamics
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5.1 Introduction

Hydrogen storage could be achieved throughvariousmeans such liquid or cold hydro-
gen storage (cryogenic), pressure hydrogen storage, steam reform, biohydrogen stor-
age such as hydrogen storage in wastewater, carbon nanotubes, solid state hydrogen
storage in metal and complex metal hydrides [1–3]. Solid state hydrogen storage par-
ticularly metal hydrides have attracted attention due to its relative safe storage thus
making it an alluring candidate for an on-board vehicular fuel applications. Further-
more, most metal hydrides have high specific hydrogen volumetric and gravimetric
volumes [4]. Magnesium hydride (MgH2) is one of the leading candidates among
metal hydrides for solid state hydrogen storage purpose. The development is due to
some of the endearing characteristics of the MgH2. For example, MgH2 is relatively
cheap compared to majority of the metal hydrides. In the same vein, magnesium
(Mg) a major component of MgH2 is abundant in earth crust. It is regarded as the
eighth most abundant element in earth crust [5, 6]. Furthermore, other advantages of
MgH2 as a hydrogen storage substrate include its non-corrosive nature which makes
it an environment benign hydrogen generation and storage material [7, 8]. Similarly,
MgH2 has high volumetric hydrogen storage capacity of about 7.6 wt%.

However, hydrogen storage inMgH2 like most metal and complex metal hydrides
is hampered by slow reaction kinetics andpoor thermodynamics. The thermodynamic
challenge being high reaction enthalpy and entropy. Consequently, high temperature
is required to desorb the hydrogen embedded in the matrix of the MgH2. This appli-
cation of heat leads to increase in reaction cost thereby limiting scale up of the
hydrogen storage technology. Furthermore, different researchers have explored use
of various materials or compounds as catalysts in a bid to lessen the poor reaction
kinetics and unfavorable thermodynamics limitations to the utilization of MgH2 as
hydrogen storage medium. Noble metal catalysts such as platinum have been used
and reported to catalyze hydrogen desorption or release in metal hydrides, but the
major limitation of the intervention is the prohibitive cost of platinum metal to large
scale hydrogen storage and generation [9]. Moreover, some of the reaction products
of noble metal catalysis of hydrogen storage in metal and complex metal hydrides
are toxic to the environment [8]. The use of ball milling technique with its atten-
dant increase in reaction surface area due to reduction in crystalline sizes of the
substrates have been reported to increase reaction kinetics and improve thermody-
namic properties of hydrogen storage experiments. Moreover, fracturing of the metal
hydrides crystals due to the milling process improves nucleation reaction which fur-
ther enhances hydrogen desorption [10]. However, despite the successes recorded
in hydrogen generation using ball milling, the quantity of hydrogen released is not
enough for the use of the technology in large scale production. Organic acids have
also been used as accelerators in for hydrogen release from metal hydrides. The
advantages of this technique include relative cheap low cost of the organic acids
and their nontoxic/environmental friendly nature. For example, in our laboratory
we have reported highest hydrogen generation of 0.018 L from a reaction of 1.2 g
MgH2 powder with 50 wt% acetic acid [7]. In another study from the same research
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group, it was observed that hydrogen generation increased with substrate weight and
acetic acid concentration accelerated hydrogen release when the reaction of MgH2

pills was catalyzed with acetic acid [11]. The study reported maximum hydrogen
generation of about 1.285 L. Sustainable hydrogen generation is crucial to the scale
up of the technology and cost reduction is an integral component of it. To amelio-
rate the challenges of unfavorable thermodynamic and slow reaction kinetics that
have limited the scale up of hydrogen storage in metal hydrides, interventions of
increased reaction temperature are among the interventionist approach employed.
However, the application of heat to the experiments further add to the reaction cost
because of the cost of powering the temperature regulators/water baths used for such
purposes. Consequently, a successful elimination of need to raise reaction tempera-
ture above room temperature would reduce reaction cost, thus driving the hydrogen
storage technique towards sustainability. Thus, optimization of reaction temperature
will provide insight into hydrogen yield with regards to reaction temperature. In
this study, optimum reaction temperature for hydrogen generation in the designed
reactor was investigated. Furthermore, the role of substrate weight and acetic acid
concentration on hydrogen yield were examined.

5.2 Experimental Design and Method

5.2.1 Hydrogen Generation Reactor Operation

Figure 5.1 indicates the experimental design for the hydrogen generation reactor
employed in the study. The reactor is made up of a three-neck round bottom flask
which serves as the reaction vessel, thermostatic regulated water bath [Julabo TW20,
Julabo GmbH (Germany)], the moisture absorbent unit, the flowmeter [T1000,
Fujikin (Japan)] and the data logger.

The hydrogen generation experiment is essentially a hydrolysis reaction. The
substrate (MgH2 powder) was poured inside round bottom flask wherein acetic acid
of various concentrations was released through the soxhlet apparatus attached to the
middle neck of the round bottom flask. The outer left and right neck of the reaction
vessel was attached to the thermometer and the tube for harvesting the hydrogen
generated from the experiment respectively. The moisture absorbent in the design
trapped the moisture in hydrogen thus ensuring only hydrogen is recorded by the
flowmeter. The hydrogen generation was recorded using the data logger connected
to the flowmeter [11].

An organic acid catalyzed the experiment—acetic acid [99.8%, Labchem, South
Africa (SA)]. Magnesium hydride powder 99.8% purity (Rockwood Lithium, Ger-
many) employed throughout the course of experiment as hydrogen storage media
(substrate) was used as received (AR) from the supplier without further treatment
with average particle size of 50 µm. The equation for the reaction of magnesium
hydride with acetic acid catalyzed hydrolysis reaction can be seen in Eq. (5.1):
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Fig. 5.1 Batch system hydrogen reactor experimental set up

2MgH2 + 2H2O + 2CH3COOH → Mg (OH)2 + Mg (CH3COO)2 + 4H2 + �Hr×n

(5.1)

The heat of reaction (�Hr×n) is approximately −277 kJ/mole.
The investigation of the impact of substrate weight on hydrogen yield was carried

with three differentMgH2 powderweights (0.4, 0.8 and1.2g), except in 40wt%acetic
acid concentrations where only 0.4 and 0.8 g were utilized.Weighing of the substrate
samples were carried out using BM-200 analytical balance (United Kingdom) with
0.0001 g repeatability to enhance weighing uniformity. The experiment was carried
out at 25, 30, 50 and 60 °C external temperature. Furthermore, the experiment was
conducted using different catalyst concentrations (40, 50, 60 and 70%).

5.2.2 Material Characterization of Reaction Substrate
(MgH2) Powder

Scanning electron microscopy (SEM), energy dispersive X-ray spectroscopy (EDS)
analysis was conducted on the MgH2 powder for adequate material characterization.
The SEM analysis of the MgH2 powder surface morphology was conducted using
JSM 7600F Jeol ultra-high-resolution field emission gun scanning electron micro-
scope [(FEG-SEM), (USA)] equipped with EDS was utilized for the EDS analysis.
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5.3 Results and Discussion

5.3.1 Role of Substrate Weight and Catalyst Concentration
on Hydrogen Yield

In this study, the roles of substrate (MgH2 powder) concentration and acetic acid
concentration on hydrogen yield were examined to find the optimum parameters that
can enhance hydrogen generation. Investigation of role of MgH2 powder concen-
tration on hydrogen generation was conducted using 0.4 g, 0.8 g and 1.2 g MgH2

powders at various acetic acid concentrations namely 40 wt%, 50 wt%, 60 wt% and
70 wt% respectively. The results of the study are presented in Figs. 5.2, 5.3, 5.4 and
5.5.

Figure 5.2, Present the result of hydrogen generation experiment at 40 wt% acetic
acid concentration for 0.4, 0.8 and 1.2 g MgH2 powder. From the results, it can be
observed that highest hydrogen generation of about 0.016 L was recorded from 1.2 g
substrate while by 0.0098 L hydrogen yield from 0.8 gMgH2 compared to maximum
hydrogen generation of 0.005 L obtained in the 0.4 g MgH2 experiment.

From Fig. 5.3, 0.4 g MgH2 powder recorded the least hydrogen yield of about
0.0056 L, followed bymaximum hydrogen generation of about 0.013 L at 0.8 gwhile
the highest hydrogen yield of 0.018 L obtained when 1.2 g substrate was hydrolyzed
in 50 wt% acetic acid.

Fig. 5.2 Hydrogen generation at 40 wt% acetic acid concentration
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Fig. 5.3 Hydrogen generation at 50 wt% acetic acid concentration

Fig. 5.4 Hydrogen generation at 60 wt% acetic acid concentration

Furthermore, the result of hydrogen generation experiment with 60 wt% acetic
acid (Fig. 5.4) indicated the least hydrogen yield of 0.005 L (0.4 g MgH2 powder),
followed by 0.012 L and 0.013 L hydrogen at 0.8 g and 1.2 g MgH2 powder respec-
tively. Similarly, at 70 wt% acetic acid concentration (Fig. 5.5), hydrogen generation
increased with weight of substrate with 0.0048 L, 0.009 L, 0.013 L obtained from
0.4 g, 0.8 g and 1.2 g substrate weight respectively.
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Fig. 5.5 Hydrogen generation at 70 wt% acetic acid concentration

5.3.2 Scanning Electron Micrograph Characterization
of Substrate

The SEMmicrographs of the MgH2 powder at different magnifications are indicated
in Fig. 5.6a, b. From the micrographs, it can be observed that the particles are of
different orientations, some are flake like in nature, while some are rod like and
debris particles could also be observed. This also reveals the hydrogen generation
sites on the particle of the MgH2 powder.

100 μm 10 μm

(a) (b)

Fig. 5.6 SEM micrograph of the MgH2 powder as received from the supplier
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5.3.3 Substrate Elemental Composition Investigation

Composition/purity of the substrate is important to hydrogen yield. To ascertain the
elemental composition of the MgH2 sample, EDS analysis was conducted. From the
EDS result in Table in 5.1 and Fig. 5.7, it can be revealed that three elements were
observed in the MgH2 powder namely magnesium (Mg), oxygen (O), and iridium
(Ir). The Mg represent the major constituent as expected in the sample with weight
and atomic compositions of 88.88 and 90.35% respectively. This composition is
expected because Mg is the major composition of MgH2. The oxygen in the result
could be attributed to oxidation process in the substrate while Ir is obtained from the
coating material used in the preparation of the substrate for EDS analysis.

5.3.4 Temperature Optimization Effect on Hydrogen Yield

Temperature is believed to enhance reaction kinetics and thermodynamics in hydro-
gen storage in light weight metals. However, increasing reaction temperature also
involves cost in terms of supply of heat throughout the duration of reaction which

Table 5.1 Elemental
composition of MgH2 powder

Element Weight (%) Atomic (%)

0 5.81 8.97

Mg 88.88 9.35

Ir 5.31 0.68

Total 100 100

Fig. 5.7 EDS spectrum of MgH2 powder
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could be prohibitive to the sustainable scale of the technique of hydrogen storage
in real time. It is important to examine the impact of external temperature supply
on hydrogen yield to quantify its role. In this section three temperature parameters
were examined in the addition to 50 °C wherein the first phase of experiments was
conducted namely 25 °C, 30 °C and 60 °C respectively.

From the temperature optimization experiments (Figs. 5.3, 5.8, 5.9 and 5.10) it
was observed that temperature change didn’t have a significant impact on hydrogen
yield. Interestingly, from Fig. 5.8, hydrogen yield at ambient temperature of 25 °C is
comparable to what was obtained at higher temperatures in this study (Figs. 5.3, 5.9
and 5.10), this is a significant discovery as it proves that hydrogen release/desorption
can take place at room temperature. Conversely, the test carried out at 25 °C recorded
marginal difference in hydrogen generation from 0.8 g (0.139 L) and 1.2 g (0.015
L) MgH2 respectively. While 0.0058 L hydrogen yield observed from the reaction
of 0.4 g substrate was the third highest for all the 0.4 g MgH2 reaction conducted in
this study.

From all the experiments conducted, hydrogen generation increased as a function
of substrate concentration. Moreover, the least hydrogen yield was recorded from
0.4 gMgH2 at 70wt% acetic acid (Fig. 5.5) with a value of 0.0048 Lwhile the highest
hydrogen generation of 0.018 L was recorded at 1.2 g MgH2 (50 wt% acetic acid
concentration). The results also followed the similar pattern to what was obtained in
our previous study where MgH2 pill was utilized as reaction substrate [11]. Thus,
laying credence to the important role of substrate concentration to hydrogen yield in
MgH2 based hydrolysis experiment for hydrogen storage.

Fig. 5.8 Hydrogen generation at 25 °C, 50 wt% acetic acid concentration
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Fig. 5.9 Hydrogen generation at 30 °C, 50 wt% acetic acid concentration

Fig. 5.10 Hydrogen generation at 60 °C, 50 wt% acetic acid concentration

5.4 Conclusion and Future Work

Hydrolysis of MgH2 powder was catalyzed by an organic acid (acetic acid) using
batch mode hydrogen reactor in this study. Acetic acid being a cheap catalyst
employed also reduce the reaction cost thereby potentially enhancing the scale up
potential of the technology. The observation that appreciable hydrogen can be gen-
erated at room temperature means experiment can be carried out without increasing



5 Temperature Optimized Hydrolysis of Acetic Acid Catalyzed … 69

the reaction temperature thus eliminating the use of energy to supply heat which in
turn reduce reaction cost. The cost reduction will further set the study in the path of
sustainability drive necessary for the scale up of solid state hydrogen storage for on
board vehicular application.
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Chapter 6
Investigation into the Electrical
Conductivity of Carbon
Nanosphere-Based Green Nanofluids

Gloria Adedayo Adewumi, Freddie Inambao, Andrew Eloka-Eboka,
Mohsen Sharifpur and Josua Meyer

Abstract Electrical conductivity measurements of green nanofluids prepared from
carbon nanospheres dispersed in 60:40 ethylene glycol and water (60:40 EG/W)
based nanofluids have been studied. In order to investigate the effect of tempera-
ture and volume concentration on the electrical conductivity of the nanofluids, the
temperature was varied from 15 to 60 °C and volume fractions of 0.04, 0.1, 0.12,
and 0.2 vol% were used. The results show that the electrical conductivity is greatly
enhanced with an increase in temperature and volume fraction. The highest enhance-
ment is seen at 0.2 vol% with 1470% increase in electrical conductivity. The high
conductivity enhancement indicates a potential for cooling applications.
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6.1 Introduction

Synthesis of nanoparticles from “green” bio-precursors has environmental advan-
tages over other conventional methods because of their low-costs and low-toxicity
[1, 2]. Nanomaterials synthesized from plants already have their surfaces functional-
ized; an advantage which is absent in synthetic nanomaterials and this enables them
to have better dispersability and stability in base-fluids and subsequently enhanced
properties [3]. A detailed review by Buzea et al. [4] outlines the numerous effects
of nanoparticle exposure on the human body and environment. These effects can be
reduced by investing more into “green” nanotechnology.

A study by Kumar et al. [5] investigated the use of natural sources such as fossil
hydrocarbons, waste natural products and botanical hydrocarbon precursors as a
means of synthesizing carbon nanomaterials and graphene. It was revealed that those
based on fossil hydrocarbon are mostly expensive and not readily accessible. In
addition, a lot of the liquid and gaseous fossil hydrocarbons are explosive or toxic in
nature and are not acceptable due to atmospheric pollution and its negative effect on
human health. On the other hand, carbon nanomaterials derived from carbon based
natural precursors have the advantage of producing scalable amounts, they are safe
to use in the environment, cheap and allows for fast production techniques.

Thermophysical properties offluids are thoseproperties that varywith temperature
and yet do not have any impact on the chemical structure of the fluid. Just like other
thermo-physical properties, electrical conductivity of fluids needs to be enhanced
as this can improve the overall working efficiency of their applications relating to
cooling, such as in proton electron membranes (PEM) [6]. They can also improve
the life span of the electrodes used in metallic cathodes and nozzles [7]. To deal with
emission issues, PEM fuel cells are starting to be used in place of batteries as they are
light-weight, quiet, have exceptional storage density and possess high fuel energy
efficiency [8]. The life span of electrodes is influenced by the electrical conductivity
of the liquids flowing through them.

The concept of electrical conductivity arises from the movement of ions is a
medium. When an electric field is applied to the medium or nanofluids, the central
ion will be attracted and the result is an asymmetric field from a formerly symmetric
field [9].

From Stokes law, the hydrodynamic force needed for the movement of a spherical
body with radius r and a velocity ν through a fluid with viscosity μ is given as [9]:

Fs � 6πμrν (6.1)

For microscopic particles with relatively same size as the base fluid, the hydro-
dynamic drag force on an ion moving under the influence of a chemical potential
gradient is [9]:

−Fd � 6πμriυi (6.2)
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where ri and υi is the radius and velocity of i ion respectively. The Stokes equation
is given as [9]:

Di � kT

6πμri
(6.3)

where k and T are the thermal conductivities and temperatures respectively. When
there is movement of ions in a solution, the local solvent molecules are dragged
along. For electric current to be created in a fluid, the positive and negative ions
move in opposite directions under the influence of an electromagnetic force (e.m.f).
This results in an electrophoretic effect with a countercurrent velocity νe [9]. If the
number of positive ions is denoted as n+ve and the number of negative ions as n−ve

both having drift velocities of ν+ve and ν−ve respectively with charge q+ve and q−ve

respectively, then the current density will be [10]:

J � n+veq+veν+ve − n−veq−veν−ve (6.4)

Equation (6.4) can also be written as:

J � nq2τ f E

m
(6.5)

where τ f , E , andm are the mean free time, electric field and mass respectively. From
Ohms law, the electrical conductivity σ is:

σ � J

E
(6.6)

Combining Eqs. (6.5) and (6.6),

σ � nq2τ f

m
(6.7)

The electrical conductivity in nanofluids can be assumed to be governed by the
number of ions present per unit of volume and their respective drift velocities [10].

From past research [7, 11–14], conclusions can be made that the electrical con-
ductivity of nanofluids depend on temperature, volumetric concentration and particle
diameter. Increasing the volumetric concentration increases the conducting pathway
hence, increasing the electrical conductivity. Similarly, increasing the temperature
of the nanofluids will result in a decrease in viscosity thereby enhancing the mobil-
ity of ions in the nanofluids. In addition, the numbers of ions are increased due to
molecular dissociation, resulting in an enhanced electrical conductivity [11]. The
interface effect was considered by [15] as a factor that could enhance the electrical
conductivity in carbon nanotubes as the electrical conductivity of complex CNTs in
their study decreased rapidly with increasing interfacial layer thickness depending
on the percolation threshold.
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Coconut fibre (CF) is obtained from the pericarp of coconut fruit and a coconut is
made up of 33–35% of husk. Presently, CF are being used as fuel in the processing
of coconut-based products, as a fibre source for manufacturing ropes and mats and
as a fuel for domestic application [16]. To benefit from this plentiful and low-cost
agricultural waste, coconut fibre has been transformed into a carbon nanomaterial in
the present study. The conversion of CF into carbon nanomaterials will function as
an important raw material obtained from agricultural waste as they are bacteria and
fungi resistant. Carbon is a group 14 element that is distributed very widely in nature.
It also has a remarkable ability to bond with several other elements as a result of its
polyvalent properties creating structures with distinct properties. Recent research has
tuned carbon into nanoscale, resulting into carbon nanospheres, carbon nanotubes
and carbon nanofibres. Heptagonal and pentagonal pairing of carbon atoms can result
in the creation of carbon nanospheres. The graphite sheets in nanospheres occur as
waving flakes instead of closed shells which takes the form of the sphere, hence
having several open ends at the surface and establishing carbon nanospheres (CNS)
as suitable materials for catalytic and adsorption application [17].

Laboratory fabrication of carbon nanospheres involve methods such as chemical
vapour deposition (CVD) [18–21], hydrothermal treatment [22], pyrolysis of poly-
mers [23], ultrasonic treatments and chlorination of cobaltocene [24]. Generally,
chemical vapour deposition (CVD) occurs when rare earth metal oxides or metal
oxides are used as catalysts which results in a need for purification of the synthe-
sized carbon spheres in order to get rid of the catalyst. This makes the process limited
to a small scale [25]. Various sources of biomass are being used for the production of
nanomaterials derived from carbon [26, 27] because of their low toxicity and avail-
ability. These biomasses are often first carbonized, and then activated before being
converted to carbon nanomaterials using different methods [28–33]. The method of
activation used can either be physical (thermal), chemical or a combination of both
physical and chemical processes [16]. The physical process involves the use of CO2,
steam or air and takes place at higher temperatures while the chemical process which
is one-step, takes place at lower temperatures and involves the co-carbonization of a
parent feedstock with a suitable chemical compound.

To the best of the authors’ knowledge, there has been no study carried out on
the behavior of electrical conductivity of green nanofluids from coconut fibre based
nanospheres. In this study, the authors present the results from the dispersion of
already synthesized carbon nanospheres from coconut fibre in 60:40 ethylene gly-
col/water (EG/W) andfinally electrical conductivitymeasurements. The effect of vol-
ume concentration and temperature on the electrical conductivity was also reported.
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6.2 Experimental Method

6.2.1 Materials and Stable Nanofluid Preparation

Nanoparticles used in this study were synthesized from coconut fibre. They were
first carbonized followed by physical activation in the presence of CO2 and then
treated with ethanol vapour at 800 °C. The procedure is outlined in our previous
study of the synthesis procedure in [34]. A known weight of the nanoparticles were
measured using a digital weight balance (RADWAGmodel: AS 220. R2 Max: 220 g
Min: 10 mg) and dispersed in 60:40 EG/W (Merck (Pty) Ltd.), gum arabic (GA)
acquired from Fluka Analytical and deionized water was used for the nanofluid
preparation. The nanotubeswere dispersed in a basefluid consisting of 60:40%EG/W
in the volume fractions of 0.04, 0.1, 0.12 and 0.2% respectively. The mixture of the
nanoparticles, GA and 60:40 ethylene glycol/water (EG/W) was magnetically stirred
using a hotplate stirrer (Lasec from Benchmark Scientific Inc., model-H4000-HSE)
and sonicatedwith a 20 kHz, 700W,QSonica ultrasonic processor. The nanofluidwas
kept in a programmable temperature bath (LAUDAECORE1225 Silver temperature
bath) the whole time of sonication and the temperature maintained at 15 °C.

The nanospheres are in the size range of 10–150 nm and the size with the high-
est occurrence is 60–89 nm. From Fig. 6.1, nanospheres of diameter in the range
60–89 nm constituted almost 50% (48.5%) while nanospheres of diameter 30–59 nm
constituted 41%. This shows uniformity in the size range of the nanospheres. The par-
ticle size distribution and morphology of the green nanoparticles is given in Fig. 6.1.
The morphology indicates smooth round nanospheres with some degree of aggre-
gation due to strong Van der Waals forces. These aggregates can lead to reduced
stability and electrical conductivity, hence the need to break the agglomerates.

6.2.2 Measurement of Electrical Conductivity

CON700 conductivity meter was used to measure electrical conductivity (EUTECH
instruments). The CON700 conductivity meter is comprised of an electrode with a
nominal cell constant of k�1.0, built-in temperature sensor, and 1m cable. The elec-
trode design offers fast temperature response and reduces air entrapment, ensuring
accurate, repeatable, and stable readings. Measurements were taken at temperatures
ranging from 15–60 °C at 5 °C intervals. This temperature control was done using
a temperature control bath. The conductivity meter was initially calibrated at room
temperature with a 1413 μS standard fluid from the supplier.
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Fig. 6.1 Nanosphere
particle size distribution

6.3 Results and Discussion

6.3.1 XRD and Stability of Nanofluid

The graphitization and crystallinity of the synthesized nanospheres is studied through
XRD analysis. Figure 6.2 is the XRD results which shows two Bragg diffraction
peaks at 30.34° and 50.44°. These peaks can be assigned to typical graphite (003)
and (101) planes [35]. The d-spacing calculated is 0.342 nmwhich is close to graphite
3R given as 0.340 nm. The broadening peaks suggest a low graphitization degree
and the possibility of the presence of amorphous carbon. These results fall in the
range of values from authors [36] and [37] with d-spacing of 0.33 nm and 0.36 nm
respectively. No other peaks are visible in the XRD pattern, which could be due to
the high purity of the product.
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Fig. 6.2 XRD pattern of
carbon nanospheres
synthesized at 1100 °C

Fig. 6.3 EDX of CNS

Figure 6.3 confirms the purity of the material with a well-defined presence of
carbon (98.59%) with a trace of oxygen and potassium.

The stability of the green nanofluids was determined by observing the viscosity
at a constant temperature (20 °C) for 720 min. Figure 6.4 is the result of the observa-
tion from stability of nanofluids which shows that the viscosity values were hardly
changed for the whole duration. This is an indication that the fluids were stable for
more than 720 min which is more than sufficient time to take the electrical conduc-
tivity measurements. It was therefore determined that a ratio of 1:3.5 CNS/GA gave
a good stability and this ratio was maintained throughout this study.

6.3.2 Electrical Conductivity Evaluation

Temperature effects on the electrical conductivity of prepared green nanofluids from
coconut fibre nanosphere are shown in Fig. 6.5. The results indicate the dependence
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Fig. 6.4 Stability test using
viscosity at a constant
temperature for 720 min

Fig. 6.5 Electrical
conductivity at different
temperatures for different
volume concentrations

of electrical conductivity on temperature. From Fig. 6.6 the effect of the nanosphere
volume concentration on the electrical conductivity is reported. The result reveals that
an increase in the nanosphere loading impacted greatly on the electrical conductivity
as this led to a change in the ionic configuration [38].

At 0.2% volume fraction, the highest electrical conductivity was observed at all
temperatures. This is in line with results from recent studies on nanofluids electrical
conductivity [38]. With an increase in particle volume concentration, the availability
of conducting pathways is increased in the nanofluids consequently leading to a rise
in electrical conductivity.

The electrophoretic mobility in nanofluids is also increased when it is stable
thereby reducing equivalent particulate masses resulting in an increased electrical
conductivity [12]. It is therefore safe to say increasing the temperature of nanofluids
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Fig. 6.6 Electric
conductivity at various mass
fractions

Fig. 6.7 Electrical
conductivity enhancements
at various temperatures for
different volume
concentrations

reduces the equivalent particulate masses and increases the electrophoretic mobility.
The enhancement in electrical conductivity was calculated based on Eq. 6.3 [13]:

σn f − σb f

σb f
× 100 (6.8)

where σn f is the nanofluids electrical conductivity and σb f is the base fluid electri-
cal conductivity. From Figs. 6.7 and 6.8, the percentage enhancement in electrical
conductivity increases with an increase in temperature and volume fraction. At 0.04
vol% an enhancement of about 100% is seen while an enhancement of 1470% is
observed at 55 °C for 0.2 vol%.
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Fig. 6.8 Electrical
conductivity enhancement at
different volume fractions

6.4 Conclusion

This study presents the results on the electrical conductivity behavior of green
nanospheres synthesized from coconut fibre dispersed in 60:40 EG/W and 1:3.5
nanosphere/GA. The measurement of electrical conductivity was varied with vol-
ume concentration and temperature. The results obtained show an improved elec-
trical conductivity with increase in temperature and volume concentration. At 0.2
vol%, a maximum electrical conductivity of 1470%was achieved at a temperature of
55 °C. The results presented show the potentials of carbon nanosphere-based green
nanofluids as heat transfer fluid for cooling applications. Due to its less toxic nature,
it can also be used in applications where human contact is required.
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Chapter 7
Convective Drying of Ginger Rhizomes

Gbasouzor Austin Ikechukwu and Sam Nna Omenyi

Abstract This paper presents the results of convective drying of ginger rhizomes
under blanched, unblanched, peeled and unpeeled conditions using the ars-0680
environmental chambers for the drying process and td1002a—linear heat conduction
experimental equipment to measure the thermal conductivities of the ginger at six
temperature levels ranging from 10 to 60 °C and drying times of 2 and 24 h. The
drying curves were drawn using the moisture and conductivity data. The drying rate
at higher drying times (24 h) was 0.889/°C and 0.4437/°C for 2 h-drying, giving
50% in moisture reduction rate. Whereas the initial moisture content was 95.12%, it
reduced to 59.33% for the 24 h-drying time. The result of this study shows that the
lowest moisture content (5.98%) was obtained for unpeeled ginger while the highest
was the blanched (9.04%) all for 24 h-drying and at 60 °C. The average moisture
content for 2 h drying at 60 °C was 70.6% while for 24 h drying; it was an average
of 7.55%. Which is close to the target of 4–7% desired for this research. Though our
results made our target, they are in line with the literature results that recommend
moisture content of 7–12%. These show the superiority of higher temperature drying
and the use of the convective drying method. The thermal conductivity for 24 h-dried
ginger at 60 °C approximates to the thermal conductivity of dried ginger and it is
0.050 W/mK on the average. The unpeeled ginger gave the lowest value of 0.046
W/mK while the unblanched ginger gave the highest value of 0.055 W/mK. For 2 h
of drying, the average value was 0.079 W/mK while the unblancehd ginger gave the
lowest (0.076 W/mK) while the blanched the highest (0.084 W/mK).
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7.1 Introduction

7.1.1 Preamble

Convective drying can be employed to remove volatile liquid from porous materials
such as food stuffs, ceramic products, clay products,wood and soon. Porousmaterials
havemicroscopic capillaries and poreswhich cause amixture of transfermechanisms
to occur simultaneously when subjected to heating or cooling. The drying of moist
porous solids involves simultaneous heat and mass transfer. Moisture is removed
by evaporation into an unsaturated gas phase. Drying is essentially important for
preservation of agricultural crops for future use. Crops are preserved by removing
enough moisture from them to avoid decay and spoilage. For example, the principle
of the drying process of ginger rhizomes involves decreasing the water content of
the product to a lower level so that micro-organisms cannot decompose and multiply
in the product. The drying process unfortunately can cause the enzymes present in
ginger rhizomes to be killed.

Ginger is the rhizome of the plant Zingiber officinale. It is one of the most impor-
tant and most widely used spices worldwide, consumed whole as a delicacy and
medicine. It lends its name to its genus and family zingiber aceae. Other notable
members of this plant family are turmeric, cardamom, and galangal. Ginger is dis-
tributed in tropical and subtropical Asia, Far East Asia and Africa (Fig. 7.1).

Ginger is not known to occur in the truly wild state. It is believed to have origi-
nated from Southeast Asia, but was under cultivation from ancient times in India as
well as in China. There is no definite information on the primary center of domesti-
cation. Because of the easiness with which ginger rhizomes can be transported long
distances, it has spread throughout the tropical and subtropical regions in both hemi-
spheres. Ginger is indeed, the most wildly cultivated spice. India with over 30% of
the global share, now leads in the global production of ginger.

Fig. 7.1 Fresh ginger
rhizomes
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7.1.2 Ginger Rhizomes in Nigeria

In Nigeria, large-scale cultivation of ginger began in 1927 in southern Zaria, espe-
cially within Jemima’s federated districts as well as in the adjoining parts of the
Plateau. Nigeria has tried to widen the genetic base of the crop through introduc-
tion of ginger cultivars, mainly from India. Currently, Nigeria is one of the largest
producers and exporters of split-dried ginger. Ginger is readily available in the local
Nigerian markets and is inexpensive. It is obtained in numerous forms in the market:
fresh, dry and powdered ginger rhizomes [14]. Kaduna State is adjudged the largest
producer of ginger whereas other states like Nassarawa, Gombe, Benue, Sokoto,
Zamfara, Akwa Ibom, Oyo, Abia, Lagos and Bauchi are among the main producers
of the farm produce. However Southern Kaduna still remains the largest producer of
fresh ginger in Nigeria [4, 9, 10].

7.1.3 Nigeria Ginger Rhizomes Research

Studies conducted in the 1980swere focused on sun-drying and solar dryingmethods.
Several studies conducted on ginger rhizomes were centered on effects of pricking,
sun-drying and sieving on Ginger (Zingiber officinale Roscoe) colour and powder
[13]; composition of volatile oil [6]; Bio-chemical changes in ginger during storage
[17]; Development of ginger processing machines [1, 3, 5, 12, 15, 16]; efficiency of
ginger production in selected local government areas of Kaduna state, Nigeria [11];
isolation and characterization studies of Ginger root starch as a potential industrial
biomaterial [2] etc. In those periods, commercial ginger was exploited. The major
difficulties encountered were on pests, diseases and pollutants. Extensive studies
were done in the area of post-harvest chemical dips, improved and controlled air
storage, spraying of fungicide, hot water treatment, cool storage, etc.

The moisture content of Ginger rhizomes has a major influence on the difficulties
encountered in processing ginger rhizomes produced in Nigeria. Other difficulties
include vulnerability to fungal rots and quality of dried ginger using open sun drying
and/or solar drying. Ginger experiences moisture content loss either vigorously as
a segment of the drying process or flaccidly under controlled storage of the farm
produce which will not guarantee its’ freshness thereafter and therefore will have to
be dried to assured moisture content of about 20–35% (Fig. 7.2).

Although several studies have been conducted on drying of ginger rhizomes there
are no published work on the convective drying of ginger rhizomes (Zingiber offic-
inale) to the knowledge of the authors. This work therefore is centered on the con-
vective drying of ginger rhizomes [8]. The hitherto assumed principal processing of
ginger rhizomes involves sorting, washing, soaking, splitting or peeling and drying
it to moisture content 7–12%. In this work, the target using the convective drying
methodology would be 4–7% from initial moisture content of 87–90% (wb).
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Fig. 7.2 Dried split ginger

7.2 Theoretical Aspects

Drying is a very complex processwhich involves simultaneous heat andmass transfer.
Drying is one of the least understood processes at the microscopic level, because
of the complexities and deficiencies in mathematical formulations. It is a form of
unit operation that converts a liquid, solid or semi-solid feed material into a solid
product of very low moisture content. Ginger drying is very complicated because of
the differential structure of products. The mechanisms used for drying are surface
diffusion or liquid diffusion on the pore surfaces, liquid or vapor diffusion due to
moisture concentration differences, and capillary action in granular and porous foods
due to surface forces.

Drying processes are categorized into two major models:
Distributed model: This model considers simultaneous heat and mass transfer.

It takes into account both the internal and external heat and mass transfers. It pre-
dicts the temperature and moisture gradients in the product better. The distributed
model depends on the Luikov equations that were derived from Fick’s second law
of diffusion as shown in Eq. 7.1.



7 Convective Drying of Ginger Rhizomes 87

∂M

∂t
� ∇2K11M + ∇2K12T + ∇2K13P

∂T

∂t
� ∇2K21M + ∇2K22T + ∇2K23P

∂P

∂t
� ∇2K31M + ∇2K32T + ∇2K33P (7.1)

whereK11,K22,K33 are the phenomenological coefficients whileK12,K13,K21,K23,
K31, K32 are the coupling coefficients.

In most of the drying processes, the effects of pressure are negligible compared
with the temperature and moisture effect. Hence, Luikov equations reduce to:

∂M

∂t
� ∇2K11M + ∇2K12T

∂T

∂t
� ∇2K21M + ∇2K22T (7.2)

Equation 7.2 is themodified formofLuikov equations andmay not be solved using
analytical methods due to the complexities of real drying mechanisms. However, the
modified form can be solved with the Finite Element Method.

Lumped parameter model: This model does not consider the temperature gradi-
ent in the product but assumes a uniform temperature distribution that is equal to the
drying air temperature in the product. This assumption reduces the Luikov equation
to:

∂M

∂t
� ∇2K11M (7.3)

∂T

∂t
� ∇2K22T (7.4)

The phenomenological coefficient K11 is known as effective moisture diffusivity
(Def f ) and K22 is known as thermal diffusivity (α). For constant values of Def f and
α, Eqs. 7.3 and 7.4 can be rearranged as:

∂M

∂t
� Def f

[
∂2M

∂x2
+
a1
x

∂M

∂x

]
(7.5)

∂T

∂t
� α

[
∂2T

∂x2
+
a1
x

∂T

∂x

]
(7.6)

where parameter a1 = 0 for planar geometries, a1 = 1 for cylindrical shapes and a1 =
2 for spherical geometries.

Assumptions resembling the uniform temperature distribution and temperature
equivalent of the ambient air and product were found to cause errors [7]. Henderson
and Pabis reported that this error can be reduced to acceptable values with reduction
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in the thickness of the product. This necessitates the derivation of the thin layer
drying equations. In this report, the mathematical expressions were not solved but
have been presented to alert on the existence of such equations. The work presented
here is purely experimental.

7.3 Methodology

7.3.1 Materials

The Ginger rhizomes used in this study were purchased from the popular Eke Awka
market in Awka, Anambra State and stored at room temperature before being used
for the experimentations. The drying experiments were carried out at the Electronic
Manufacturing Engineering Laboratory (ERMERG) Hawkes building, University of
Greenwich.

The ginger rhizomes used for the experiment were classified under: (a) Blanched
(b) Unblanched (c) Peeled (d) Unpeeled.

7.3.2 Sample Preparation

(a) Blanched

• Fill a large pot with water until half full. Put the pot on a stovetop, and turn
the burner to high heat. Add several shakes of salt to the water.

• Strip the ginger of its outer peel by running a knife vertically and horizontally.
• Put the ginger into the boiling pot of water. Set the stove timer for 3 min.
• Remove blanched ginger and drop it into ice cold water. This will suddenly
put a stop to the cooking process.

• Wait for another 3 min for the ginger to complete the blanching process.
Remove the ginger and place on a paper towel linen plate to dry.

(b) Unblanched

• Freshly unwashed ginger with water

(c) Peeled

• Wash the ginger with water and peel
• Hold a piece of ginger and scrap the edge of ginger with a spoon to peel off
the skin

(d) Unpeeled

• Wash ginger with water and then keep unpeeled
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Fig. 7.3 aRawmaterials for the experiments (GingerRhizomes)bdevice designed for the chopping
of ginger rhizomes to the required sizes (18 × 30 mm diameter) for the drying and heat conduction
experiments

Raw ginger and the device used to chop the ginger rhizomes to size are shown in
Fig. 7.3.

7.4 Methods

ESPEC’s ARS-0680 Environmental Humidity and Temperature Chamber as shown
in Fig. 7.4 was used for heating the specimen at low or high temperature with con-
trolled humidity. TheESPEC’sARS-0680EnvironmentalHumidity andTemperature
chamber has the following features:

• Internal dimension of W850 × H1000 × D800 and an External dimension of
W1050 × H1955 × D1805

• Operating temperature ranging from −73 ◦C to + 180 ◦C(−103 ◦F to + 356 ◦F)

• Temperature function of 0.3 K
• Temperature deviation in space of ±1.5 K
• Temperature gradient of 3.0 K
• Rate of temperature change 6.0 K/min or more while heating and
• Rate of temperature of change 4.2/min or more while cooling.

ESPEC’s Environmental Stress Chambers can withstand heat loads produced by
the specimen, improve temperature change rates, and provide expanded ranges for
temperature and humidity. Each chamber is also equipped with a specimen tem-
perature control function to meet stringent testing demands typically required for
automotive parts and mobile products.

The ginger used was cut into slices of 30 mm diameter and 18 mm thickness by
scoopers designed for this purpose and prepared as Blanched, Unblanched, Peeled
and Unpeeled as previously described at temperatures of 10–60 °C for drying times
of 2 and 24 h and the Linear Heat Conduction Experiment was used to measure the
thermal conductivity of the sample.
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Fig. 7.4 ARS-0680 temperature and humidity chamber

The temperature and humidity chamber installed at the Hawke building, Univer-
sity of Greenwich was used for the drying of the ginger rhizomes at a minimum
temperature of 10 °C; maximum temperature of 60 °C and resident time of 10 min
starting at a room temperature (RT) of 24 °C in the environmental chamber. A total of
16 samples were placed in the environmental chamber which was programmed to run
for 2 or 24 h initially. However, at the end of every cycle, a sample would be retrieved
from the environmental chamber for analysis and measurement to evaluate the per-
centage moisture content and its thermal conductivity using the TD1002A—Linear
Heat Conduction Experiment Unit shown in Fig. 7.5a. Humidity test was totally
ignored in this research, as it was not one of the objectives to meet in this study.

The equipment for Linear Heat Conduction Experiment shown in
Fig. 7.5—TD1002A—has a wooden bar of circular cross-section made up of
two sections with an interchangeable middle section. It is mounted on a base platen
with a clear schematic of the experiment layout. The first brass section includes
three thermocouples and the electric heater (heat source). The second brass section
includes a small water-cooled chamber (heat sink) and three more thermocouples.
The interchangeable middle section was modified with wood for this experiment to
prevent heat loss during the experiment. Each middle section has a thermocouple.
The electric heater and thermocouples connect to sockets on the Heat Transfer
experiments base unit, which also supplies the cold water feed and drain for the heat
sink. The cooling water flow and the heater power were turned on until the materials
attained temperature equilibrium; the temperatures were then recorded along the
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Fig. 7.5 aTD1002A—linear heat conduction experiment unit (LHTEU)with TD1002 heat transfer
experiments base unit b, c diagram for heat conduction along a well-insulated cylindrical rod
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bar. Insulation around the bar reduced heat loss by convection and radiation. A
power of 20 W was used throughout the experiment. The diameter of each ginger
rhizome chopped out from the gingers supplied were 30 mm in diameter and 18 mm
in thickness.

Procedure the Linear Heat Conduction experiment

• The room temperature was initially measured.
• The clip located in the middle of the insulated wooden rod (cylinder) was opened
and the ginger rhizomes inserted.

• Thermal paste was applied between the adjacent faces of the wooden material
to reduce temperature gradient across the joints. The ginger rhizome was then
inserted into the central section at the middle of the cylinder.

• The main water supply was opened. The red valve was completely opened for
water inlet to the cylinder.

• The power supply and the control board were switched on.
• The heater was switched on, and set to 20 W.
• The initial temperatures of the thermocouples T 1, T 2, T 3, T 4, T 5, T 6, and T 7

were measured.
• The temperature of the thermocouples at different time range were subsequently
also measured.

• After the temperature measurements, the heater control was turned to zero; the
heater, the control board and the main power supply were switched off. After
waiting for approximately 5 min for the temperature of the water in the cylinder
to cool down, the red valve and main water supply were turned off.

Procedure adopted during Drying

The Ginger Drying experiment was conducted according to ASAE Standard S352.2
(Convection Oven). Before the experiment started, the whole apparatus was operated
for at least 15–30 min to stabilize the humidity, air temperature and velocity in the
dryer. Drying was started at 08:00 am and continued until the specimen reached
the final moisture content at time set for the experimental. The weight losses of the
sample in the environmental chamber were recorded during the drying period of 2
and 24 hwith electronic balance (EK-200 g,Max 200± 0.01 g). At the end of drying,
the dried samplewas collected for themeasurement of its’ thermal conductivity using
the linear heat conduction equipment.

Determination of Moisture Contents

• The initial mass of the ginger sample was recorded using 0.00001 g “Analytical
Plus Electronic Balance”.

• The ginger was placed into an environmental chamber at constant temperature of
10–60 °C for a time period of 2 and 24 h.

• Then the mass of the dried ginger sample was recorded for the time periods 2 and
24 h.
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Fig. 7.6 Powdered ginger
rhizomes with thermal
conductivity of 0.0503
W/m K

• Mass of the ginger sample was examined regularly till it reached an equilibrium
value (Final mass).

• Moisture content of the ginger was computed.

Determination of Thermal Conductivity

Thermal conductivity of amaterial is defined as the capacity of a body or anymaterial
to transmit or conduct heat. Thermal conductivity is dependent on the following
factors:

• Material structure
• Moisture content
• Density of material
• Pressure and temperature (operating conditions)

Figure 7.6 shows dried and ground (powdered) ginger rhizomes. The thermal
conductivity is mathematically expressed as:

k � QD

�TL
(7.7)

where

A Cross-sectional area
k thermal conductivity (K)
Q Amount of heat transfered through thematerial ( j ) (W)
�T change in temperature (K)
L distance between T4 − T3 (m)

7.5 Results and Discussions

This study investigated two important features of convective drying of ginger
rhizomes:
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1. moisture content characteristics
2. thermal conductivity of each sample at varying drying times and temperatures

using the linear heat conductions experimental unit.

The data on moisture contents of ginger rhizomes dried for 2 h and for 24 h
respectively were plotted in Figs. 7.7 and 7.8 as a function of temperature. The best
fit to the data was found to be a straight line. These figures represent the drying
curves in terms of the moisture content. The reduction of moisture with increase in
temperature is evidence of drying. The drying rate is given in moisture reduction per
degree rise in temperature. The characteristics of these curves are given in Table 7.1.

Table 7.1 shows as expected that the ginger rhizomes dried for a longer time have
higher average reduction in moisture given by the slopes of the graphs as 0.889/°C
for 24 h drying and 0.4437/°C for 2 h drying, giving 50.1% in moisture reduction
rate. The intercept which theoretically gives the initial moisture content at 0 °C is

Fig. 7.7 Moisture content of rhizomes dried for 2 h, plotted as a function of temperature

Fig. 7.8 Moisture content of
rhizomes dried for 24 h,
plotted as a function of
temperature
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Table 7.1 Data for moisture content

Drying time Slope Intercept R-squared

2 h Unbleached 0.3558 93.70 0.8395

Blanched 0.5224 94.51 0.8219

Peeled 0.4829 96.36 0.7974

Unpeeled 0.4137 95.92 0.7693

Average −0.4437 95.12 0.807

24 h Unbleached −0.896 63.30 0.9627

Blanched −0.6656 44.82 0.8949

Peeled −0.8955 59.15 0.9469

Unpeeled −1.099 70.05 0.9774

Average −0.8890 59.33 0.9455

Fig. 7.9 Effects of
temperature on the thermal
conductivities of ginger
rhizomes dried for 2 h

lower at 24 h drying (59.33%) compared to 95.12% on dry basis at 2 h of drying, as
expected. The goodness-of-fit, on the average is higher for ginger dried for 24 h than
for that dried for 2 h. The average moisture content for 2 h drying at 60 °C is 70.6%
while for 24 h drying, it is an average of 7.55%, which is close to the target of 4–7%
desired for this research. This is better than the result of 22.54% obtained at 50 °C
under blanched condition drying for 32 h. Eze and Agbo reported that the principal
processing of ginger rhizomes involves sorting, washing, soaking, splitting or peeling
and drying to moisture content 7–12%. Our results are consistent with this range.
These show the superiority of higher temperature drying and the use of the convective
drying method. The results also show that the lowest moisture content (5.98%) was
obtained for unpeeled ginger while the highest was the blanched (9.04%) all for 24
h-drying and at 60 °C.

The results for the thermal conductivities are presented in Figs. 7.9 and 7.10. The
curves were fitted to polynomial functions of order two and the resulting equations
are given on Table 7.2.
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Fig. 7.10 Effects of
temperature on the thermal
conductivities of ginger
rhizomes dried for 24 h

Table 7.2 (a) For products dried for 2 h (Fig. 7.9). (b) For products dried for 24 h (Fig. 7.10)

(a)

Unblanched K = 0.0002T2 −0.0227T+
0.6588

R2 �0.6588

Blanched K = 0.0002T2 −0.0181T+
0.5184

R2 �0.9106

Peeled K = 0.0002T2 −0.019T+
0.5937

R2 �0.8804

Unpeeled K = 0.0002T2 −0.0178T+
0.5409

R2 �0.8551

(b)

Unblanched K = 7×10−5T2 −0.0071T+
0.2367

R2 �0.9067

Blanched K = 5×10−5T2 −0.0054T+
0.1974

R2 �0.9139

Peeled K = 5×10−5T2 −0.0058T+
0.2074

R2 �0.8875

Unpeeled K = 7×10−5T2 −0.008T+
0.2602

R2 �0.8614

Figures 7.9 and 7.10 have similar shapes and can be seen as drying curves. The
thermal conductivities were high at low drying times as was the case with moisture
contents and decreased to almost asymptotic values at higher drying times at
60 °C. The intercepts which gave the expected conductivities at zero degree centi-
grade were higher for 2 h-dried ginger averaging to 0.578W/mK than at 24 h of dry-
ing, which averaged to 0.225W/mK, by a factor of 61.1%. The thermal conductivity
for 24h-dried ginger at 60 °Capproximates to the thermal conductivity of dried ginger
and it is 0.050W/mK on the average, with unpeeled ginger giving the lowest value of
0.046W/mK and unblanched ginger giving the highest value of 0.055W/mK. For 2 h
of drying the average value was 0.079 W/mK while the unblanched ginger gave
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the lowest and blanched the highest. Previous studies concluded that peeled and
blanched ginger allow a decrease in the resistance of this product to water trans-
portation within the internal and external part because the outer skin of the rhizomes
as observed from the unblanched and unpeeled provides slight resistance due to
its’ non-permeability which causes rigidity during the drying process therefore
disallowing water easy transportation through it.

7.6 Conclusions

The following conclusions were drawn from this study:

• The results obtained for moisture content of ginger rhizomes clearly indicate that
drying at significantly short time (say 2 h) will not reduce the moisture sufficiently
to reduce the effects of pest and bacterial infections.

• The drying rate at higher drying times (24 h) was 0.889/°C and 0.4437/°C for 2 h
drying, giving 50% in moisture reduction rate. The intercept which theoretically
gives the initial moisture content at 0 °C is lower at 24 h drying (59.33%) compared
to 95.12% on dry basis at 2 h of drying, as expected.

• The result of this study shows that the lowest moisture content (5.98%) is obtained
for unpeeled ginger while the highest is the blanched (9.04%) all for 24 h-drying
and at 60 °C.

• The averagemoisture content for 2 drying at 60 °Cwas 70.6%while for 24hdrying,
it was an average of 7.55%. which is close to the target of 4–7% desired for this
research. This is better than the result of 22.54% obtained at 50 °C under blanched
condition drying for 32 h. Eze and Agbo reported that the principal processing
of ginger rhizomes involved sorting, washing, soaking, splitting or peeling and
drying to moisture content 7–12%.

• The significance of drying ginger for a longer time at even lower temperatures
around 60 °C has been shown in this work. At higher temperatures ginger shrink-
ages and surface decolouration may occur. As can be seen, good results are achiev-
able at temperature of 60 °C to sustain the quality of the products.

• The thermal conductivity for 24 h-dried ginger at 60 °Capproximates to the thermal
conductivity of dried ginger and it is 0.050 W/mK on the average, with unpeeled
ginger giving the lowest value of 0.046 W/mK and unblanched ginger giving the
highest value of 0.055 W/mK.

• The results show the superiority of the use of convective drying method over all
other methods.
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Chapter 8
A Multi-agent Simulation Study
for Congestion Minigation in a University
Campus Restaurant

Takeshi Koide, Takeru Kobayashi and Maki Kikuda

Abstract Campus restaurants in many universities in Japan are crowded during
lunch time. Managers of the restaurants usually consider to introduce some methods
for the mitigation of the congestion and it is difficult to execute the introductions
instantly due to the cost of the adoption. Numerical analysis on the effect of the
methods will help the managers to determine if the methods should be adopted. In
this study, a multi-agent simulation model is proposed to estimate the congestion at
lunch break in a campus restaurant in our university. The model represents a series of
customer’s behaviors in the order and pick-up area in the restaurant and interactions
among customers. Simulation study estimates the effect of introductions of new
layouts on the congestion and the influence of the customers who make an order
slowly at an order window.

Keywords Congestion mitigation · Multi-agent simulation · On-site survey
Practical application · Statistical analysis · University campus restaurant

8.1 Introduction

Our university established a new recreation facility building last year. A main
cafeteria-style campus restaurant, operated by the cooperative at our university, is
popular among university members and usually very crowded during lunch break.
Students have towait for their dishes in a queue to a pick-upwindow for around 5min
on average. Some members give up having a lunch in the restaurant in disgust of the
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waiting and the university cooperative loses sales as well as the trust of cooperative
members. Many campus restaurants in Japan are in much the same circumstances.
The congestion problem is to be tackled for university cooperatives not only from
the managerial point of view but also for member’s benefit.

Multi-agent simulation method is a powerful approach to model complex phe-
nomena adopted in various study fields such as sociology, physics, and chemistry
[1–3]. The simulation approach especially provides critical insights to understand
emergent features produced by interactions among numerous agents. Themulti-agent
simulation models have been also applied in service industries, such as retailing [4]
transportations [5], and restaurant industries [6] in order to estimate the performance
of operations to improve quality of services provided.

A university campus restaurant was targeted in a simulation study in [7] to reduce
customer wait time. The study is based on the simulation models for fast food restau-
rants [8–10]. Kitakami et al. [11] constructed a multi-agent simulation model for
behaviors of customers in their university campus restaurant. Using the model, they
observed the transition of usage situation of restaurant seats in every area of the
restaurant. They analyzed the current situation of the target restaurant but did not
propose any methods to mitigate the congestion. Koide and Kikuda [12] estimated
the efficiency of a priority seat system, named speed seats, for the mitigation of con-
gestion in a university campus restaurant by using a multi-agent simulation model.

This study extends the simulation model in [12] to apply the new cafeteria-style
campus restaurant in our university in order to explore some solutions for congestion
mitigation. The proposed model focuses on the area to order and pick-up inside the
cafeteria restaurant and customer’s behaviors are modeled more detailed than those
in [12] while [12] targeted the whole area of another restaurant. In the proposed
model, customer agents come to the order and pick-up area, select their menus, wait
in a queue to an order window, order and pick a dish up, check out at a cash register,
and exit from the area. Simulation experiments measure customer’s dwell time in
the area as an indicator of congestion in some different settings in order to estimate
the effectiveness of layout changes and the influence of the order delays by some
customers.

The rest of this paper is divided into four sections. In Sect. 8.2, the proposedmulti-
agent simulation model for the target restaurant area is shown. Section 8.3 explains
the details of customer’s behaviors in the simulation model. Section 8.4 shows the
simulation experiments for the congestion and their results. Finally, Sect. 8.5 con-
cludes the paper and discusses future works.

8.2 Multi-agent Simulation Model

This study targets a cafeteria-style campus restaurant in our university. The restaurant
locates on the ground floor of a four-story building constructed in 2017 and its seating
capacity is 1400 seats. The floor plan of the order and pick-up area of the restaurant
is illustrated in Fig. 8.1. Customers come into the area from the entrances denoted
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Fig. 8.1 Floor plan of the order and pick-up area of the cafeteria restaurant

by (a). The order counter has three main windows (b), (c), and (d) for noodles, rice
bowls and curries (in short RB&Cs), and main dishes, respectively. Rice and miso
soup are respectively served at (e) and (f) points. More than ten kinds of side dishes
are lined up in the shelves denoted by (g). The island (h), called self-deli, is a sort
of heating cabinet and supplies pre-cooked dishes and boxed lunches. Some dessert
items are sold at the (i) shelves. There are totally six cash registers located at the
positions denoted by (j). This study aims to assess the congestion in the order and
pick-up area excluding the seating area.

The constructed multi-agent simulation model in this study adopts a continuous
space model whose simulation space is shown in Fig. 8.2. The simulation space is
constructed based on the floor plan given in Fig. 8.1. The components (b) through (j)
are allocated at the same positions as in Fig. 8.1. The simulation space is composed
of grid square cells with a side ten centimeter and the size of objects in the space,
such as walls, posts, self-deli, cash registers, and dessert shelves, are adjusted into
the unit cell size. Some way points are adopted in the space so that customer agents
steer around obstacles. The customer agents are represented by circles filled with
corresponding colors to their current destinations.

The target time period in this study is set to 12:10–12:30, the most crowded time
period. The arrival rate of customer agents is computed for three main windows
as well as self-deli based on the practical past results of their supply quantities.
This model assumes that all customers arrive individually for the sake of shorthand
neverthelessmost customers actually come in a group. The elapsed time for restaurant
staffs to serve amenu since a customer orders themenuwas set to the average elapsed
time measured by on-site surveys.
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Fig. 8.2 Simulation space of the constructed simulation model

8.3 Behaviors of Customer Agents

The proposed model represents the customers in the target order and pick-up area as
customer agents which have the following four-stage behaviors: (1) arrival (2) move
(3) queuing and order (4) payment. Some customer agents repeat steps (2) and (3)
to select more than one menus. This section mentions the behaviors in detail.

8.3.1 Arrival

A customer agent is randomly created in every 1.6 s. Customer agents determine a
destination for their menus among noodles window, RB&Cs window, main dishes
window, and self-deli islandwith a probability of 22%, 23%, 43%, 12%, respectively.
The selection probability is determined based on the practical supplied amount of
menus served at each destination. The three windows have each queue and the cus-
tomers who select one of the three windows set his/her destination to the position of
the end of the queue. The customers who select self-deli island proceed there directly
since self-deli does not have a queue. The customer agents arrive at the simulation
space from the entrance closer to their destination.

8.3.2 Move

After arriving at the entrance, a customer agent walks toward its destination. While
a customer agent walks to the end of a queue, another customer agent is sometimes
added to the end of the queue and the position of the end of the queue varies. In order
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to deal with the situation, customer agents periodically confirm the position of their
destination and update it.

The walking scheme is designed to simplify that in [13]. A customer agent basi-
cally travels at 40 cm/s and slows down if there are some other customers in the
circular area 40 cm ahead of the customer with a radius of 35 cm. When the number
of customers in the area is from one to three, from four to six, from seven to eight,
and more than eight, the travelling speed is declined by 60%, 70%, 80%, and 90%,
respectively. When there is an obstacle in the direction of forward movement, the
traveling direction is changed to either left or right direction without obstacles. The
simple avoidance scheme sometimes occurs unrealistic quirky movements. In order
to overcome the problem, some way points are installed in the simulation space and
customer agents travel through the way points to avoid obstacles.

8.3.3 Queuing and Order

When a customer agent arrives at the end of its target queue, the agent starts to
wait in the queue. The outlines of the queues to each window are designated in
the simulation model and the customer agents in a queue make a line along the
corresponding outline.

The head consumer agent in a queue orders a menu at a window and waits for
the menu to be served. The elapsed time to serve a menu is determined based on the
on-site surveys, shown in Table 8.1. The side dishes and desserts are actually not
served and the elapsed time in Table 8.1 means the time to choose and pick up a dish
from shelves. The head consumer is relieved of the queue after receiving the ordered
menu. The next consumer in the queue moves in front of the window and the other
consumers fill up the front.

Some customers consider to pick up other menus, such as rice, miso soup, side
dishes, and desserts, after their first menu. The probability to consider the additional
menus is set as shownTable 8.2. The customer who selected amain dish, for instance,
consider to pick up rice, miso soup, side dishes, and desserts with a probability of
90%, 80%, 50%, and 10%, respectively. When a customer who considers to pick up
side dishes, the customer actually picks up from zero to four dishes. The number
of picked side dishes is assumed to have the binomial distribution with occurrence
probability 30%.When a customerwhoconsiders the other types of additionalmenus,
the customer always picks up one item of the type.

Table 8.1 Elapsed time for a
menu at windows and spots
(s)

Noodles RB&Cs Main dishes Self-deli

18 37 6 5

Side dishes Rice Miso soup Desserts

5 3 5 3
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Table 8.2 Probability to select additional menu

First/additional Rice (%) Miso soup (%) Side dishes (%) Desserts (%)

Noodles 1 5 50 10

RB&Cs 0 20 30 10

Main dishes 90 80 50 10

Self-deli 0 10 20 10

8.3.4 Payment

Customer agents having their all menus travel toward a cash register to make a pay-
ment. The customers select the register with the shortest queue among six registers.
The closer register is selected if there are some registers with the same smallest
length of queue. The head customer in a queue waits for the payment processing
whose elapsed time is set to 15 s determined based on the on-site surveys. The
customer agent leaves from the order and pick-up area and is eliminated from the
simulation space.

8.4 Numerical Experiments

The proposedmulti-agent simulationmodel was developed on artisoc [14], themulti-
agent simulation platform made by Kozo Keikaku Engineering Inc. Two kinds of
numerical experiments using the model have been conducted. The first is to estimate
the effect of new layouts for the order and pick-up area on the lunch break congestion.
The second is to investigate the effect of time delay by customers who make an order
slowly. Through the execution of simulation, dwell time of customers is measured
as the time period from arriving the order and pick-up area to leaving from it. This
study adopts the dwell time as the indicator of the target congestion since customer’s
dwell time becomes longer due to heavier congestion.

8.4.1 Effect by Layout Changes

Preliminary experiments confirmed that the right side of the order and pick-up area,
where there are three queues to the main order windows, has more customers than
the left side as shown in Fig. 8.2. The customers in the two queues from the right,
for a noodle or RB&C, have to cross other queues in walking to a cash register.
The crossing extends the walking time and it might occur an accident to collide
other customers. Increasing the space between queues sounds efficient to relax the
congestion in the right side of the area.
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Fig. 8.3 Simulation space of a new layout, named Layout (1)

On the contrary, the left side of the area has enough space for customers to travel
in Fig. 8.2. The preliminary experiments also confirmed that there are not so many
customers in the queues for cash registers. It is preferable for the restaurant manager
to close one cash register because the staff for the closed register is free and able to
be assigned to another task. This numerical experiment also estimates the effect the
register closure on the customer’s congestion.

A new layout is shown in Fig. 8.3 where a right part of the self-deli island is
detached so as to extend the spaces among the three queues for noodles, RB&Cs,
and main dishes. The queues for RB&Cs and main dishes are partially separated
to make space for customers who cross the queue. The separation reduces two and
six customers in the respective queues for RB&Cs and main dishes inside the area.
Since the elapsed time to order a menu at the head of the queues is given as shown
Table 8.1, 74 (37 times 2) s and 36 (6 times 6) s should be reduced in the dwell time
of customers in the queues for RB&Cs and main dishes.

The layout is proposed to makes customers to be easy to travel after obtaining
their menus and called Layout (1) in the following. The original layout is named
Layout (0) as a target for comparison of Layout (1). This experiment introduces two
more layouts where the rightmost cash register is closed in Layouts (0) and (1). The
layouts are named Layouts (0-) and (1-), respectively.

The simulation has been executed fifty times for the four layouts to measure the
dwell time of customers. The results of the simulation are summarized in Fig. 8.4.

Figure 8.4 indicates that the customers for RB&Cs require longest dwell time
followed by noodles, main dishes, and self-deli. The dwell time for main dishes is
shorter than that for noodles because of the difference between the corresponding
elapsed times shown in Table 8.1 while the length of queue for main dishes tends to
be longer than that for noodles.

In Layout (1), customer’s dwell time for all types of menu except for self-deli
is shortened in comparison with in Layout (0). The t-test to estimate the difference
between the populationmeans of dwell time inLayouts (0) and (1) has been employed
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Fig. 8.4 Average dwell time of customers for each first choice in the four layouts

with considering the inevitable decrease by 74 s and 36 s for RB&Cs andmain dishes,
respectively. The test using a level of significance of 0.05 concludes that Layout (1)
reduces the average dwell time for noodles by 2 s compared with Layout (0), and
causes no significant change for the other first choices. In comparison with Layout
(0-) to Layout (1-), only noodles have significant difference on the average dwell
time of customers by 5 s at a level of significance of 0.05.

The change fromLayout (0) to Layout (0-), whichmeans closing one cash register,
increases the overall average dwell time by 17.0 s, which is 107% of that for Layout
(0). The degrees of the increase for noodles and self-deli are respectively 18.8 s and
22.6 s, greater than those for RB&Cs and main dishes. This is because the closed
cash register locates on the rightmost and the register is convenient for customers
who select noodles and self-deli. The t-test with the same significance condition
concludes that the closing of the register increases customer’s dwell time by 17, 12,
14, and 21 s for noodles, RB&Cs, main dishes, and self-deli, respectively.

The above discussion concludes that the new layout shown in Fig. 8.3 itself has
little contribution to the reduction of customer’s dwell time except for the customers
for noodles, while the generated space between the queues might decrease collusions
and relax customer’smind. The reduction of one cash registermakes a staff freewhile
customers wait 17 s longer to obtain their meals on average.

8.4.2 Effect by Customer’s Order Delay

At the windows in the cafeteria counter, a menu is served in a dish after a customer
make an order. Some customers, who are usually guests outside the campus or new
students, take long time to decide what to order at the head of a queue. The order
delay directly increaseswaiting time for other customers in the queue.This subsection
estimates the influence of the time delay.
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The experiments in this subsection have two kinds of parameters α and β where α

is the rate of the slow customers and β is the time delay on the second time scale. The
values of α and β have been set from 10% to 50% with 10% increments in between
and integers from 0 to 5, respectively. For all combinations of the values of α and β,
the simulation has been executed fifty times to measure customer’s dwell time.

Figure 8.5 represents the simulation results of customer’s average dwell time for
noodles, RB&Cs, and main dishes where the result for self-deli is omitted since
self-deli does not have its queue. In Fig. 8.5, the average dwell time for all types of
menus increases approximately linearly with respect to time delay β for any values
of α. The average dwell time for main dishes is more sensitive than the others to
the value of β since the length of the queue for main dishes is longer than those of
the others. Figure 8.5 also shows that the increment with respect to β is greater for
greater value of α for any types of menus.

The regression lines for eachdata series inFig. 8.5 havebeenderived and the slopes
of the regression lines are displayed in Fig. 8.6. Figure 8.6 clarifies that the customers
for main dishes are influenced more strongly than the other types of menus by the
existence of slow customers to order. The data series in Fig. 8.6 approximately vary
linearly with the value of α and the sloped for the data series also have been derived.
As a result, the average dwell times T is approximately expressed by Eq. (8.1).

Fig. 8.5 Average dwell time of customers with delays a noodles, b RB&Cs, c main dishes
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Fig. 8.6 Slope of regression
lines for data series in
Fig. 8.5

T �

⎧
⎪⎨

⎪⎩

13.0αβ + 308.5 (noodles)

14.5αβ + 539.3 (RB&Cs)

26.1αβ + 206.7 (main dishes)

(8.1)

In Eq. (8.1), the first terms in the right-hand side mean the influence by the order
delay and the constants mean the dwell time of customers with no order delay. A
decrease of 1% inα or β reduces the influenced time by 1% in any type ofmenus. The
decrease of the value of α or β for main dishes is approximately twice as effective
as that for noodles and RB&Cs.

From the managerial point of view, it is important to display a menu list clearly
so that even indecisive customers instantly decide their menu and their order delay
becomes shorter. Bigger signs of menus might be effective to help customers in a
queue to decide their orders before reaching the head of the queue.

8.5 Conclusion and Future Works

This paper constructed a multi-agent simulation model to estimate the congestion
in a campus restaurant at our university. Experimental simulation study using the
model has been conducted to investigate the effect on the congestion by changing
the present area layout and the influence by the existence of customers who make
an order slowly. The simulation study has revealed that the proposed new layout has
little effect on the congestion and the closure of a cash register surely increases the
dwell time of customers in the order and pick-up area. The influence on customer’s
dwell time in queues to three main windows by order delays has been expressed as
an equation of the rate of the slow customers and the time delay.

The proposed model could be modified to deal with the queues outside the simu-
lation space in the model. In a real situation, some queues extend up to the outside
of the target area and some customers change their preferences on menus to select
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another shorter queue so that their dwell timemakes shorter. Furthermore, other eval-
uation scales could be considered to estimate the congestion in the restaurant, such
as waiting time in each queue and times of near collisions, which will be discussed
in a forthcoming paper.
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Chapter 9
Dynamic Virtual Bats Algorithm
with Probabilistic Selection Restart
Technique

Ali Osman Topal, Yunus Emre Yildiz and Mukremin Ozkul

Abstract Nature inspired algorithms have gained increasing attention as a pow-
erful technique for solving optimization problems. Dynamic virtual bats algorithm
(DVBA) is a relatively new nature inspired optimization algorithm. DVBA, like Bat
Algorithm (BA), is fundamentally inspired by bat’s hunting strategies, but it is con-
ceptually very different from BA. In DVBA, a role based search is developed to
avoid deficiencies of BA. Although the new technique outperforms BA significantly,
there is still an insufficiency in DVBA regarding its exploration, when it comes
to high dimensional complex optimization problems. To increase the performance
of DVBA, this paper presents a novel, improved dynamic virtual bats algorithm
(IDVBA) based on probabilistic selection. The performance of the proposed IDVBA
is compared with seven meta-heuristic algorithms on a suite of 30 bound-constrained
optimization problems from CEC 2014. The experimental results demonstrated that
the proposed IDVBA outperform, or is comparable to, its competitors in terms of the
quality of final solution and its convergence rates for high dimensional problems.

Keywords Bat algorithms · Bio-inspired algorithms · Dynamic virtual bats
algorithm · Global numerical optimization · Meta heuristic algorithm · Nature
inspired algorithms

A. O. Topal (B) · M. Ozkul
Computer Engineering, Epoka University, Tirana, Albania
e-mail: aotopal@epoka.edu.al

M. Ozkul
e-mail: mozkul@epoka.edu.al

Y. E. Yildiz
Computer Engineering, Metrapolitan University, Tirana, Albania
e-mail: theyeyildiz@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
S.-I. Ao et al. (eds.), Transactions on Engineering Technologies,
https://doi.org/10.1007/978-981-13-2191-7_9

111

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2191-7_9&domain=pdf


112 A. O. Topal et al.

9.1 Introduction

Bat Algorithmwas introduced byYang as a newmetaheuristicmethod that was based
on the echolocation behavior of bats. It is more like a combination of Particle Swarm
Optimization and Harmony Search [22]. Although BA does not imitate the real bats
successfully, due to its simplicity and effectiveness a large number of BA variations
have been developed and applied to a wide range of real problems [9, 12, 14, 23,
25]. However, as in most of the stochastic algorithms, the standard BA suffers from
the premature convergence problem and it needs improvements in exploration. The
random walk size and the pulse rate parameters play very important role on explo-
ration ability ofBA.Somost of the researchers focusedon these parameters.Recently,
LocalMemory Search Bat Algorithm (LMSBA) [25], Novel Adaptive Bat Algorithm
(NABA) [8], Adaptive Bat Algorithm (ABA) [21], and Chaotic Local Search-based
Bat Algorithm (CLSBA) are developed towards improving BA’s exploration ability.

DVBA, by Topal and Altun [16, 17], is another meta-heuristic algorithm inspired
by bats ability to manipulate frequency and wavelength of sound waves emitted dur-
ing their hunt. DVBA is not a BA variation, it is a new simulation of the bat’s hunting
strategies. In DVBA, a role-based search is developed to improve the diversification
and intensification capability of the Bat Algorithm. There are only two bats: explorer
and exploiter bat. While the explorer bat explores the search space, the exploiter bat
makes an intensive search of the local with the highest probability of locating the
desired target. During the search bats exchange the roles according to their positions.

Recently, DVBAhas been tested onwell-known test functions [16, 17] and supply
chain cost problem [18]. Experimental results show that,DVBA is suitable for solving
most of the low dimensional problems. However, DVBA, similar to other evolution-
ary algorithms, has some challenging problems. For example, the convergence speed
of DVBA is slower than other population-based algorithms like PSO [10], GA [5],
BF [13], and BA. The convergence issue of these algorithms was resolved through
the latest variants [4, 24]. Additionally, in high dimensional multimodal problems,
escaping from the local optima traps becomes a difficult task for DVBA. In fact,
most stochastic optimization algorithms, including particle swarm optimizer (PSO)
[10] and genetic algorithm (GA) [5], suffer from the curse of dimensionality [20].
Simply put, this implies that their performance deteriorates as the dimensionality of
the search space increases. Therefore, accelerating convergence speed and avoiding
the local optima have become two of the most important issues in DVBA.

To minimize the impact of this weakness, an improved version of DVBA is pro-
posed which accelerates convergence speed and avoids the local optima trap. To
achieve both goals, we introduce a new search mechanism for the explorer bat. This
new search mechanism improves the search performance and gives DVBA more
powerful exploitation capabilities. Simulations and comparisons based on several
well-studied benchmarks demonstrate the effectiveness, efficiency and robustness of
the proposed IDVBA [19].

The rest of this paper is organized as follows. Section9.2 summarizes BA, vari-
ants of BA, and DVBA. The improved DVBA algorithm is presented in Sect. 9.3.
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Section9.4 presents numerical experiments and results on the use of IDVBA for
solving CEC 2014 test functions. Finally, conclusions are drawn in Sect. 9.5.

9.2 Bat Inspired Algorithms

In this section we will present a brief theory of the bat algorithm, 4 state of art
modified versions of BA algorithms, and dynamic virtual bats algorithm.

9.2.1 Bat Algorithm (BA)

Bat algorithmwas introduced byYang in 2010 [22]. It is a population based algorithm
which uses bat’s echolocation ability to get optimum solution for tough optimization
problems. Echolocation is a typical sonar system which bats use to detect prey, avoid
obstacles, and locate bats’ roosting crevices in the dark. Bat emits sound pulses and
listens to the returning echoes by using the delay time, loudness of the response and
the time difference between its ears, it can tell the shape, size, and the velocity of the
prey. Bat has also the ability to change the way it emits the sound pulses. If it emits
the sound pulses with high frequency, they will not travel longer but give detailed
information about its close environment which helps bat to detect the prey position
precisely. When bat emits sound pulses with low frequency, they will travel farther,
and give rough information about its surroundings [1, 2].

The algorithm starts by placing n bats randomly in the search space. Velocity
Vi , frequency fi , pulse rate ri , and loudness Ai are initialized for each bat at the
beginning. In each iteration of the main loop, by using Eqs. (9.1), (9.2), and (9.3)
bat’s position and velocity are updated.

fi = fmin + ( fmax − fmin)β, (9.1)

V t
i = V t−1

i + (xti − x∗) fi , (9.2)

xti = xt−1
i + V t

i , (9.3)

where β ∈ [0, 1].
Then the algorithm evaluates the finesses (solutions) and chooses the current best

position x∗. After these updates, if the bat’s pulse rate ri is low (it means that the bat
is far away from the prey), with a high probability (rand() > ri ) it will move near
to the current best bat and make a random short fly there. If its pulse rate is high
then it should be near the prey and it will just make a random fly around its current
position. New position xnew is obtained by Eq. (9.4).

xnew = xold + εAt , (9.4)
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where ε ∈ [−1, 1] a random number, At = 1
n

∑n
i=1 A

t
i is the average loudness of all

the bats at this time step, and n is the number of bats. After the random fly, if the
bats position is better than the current global best and its loudness is loud enough to
be greater than a random number (rand() < Ai ), the bat will fly to this position and
current global best will be updated with the new one. The bats pulse rate ri will be
increased and loudness Ai will be decreased as shown in Eq. (9.5). Then again bats
will be evaluated and the current best x∗ will be updated.

At+1
i = αAt

i , r t+1
i = r0i [1 − exp(−γ t)], (9.5)

9.2.2 Local Memory Search Bat Algorithm (LMSBA)

In LMSBA [25], Yuanbin introduced a new random walk equation in which the
bat’s personal best position is added in the random walk equation to update the bat’s
position. However, the traditional random walk equation is not removed, it is used
for comparison with the new equation and the best one is chosen to update the bat’s
position.

By using this method, LMSBA intends to create local extreme search in BA local
search. However, this method alone might lead the bats to a local optima and they
can be trapped there easily. Because, once they fly to the vicinity of the best solution,
their personal best will be same as the best solution and the alternative solution won’t
help them to escape from local optima trap.

9.2.3 Novel Adaptive Bat Algorithm (NABA)

NABA [8] incorporates two techniques within BA, which include the Rechenberg’s
1/5 mutation rule and the Gaussian/Normal probability distribution to produce muta-
tion step size.

NABA, like LMSBA, offers new equation to generate new solution rather than
doing just random walk. It modifies the random walk equation (Eq.9.4) in line 11 of
original Bat algorithm. NABA controls the random walk step size by the variance of
Gaussian/Normal distribution. The modified equation is as follows:

xnew = xold + εAt N (0, σ ) (9.6)

where σ is the standard deviation.
Kabir used the Rechenberg’s 1/5 mutation rule [15] to adaptively change the

random walk step size and pulse rate to control the exploration and exploitation.
if the success-rate is less than 1/5, NABA is exploring too much and it intends to
move the bats near to the best solution and decreases the step size. If the success-rate
is more than 1/5, NABA is exploiting local optima too much and it increases the
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step size. That will help bats to reach the local optima faster, but the accuracy will
decrease because of the long step size.

9.2.4 Adaptive Bat Algorithm (ABA)

Wang presented an improved bat algorithm [21] to solveBA’s premature convergence
problem. Same as NABA and LMSBA, he improved the random walk equation, but
he also modified the frequency and the velocity equations in BA. In BA, each bat
uses the same frequency increment for the velocity which makes bat’s flight behavior
lack of flexibility. In ABA,Wang proposed a newmethod to let each bat dynamic and
adaptively adjust its flight speed and its flight direction. ABA is targeting to increase
the speed of the bat which is farther from the prey. The farther the distance between
the bat and its prey (global best solution), the faster the speed flying to its prey.

Secondly,Wang improved the randomwalk by combining itwith shrinking search.
Bats which are far away from the current best, make random fly near to the current
best. The step size of random fly within the range [−1, 1] in BA while it shrinks
in ABA as the iteration proceeds. ABA targets to increase the intensification of the
search by shrinking search method.

9.2.5 Chaotic Local Search-Based Bat Algorithm (CLSBA)

CLSBA [2] is a combination of the standard BAwith chaotic sequences generated by
the logistic map. The use of chaos makes the frequency adaptive and more random in
nature to balance the trade-off between exploration and exploitation. The frequency
of pulse emission is modified as follows in CLSBA:

fi (t + 1) = μ × fi (t) × (1 − fi (t)) (9.7)

While the step size of random walk parameters ε (Eq. 9.3) varies within the range
[−1, 1] in BA, it varies within the range [−SF(t), SF(t)] in CLSBA. SF is the
scaling factor which changes dynamically according to the Rechenberg’s mutation
rule. Having a lower value of SF(t) increases the exploitation, a larger value of SF(t)
accelerates the exploration.

9.2.6 Dynamic Virtual Bats Algorithm (DVBA)

Dynamic virtual bats algorithm (DVBA) [16], proposed in 2014 for global numerical
optimization, is a recently introduced optimization algorithm which imitates the bats
echolocation behavior in nature. When bats search out prey, they burst sound pulses



116 A. O. Topal et al.

Fig. 9.1 Exploration:
explorer bat is searching for
prey with a wide search
scope +

Vi : Flying direc on

h11
h12

h13

h14h44
h43

h42
h41

Wavelength (λ)

Fig. 9.2 Exploitation:
exploiter bat is chasing prey
with a narrow search space

Vi : Flying direc on

Wavelength (λ)
+

with lower frequency and longer wavelengths so the sound pulses can travel farther.
In this long range mode it becomes hard to detect the exact position of the prey;
however, it becomes easy to search a large area. When bats detect prey, the pulses
will be emitted with higher frequency and shorter wavelengths so that bats are able to
update the prey location more often [1, 7]. In DVBA, two bats are used to imitate this
hunting behavior. Each bat has its own role in the algorithm and during the search they
exchange these roles according to their positions. These bats are referred as explorer
bat and exploiter bat. The bat that is in a better position becomes the exploiter
meanwhile the other becomes the explorer. While the exploiter bat increases the
intensification of the search around the best solution, the explorer bat will continue
to explore other solutions.

In Figs. 9.1 and 9.2, the hunting strategy of a bat is simulated. The black triangle
is the current solution (bat location), the black circles are the visited solutions on the
search waves in this iteration. During the search, the explorer bat’s search scope gets
in its widest shape; the distance between the search waves and the angle between
the wave vectors (red dashed arrows) get larger (see Fig. 9.1). On the contrary, if the
bat becomes the exploiter bat, its search scope gets its narrowest shape; the distance
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Algorithm 1 DVBA pseudo code. fgbest is the global best solution and d is the
number of dimensions. [16]
1: Objective function f(x), x = (x1, ..., xd )T

2: Initialize the bat population xi (i = 1, 2) and vi
3: Initialize wavelength λi and frequency fi
4: Initialize the number of the waves
5: while (t < Max number of iterations) do
6: for each bat do
7: Create a sound waves scope
8: Evaluate the solutions on the waves
9: Choose the best solution on the waves, h∗
10: if ( f (h∗) < f (xi )) then
11: Move to new solution
12: Decrease λi and increase fi
13: else if ( f (xi ) > fgbest ) then
14: Change the direction randomly
15: Increase λi and decrease fi
16: else if ( f (xi ) = fgbest ) then
17: Minimize λi and maximize fi
18: Change the direction randomly
19: end if
20: Rank the bats and find the current best xgbest
21: end while

between the search waves and the angle between the wave vectors get smaller (see
Fig. 9.2). The number of the visited solutions is same for both bats, just the distance
between the solutions changes dynamically by using wavelength and frequency. The
wavelength and the distance between the solutions are proportional. The frequency
and the angle between the wave vectors are inversely proportional.

The algorithm determines the best solution in the bat’s search scope. If it is better
than the current location (solution), the bat will fly to the better solution, decrease
the wavelength and increase the frequency for the next iteration. These changes are
targeting to increase the intensification of the search.Unless there is no better solution
than the current solution in the search scope, the bat will stay on it, turn around
randomly and keep scanning its nearby surrounding space. It will keep spinning in
this position and expanding its search scope until it finds a better solution. Bats also
exchange the roles according to their position.

The basic steps of the algorithm for minimizing an objective function f (x) are
shown in Algorithm 1.
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9.3 Proposed Novel Improved Dynamic Virtual Bats
Algorithm (IDVBA)

9.3.1 The Weakness of DVBA

In DVBA, the explorer bat’s search scope size is limited by the wavelength. This
search scope might not be large enough to detect better solutions near its surrounding
space. Thus, it is very likely that the explorer bat will be trapped in a local optimum.
In addition, the exploiter bat’s search scope size becomes very small during the
exploitation and it moves very slowly. Therefore it might need toomuch time to reach
the global optima. These problems in DVBA have been eradicated by introducing
probabilistic selection restart techniques in IDVBA.

The concept of IDVBA is analogous to the idea behind the Micro-Particle Swarm
Optimizer [6] and the Micro-Genetic Algorithm [11], where a set of restart opera-
tions are executed after the population has converged. However, IDVBA uses restart
operations according to the bats’ stagnancy during the search and it does not blacklist
the inferior solutions as in micro-genetic algorithm.

9.3.2 Improved Dynamic Virtual Bats Algorithm (IDVBA)

To improve the search performance and give DVBA more powerful search capa-
bilities, we introduce two probabilistic selections: R-random flying probability and
C-convergence probability. If the explorer bat is stuck in large local minima, it
chooses to fly away from the trap randomly with a probability R related to num-
ber of unsuccessful attempts. In addition, it chooses to fly near to the exploiter bat
with a probability C related to the number of escapes attempted from the traps. R is
calculated as follows:

Rt+1
i = Rt

i [1 − exp(−tr ialiγ )], (9.8)

where γ constant and tr iali denotes the number of unsuccessful attempts. Obviously,
the higher the tr iali is, the greater the probability that the explorer bat might fly
away from the trap to a random solution in the search space. As the unsuccessful
attempts increase, the random flying probability Ri decreases and the possibility of
rand() < Ri being true (line 17 in Algorithm 2) increases. This can help the explorer
bat to escape from the local optima trap rapidly. However, the explorer bat should
not leave the trap without exploring the nearby surrounding space. Thus, γ should
be chosen carefully.

The convergence probability C gives possibility to the explorer bat to converge
with the exploiter bat, instead of exploring a random position. Thus, the exploita-
tion speed will be increased rapidly around the best position. Time after time the
explorer bat visits the exploiter bat to speed up the exploitation process then flies
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Fig. 9.3 Characteristics of
Eq.9.9. C-convergence
probability changes as the
unsuccessful trials increases
for γ = 2, 3 and 4
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away randomly to keep up the exploration process. This also increases the exploita-
tion capability of IDVBA. C is calculated as follows:

Ct+1
i = Ct

i [1 − exp(−r f lyiγ )], (9.9)

where r f lyi denotes the number of random restarts. As shown in Eq.9.9, the con-
vergence probability C is inversely proportional with the number of random restarts
r f lyi done by the explorer bat. Thus, increasing random restarts will increase the
probability of rand() > C that allows the explorer bat to visit the exploiter bat often
(line 25–26 in Algorithm 2).

Figure9.3 shows the characteristics of Eq.9.9 for different values of γ as the
unsuccessful attempts of the explorer bat increases. As it can be seen from Fig. 9.3
andAlgorithm 2, the higher γ valuewill keep the explorer bat longer in local minima.
Our preliminary studies have suggested that the best value for γ is in the range of
[2, 4] for the test functions we use in this work. R is calculated with the same
equation used for C Eq.9.9 but with different values of γ . Therefore Fig. 9.3 shows
the characteristics of Eq.9.8 as well. By properly choosing the value of γ , we can
prevent bats from local minima traps while allowing them to explore and exploit
the nearby surrounding space without experiencing too many unnecessary random
jumps. In our experiments, we set γ = 2 for R and γ = 3 for C. According to all
these approximations and improvements IDVBA can be given as in Algorithm 2.
The differences from DVBA are shown in boldface font.

9.4 Numerical Experiments and Results

This section presents an extensive comparison among the performances of eight
algorithms in two groups. In the first group, PSO, BA, DVBA, and IDVBA were
compared. In the second group, IDVBA was compared with four state-of-the-art BA
variants: LMSBA, NABA, ABA, and CLSBA.
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Algorithm 2 IDVBA pseudo code. fgbest is the global best solution and d is the
number of dimensions. The code we discuss in the text is in boldface.
1: Objective function f(x), x = (x1, ..., xd )T

2: Initialize the bat population xi (i = 1, 2) and vi
3: Initialize wavelength λi and frequency fi
4: Initialize the number of the waves
5: Ci = Ri = 1.0
6: while (t < Max number of iterations) do
7: for each bat do
8: Create a sound waves scope
9: Evaluate the solutions on the waves
10: Choose the best solution on the waves, h∗
11: if f (h∗) < f (xi ) then
12: Move to new solution
13: Decrease λi and increase fi
14: tr iali = 0
15: else if f (xi ) > fgbest then
16: Calculate the random f lying probabili t y Ri by Eq. 9.8
17: if rand() < Ri then
18: Change the direction randomly
19: tr iali = tr iali + 1
20: else
21: Restart the search f rom a random posi tion
22: Reset Ri and triali
23: r f lyi = r f lyi + 1
24: Calculate the Ci by Eq. 9.9
25: if rand() > Ci then
26: Produce a new solution around the exploi ter bat.
27: Reset Ci and r f lyi
28: Increase λi and decrease fi
29: else if f (xi ) = fgbest then
30: Minimize λi and maximize fi
31: Change the direction randomly
32: Reset r f lyi and triali
33: end if
34: Rank the bats and find the current best xgbest
35: end while

In our experimental studies, parameter settings of the algorithms are the same as
in their original papers. The population size of the algorithms has been kept 50 to
regardless to the dimension size of the problem.

9.4.1 Comparison Experiments

This paper aims to test the quality of the final solution and the convergence speed at
the end of a fixed number of function evaluations (FEs). According to the instructions
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in CEC 2014 special session we set the maximum number of FEs 3 × 105 and the
dimensions of the problems 30-D. In the tables, the test results are shown in terms
of the mean error (MeanErr) and the standard deviation (STDEV) of the results. The
mean error values are found according to (F(x) − F(x∗)) for evaluating the success
of algorithms, where x is the best found value in a run and x∗ is the global best of
the test function. The best mean error values are typed in bold.

Furthermore, we used t-tests [3] to compare the means of the results produced by
the IDVBA and the other algorithms at the 0.05 level of significance. The statistical
significance level of the results are shown in theTables9.1 and 9.2. There ‘+’ indicates
that IDVBA is significantly more successful than selected one at a 0.05 level of
significance by two-tailed test, ‘∼’ means the difference of means is not statistically
significant and ‘−’ indicates that IDVBA could not win the corresponding algorithm.

9.4.2 Experimental Results and Discussion

The functions f1, f2, and f3 are unimodal and non-separable plate shape problems.
From Tables9.1 and 9.2, it can be seen that these functions are very hard to optimize
and the algorithms did not show a significant success. By analyzing their t-test values,
we can see that the solutions with IDVBA are significantly better than that with other
algorithms, followed by NABA; PSO has the worst solutions. For the function f3,
NABA has the best solutions in terms of Mean Error, followed by CLSBA.

The test functions in second group ( f4 − f16) are simple multi-modal. The t-test
values show that the performance of IDVBA is significantly better than that of other
seven algorithms. In this group, DVBA remained the toughest competitors of IDVBA
in most of the functions.

The third group ( f17 − f22) has six hybrid functions which are almost same as
real-world optimization problems. On these functions, IDVBA exhibits better per-
formance than seven other algorithms. For function f20, BA, LMSBA, NABA, and
ABA have less mean error than that of IDVBA. LMSBA, CLSBA, and NABA per-
formed comparable to IDVBA on f19. In this group, LMSBA and NABA also find
competitive solutions compared with IDVBA, as its t-test values reflect.

In group four, there are eight composition functions. The composition function
merges the properties of the sub-functions better and maintains continuity around
the global/local optima. We can observe that, the performance of IDVBA is superior
overall to that of seven competitors except on the function f30 which LMSBA have
better solutions.

It is explicitly observed that IDVBA found effective results in most cases, which
means that IDVBA using improved search mechanism is more competent in tackling
complex problems.

Additionally, we can observe that among the BA’s variants, LMSBA has the best
performance in terms of the mean, followed by ABA and NABA.
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Table 9.1 Comparison of PSO, BA, DVBA, and IDVBA over 30 test functions of CEC 2014

Func. PSO BA DVBA IDVBA

MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

f1 5.41E+07
(2.24E+07)

+ 6.48E+06
(6.82E+06)

+ 1.05E+05
(4.28E+05)

≈ 6.65E+04
(1.20E+04)

f2 2.42E+08
(4.23E+08)

+ 8.74E+07
(3.76E+06)

+ 2.93E+04
(1.32E+04)

+ 2.31E+04
(1.11E+04)

f3 5.97E+04
(1.07E+04)

+ 2.61E+04
(3.08E+03)

+ 1.59E+04
(6.25E+03)

+ 9.19E+03
(6.25E+03)

f4 1.66E+02
(8.29E+01)

+ 9.89E+01
(2.15E+01)

≈ 1.08E+02
(3.31E+01)

+ 9.51E+01
(2.14E+01)

f5 2.08E+01
(9.01E+01)

+ 2.09E+01
(1.25E−01)

+ 2.01E+01
(6.11E−02)

+ 2.00E+01
(5.41E−02)

f6 2.58E+01
(6.40E+01)

+ 3.01E+01
(2.02E+00)

+ 2.34E+01
(3.16E+00)

+ 5.48E+00
(9.96E−01)

f7 9.28E+01
(1.23E+01)

+ 1.61E+00
(6.43E−02)

+ 1.07E+00
(1.12E−02)

+ 1.06E+00
(8.12E−03)

f8 5.09E−02
(1.11E+00)

≈ 5.10E−01
(3.29E−01)

+ 3.00E−02
(1.76E−01)

≈ 2.37E−03
(8.42E−04)

f9 3.18E+01
(1.28E+02)

≈ 5.68E+01
(2.22E+01)

+ 2.14E+01
(9.52E+00)

≈ 1.86E+01
(3.93E+00)

f10 7.61E+02
(7.61E+02)

+ 1.24E+03
(6.88E+02)

+ 7.90E+02
(1.63E+02)

+ 6.16E+02
(1.28E+02)

f11 6.83E+03
(1.93E+03)

+ 5.39E+03
(7.14E+02)

+ 3.93E+03
(5.23E+02)

+ 6.67E+02
(3.47E+02)

f12 2.86E+00
(2.77E+01)

+ 2.10E+00
(1.33E−01)

+ 9.80E−01
(3.07E−01)

≈ 9.43E−01
(1.36E−01)

f13 6.40E−01
(4.44E−01)

+ 4.80E−01
(7.50E−02)

≈ 5.10E−01
(1.03E−01)

+ 4.34E−01
(8.54E−02)

f14 4.21E−01
(1.57E−01)

+ 2.49E−01
(3.28E−02)

+ 2.00E−01
(2.05E−02)

≈ 2.00E−01
(1.85E−02)

f15 4.47E+00
(1.92E+00)

+ 2.62E+00
(1.24E+00)

≈ 2.49E+00
(6.33E−01)

≈ 2.22E+00
(1.75E−01)

f16 1.29E+01
(4.82E−01)

+ 1.28E+01
(2.08E−01)

+ 1.27E+01
(4.27E−01)

+ 1.22E+01
(3.28E−01)

f17 3.26E+05
(2.57E+05)

+ 1.33E+05
(4.89E+04)

+ 8.09E+04
(3.42E+04)

+ 6.39E+03
(4.67E+03)

f18 1.02E+06
(2.95E+06)

+ 7.09E+05
(1.71E+05)

+ 7.90E+03
(9.35E+03)

+ 8.25E+02
(7.28E+02)

f19 2.82E+02
(1.98E+01)

+ 1.68E+01
(2.03E+00)

+ 1.81E+01
(2.33E+00)

+ 1.50E+01
(1.08E+00)

f20 1.08E+04
(2.18E+03)

+ 5.01E+02
(8.42E+01)

− 8.29E+02
(3.22E+02)

+ 5.51E+02
(3.22E+02)

(continued)
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Table 9.1 (continued)

Func. PSO BA DVBA IDVBA

MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

f21 7.54E+05
(4.21E+05)

+ 7.20E+05
(3.07E+04)

+ 8.45E+04
(4.28E+04)

≈ 6.40E+04
(2.42E+04)

f22 8.24E+02
(5.24E+02)

+ 9.40E+02
(5.43E+02)

+ 4.70E+02
(1.76E+02)

+ 3.70E+02
(1.02E+02)

f23 3.42E+02
(6.24E+00)

+ 3.17E+02
(4.06E−01)

+ 3.16E+02
(3.61E−01)

≈ 3.16E+02
(5.71E−01)

f24 2.05E+02
(2.41E−01)

+ 2.83E+02
(3.67E+01)

+ 2.49E+02
(1.04E+01)

+ 1.40E+02
(7.43E+00)

f25 2.20E+02
(4.51E+00)

+ 2.09E+02
(2.99E+00)

≈ 2.19E+02
(9.11E+00)

+ 2.11E+02
(5.29E+00)

f26 1.00E+02
(2.42E−01)

≈ 1.00E+02
(4.33E−01)

≈ 1.00E+02
(7.53E−02)

≈ 1.00E+02
(3.19E−02)

f27 2.51E+03
(4.82E+02)

+ 7.91E+02
(4.05E+02)

≈ 5.70E+02
(2.61E+02)

≈ 4.50E+02
(7.21E+02)

f28 1.81E+03
(4.91E+02)

+ 2.57E+03
(3.15E+02)

+ 1.56E+03
(3.08E+02)

+ 9.70E+02
(3.71E+02)

f29 8.77E+07
(3.24E+07)

+ 5.44E+05
(2.27E+05)

+ 1.84E+04
(2.20E+04)

≈ 1.48E+04
(3.61E+04)

f30 4.11E+05
(1.87E+04)

+ 5.25E+04
(4.12E+04)

+ 1.19E+04
(5.09E+03)

+ 4.20E+03
(4.26E+03)

+ 27 24 19

− 0 0 0

≈ 3 6 11

“+”, “−”, and “≈” denote that the performance of the corresponding algorithm is significantly
worse than, better than, and significantly not different to that of IDVBA, respectively

9.5 Conclusion

In order to apply DVBA to solve complex high dimensional problems efficiently, this
paper proposes a novel improved dynamic virtual bats algorithm, namely IDVBA.
The proposed algorithm employs two probabilistic selections—random flying prob-
ability R and convergence probability C. They are used to prevent the bats from
falling into the local minimum traps, accelerate the convergence speed, and increase
the accuracy. Results show that we achieved our goal efficiently with the new search
mechanism.

To prove the effectiveness and robustness of the proposed algorithms, the pro-
posed IDVBA was compared with the PSO, BA, DVBA, ABA, CLSBA, LMSBA,
and NABA on all 30 bound-constrained numerical 30-D optimization problems
from CEC-2014. The results demonstrate that the IDVBA achieves a good balance
between exploration and exploitation and has the best universality on different type
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Table 9.2 Comparison of LMSBA, NABA, CLSBA, ABA, DVBA, and IDVBA on all 30 test
functions of CEC 2014

Func. LMSBA NABA CLSBA ABA IDVBA

MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

f1 6.25E+6
(2.25E+6)

+ 6.18E+6
(1.19E+6)

+ 6.38E+6
(1.22E+6)

+ 7.33E+6
(2.21E+6)

+ 6.65E+4
(1.20E+4)

f2 7.53E+7
(2.61E+6)

+ 5.46E+7
(2.92E+6)

+ 6.47E+7
(6.56E+6)

+ 7.18E+7
(4.93E+6)

+ 2.31E+5
(2.11E+4)

f3 1.36E+3
(5.39E+2)

− 2.48E+2
(2.73E+1)

− 5.20E+2
(1.02E+2)

− 1.54E+3
(8.97E+2)

− 9.19E+3
(3.21E+3)

f4 1.02E+2
(4.45E+1)

≈ 1.26E+2
(3.98E+1)

+ 1.70E+2
(7.83E+1)

+ 1.29E+2
(3.40E+1)

+ 9.51E+1
(1.23E+1)

f5 2.08E+1
(3.92E−2)

+ 2.11E+1
(3.08E−2)

+ 2.12E+1
(3.13E−2)

+ 2.09E+1
(3.07E−2)

+ 2.03E+1
(2.16E−2)

f6 2.79E+1
(4.52E+0)

+ 2.93E+1
(3.11E+0)

+ 2.93E+1
(4.01E+0)

+ 2.90E+1
(1.14E+0)

+ 5.48E+0
(9.96E−1)

f7 1.58E+0
(9.03E−2)

+ 1.48E+0
(4.48E−2)

+ 1.56E+0
(9.90E−2)

+ 1.59E+0
(6.72E−2)

+ 1.06E+0
(7.53E−3)

f8 2.32E−1
(2.82E−1)

+ 2.32E−1
(2.43E−1)

+ 2.49E−1
(5.52E−1)

+ 3.18E−1
(4.87E+1)

− 2.37E−3
(8.42E−4)

f9 5.67E+1
(4.97E+1)

+ 5.83E+1
(5.87E+1)

+ 4.60E+01
(3.03E+1)

≈ 6.00E+1
(5.32E+1)

+ 3.86E+1
(3.93E+0)

f10 1.51E+3
(6.57E+2)

+ 1.05E+3
(6.02E+2)

+ 1.69E+3
(6.34E+2)

+ 1.73E+3
(5.72E+2)

− 6.16E+2
(1.28E+2)

f11 5.04E+3
(3.78E+2)

+ 5.26E+3
(3.57E+2)

+ 5.14E+3
(6.10E+2)

+ 5.20E+3
(6.37E+2)

+ 6.67E+2
(3.47E+2)

f12 2.11E+0
(1.99E−1)

+ 1.93E+0
(1.54E−1)

+ 2.03E+0
(1.94E−1)

+ 1.87E+0
(3.16E−1)

− 9.43E−1
(1.36E−1)

f13 9.87E−1
(3.05E−2)

− 4.90E−1
(1.27E−1)

≈ 4.90E−1
(7.33E−2)

+ 4.30E−1
(6.11E−2)

≈ 4.34E−1
(8.54E−2)

f14 3.10E−1
(3.48E−2)

≈ 2.60E−1
(3.74E−2)

≈ 2.70E−1
(5.46E−2)

≈ 2.90E−1
(4.71E−2)

≈ 2.30E−1
(2.14E−1)

f15 2.14E+1
(1.58E+0)

+ 5.87E+0
(1.26E+0)

+ 1.86E+1
(1.16E+0)

+ 2.11E+01
(6.11E−1)

+ 2.22E+0
(1.75E−1)

f16 1.41E+1
(1.76E−1)

+ 1.33E+1
(4.86E−1)

+ 1.34E+1
(3.58E−1)

+ 1.30E+1
(7.35E−1)

+ 1.22E+1
(5.74E−1)

f17 1.02E+5
(3.27E+5)

+ 1.26E+5
(6.67E+4)

+ 1.29E+5
(1.84E+5)

+ 1.70E+5
(3.09E+5)

+ 8.39E+3
(4.67E+3)

f18 9.91E+4
(2.77E+5)

+ 4.15E+5
(2.9E+5)

+ 1.04E+5
(1.17E+4)

+ 2.17E+5
(1.36E+5)

+ 8.25E+2
(7.28E+2)

f19 1.47E+1
(1.78E+0)

≈ 1.41E+01
(1.97E+0)

− 1.49E+1
(7.02E−1)

≈ 2.80E+1
(2.71E+1)

+ 1.50E+1
(1.28E+0)

(continued)
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Table 9.2 (continued)

Func. LMSBA NABA CLSBA ABA IDVBA

MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

t-test MeanErr
(StdDev)

f20 3.52E+2
(5.14E+1)

− 3.87E+2
(1.16E+2)

− 5.30E+2
(5.34E+1)

≈ 4.06E+2
(1.07E+2)

− 5.51E+2
(1.44E+2)

f21 8.41E+4
(6.62E+4)

≈ 7.57E+4
(3.51E+4)

≈ 1.13E+5
(6.87E+4)

+ 1.36E+5
(8.29E+4)

+ 9.40E+4
(4.70E+4)

f22 8.97E+2
(1.67E+2)

+ 1.00E+3
(2.59E+2)

+ 1.03E+3
(8.22E+1)

+ 1.01E+3
(2.06E+2)

+ 3.70E+2
(1.63E+2)

f23 3.21E+2
(4.98E−1)

+ 3.17E+2
(3.63E−1)

+ 3.17E+2
(3.74E−1)

+ 3.19E+2
(2.49E+0)

+ 3.16E+2
(6.31E−2)

f24 2.33E+2
(6.72E+0)

+ 2.43E+2
(1.31E+1)

+ 2.55E+2
(3.28E+1)

+ 2.39E+2
(7.93E+0)

+ 1.40E+2
(7.43E+0)

f25 2.33E+2
(1.10E+1)

+ 2.17E+2
(1.96E+1)

+ 2.19E+2
(1.13E+1)

+ 2.29E+2
(3.73E+1)

+ 2.11E+2
(2.46E+0)

f26 1.03E+2
(5.83E−2)

+ 1.20E+2
(4.01E+1)

+ 1.41E+2
(4.90E+1)

+ 1.00E+2
(9.34E−2)

≈ 1.00E+2
(4.73E−2)

f27 5.47E+2
(2.77E+2)

≈ 1.35E+3
(9.83E+1)

+ 1.25E+3
(9.83E+1)

+ 1.06E+3
(3.40E+2)

+ 6.50E+2
(3.09E+2)

f28 2.13E+3
(7.81E+2)

+ 2.52E+3
(6.41E+2)

+ 3.78E+3
(3.81E+2)

+ 2.50E+3
(1.12E+2)

+ 1.27E+3
(1.49E+2)

f29 1.79E+6
(5.14E+6)

+ 6.71E+6
(9.27E+6)

+ 1.87E+6
(3.63E+6)

+ 4.06E+6
(5.06E+6)

+ 1.78E+4
(8.01E+3)

f30 4.47E+3
(6.03E+2)

− 1.11E+4
(4.67E+3)

≈ 1.19E+4
(8.17E+3)

+ 1.48E+4
(1.73E+3)

+ 9.20E+3
(3.78E+3)

+ 21 23 25 22

− 4 3 1 5

≈ 5 4 4 3

“+”, “−”, and “≈” denote that the performance of the corresponding algorithm is significantly
worse than, better than, and significantly not different to that of IDVBA, respectively

of problems. And we can say that IDVBA in general performs better or comparable
to other algorithms.
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Chapter 10
Clustering for Binary Featured Datasets

Peter Taraba

Abstract Clustering is one of themost important concepts for unsupervised learning
in machine learning. While there are numerous clustering algorithms already, many,
including the popular one—k-means algorithm, require the number of clusters to be
specified in advance, a huge drawback. Some studies use the silhouette coefficient
to determine the optimal number of clusters. In this study, we introduce a novel
algorithm called Powered Outer Probabilistic Clustering, show how it works through
back-propagation (starting with many clusters and ending with an optimal number
of clusters), and show that the algorithm converges to the expected (optimal) number
of clusters on theoretical examples.

Keywords Binary valued features · Clustering · Emails · k-Means · Optimal
number of clusters · Probabilities

10.1 Introduction

For over half a century, clustering algorithms have generated massive research inter-
est due to the number of problems they can cover and solve. As an example [1], the
authors use clustering to group planets, animals, etc. The main reason for the popu-
larity of clustering algorithms is that they belong to unsupervised learning and hence
do not require manual data labeling, in contrast to supervised learning, which can
require the cooperation of many people who often disagree on labels. As an example
one can even mention Pluto, the celestial body no longer considered a planet as of
2006. The advantage of using unsupervised over supervised learning is that rather
than relying on human understanding and labeling, clustering algorithms rely purely
on the objective properties of the entities in question. A good clustering algorithm
survey can be found in [2].

The largest obstacle for clustering algorithms is finding the optimal number of
clusters. Some results on this topic can be found in [3], where the authors com-
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pare several algorithms on two to five distinct, non-overlapping clusters. As another
example, one can mention [4], where the authors use a silhouette coefficient (c.f. [5])
to determine the optimal number of clusters.

In this study, we construct three theoretical datasets: one with clusters that are
clearly defined, a second with clusters that have randomly generated mistakes and
last but not least clusters which have majority of features noisy. We then show that
the algorithm introduced in this chapter converges to the expected number of clusters
for all three examples.

This chapter is organized as follows. In Sect. 10.2, we describe the Powered
Outer Probabilistic Clustering (POPC) algorithm. In Sect. 10.3, we confirm on three
theoretical examples that the algorithm converges to the expected number of clusters.
In Sect. 10.4, we present an additional example of real email dataset clustering. In
Sect. 10.5, we dive deeper into the algorithm properties. And finally in Sect. 10.6,
we draw conclusions.

10.2 Algorithm Description

The POPC algorithm, originally introduced in [6], relies on computing discounted
probabilities of different features belonging to different clusters. In this section, we
use only features that have binary values 0 and 1, which means the feature is either
active or not. One can write the probability of feature fi belonging to cluster k as

p(cl( fi ) = k) = c(s j ( fi ) = 1, cl(s j ) = k)Cm + 1

c( fi = 1)Cm + N
,

where c is the count function, cl is the clustering classification, N is the the number of
clusters, k ∈ {1, . . . , N } is the cluster number, s j are samples in the dataset, s j ( fi ) ∈
{0, 1} is the value of feature fi for sample s j , and Cm is a multiplying constant (we
use Cm = 1000 in this study). If we sum over all clusters for one feature, we get:

N∑

k=1

p(cl( fi ) = k) = 1,

and subsequently further over all features fi we get:

F∑

i=1

N∑

k=1

p(cl( fi ) = k) = F. (10.1)

If we used (10.1) as the evaluation function, we would not be able to optimize
anything, because the function’s value is constant no matter how we cluster our
samples s j . Hence, instead of summing over probabilities, our evaluation function J
uses higher powers of feature probabilities as follows:
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Fig. 10.1 Values of the evaluation function for a hypothetical case where there is one feature and
two clusters. If the feature is distributed between two different clusters, the evaluation function J
has a lower value (near 0.5 on the x-axis). In case the feature belongs to only one cluster, or mostly
to one cluster, J has a higher value for evaluation function (left near 0.0 or right near 1.0 on the
x-axis—values close to optimum J ( fi ) = 1)

J =
F∑

i=1

J ( fi ) =
F∑

i=1

N∑

k=1

pP(cl( fi ) = k) ≤ F, (10.2)

where P is the chosen power and we choose P > 1 in order to have a non-constant
evaluation function. The main reason why this is desired can be explained with
reference to a hypothetical case where there is only one feature and two clusters. We
want samples with s j ( f1) = 1 to belong only to one of two clusters. In the case that
samples are perfectly separated into the two clusters on the basis of the one feature,
we maximize

∑N
k=1 p

P(cl( fi ) = k) (value very close to 1 as we use discounting).
In the case that some samples belong to one cluster and some to the other, so the
separation is imperfect, we get a lower evaluation score (value significantly lower
than 1) for the feature. The higher the power P , the lower the score we obtain when
one feature is active in multiple clusters. This is displayed in Fig. 10.1 for different
powers P ∈ {1, 2, 3, 10} and two clusters. For results reported in this section we use
P = 10.

The algorithm starts by using the k-means algorithm to assign each sample s j a
cluster number. The number of clusters is set to half the number of samples in the
dataset. Then the algorithm proceeds to reshuffle samples s j into different clusters
{1, . . . , N }. If the evaluation function J increases as a result of reshuffling, the new
cluster assignment is preserved. The algorithm ends when reshuffling no longer
increases the evaluation function J .
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The algorithm can be summarized in the following steps:

1. Using k-means clustering, assign each sample s j cluster cl(s j ) = k, where k ∈
{1, . . . , N } and N—the number of clusters—is chosen to be half the number of
data samples.

2. Compute Jr=0 for the initial clustering, where r denotes the iteration of the
algorithm.

3. Increase r to r := r + 1, start with Jr = Jr−1.
4. For each sample s j , try to assign it into all the clusters to which it does not belong

to (cl(s j ) �= k)

a. If the temporary evaluation score JT with the temporarily assigned cluster
improves over the previous value, i.e. JT > Jr , then assign Jr := JT and
move sample s j to the new cluster.

5. If Jr is equal to Jr−1, then stop the algorithm. Otherwise go back to step 3.

Remark 1 (Implementation detail) The algorithm can be made faster if one saves
the counts of different features for different clusters and updates these counts only if
and when the evaluation score improves. This is just an implementation detail, which
speeds up computations significantly and does not influence the result.

10.3 Examples

In this section, we create three theoretical examples, one perfect, one slightly imper-
fect and one with a majority of noisy features.

For the perfect example, we create a dataset containing 200 samples with 100
features and assign each sample to a random cluster (N = 7) with a uniform discrete
distribution, so that every cluster has approximately the same number of samples. In
the same way, we assign every feature to a cluster. A feature is active (its value is
1) only if the feature belongs to the same cluster as the sample and only 80% of the
time.

In Fig. 10.2 top, we show the k-means evaluation function depending on the
number of clusters. There is a break-point at exactly N = 7, the expected number
of clusters. Figure 10.2 bottom shows the number of clusters created by the POPC
algorithm. We can see that if we start with a number of clusters larger or equal to 7,
we always end with the expected number of clusters 7.

The first example clustered with POPC algorithm is displayed in Fig. 10.3. As
shown, clusters are found as expected.

For theoretical example 2, we create also noisy features, which do not belong to
any cluster. These features can be active for samples belonging to any cluster. They
are active 20% of time. The results for example 2 are displayed in Fig. 10.4. The
POPC algorithm introduced in this chapter once again yields the expected number
of clusters.
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Fig. 10.2 (Top) K-means evaluation function depending on the number of clusters for example 1.
(Bottom) Number of clusters created by the POPC algorithm depending on the number of starting
clusters
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Fig. 10.3 Theoretical example 1—seven perfect clusters clustered by POPC. On vertical axis we
have different samples belonging to different clusters (separated by lines) and on horizontal axis
we have different features

The second example clustered with POPC algorithm is displayed in Fig. 10.5. As
shown, clusters are found as expected despite having a small amount of imperfect
features.

For theoretical example 3, we create 7 clusters with every cluster having 30 sam-
ples with 20 features. Every cluster has exactly one feature, which is active only for
the cluster it belongs to. The remaining 13 features are random features, which do
not belong to any cluster and are activated 50% of time. This is the main example,
which shows why the POPC algorithm is so useful. K-means algorithm, due to a
majority of features being randomly active, cannot find features which are signifi-
cant features for clusters and finds clusters which are not the way we would expect
them. Evaluation function Jk−means is very close to 0 even if we knew we are looking
for 7 clusters. This is displayed in Fig. 10.6.

On the other hand, when we use POPC algorithm we find exactly 7 clusters we
expected and more importantly JPOPC is close to 7, which is the amount of features
that are significant to respective clusters. This is displayed in Fig. 10.7. This last
theoretical example explains why in real life situations, POPC is not only able to
find the correct number of clusters, but also to find significantly better clusters than
k-means for binary feature datasets.

All the theoretical examples introduced in this section can be generated with C#
code which can be downloaded from [7]. Same code contains implementation of
popc algorithm.
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Fig. 10.4 (Top) K-means evaluation function depending on the number of clusters for example 2.
(Bottom) Number of clusters created by the POPC algorithm depending on the number of starting
clusters
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Fig. 10.5 Theoretical example 2—seven imperfect clusters clustered by POPC. On vertical axis
we have different samples belonging to different clusters (separated by lines) and on horizontal axis
we have different features. Last 10% features (on right) are the features, which do not belong to
any cluster and are active 20% of time

10.4 Real Life Example—Email Dataset

As a last example, wewill use an example from real life: email data. Each email is one
sample in the dataset. The features are the people included on the email. Results are
displayed in Fig. 10.8. As shown in the graph on the top, there is no clear break-point
as in the previous two examples, showing why it is so hard in real life situations to
find the optimal number of clusters. Despite this fact, when we start with the number
of clusters larger than or equal to 93, the algorithm introduced in this chapter settles
on a final clustering with 26 clusters.

The email dataset contains 270 emails (samples) and 66 people (features). The
final score for the evaluation function with 26 clusters is J = 52.19 out of the max-
imum possible value 66. Even if we knew the correct number of clusters (which we
do not) and used it with k-means, the evaluation function introduced in this chapter
would be Jk−means = 32.91, which is significantly lower than 52.19. This represents
an improvement in cluster quality of 29.21%. The score reflects approximately the
number of people who belong only to a single cluster. Email clusters for the email
dataset are displayed in Fig. 10.9. Improvement over k-means was confirmed on
emails of two other email datasets belonging to other people. Due to privacy issues,
the email dataset is not shared as it belongs to a private company.

Remark 2 (Interesting detail) While the maximum evaluation function value can be
achieved by assigning all samples to the same single cluster, when starting with a
large number of clusters, the algorithm does not converge even for real life datasets
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Fig. 10.6 Theoretical example 3—seven imperfect clusters clustered by k-means. (Top) On ver-
tical axis we have different samples belonging to different clusters (separated by lines) and on
horizontal axis we have different features. (Bottom) K-means evaluation function based on number
of clusters—no clear break of evaluation function as for two previous theoretical examples

to a single cluster due to the use of back-propagation and the presence of local
maximums along the way which result from reshuffling only a single sample at a
time. This provides unexpected, but desired functionality. For the same reason, we
are not able to start the algorithm with one cluster and subsequently subdivide the
clusters, because this would only lower the evaluation function’s value. Hence, the
algorithm works only backwards.
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Fig. 10.7 Theoretical example 3—seven imperfect clusters clustered by POPC. On vertical axis
we have different samples belonging to different clusters (separated by lines) and on horizontal
axis we have different features. First 7 features (from left) are the significant features of respective
clusters. Remaining 13 features are non-significant features, which do not belong to any cluster and
are active 50% of time

10.5 Deeper Dive into the Algorithm

In this sectionwe dive deeper into properties of the algorithm introduced in this paper
(but for simplicity, we omit multiplying constant Cm and ···+1

···+N technique which is
used to achieve non-zero probabilities).

As a first example, we consider the simple example of two clearly separated
clusters, which features do not intersect as it is displayed in Table 10.1. Evaluation
of the function is the same whether we have one or two clusters:

J2clusters = n

((
k

k

)P

+
(
0

k

)P
)

+ m

((
l

l

)P

+
(
0

l

)P
)

= n + m = J1cluster

But if we start with two clusters, the evaluation function will not allow joining
these two clusters, as we move only one sample at a time and the evaluation function
would not improve for different rounds r of algorithm (Jr > Jr+1). Consider moving
sample from cluster 2 to cluster 1:

Jr = n + m > n + m

((
l − 1

l

)P

+
(
1

l

)P
)

= Jr+1
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Fig. 10.8 (Top) K-means evaluation function depending on the number of clusters for real life
example (emails). (Bottom) Number of clusters created by the POPC algorithm depending on the
number of starting clusters
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Fig. 10.9 Email clustering example. Emails are displayed as ‘o’ in different cluster circles. People
are displayed as ‘+’ and connections between emails and people included on these emails are
displayed as lines between them

for P > 1, hence sample from cluster 2 will not move to cluster 1 and it could be
shown the same way for sample from cluster 1 to cluster 2. This is the reason these
two clusters will not be joined for k > 1 and l > 1.

Now, we explore a slightly more complicated situation when we have two clusters
(Email Group 1 and 2). In one cluster, we have communication with all people
(features 1 to n + m), and in the other email group we communicate only with a
subgroup of people in the first email group (features n + 1 to n + m). This is shown
in Table 10.2.

Now if we ask if these two clusters should be together or not, without optimizing
our evaluation function by moving only one sample at a time, the answer is they
should be together as

J2clusters = n + m

((
k

k + l

)P

+
(

l

k + l

)P
)
< n + m = J1cluster
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Table 10.1 Two groups of emails with k + l samples and n + m people (features)—completely
separated

Sample
number

Email
group

F1 ... Fn Fn+1 ... Fn+m

1 1 1 ... 1 0 ... 0

... 1 1 ... 1 0 ... 0

k 1 1 ... 1 0 ... 0

k + 1 2 0 ... 0 1 ... 1

... 2 0 ... 0 1 ... 1

k + l 2 0 ... 0 1 ... 1

Table 10.2 Two groups of emails with k + l samples and n + m people (features)—intersected
features

Sample
number

Email
group

F1 ... Fn Fn+1 ... Fn+m

1 1 1 ... 1 1 ... 1

... 1 1 ... 1 1 ... 1

k 1 1 ... 1 1 ... 1

k + 1 2 0 ... 0 1 ... 1

... 2 0 ... 0 1 ... 1

k + l 2 0 ... 0 1 ... 1

for P > 1, which we consider.
So the question to answer is why, when using back-propagation, even though

J1cluster > J2clusters for the situation in Table 10.2, we do not end up with one cluster.
Consider we have two clusters, and we move one sample from group two to group
one only if the evaluation function is increased:

Jr = n + m

((
k

k + l

)P

+
(

l

k + l

)P
)

< n + m

((
k + 1

k + l

)P

+
(
l − 1

k + l

)P
)

= Jr+1

which holds if
kP + l P < (k + 1)P + (l − 1)P

and for case when P = 2 it is if
l < k + 1.
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Fig. 10.10 The condition kP + l P < (k + 1)P + (l − 1)P is the same for P = 2 and P = 10 for
k ∈ {2, ..., 40} and l ∈ {2, ..., 40}. Circle indicates condition is not fulfilled, while empty space
opposite.

This means if there are enough samples l of the second group, at least k + 1, the
member of group two will not move to group one and the clustering algorithm ends
up with two clusters. Even for P = 10, the condition seems to be unchanged and is
displayed in Fig. 10.10.

Another question for this example is why does the sample from group one not
move to group 2. This can be explained by

Jr = n + m

((
k

k + l

)P

+
(

l

k + l

)P
)

> n

((
k − 1

k

)P

+
(
1

k

)P
)

+ m

((
k − 1

k + l

)P

+
(
l + 1

k + l

)P
)

= Jr+1

Even this simple situation can get complicated, but for n � m, we can simplify
the equation to

Jr
n

≈ 1 >

((
k − 1

k

)P

+
(
1

k

)P
)

≈ Jr+1

n
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Fig. 10.11 The condition Jr = n + m

((
k

k+l

)P +
(

l
k+l

)P
)
> n

(( k−1
k

)P + ( 1
k

)P)
+

m

((
k−1
k+l

)P +
(
l+1
k+l

)P
)

= Jr+1 is not the same for P = 2 (left) and P = 10 (right) for

k ∈ {2, ..., 40} and l ∈ {2, ..., 40}. For this example, we chose n = m = 10. Circle indicates
condition is not fulfilled, while empty space opposite

which is true for P > 1 and k > 1. So if n is significantly larger than m, we have no
reason to move the sample from group 1 to group 2. When this condition is fulfilled
versus not is displayed in Fig. 10.11 also for case n = m = 10.

This is when parameter P starts to play its role unlike before (Fig. 10.10) and
whether two clusters are joined or not depends on P .

10.6 Conclusions

We introduced a novel clustering algorithm POPC, which uses powered outer proba-
bilities and works backwards from a large number of clusters to the optimal number
of clusters. On three theoretical examples, we show that POPC converges to the
expected number of clusters. In a real life example with email data, we show that it
would be difficult to determine the optimal number of clusters based on the k-means
evaluation score, but when the algorithm introduced in this chapter is used, it settles
on the same number of clusters as if we had started with a large enough initial number
of clusters. Importantly, the clusters are of higher quality in comparison with those
produced by k-means even if we happened to know the correct number of clusters
ex ante. Software Small Bang, which clusters emails and uses POPC algorithm, can
be downloaded from [8].
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Chapter 11
Addressing the Challenges of Igbo
Computational Morphological Studies
Using Frequent Pattern-Based Induction

Olamma U. Iheanetu and Obododimma Oha

Abstract Computational studies of Igbo language are constrained by non-
availability of large electronic corpora of Igbo text, a prerequisite for data-driven
morphological induction. Existing unsupervisedmodels,which are frequent-segment
based, do not sufficiently address non-concatenative morphology and cascaded affix-
ation prevalent in Igbo morphology, as well achieving affix labelling. This study
devised a data-driven model that could induce non-concatenative aspects of Igbo
morphology, cascaded affixation and affix labelling using frequent pattern-based
induction. Ten-fold Cross Validation (TCV) test was used to validate the proposi-
tions using percentages. An average accuracy measure of 88% was returned for the
developed model. Ten purposively selected Igbo first speakers also evaluated sam-
ples of 100 model-analysed words each and the mean accuracy score of 82% was
recorded. We conclude that morphology induction can be realized with a modestly
sized corpus, demonstrating that electronic corpora scarcity does not constrain com-
putational morphology studies as it would other higher levels of linguistic analysis.

Keywords Computational morphology · Frequent pattern-based morphology
Igbo computational morphology · Igbo morphology · Rule-based learning
Morphology induction

11.1 Introduction

Statistical morphological analysis of natural languages is a more viable option than
traditional rule-based approach, especially for resource-scarce languages [2] due
to the fact that these set of languages are less studied or under-studied. Statistical
approaches to learning are largely data-driven. A very favoured statistical learning
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method is the Unsupervised Learning Method (ULM). ULMs require large volumes
of data to train the learner in other to make accurate classifications of unseen objects.
Unfortunately, large volumes of electronic data are a scarce commodity for resource-
scarce languages such as Igbo, and thus a major set-back in adopting data-driven
approaches for computational studies [15].

The underlying fact is that most of the existing models of morphology induction
are designed based on inherent behaviour of language which are arbitrary occurrence
of word segments and frequent occurrence of word segments. This results in some-
what universal models although some uncommon peculiarities of some languages
can render such models inappropriate/ insufficient for those languages. However, [5]
argued that existing ULMs are not sufficient for Bantu languages. Igbo may not be
a Bantu language but [3] believes that it belongs to the same language phylum as
Bantu languages, causing it to share some similarities with them. Creutz [4] are of
the opinion that ULMs are unsuitable for languages with sparse linguistics data in
computer readable form.

Although some of the existing ULMs correctly analyse inflected Igbo words,
results show that these models cannot sufficiently breakdown words produced from
reduplication, circumfixation, compounding and interfixation morphological pro-
cesses in Igbo. A further complication results from the highly agglutinative nature
of Igbo, according the language the capability of having as high as four cascades
of affixes, thus posing a challenge for the analyses of all affixes [15]. These situ-
ations and circumstances frustrate the morphological induction of Igbo and other
resource-scare languages, which are mostly African languages. Proffered methods,
as suggested by [16], should take into cognizance the challenge of scarcity as well
as other peculiar characteristics of the Igbo morphology.

Theunderlying languagebehaviour for inflection is frequentword segments preva-
lent in a given corpus, hence most existing ULMs are frequent segment-based. As
established in [16], frequent pattern-based ULMs could work better for most derived
words, especially if they share some similarities with Igbo.

11.2 Previous Literature

Most unsupervised morphology models carter for languages having orthographic
inconsistencies which necessitate adjustments in the heuristics used. Such adjust-
ments may not be necessary for Igbo because of the high level of regularity in its
orthography [15]. A consensus in ULM is that affix classification is still elusive [13].
Arbitrary Character Assumption (ACA) and Frequent Flyer Assumption (FFA) was
postulated by [12] for the extraction of morpheme boundaries, on the premise that
words are normally arbitrarily occurring segments. The frequently occurring seg-
ments which are equi-length with the segments that occur arbitrarily have a high
probability of being affixes. Goldsmith [11] identified morpheme boundaries using
the principle of Minimum Description Length (MDL) which describes the morphol-
ogy that offers the least minimum description length. Harris [14] is a foundational
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study in unsupervised morphology induction that bootstraps the problem of identi-
fying morpheme boundaries using a heuristic approach; successor frequency. These
ULMs are only representative of the general approaches to the unsupervised learning
of morphology which are mostly frequent-segment based.

A brief background on Igbo language shows that Igbo is a tonal language spoken in
South-east part ofNigeria [16] having an approximate thirty dialects [24, 26] but Stan-
dard Igbo is widely spoken and understood, and as well generally accepted among
Igbo speakers. Igbo language is a member of the West Benue-Congo languages [3],
formerly classified under the Niger-Congo Kwa language family; a language fam-
ily characterized by two tones (high and low) and a down step that apply different
meanings to the same set of phones [9]. Igbo exhibits a rich agglutinative morphol-
ogy [23, 26] and Igbo verbs also inflect for aspect [26]. Igbo features a wide variety
of highly productive concatenative and non-concatenative morphological processes.
Owing to the agglutinative nature of Igbo morphology, cascaded affixation, a highly
productive morphological process, becomes a common occurrence.

Most Igbo morphological processes can be generalized as affixation. An affix can
come before the root word (prefix), or in between (infix or interfix, depending on
where it splits the root word) or after the root word (suffix). Ndimele [22] noted that
the position and function of an affixwhen it is attached to a root is definitive of the cat-
egory of that affix.Hence there exist prefixes, suffixes, infixes, interfixes, circumfixes,
superfixes and suprafixes in the positional classification of affixes. For Igbo language,
prefixation, suffixation, interfixation [7, 20], superfixation and circumfixation apply
[20]. Non-concatenative morphological operations involve root modification [25]
truncation, subtractions, conversion and transfixation, which according [18] can-
not be resolved by recurrent partials. Although most Igbo morphological processes
are concatenative, some manifest majorly as non-concatenative morphology. These
include interfixation, circumfixation and compounding.

11.3 The Problem

The cost of rule-based morphology models is very high in terms of data annotation
cost, labour and the time involved. In addition, RBMs are subject to human error.
The demands of UML approach are unattainable for resource-scarce languages like
Igbo. ULMs require many examples to learn from. These examples are offered by
the availability of very large amounts of electronic data or corpora. Igbo at present
has very sparse linguistic data in computer readable form available for computational
studies.

Simple affixations in Igbo may be discovered by known approaches to unsu-
pervised learning; however, these approaches may not work well for multiple
affixations, which is prevalent in some Igbo morphological processes. While exper-
imenting with Linguistica, it was observed that Linguistica could not accurately
analyse derived words like compounds and words having multiple extensional
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suffixes. This was quite explainable judging that Linguistica was tested on English
and French corpora; languages that rarely exhibit multiple suffixation.

Non-concatenative processes like reduplication and compounding pose a chal-
lenge for existing unsupervised learning models. This is because the affixes of words
realized from these morphological processes may not occur as frequently in the cor-
pus as the relevant threshold may demand. It is possible therefore that some relevant
segments may record lone occurrence in the corpus and therefore may not be prop-
erly identified as valid morphemes. It is pertinent therefore to devise new methods
that can cater for Igbo words that feature compounding and reduplication.

Igbo, Dghweâe [6] and Yoruba languages [1] exhibit interfixation; a rare mor-
phological behaviour. Interfixes may not feature as frequently occurring segments
and therefore may not be captured by frequency-based morpheme boundary identi-
fication methods. Typical Igbo interfixes are merely Igbo phonemes represented in
writing as l, m, r, and so on, stand between two copies of a stem. Somemorphological
processes of interest in this study include the following

Extensional suffixation Where wa, zie, nu. and kwa are extensional suffixes that
extend the meaning of the verb. See examples below

kpachapu.kwaranu. kpa-cha-pu. -kwa-ra-nu.
laghachikwaara la-ghachi-kwa-a-ra

Reduplication—full reduplication is achieved by duplicating the stem word,
although some scholars have argued that because the words do not undergo any
morphological processing, it is mere repetition. Another way of realizing gerunds
in Igbo is by reduplicating verb stems having the—CV structure and prefixing a
harmonizing ò. or ò vowel and appropriate reduplicating vowel—i, i, u, or u. . This is
known as partial reduplication

ò. + lu. (marry) + lu. → o. lu. lu. (marriage)
ò + zù (steal) + zù → òzùzù (act of stealing)

Partially reduplicatedword is described as aword having a prefix and two identical
roots, or a word having a prefix and two roots that differ only in the vowel of one of
the roots, only if such differing vowel is a member of the list of valid reduplicating
vowels—i, i., u, and u. . v ∈ {i, i., u, u. }.

Given an Igbo root verb R � r1, r2, . . . , rn , a partially reduplicated word w �
pr1vR, such that p ∈ {o, o. }, {i, i., u, u. } ∈ v and R ∈ VocR where VocR is a set of
Igbo verb roots.

o. -gb-u. -gbo. reduplicating vowel = u.
o-gb-u-gbu reduplicating vowel = u
o-l-i-lo reduplicating vowel = i
o. -g-i.-ga reduplicating vowel = i.

Interfixation—This is a word that has an affix (interfix) which splits the word into
two identical segments.

Given a vocabulary Voc and words w ∈ Voc, if w can be broken into segments
such that w � w1, s1,w1 there is a probability Pin f x (w) that s1 is an interfix between
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two segments of w1 if w1 � w1 and s1 ∈ {da, gh, l,m, r}. Where Pin f x (w) =
Probability that w is an interfixed word [15]. In a way, interfixation can be viewed
as full reduplication having an interfix between the words, if the interfix belongs to
the list of true interfixes comprising l, m, r, da or gh.

ede-m-ede interfix = m
ogo-l-ogo interfix = l
egwu-r-egwu interfix = r

Compounding—Compounds are gotten from the coexistence of two stems, base
forms or morphemes as a single word. In general terms, a compound comprises two
or more stems that together to form a word.

obi + o.ma → obio.ma (good heart)
chi + ma → chima (God knows).

Given a vocabulary Voc and wordsw ∈Voc, if w can be broken into segments such
that w = w1, w2, …, wn, there is a probability P(cpd)(w) if w1, w2, …, wn and w1 ��w2

�� w3, … �� wn ∈ Voc. Where Pcpd(w) = Probability that w is a compound word. [15].
Circumfixation—The phenomenon of Igbo circumfixationmorphological process

is still very controversial and hence not well studied. It involves two disparate affixes
one at each end of stem [21]. The vowel-syllabic nasal circumfix and the vowel-
incorporated preposition circumfix exist [21]. However, no rule(s) that governs the
choice of the initial vowel or syllabic nasal was presented by [21]. Given a vocabulary
Voc and words w ∈ Voc, if w can be broken into segments such that w = w1, s1, w2

there is a probability Pcfx(w) if w1, w2 ∈ Voc and s1 ∈ {m, n}. Where Pcfx(w) =
Probability that w is a circumfixed word [15].

n-du. -m-o.du. circumfix = n-m → (advice)
e-zu-m-ike circumfix = e-m → (rest/holidays)

The notion of resource scarcity in the scientific study of a language is yet to
acquire a clear definition [15]. The term is used interchangeably with other terms
such as resource-starved, under-resourced, resource scarce, less studied, least devel-
oped, under developed, under resourced, and so on. In computational linguistics,
these terminologies have been used to describe languages that have insufficient or
no electronic texts in written or spoken form which are readily available for com-
putational studies in that language [15]. The concept of resource scarcity needs to
be formally addressed and properly re-addressed given that linguistic resources have
become incredibly valuable and data availability plays a fundamental role in NLP
applications and technologies [17]. Any language that cannot boast of large amounts
of appropriately diacritized electronic spoken or written texts, which is easily avail-
able for use, is a resource-scarce language. For such languages, computational studies
become cumbersome because computer readable texts have to be first generated and
developed. The general impression is that resource-scarce languages, like Igbo, can-
not be subjected to data-driven morphological analysis, as earlier echoed by [4].
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Lack of diacritized texts—Most of the available computer-readable texts in Igbo
are not diacritized, and when they are, the tone marks are either incomplete, incor-
rect, or irregular with the standard tone-marking convention. Some claim it is easier
to publish text without the necessary diacritics, while others submit that the tech-
nology to include those diacritics do not exist or are not available. This challenge
presents ambiguity issues. For morphological studies, the impact of this may not
be as drastic, but for syntactic, semantic and higher levels of linguistic analysis, it
may be catastrophic. Homonyms are words that share the same spellings but have
different meanings based on the respective tone-marks on the words. Hence, without
the appropriate tone-marks, it would be almost impossible to analyse homonyms
appropriately. The following nouns are known homonyms in Igbo.

akwa → (cry) [High – High]; àkwà → (bed) [Low – Low]
àkwa → (egg) [High – Low]; akwà → (cloth) [Low – High]

11.4 Proferred Solution

Data Source—Data for this studywas got fromBaibu. l Nso. (Nhazi Kato. lik); a current
Igbo version of the holy Bible imprimatured by Bishop A. K. Obiefuna in 2000, an
electronic version of Baibu. l Nso. by Bible Society of Nigeria, a story book; Ju. o. chi,
one edition of the now defunctOgene newspaper, and two years of Odenigbo lecture
transcripts. The hardcopy story book and the newspaper were typed in order to have
an electronic copy while Baibu. l Nso. (Nhazi Kato. lik) was scanned with Fine reader,
an optical character recogniser so as tomake available to the study, an electronic copy
of the text. Although not all of these Igbo texts were written in standard Igbo, all texts
were consistent with the O. nwu. orthography; the standard orthography. The resulting
wordlist after data cleaning and processing was a 29,191 wordlist. The words in the
wordlist were converted to strings of Cs andVs and then theseword label stringswere
manually segmented according to their respective inherent morphological structures.

Frequent Pattern Theory—[16] have established that non-concatenative and cas-
caded affixation in Igbo language can be analysed by ULM that are frequent pattern-
based as against frequent segment-based. They developed the Frequent Pattern The-
ory (FPT), on the premise that the segments of some derived Igbo words do not
manifest as frequent segments in a wordlist. This study applied frequent pattern
mining for morphological analysis of especially non-concatenative aspects of Igbo
morphology. The introflected segments of words emanating from morphological
processes like partial reduplication, circumfixation, and interfixation cannot be iden-
tified by any morphological analysis model that is frequent segment-based [16]. A
linguistic phenomenon was adopted, where words in a wordlist are represented as
a combination of Cs and Vs, having number subscripts for unique identification of
the letters. C represents consonants and V represents vowels. A Python program was
written to automate the transcription of our wordlist into strings of Cs and Vs. Hence,
C0, C1, C2, is a substitute for the first, second and third consonants of a given word.



11 Addressing the Challenges of Igbo Computational Morphological … 149

Table 11.1 Patterns of identified Igbo morphological processes

S/no Morphological process Pattern

1 Unbound morpheme Root

2 Prefixation Prefix-Root

3 Suffixation Root-Suffix

4 Interfixation Root-Interfix-Root

5 Circumfixation Prefix-Root1-Cmfx-Root2

6 Partial reduplication Prefix-MRoot-Root

7 Full reduplication Root-Root

8 Compounding Root1-Root2

MRoot—Modified Root, Cmfx—Circumfix

Likewise, V0, V1, V2 stands for the first, second and third vowels that occur in a
given word [16].

The identified morphological processes in this study and the associated patterns
embedded in the words that they produce are shown in Table 11.1.

The first test carried out tried to determine if there are embedded features in
Igbo words which can be used to induce the non-concatenative aspects of Igbo
morphology. A PROLOG program was used to extract words from the wordlist
according to the individual patterns of the identified Igbo morphological process.

Results showed that identified Igbo morphological processes clearly manifest
distinguishable patterns which are stamped on the words produced by these morpho-
logical processes. It was observed that when the pattern of a given morphological
process was used to extract words from the wordlist, most of the words extracted
conformed to the pattern of the appropriatemorphological process being tested.How-
ever, this observation was not uniform. Compound words was the most challenging
word pattern to describe because the pattern description was rather fluid, extracting
verbs like abanye, made up of two different words.

This test gives credence to the fact that Igbowords have embedded patterns, owing
to the morphological process that produced such a word, which can be deployed as a
feature for inducing that word. Some of the confused words from this test are shown
in Table 11.2.

In another test, a comparison of the word label clusters and the word patterns
which words belonging to the same cluster manifest was undertaken. A maximum
of twenty words each were randomly selected from each class of word labels to
verify if word labels as textual proxy of patterns were productive for capturing word
patterns. Standard accuracy measure based on true positives and false positives was
calculated.

From Table 11.3, results showed that some word label clusters like V0C0C1V1,
C0C1V0C0V1C2V1, and V0C0V1C0V1V2, for PRt1, Cmfx1 and PRedp2 morpholog-
ical processes respectively, did not have as many as 20 words. A high level of consis-
tency between word labels and their structures was observed. Some word labels did
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Table 11.2 Morphological processes versus corresponding extracted words

S/no Morphological processes being tested

Full
reduplication

Circumfixation Interruption Compounding Partial
reduplication

l *ksam-ksam **i-ds-m-miri **kwa-do-kwa **aba-cha *n-gi-ge

2 *ngwa-ngwa **n-gwa-mma **ara-ch-ara *aba-nti **i-iu-tu

3 *kpom-kpom *n-si-m-ike *ede-m-ede *nwa-nza **n-ga-gide

4 *wara-wara *a-wa-m-anya *iri-gh-iri *nwa-mmefu *o-di-di

5 *bara-bara *e-nye-m-aka *oko-m-oko *odo-mmiri *o-wu-wu

*True positives, ** False positives

not capture their morphological processes well. For example, V0C0V0C1V0C0V0

clusters interfixed words better than C0V0C1V0C0V0, judging from the accuracy
scores of 75% and 2% respectively. Prefixation, compounding and suffixation mor-
phological processes each had an accuracy of 100%, 95% and 85% respectively,
demonstrating that some word labels cluster words of a particular morphological
process better than other word labels.

The third test was undertaken to understand how accurately word labels reflect
morphological structure when used as textual proxies of word patterns. This study
proposes that the use of word labels as a textual representation of the structural
patterns of Igbo words constitutes a productive feature for the induction of the non-
concatenative aspects of Igbo morphology. A model of Igbo morphology was devel-
oped using a determined textual proxy for the representation of the structural patterns
of Igbowords, that is themorphological structure of aword. Themodelwas evaluated
in order to verify the accuracy of the model output [15].

According to [27], the í random i.i.d for this study is 29191. Word labels auto-
matically clustered words according to their morphological structures based on a
manually classified and segmented word label table. Using this table, the model
learned the morpheme boundaries based on word patterns as captured by the seg-
mented word labels presented in the manually segmented word label table. After
the training, the developed model was able to predict segmentation of unseen words
based solely on the word labels, thereby demonstrating the ability to generalize. The
model also suggests the morphological structure of the segmented words, and this
information doubles as the affix label of that word.

The Ten-fold Cross Validation (TCV) test, implemented in Visual Basic was used
to evaluate themodel’s accuracy at predictingmorphemeboundaries of unseenwords.
The TCV test involves four main steps namely:

• Partitioning the study wordlist into 10 data subsets
• Training themodel using nine of the ten data subsets and testing it with the remain-
ing one data subset to determine the accuracy of the model
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Table 11.4 Resuit of the TVC test

Tests True
positives
(1)

False
positives
(2)

Empty cells
(3)

Uncertain
(4)

Total = {(1)
+ (2) + (3)
+ (4)}

Accuracy
score =
(1)/Total

Test 1 282 14 4 0 300 0.94

Test 2 267 22 11 0 300 0.89

Test 3 270 22 7 1 300 0.90

Test 4 267 24 9 0 300 0.89

Test 5 261 28 10 1 300 0.87

Test 6 273 19 7 1 300 0.91

Test 7 267 24 9 0 300 0.89

Test S 258 30 12 0 300 0.86

Test 9 267 24 9 0 300 0.89

Test 10 243 41 13 3 300 0.81

Mean 265.5 24.8 0.88

• Repeating step 2 above nine more times, using different combinations of the train-
ing and testing data subsets each time

• Computing the mean accuracy of the ten tests.

The wordlist was divided into ten subsets, giving an approximate of 2919 words
in each subset. The morphological analyser model was then trained ten times with
nine different data subsets and tested ten times with one data-subset, which was
different for each test. The training required the model to read a word, convert it
to a corresponding word label, and segment the word label based on the manual
classification table. The output of the training is a series of segmented word labels.
For the testing, the model reads in a word, determines an appropriate segmentation of
the word based on the segmented word label which is the output of the training, and
automatically segments the word based on a determined word label segmentation
from the training.

The accuracy of each of the ten tests was calculated based on true positives and
false positives. The average accuracy score of the ten tests was then determined
and used as the overall accuracy of the analyser model. Table 11.4 shows the test
output from the developed analyser model, including the morphological structure
(affix label) and correctness of the segmented words.

The mean score of the TVC test gave 88% accuracy for the developed model,
an indication that the developed model could segment Igbo words based on their
embedded patterns.

To strengthen this claim, 10 Igbo first language speakers consisting of 3 Igbo
primary school teachers, 3 Igbo linguists and 4 Igbo postgraduate students, who
were purposively selected, evaluated the output of themodel. The assessorsmanually
cross-checked 100 samples each of the model output which were randomly selected.
Based on the number of “Yes” from each assessor, an accuracy score was calculated.
Table 11.5 captures this evaluation. More assessors would have been sought but for
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Table 11.5 Model accuracy
score as assessed by 10 Igbo
native speakers

Assessors Yes No Accuracy

1 95 5 0.95

2 76 24 0.76

3 74 26 0.74

4 74 26 0.74

5 74 26 0.74

6 94 6 0.94

7 92 8 0.92

8 89 11 0.89

9 63 37 0.63

10 89 11 0.89

Average 0.82

the challenge of finding native speakerswho understandmorphological segmentation
in a non-Igbo speaking location.

Thus, the mean accuracy of the model as evaluated by 10 native Igbo speakers
was 82%, further buttressing the fact that pattern segments can be used to induce
non-concatenative aspects of Igbo morphology.

According to [10], Linguistica achieved an accuracy score of 72% on the first
200,000 and 300,000 words of the Brown corpus; Syromorph developed by [19] had
an accuracy score of 90% while [8] model had 98% accuracy for Arabic words and
85.3% for English words. Based on [27], a measure of the analyser model’s accuracy
is implied in the loss or discrepancymeasure between the response y of the supervisor
and that of the learning machine using the same input as shown below.

l(y, ( f (x, α))) �
{
0 if y � f (x, α)

1 if y � f (x, α)

}

where y = response of the supervisor, x = a certain input, and f (x, α) = response of
the learning machine.

If f (x, α) = y, then, the output of the model is same as the linguist (supervisor) and
invariably, the accuracy score of the model is quite high. If f (x, α) �� y, then the guess
or prediction of the learner model is not very close to that of the supervisor, in this
case the linguist, and may imply a low accuracy score. This is shown in Table 11.5.
Therefore, every instance (“Yes”) an assessor agrees with the segmentation offered
by the analyser model f (x, α), the output of the developed analyser model equals to
zero because y, which is the word segmentation as suggested by Igbo linguists, is the
same as the word segmentation that the analyser model predicted. That is, f (x, α) =
y, implying that the discrepancy between f (x, α) and y is zero. However, for every
‘no’ the implication is that the response of the analyser model, f (x, α) equals one
because y is different from the word segmentation predicted by the analyser model.
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That is f (x, α) �� y, implying that there is some discrepancy between f (x, α); the
guess of the analyser model and y; the prediction of Igbo native speakers.

By representing words with their patterns, pattern repetitions within a word are
evident, regardless of the length of the word. These repetitions suggest the presence
of certain morphological activity, and as such, could possibly contain some morpho-
logical information. Such patterns that are driven by a morphological activity(ies)
occur more frequently in the corpus than some others. Hence, patterns within a clus-
ter share some commonalities like similar segment patterns. This could be as short
as a single character or as long as three or four characters.

11.5 Limitations

Amajor setback encountered in this study is the unavailability of computer readable
Igbo texts. Unfortunately, few electronics Igbo texts that were available lacked the
necessary diacritics that would qualify them as valid Igbo words. Baibu. l Nso. (Nhazi
Kato. lik) was scanned using Fine Reader, an Optical Character Recognizer (OCR).
Fine Reader either inconsistently replaced the UTF-8 characters with invalid Igbo
characters, some illegible characters and symbols, as well as numerals or it com-
pletely deleted the sub dots from their characters. As a result, some of the scanned
words were totally incomprehensible. This challenge prolonged the data cleaning
stage because the process could not be automated due to inconsistencies and irregu-
larities in the data.

11.6 Conclusion

The results documented in this study give credence to the fact that word labels depict
patterns embedded in words and also present as a valuable feature for clustering both
concatenative and non-concatenative Igbo words according to their morphological
structureswithout supervision.TheFPTcanbeviewedas a counterpart to the frequent
segment postulates and assumptions onwhich the various approaches to the induction
of concatenative morphology found in the literature have so far been based on. Using
FPT, the study established a nexus between Igbo words and Igbo morphological
processes, via word patterns, word labels, morphological structures and ultimately
morphological processes.

This study formally showed that resource scarcity does not affect morphological
computational studies much as it would other levels of linguistic analysis like syntax
or semantics. Formally strengthening [11] claim that a 5,000-word corpus may be
adequate for Linguistica. Igbo morphology was induced with a wordlist of 29,191
based on frequent pattern-based induction. This refutes [4] assertion that unsuper-
vised learning was unsuitable for languages with sparse data. Theoretically, resource
scarcity should not have as drastic an effect on morphology as it should have on
syntax and other levels of linguistic analysis.
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Hammarström [12] and Hammarström and Borin [13] assert that unsupervised
induction of non-concatenative morphology may not be achieved in the near future
because such an algorithm runs in exponential time, most unsupervised induction
model of concatenative morphology run in quadratic time. In this study, FPT was
applied to the induction of non-concatenative aspects of Igbo morphology. The pro-
posed FPT is novel and clusters non-concatenative Igbo words in linear time.

Fromobservations, length and repetition are two key features that interplay in FPT.
One affects the other inversely. The longer a label the higher the choice of the symbol
to be added which means that such labels have a higher probability of being a unique
word label. Conversely, for word labels whose length result from cascaded suffixes,
the choice of symbols for the word labels are constrained because there is repetition.
Therefore, longer word labels tend to have more frequent flyers. Hammarström [12]
ACA fails here. This is because the segments that form a cascaded suffixation word
are frequent in the wordlist.

The idea that the distribution of certain characters in a word establishes patterns,
stands to reason that the distribution of characters may have morphological signif-
icance. However, if a character is repeated in a word, such a repetition may not
only be due to morphology, it may also be due to chance. Fortunately, due to the
equi-probability of occurrence of events that are due to chance as expressed in the
ACA proposed by [12], using the FPT, we expect that the frequency of repetition of
characters due to chance is expected to be relatively lower than the frequency of the
repetition of characters due to morphology.
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Chapter 12
Application of Box-Jenkins Model
in Predicting Road Traffic Crashes
in Nigeria

Benjamin Ufuoma Oreko and Stanley Okiy

Abstract The current road traffic accident (RTA) trends in Nigeria had not been
modelled. Modelling the pattern of RTAs would assist in estimating future occur-
rences. The aim of this work is to develop a mathematical model capable of fore-
casting road traffic accident cases in Nigeria. The method adopted was a time series
analysis of Box-Jenkins Autoregressive Integrated Moving Average (ARIMA). RTA
data from the Federal Road Safety Corps FRSC, Abuja, were employed in analysing
a 57-year accidents time series from 1960–2016. Dual statistical software namely:
Microsoft Excel 2010 and SPSS 16.0 versions were employed in the computation
and to ascertain the adequacy of the predictive model developed. From the results
obtained, ARIMA (1, 1, 1)1 model fit the pattern of road traffic accident cases in
Nigeria. The result obtained was used to assess the performance of FRSC on road
traffic casualty reduction in Nigeria. A 5-year forecast of road traffic accident occur-
rences from 2017 to 2021 was estimated. It was observed that, if the current situation
remains, road traffic accident cases and road traffic casualties annually in Nigeria
would approximate 8000–12,000 and 34,000–40,000, respectively. The outcome of
this research would be very useful to Road Safety Agencies and Nigeria Government
in policy formulations and implementation, aimed at road traffic accident prevention
and control in Nigeria.
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12.1 Introduction

The Performance Assessment of Federal Road Safety Corps in Road Traffic Casualty
Reduction in Nigeria has been studied [1]. As a result of its precarious situation in
Nigeria, concerted efforts had been made by road traffic safety organizations and
researchers to identify and find the best approach in reducing road traffic accidents
in Nigeria. Equally too, statistical techniques had been employed in analyzing road
traffic accident datawith a view in assessing the situation inNigeria [2–5].However, it
appears that no substantialwork had been done currently inmodelling and forecasting
the pattern of road traffic accident cases in Nigeria using accident data from year
1960–2016. Available studies that tend tomodelled RTA data in Nigeria were applied
to town/city, State or country with limited number of years [6–12]. Hence, this work
seeks to develop a mathematical model capable of estimating and predicting total
road traffic accident cases in Nigeria using a 57-year data.

12.2 Research Design and Method Employed

Attempt had been made to examine the population under consideration (RTA data).
The sampling unit is geographical, involving the 36-State structure and the Fed-
eral capital, Abuja, Nigeria. The technique adopted in this research is the non-
experimental research design concept. This concept deals mainly on data collections.
The main data used were primarily from the Federal Road Safety Corps (FRSC).
This agency, apart from the obligation to prevent or reduce road traffic accidents
situation, it is also saddled with the responsibility of recording and keeping data
observed from the scene of road traffic accidents [1, 13]. The main focus of this
research was to develop a model for evaluating and forecasting RTA pattern using
Box-Jenkins Autoregressive Integrated Moving Average models (ARIMA) and to
assess the performance of FRSC on road traffic casualty reduction in Nigeria [1].
Some theoretical background of ARIMA time series was highlighted. A Fifty-five
(57) year data (1960–2016) of total road accident cases consisting of Fatal, Seri-
ous and Minor cases were analyzed [14, 15]. Fifty four (54) years data were used
for the computations and three years out-of -sample data were used to assess the
performance of the model developed. Excel 2010 and SPSS 16.0 version software
were employed for the computational analysis. ARIMA model developed was fitted
to total road traffic accident cases. Statistical test was done to confirm the model
adequacy.
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12.2.1 ARIMA Modelling Procedures

According to [16], the aim ofARIMAanalysis is to find amodel that could accurately
represent the past and future patterns of a time series. It is an empirically driven
methodology of systematically identifying, estimating, diagnosing and forecasting
time series data [17]. Hence, in ARIMA term, a time series is a linear function of
past values and random shocks (the error terms), expressed mathematically as;

Yt � Pattern + et (12.1)

where, Yt �Actual values; et � residual (error)
In time series analysis, an autoregressive model is represented in the following

form [16, 17];

Yt � ∅1yt−1 + ∅2yt−2 + · · · + ∅p yt−p + et (12.2)

Similarly, a moving average model is represented in the following form

Yt � et + θ1et−1 + θ2et−2 + · · · + θqet−q (12.3)

Integrating the autoregressive andmoving averagemodelswith appropriate differ-
encing, stationarity could be achieved. In order words, ARIMA extends the combi-
nation of Autoregression (AR) and moving average (MA) process to non-stationary
processes.

From Eqs. (12.2) and (12.3), Eq. (12.4) is obtained as;

Yt � ∅1yt−1 + · · · + ∅p yt−p + et + θ1et−1 + · · · + θqet−q (12.4)

where, θ0, ∅1 are constant and coefficients, respectively chosen to minimize the sum
of squared errors;|∅1| < 1 �bound of stationarity; Yt−1 � Previous values

In order to realize the ARIMA model based on Eq. (12.4), a plot of the 54-year
total road traffic accident data was done using SPSS software. After the plot, the
data was investigated for stationarity, using the plots of the autocorrelation functions
(ACF) and Partial autocorrelation functions (PACF). The road traffic accident cases
series derived from the plots were found to be non-stationary, hence differencing
was used to achieve stationarity. Thereafter, a univariate model was fitted to Yt.
According to [16], ARIMA components could be expressed as follows;

i. ARIMA (1, 0, 0) or AR (1) model;

Y(1,0,0) � θ0 + ∅1Yt−1 + et (12.5)

Using backshift notation, this becomes

(1 − ∅1B)Yt � et (12.6)
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ii. ARIMA (0, 1, 0) could be expressed as;

Y(0,1,0) � Yt−1 + et (12.7)

iii. ARIMA (0, 0, 1) is expressed

Y(0,0,1) � μ + θ1et−1 + et (12.8)

where, μ�mean; θ1 �Estimated error coefficient; |θ1| < 1�bound of invertibility;
et−1 �Previous forecast error; et �Actual forecast error. A combination of the
Eqs. (12.5)–(12.8) could give additional model components of ARIMA.

12.2.2 Model Test Adequacy

i. Root Mean Squared Error (RMSE)—Also known as Standard Deviation is the
square root of the mean of the squared deviations. It helps to measure the potential
error distribution when using mean for forecasting [16], Sample standard deviation
S, in term of X, could be expressed as;

Sx �
√∑(

Xt − X
)2

n − 1
(12.9)

Sample standard deviation S, in term of Y, could be expressed as;

Sy �
√∑(

Yt − Y
)2

n − 1
(12.10)

ii. Covariance—it measures the level of association between two variables and
is express as;

COV(X,Y) �
∑(

Xt − X
)(
Yt − Y

)
n − 1

(12.11)

iii. Pearsoncorrelation coefficient—itmeasures the proportionof the covariation
of X and Y to the product of their standard deviation. This could be expressed as;

rxy � cov (X,Y)

SxSy
(12.12)

iv. Coefficient of determination, R2—It is used to measure model adequacy. It
is the proportion of the variation that could be explained by the regression equation.
It is used to assess how well a model explain or predict future outcomes. This could
be stated as;
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R2 �� 1 −
∑(

Y − Y
∧)2

∑(
Y − ϒ

)2 (12.13)

v. Adjusted coefficient of determination, R2—It equals the proportion of the
variance in the dependent variables Y that is explained or eliminated through the
relationship with the independent variables X, thus:

R2 � 1 −
∑(

Y−Y
∧)2

n−1∑
(Y−Y)

2

n−1

(12.14)

vi. Mean absolute percentage error—it is used to compare the accuracy of
prediction methods. It is expressed as:

MAPE �
∑n

t�1|PEt |
n

(12.15)

where,

PE � percentage error �
(
Y − Y

∧)
(Y)

× 100 (12.16)

vii. Bayesian information criterion, BIC—Bayesian information criterion could
help to provide best model guideline when there are competing models and this
models had confusing differences in the fits, model complexities and trade-off [16].

BIC � Bayesian information criterion � nLog(SSE) + kLog(n) (12.17)

where, k�Number of parameters that are fitted in the model;
Log� logarithm; n�Number of observation; SSE�Sum of the squared errors
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Fig. 12.1 Plot of total accident cases in Nigeria versus years from 1960–2013
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Fig. 12.2 Plot of ACF versus lag of RTA

12.2.3 Basis for Model Selection

Attempt will be made to consider Bayesian Information Criterion BIC, as the first
criterion (performance measure) in selecting the best ARIMA component model
that would be employed in forecasting road traffic accidents cases. Whenever ties
exist in BIC, other model adequacy; R2, RMSE and MAPE would be considered,
accordingly, in the model fit selection.

12.3 Results and Discussions

A time series plot of total road traffic accident cases from 1960 to 2013 is shown
in Fig. 12.1. The plot shows an irregular pattern of in road accident cases from
1960–1987. However, discernible decline was observed around 1988, which shows
an irregular decreasing pattern from 1989 to 1913, occasioned with sharp increase in
someyears. In order to determinewhether the series is stationary andnon-seasonal, its
Autoregression functions (ACF) and Partial Autoregression functions (PACF) were
evaluated and plotted as shown in Figs. 12.2 and 12.3 respectively. The plots indicate
an existence of ARIMA components model. To determine the best ARIMA models
that would fit the pattern of total road traffic accidents cases in Nigeria, various
components of ARIMA model were analysed and evaluated for model adequacy.
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Fig. 12.3 Plot of PACF versus lag of RTA

The ACFs and PACFs of each components of ARIMA model and their respective
residual values and plots were analysed and closely examined.

12.3.1 Selection of ARIMA Model for Forecasting Total
Accident Cases in Nigeria

A summary of coefficient estimation for ARIMA components models for forecasting
total road accident cases are tabulated in Table 12.1.

Descriptive and test statistics for model’s goodness of fit were employed in order
to confirm the model adequacy of each components in Tables 12.2 and 12.3.

FromTable 12.3, Bayesian information criterionBICwas the firstmodel adequacy
employ to determine the best performance measure. It was observed that ARIMA
(1, 1, 1)1 has the least value of 16.360. Also, the Coefficient of determination R2,
which examined the proportion of variation explained by the regression equation
in each of the competing models shows that ARIMA (1, 1, 1)1 has the highest
value of 84.1%. The root mean squared error (RMSE), has least value of 3253.
Hence,ARIMA(1, 1, 1)1 performbetterwhen compared to otherARIMAcomponent
models. Furthermore, to determine the effectiveness of ARIMA (1, 1, 1)1, its ACFs
were assessed using Ljung-Box diagnostics test, as shown in Table 12.4.

Determining ARIMA (1, 1, 1)1 ACFs using Ljung Box diagnostics test, we have:

Q � 16.219 ≤ chi − square tabledf �16
∝�0.05 � 26.296 (12.18)
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Table 12.1 Coefficient estimation for ARIMA components for total accident cases in Nigeria
(1960–2013)

ARIMA (1, 0, 0)1 Estimate SE

Constant 1.859 × 104 4.070 × 103

AR Lag 1 0.902 0.057

ARIMA (1, 1, 0)1 Estimate SE

Constant −19.759 353.947

AR Lag 1 −0.295 0.134

Difference 1

ARIMA (1, 0, 1)1 Estimate SE

Constant 18,050 4656

AR Lag 1 0.936 0.050

MA Lag 1 0.193 0.152

ARIMA (1, 1, 0)1 Estimate SE

Constant −0.797 0.194

AR Lag 1 −0.295 0.134

Difference 1

MA Lag 1 −0.557 0.270

ARIMA(1, 1, 1)1 Estimate SE

Constant −20.628 365.670

AR Lag 1 −0.797 0.194

Difference 1

MA Lag 1 −0.557 0.270

ARIMA (0, 1, 1)1 Estimate SE

Constant −20.628 365.670

Difference 1

MA Lag 1 0.214 0.137

ARIMA (0, 0, 1)1 Estimate SE

Constant 20,090 1256

MA Lag 1 −0.614 0.111

Table 12.2 Descriptive statistics for total accident cases

No. of
years

Range Min.
value

Max.
value

Sum Mean Std.
deviation

value Std. error

54 29,400 8477 37,881 1,090,751 20,199 1.085 ×
103

7972
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Table 12.3 Model adequacy of ARIMA models for total road accident cases in Nigeria

Total road accident cases BIC R2 RMSE MAPE

ARIMA (0, 0, 0)1 18.041 5.5×10−16 7972 37.701

ARIMA (1, 0, 0)1 16.429 0.818 3432 11.939

ARIMA (0, 1, 0)1 16.368 0.814 3451 11.556

ARIMA (1, 1, 0)1 16.368 0.831 3325 12.023

ARIMA (1, 1, 1)1 16.360 0.841 3253 11.646

ARIMA (0, 1, 1)1 16.396 0.826 3372 11.923

ARIMA (0, 0, 1)1 17.471 0.485 5777 24.499

ARIMA (1, 0, 1)1 16.470 0.828 3374 12.017

Table 12.4 Ljung box diagnostics test of ARIMA models for total road accident cases

Model Ljung-Box Q(18)

Statistic DF Sig.

Total cases-ARIMA(0, 0, 0)1 243.029 18 0.000

Total cases-ARIMA(1, 0, 0)1 39.455 17 0.002

Total cases ARIMA (0, 1, 0)1 36.933 18 0.005

Total cases-ARIMA (1, 1, 0)1 16.219 17 0.508

Total cases-ARIMA(1, 1, 1)1 12.477 16 0.711

Total cases-ARIMA(0, 1, 1)1 21.485 17 0.205

Total cases-ARIMA(0, 0, 1)1 0.0 0 0.000

Total cases-ARIMA(1, 0, 1)1 26.439 16 0.048

SinceLjungBoxQof 16.219<chi-square table of 26.296,we could infer thatACF
patterns are not statistically different than those of white noise. Therefore ARIMA
(1, 1, 1)1 could be employ in forecasting the total road accidents cases in Nigeria.

12.3.2 Fitting Total Accident Cases Model Using ARIMA (1,
1, 1)1

ARIMA (1, 1, 1)1 model was fitted into road traffic accident cases in Nigeria from
1960 to 2013. This model appears stationary and non-seasonal with one AR term and
one MA term being differenced with a constant mean. Figure 12.4 was the residual
(error) plot of ACF and PACF versus lag of total accident cases for ARIMA (1, 1, 1)1
from 1960–2013. Figure 12.5 was the residual (error) plot of ARIMA (1, 1, 1)1 for
total accident cases versus years (1960–2013). And Fig. 12.6 was the actual value
versus the fitted value of ARIMA (1, 1, 1)1 for total accident cases (1960–2013).
Hence, the ARIMA (1, 1, 1)1, from Eq. 12.4 could be expressed as;



166 B. U. Oreko and S. Okiy

Fig. 12.4 Residual plot of ACF and PACF versus lag of total accident cases (ARIMA 1, 1, 1)1
(1960–2013)
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Fig. 12.5 Residual (error) plot of ARIMA (1, 1, 1)1 for total accident cases versus years
(1960–2013)

Y(t) � θ0 + (1 + ∅1)Yt−1 − ∅1Yt−2 − θ1et−1 + et (12.19)

From Table 12.1, ARIMA (1, 1, 1)1 constant coefficients were computed as
θ0 �−20.870 and ∅1 �−0.797 and θ1 �−0.557, the final model for ARIMA

(1, 1, 1)1 becomes

Y(t) � −20.870 + (0.203)Yt−1 + 0.797Yt−2 + 0.557et−1 + et (12.20)

In forecasting form Eq. (12.20) becomes;
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Fig. 12.6 Actual versus fitted value of ARIMA (1, 1, 1)1 for total accident cases (1960–2013)

Y
∧

(t) � −20.870 + (0.203)Yt−1 + 0.797Yt−2 + 0.557et−1 (12.21)

12.3.3 Model Validation

The year 2014, 2015 and 2016 for total road accident case data were withheld as
out-of-sample data, in order to assess the performance of the model developed. The
actual value for total road accident cases in 2014, 2015 and 2016 as 10,383, 9734,
9694 cases, respectively [15]. Using the model developed in Eq. (12.21), we have;

Y
∧

(2014) � −20.870 + 0.203(13583) + 0.797(13262) + 0.557(265) (12.22)

For 2014,Y
∧

(2014) � 13475Cases (12.23)

where, Y(t) �2014 actual value for total road accident cases�10,380 cases; Yt−1 �
actual value for 2013 total road accident cases�13,583; Yt−2 �actual value 2012
total road accident cases�13,262; Error et−1 �265. Error value et for 2014�−
3095

For 2015 � Y
∧

(2015) � 10932 cases (12.24)

et � error value for 2015 � 9734 − 10932 � −1198 cases (12.25)

For 2016 � Y
∧

2016 � 9035 cases (12.26)

et � error value for 2016 � 9694 − 9035 � −1198 cases (12.27)
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Table 12.5 Predicted Result for total road traffic accident cases in Nigeria from 2017–2021

S/no. Year Model Predicted RTA cases

1 2017 −20.870 + (0.203)Y2016 +
(0.797)Y2015 + 0.557e2016

= 9706

2 2018 −20.870 + (0.203)Y
∧

2017 +
(0.797)Y2016 + 0.557e2016

= 9675

3 2019 −20.870 + (0.203)Y
∧

2018 +
(0.797)Y

∧

2017 + 0.557e2018

= 9679

4 2020 −20.870 + (0.203)Y
∧

2019 +
(0.797)Y

∧

2018 + 0.557e2019

= 9655

5 2021 −20.870 + (0.203)Y
∧

2020 +
(0.797)Y

∧

2019 + 0.557e2020

= 9653

0
10000
20000
30000
40000
50000

1940 1960 1980 2000 2020

RO
AD

 T
RA

FF
IC

 C
AS

U
AL

TY
 

IN
 N

IG
ER

IA

YEAR

ACTUAL
VALUE

Fig. 12.7 Plot of actual value of road traffic casualtywith interventionmeasures versus fittedmodel
response. Extract from [1]

Since the forecast values of 13,475, 10,932, 9035 cases for year 2014, 2015, 2016
respectively, fall between the 95% prediction intervals of 5662–21,288, the model
developed could be used to estimate and predict road traffic accident occurrences in
Nigeria. Forecasting the next 5 years (2017–2022), we have the following result as
shown in Table 12.5.

From Table 12.5, we observe that road traffic accident cases from 2017 to 2021
would be on the declining trend and in Fig. 12.7, [1] observed that road traffic
casualty occurrences inNigeriawere on the decreasing profile. If the current situation
remains, road traffic accident cases and road traffic casualties annually in Nigeria
would approximate 8000–12,000 and 34,000–40,000, respectively. Likewise, the
predicted estimate for road traffic accidents on average appeared less than the average
RTA cases of 19,676, from year 1960 to 2016 [15].
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12.4 Conclusion

Attempt had been made in this work to establish a model that could predict road
traffic accidents cases in Nigeria. This model, if fully explore could assist road
safety agencies to re-strategize in their policy implementation in order to reduce road
traffic accident occurrences in Nigeria. It is expected that Box-Jenkins model applied
in modelling road traffic accident cases in Nigeria would be of benefit to Federal
Government of Nigeria and its established safety agencies such as the Federal Road
Safety Corps, the Nigeria Police Force, other stakeholders and the general public to
make projections of road traffic accident occurrences in Nigeria and be able to proffer
stringent policies that would help make significant impact on road traffic accident
reduction in Nigeria.
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Chapter 13
Gumbel Distribution: Ordinary
Differential Equations

Hilary I. Okagbue, Olasunmbo O. Agboola, Abiodun A. Opanuga,
Jimevwo G. Oghonyon and Pelumi E. Oguntunde

Abstract In this chapter, homogenous ordinary differential equations (ODES) of
different orders were obtained for the probability density function, quantile function,
survival function inverse survival function, hazard function and reversed hazard func-
tions of Gumbel distribution. This is possible since the aforementioned probability
functions are differentiable. Differentiation and modified product rule were used to
obtain the required ordinary differential equations, whose solutions are the respec-
tive probability functions. The different conditions necessary for the existence of the
ODEs were obtained and it is almost in consistent with the support that defined the
various probability functions considered. The parameters that defined each distribu-
tion greatly affect the nature of the ODEs obtained. This method provides new ways
of classifying and approximating other probability distributions apart from Gumbel
distribution considered in this chapter. In addition, the result of the quantile function
can be compared with quantile approximation using the quantile mechanics.
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13.1 Introduction

Calculus is a very key tool in the determination of mode of a given probability
distribution and in estimation of parameters of probability distributions, amongst
other uses. The method of maximum likelihood is an example.

Differential equations often arise from the understanding and modeling of real
life problems or some observed physical phenomena. Approximations of probability
functions are oneof themajor areas of applicationof calculus andordinarydifferential
equations in mathematical statistics. The approximations are helpful in the recovery
of the probability functions of complex distributions [1–4] especially in quantile
approximations.

Apart frommode estimation, parameter estimation and approximation, probability
density function (PDF) of probability distributions can be expressed as ODE whose
solution is the PDF. Some of which are available. They include: beta distribution
[5], Lomax distribution [6], beta prime distribution [7], Laplace distribution [8] and
raised cosine distribution [9].

The aim of this research is to develop homogenous ordinary differential equa-
tions for the probability density function (PDF), Quantile function (QF), survival
function (SF), inverse survival function (ISF), hazard function (HF) and reversed
hazard function (RHF) of Gumbel distribution. This will also help to provide the
answers as to whether there are discrepancies between the support of the distribution
and the necessary conditions for the existence of the ODEs. Similar results for other
distributions have been proposed, see [10–22] for details.

Gumbel distribution is often used inmodeling the distribution of theminimumand
maximum of different distributions. The distribution was proposed by Gumbel [23,
24] and had undergonemodifications such as its generalization [25, 26], beta Gumbel
distribution [27], exponentiated Gumbel distribution [28], Kumaraswamy Gumbel
distribution [29], exponentiated generalized Gumbel distribution [30], McDonald
Gumbel distribution [31] and transmuted exponentiated Gumbel distribution [32].
Some aspects of the distribution studied by several authors such as in Bayesian anal-
ysis [33] and interval estimation [34]. The distribution has been applied in different
fields and areas such as:modeling annual distribution of flood [35, 36], fitting extreme
wind speeds [37–39], modeling and predicting storm [40], modeling the frequency
of earthquakes [41], extreme rainfall data analysis by [42–44], estimate the proba-
bility of pipe wall perforation [45], extreme tsunami heights [46], irrigation analysis
[47], estimation of the mean weight of fish in aquaculture cages [48], modeling and
estimating risk of disease transmission [49] and modeling corrosion [50].

Differential calculus was used to obtain the results.
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13.2 Probability Density Function

The probability density function of the Gumbel distribution is given as;

f (x) � 1

σ
exp

{
−

[
x − μ

σ
+ exp

(
− x − μ

σ

)]}
(13.1)

To obtain the first order ordinary differential equation for the probability density
function of the Gumbel distribution, differentiate Eq. (13.1), to obtain;

f ′(x) � − 1

σ

(
1 − exp

(
− x − μ

σ

))
f (x) (13.2)

The condition necessary for the existence of equation is σ > 0, μ, x ∈ R.

Equation (13.2) is differentiated in an attempt to obtain a simplified ODE.

f ′′(x) � f ′2(x)
f (x)

− f ′(x)
σ

− f (x)

σ 2
(13.3)

Simplify Eq. (13.3) using Eqs. (13.1) and (13.2). The outcome is the second order
ordinary differential equation for the probability density function of the Gumbel
distribution given by;

σ 2 f (x) f ′′(x) − σ 2 f ′2(x) + σ f (x) f ′(x) + f 2(x) � 0 (13.4)

with initial value conditions;

f (0) � 1

σ
exp

{
−

[
−μ

σ
+ exp

(μ

σ

)]}
(13.5)

f ′(0) � − 1

σ 2

(
1 − exp

(μ

σ

)){
exp

{
−

[
−μ

σ
+ exp

(μ

σ

)]}}
(13.6)

13.3 Quantile Function

The Quantile function of the Gumbel distribution is given as;

Q(p) � μ − σ ln(− ln p) (13.7)

To obtain the first order ordinary differential equation for the Quantile function of
the Gumbel distribution, differentiate Eq. (13.7), to obtain;

Q′(p) � − σ

p ln p
(13.8)
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The condition necessary for the existence of equation is σ > 0, 0 < p < 1.
Differentiate Eq. (13.8), to obtain;

Q′′(p) �
[

σ

p2(ln p)2
+

σ

p2 ln p

]
(13.9)

The condition necessary for the existence of equation is σ > 0, 0 < p < 1. Square
both sides of Eq. (13.8);

Q′2(p) � σ 2

p2(ln p)2
(13.10)

Q′2(p)
σ

� σ

p2(ln p)2
(13.11)

Also dividing both sides of Eq. (13.8) by p;

Q′(p)
p

� − σ

p2 ln p
(13.12)

Substitute Eqs. (13.11) and (13.12) into Eq. (13.9);

Q′′(p) �
[
Q′2(p)

σ
− Q′(p)

p

]
(13.13)

The second order ordinary differential equation for the Quantile function of the
Gumbel distribution is given by;

σ pQ′′(p) − pQ′2(p) + σQ′(p) � 0 (13.14)

with the initial value conditions; Q(0.1) � μ − 0.834σ, Q′(0.1) � 4.343σ.

13.4 Survival Function

The survival function of the Gumbel distribution is given as;

S(t) � 1 − exp

{
−

[
exp

(
− t − μ

σ

)]}
(13.15)

To obtain the first order ordinary differential equation for the survival function of the
Gumbel distribution, differentiate Eq. (13.15), to obtain;

S′(t) � − 1

σ

(
exp

(
− t − μ

σ

))
exp

{
−

[
exp

(
− t − μ

σ

)]}
(13.16)
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The condition necessary for the existence of equation is σ > 0, μ, t ∈ R. Equa-
tion (13.15) can be written as;

exp

{
−

[
exp

(
− t − μ

σ

)]}
� 1 − S(t) (13.17)

Substitute Eq. (13.17) into Eq. (13.16);

S′(t) � − 1

σ

(
exp

(
− t − μ

σ

))
(1 − S(t)) (13.18)

Differentiate Eq. (13.18);

S′′(t) � − 1

σ

{
−

(
exp

(
− t − μ

σ

))
S′(t) − 1

σ

(
exp

(
− t − μ

σ

))
(1 − S(t))

}

(13.19)

The condition necessary for the existence of equation is σ > 0, μ, t ∈ R

S′′(t) � 1

σ
exp

(
− t − μ

σ

){
S′(t) +

1

σ
(1 − S(t))

}
(13.20)

Equation (13.18) can be simplify as;

1

σ

(
exp

(
− t − μ

σ

))
� − S′(t)

1 − S(t)
(13.21)

Substitute Eq. (13.21) into Eq. (13.20);

S′′(t) � − S′(t)
1 − S(t)

(
S′(t) +

1

σ
(1 − S(t))

)
(13.22)

The second order ordinary differential equation for the survival function of the Gum-
bel distribution is given by;

σ (1 − S(t))S′′(t) + σ S′2(t) + (1 − S(t))S′(t) � 0 (13.23)

with the initial value conditions;

S(0) � 1 − exp
{
−

[
exp

(μ

σ

)]}
(13.24)

S′(0) � − 1

σ

(
exp

(μ

σ

))
exp

{
−

[
exp

(μ

σ

)]}
(13.25)
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13.5 Inverse Survival Function

The inverse survival function of the Gumbel distribution is given as;

Q(p) � μ − σ ln(− ln(1 − p)) (13.26)

To obtain the first order ordinary differential equation for the inverse survival function
of the Gumbel distribution, differentiate Eq. (13.35),

Q′(p) � σ

(1 − p) ln(1 − p)
(13.27)

The condition necessary for the existence of equation is σ > 0, 0 < p < 1. Differ-
entiate Eq. (13.27), to obtain;

Q′′(p) �
[

σ

(1 − p)2(ln(1 − p))2
+

σ

(1 − p)2 ln(1 − p)

]
(13.28)

The condition necessary for the existence of equation is σ > 0, 0 < p < 1. Square
both sides of Eq. (13.27);

Q′2(p) � σ 2

(1 − p)2(ln(1 − p))2
(13.29)

Q′2(p)
σ

� σ

(1 − p)2(ln(1 − p))2
(13.30)

Also dividing both sides of Eq. (13.27) by 1 − p;

Q′(p)
p

� σ

(1 − p)2 ln(1 − p)
(13.31)

Substitute Eqs. (13.31) and (13.30) into Eq. (13.28);

Q′′(p) �
[
Q′2(p)

σ
+
Q′(p)
1 − p

]
(13.32)

The second order ordinary differential equation for the inverse survival function of
the Gumbel distribution is given by;

σ (1 − p)Q′′(p) − (1 − p)Q′2(p) − σQ′(p) � 0 (13.33)

with initial value conditions; Q(0.1) � μ + 2.25σ , Q′(0.1) � −10.5458σ.
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13.6 Hazard Function

The hazard function of the Gumbel distribution is given as;

h(t) �
1
σ
exp

{−[ t−μ

σ
+ exp

(− t−μ

σ

)]}
1 − exp

{−[
exp

(− t−μ

σ

)]} (13.34)

To obtain the first order ordinary differential equation for the hazard function of the
Gumbel distribution, differentiate Eq. (13.34);

h′(t) �
{
− 1

σ

(
1 − exp

(
− t − μ

σ

))
+ h(t)

}
h(t) (13.35)

The condition necessary for the existence of equation is σ > 0, μ, t ∈ R. Differen-
tiate Eq. (13.35);

h′′(t) �
{
− 1

σ

(
1 − exp

(
− t − μ

σ

))
+ h(t)

}
h′(t)

+

{
− 1

σ 2

(
exp

(
− t − μ

σ

))
+ h′(t)

}
h(t) (13.36)

The condition necessary for the existence of equation is σ > 0, μ, t ∈ R. Simplify
Eq. (13.36) to obtain;

h′′(t) � h′2(t)
h(t)

− h(t)

σ 2
− h′(t)

σ
+
h2(t)

σ
+ h(t)h′(t) (13.37)

The second order ordinary differential equation for the hazard function of theGumbel
distribution is given by;

σ 2h(t)h′′(t) − σ 2h′2(t) + (σh(t) − σ 2h2(t))h′(t) + h2(t) − σh3(t) � 0 (13.38)

with initial value conditions;

h(0) �
1
σ
exp

{−[−μ

σ
+ exp

(
μ

σ

)]}
1 − exp

{−[
exp

(
μ

σ

)]} (13.39)

h′(0) �
{
− 1

σ

(
1 − exp

(μ

σ

))
+ h(0)

}
h(0) (13.40)

13.7 Reversed Hazard Function

The reversed hazard function of the Gumbel distribution is given as;
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j(t) � 2

σ
exp

(
− t − μ

σ

)
(13.41)

To obtain the first order ordinary differential equation for the reversed hazard function
of the Gumbel distribution, differentiate Eq. (13.41);

j ′(t) � 1

σ 2
exp

(
− t − μ

σ

)
(13.42)

The condition necessary for the existence of equation is σ > 0, μ, t ∈ R.

σ j ′(t) � 1

σ
exp

(
− t − μ

σ

)
(13.43)

σ j ′(t) � − j(t) (13.44)

The first order ordinary differential equation for the reversed hazard function of the
Gumbel distribution is given by;

σ j ′(t) + j(t) � 0 (13.45)

with initial value condition; j(0) � 1
σ
exp

(
μ

σ

)
.

13.8 Conclusion

Ordinary differential equations (ODEs) has been obtained for the probability density
function (PDF), quantile function (QF), survival function (SF), inverse survival func-
tion (ISF), hazard function (HF) and reversed hazard function (RHF) of the Gumbel
distribution.

This differential calculus, modified product rule and efficient algebraic simplifi-
cations were used to derive the various classes of the ODEs. The parameter and the
supports that characterize the Gumbel distribution determine the nature, existence,
orientation and uniqueness of the ODEs. The results are in agreement with those
available in scientific literature. Furthermore several methods can be used to obtain
desirable solutions to the ODEs. This method of characterizing distributions cannot
be applied to distributions whose PDF or CDF are either not differentiable or the
domain of the support of the distribution contains singular points.
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Chapter 14
Half-Normal Distribution: Ordinary
Differential Equations

Hilary I. Okagbue, Oluwole A. Odetunmibi, Sheila A. Bishop,
Pelumi E. Oguntunde and Abiodun A. Opanuga

Abstract In this chapter, homogenous ordinary differential equations (ODES) of
different orders were obtained for the probability density function, quantile func-
tion, survival function inverse survival function, hazard function and reversed haz-
ard functions of half-normal distribution. This is possible since the aforementioned
probability functions are differentiable. Differentiation and modified product rule
were used to obtain the required ordinary differential equations, whose solutions are
the respective probability functions. The different conditions necessary for the exis-
tence of the ODEs were obtained and it is almost in consistent with the support that
defined the various probability functions considered. The parameters that defined
each distribution greatly affect the nature of the ODEs obtained. This method pro-
vides newways of classifying and approximating other probability distributions apart
from half-normal distribution considered in this chapter. In addition, the result of the
quantile function can be compared with quantile approximation using the quantile
mechanics.
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14.1 Introduction

Calculus in general anddifferential calculus in particular is a very key tool in the deter-
mination of mode of a given probability distribution and in estimation of parameters
of probability distributions, amongst other uses. The method of maximum likelihood
is an example.

Differential equations often arise from the understanding and modeling of real
life problems or some observed physical phenomena. Approximations of probability
functions are oneof themajor areas of applicationof calculus andordinarydifferential
equations in mathematical statistics. The approximations are helpful in the recovery
of the probability functions of complex distributions [1–4] especially in quantile
approximations.

Apart frommode estimation, parameter estimation and approximation, probability
density function (PDF) of probability distributions can be expressed as ODE whose
solution is the PDF. Some of which are available. They include: beta distribution
[5], Lomax distribution [6], beta prime distribution [7], Laplace distribution [8] and
raised cosine distribution [9].

The aim of this research is to develop homogenous ordinary differential equa-
tions for the probability density function (PDF), Quantile function (QF), survival
function (SF), inverse survival function (ISF), hazard function (HF) and reversed
hazard function (RHF) of half-normal distribution. This will also help to provide the
answers as to whether there are discrepancies between the support of the distribution
and the necessary conditions for the existence of the ODEs. Similar results for other
distributions have been proposed, see [10–23] for details.

Half-normal distribution is a normal distribution with a mean set at zero and
parameterized to the domain of positive real numbers and zero being the lower
bound. Pewsey [24, 25] worked on the improved statistical inference for the distribu-
tion while [26] proposed unbiased estimators for the parameters of the distribution,
which according to them, performs better than the traditional maximum likelihood.
Some generalizations are available for the distribution such as: the extended gener-
alized half-normal distribution [27], beta generalized half-normal distribution [28],
generalized half-normal distribution [29, 30], discrete half-normal distribution [31],
an extension of the half-normal distribution called the slashed half-normal distribu-
tion [32], Kumaraswamy generalized half-normal distribution [33], beta generalized
half-normal geometric distribution [34], gamma half-normal distribution [35] and
alpha half-Normal Slash distribution [36]. Also available are epsilon half-normal dis-
tribution [37]. The distribution is a sub-model of exponentiated generalized gamma
distribution proposed by [38] and generalized half-t distribution by [39]. Also avail-
able is the odd log-logistic generalized half-normal lifetime distribution [40].

In addition, the distribution was generalized with the Airy model to obtain the M-
Wright distribution [41]. Details of the new method of generating the distribution is
given in [42] and its application to quality control were highlighted by [43]. Lang [44]
used the distribution tomodel wage gap between immigrants and natives inGermany.
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The distribution was among those used by Schoenberg et al. [45] in modeling of the
distribution of the sizes of wildfire.

Differential calculus was used to obtain the results.

14.2 Probability Density Function

The probability density function of the half-normal distribution is given by;

f (x) �
√
2

σ
√

π
e− x2

2σ2 (14.1)

To obtain the first order ordinary differential equation for the probability density
function of the half-normal distribution, differentiate Eq. (14.1);

f ′(x) � − x
√
2

σ 3
√

π
e− x2

2σ2 (14.2)

The condition necessary for the existence of the equation is σ > 0.
Simplify Eq. (14.2) using Eq. (14.1);

f ′(x) � −
( x

σ 2

) √
2

σ
√

π
e− x2

2σ2 � − x

σ 2
f (x) (14.3)

The first order ordinary differential for the probability density function of the
half-normal distribution is given as;

σ 2 f ′(x) + x f (x) � 0 (14.4)

with initial value condition; f (1) �
√
2

σ
√

π
e− 1

2σ2 .
To obtain the second order ordinary differential equation for the probability den-

sity function of the half-normal distribution, differentiate Eq. (14.2);

f ′′(x) �
√
2

σ 3
√

π

{
x2

σ 2
e− x2

2σ2 − e− x2

2σ2

}
(14.5)

The condition necessary for the existence of the equation is σ > 0.
Two differential equations can be obtained from the simplification of Eq. (14.5).

They are presented as Eqs. (14.6) and (14.7).

σ 4 f ′′(x) + (σ 2 − x2) f (x) � 0 (14.6)

σ 2 f ′′(x) + x f ′(x) + f (x) � 0 (14.7)
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To obtain the third order ordinary differential equation for the probability density
function of the half-normal distribution, differentiate Eq. (14.5);

f ′′′(x) �
√
2

σ 3
√

π

{
− x3

σ 4
e− x2

2σ2 +
3x

σ 2
e− x2

2σ2

}
(14.8)

The condition necessary for the existence of the equation is σ > 0.
Six differential equations can be obtained from the simplification of equations.

They are listed as Eqs. (14.9–14.14).

σ 6 f ′′′(x) − (3σ 2x − x3) f (x) � 0 (14.9)

σ 4 f ′′′(x) + (3σ 2 − x2) f ′(x) � 0 (14.10)

σ 4 f ′′′(x) − x2 f ′(x) − 3x f (x) � 0 (14.11)

σ 4 f ′′′(x) + σ 2x f ′′(x) − 2x f (x) � 0 (14.12)

σ 2 f ′′′(x) + x f ′′(x) + 2 f ′(x) � 0 (14.13)

σ 4 f ′′′(x) + σ 2x f ′′(x) + σ 2 f ′(x) − x f (x) � 0 (14.14)

f ′(1) � −
√
2

σ 3
√

π
e− 1

2σ2 (14.15)

To obtain the fourth order ordinary differential equation for the probability density
function of the half-normal distribution, differentiate Eq. (14.8);

f ′v(x) �
√
2

σ 3
√

π

{
x4

σ 6
e− x2

2σ2 − 6x2

σ 4
e− x2

2σ2 +
3

σ 2
e− x2

2σ2

}
(14.16)

The condition necessary for the existence of the equation is σ > 0.
Twelve differential equations can be obtained from the simplification of

Eq. (14.16);

σ 8 f ′v(x) − (x4 − 6σ 2x2 + 3σ 4) f (x) � 0 (14.17)

xσ 6 f ′v(x) + (x4 − 6σ 2x2 + 3σ 4) f ′(x) � 0 (14.18)

σ 6 f ′v(x) + (x3 − 6σ 2x) f ′(x) − 3σ 4 f (x) � 0 (14.19)

σ 6 f ′v(x) − (σ 2x2 − 3σ 4) f ′′(x) + 2x2 f (x) � 0 (14.20)

σ 4 f ′v(x) − (x2 − 3σ 2) f ′′(x) − 2x f ′(x) � 0 (14.21)

σ 6 f ′v(x) + xσ 4 f ′′′(x) − 3(σ 2 − x2) f (x) � 0 (14.22)

xσ 4 f ′v(x) + x2σ 2 f ′′′(x) + 3(σ 2 − x2) f ′(x) � 0 (14.23)

σ 2 f ′v(x) + x f ′′′(x) + 3 f ′′(x) � 0 (14.24)

σ 4 f ′v(x) − (x2 − 2σ 2) f ′′(x) − 3x f ′(x) − f (x) � 0 (14.25)

σ 4 f ′v(x) + σ 2x f ′′′(x) − 3x f ′(x) − 3 f (x) � 0 (14.26)
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σ 6 f ′v(x) + σ 4x f ′′′(x) + 2σ 4 f ′′(x) + (x2 − σ 2) f (x) � 0 (14.27)

xσ 4 f ′v(x) + σ 2x2 f ′′′(x) + 2σ 2x f ′′(x) − (x2 − σ 2) f ′(x) � 0 (14.28)

14.3 Quantile Function

The Quantile function of the half-normal distribution is given by;

Q(p) � σ
√
2er f −1(p) (14.29)

To obtain the first order ordinary differential equation for the Quantile function of
the half-normal distribution, differentiate Eq. (14.29);

Q′(p) � σ
√
2π

2
e[er f

−1(p)]2 (14.30)

The condition necessary for the existence of the equation is

σ > 0, 0 ≤ p < 1.

Simplify Eq. (14.30) using Eq. (14.29), however Eq. (14.29) becomes;

Q(p)

σ
√
2

� er f −1(p) (14.31)

Q′(p) � σ
√
2π

2
e

Q2(p)
2σ2 (14.32)

ln Q′(p) � ln

(
σ
√
2π

2

)
+
Q2(p)

2σ 2
(14.33)

2σ 2 ln Q′(p) − Q2(p) − 2σ 2g � 0 (14.34)

where g � ln
(

σ
√
2π
2

)
with initial value condition; Q(0) � 0.

To obtain the second order ordinary differential equation for the Quantile function
of the half-normal distribution, differentiate Eq. (14.30);

Q′′(p) � σπ
√
2

2
er f −1(p)

(
e[er f

−1(p)]2
)2

(14.35)

The condition necessary for the existence of the equation is

σ > 0, 0 ≤ p < 1.
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Substitute Eq. (14.29) into Eq. (14.35);

Q′′(p) � π

2
Q(p)

(
e[er f

−1(p)]2
)2

(14.36)

The following equations obtained from the simplification of Eq. (14.30) are needed
to simplify Eq. (14.36);

Q′2(p) � πσ 2

2

(
e[er f

−1(p)]2
)2

(14.37)

Q′2(p)
σ 2

� π

2

(
e[er f

−1(p)]2
)2

(14.38)

Substitute Eq. (14.38) into Eq. (14.36);

Q′′(p) � Q(p)
Q′2(p)

σ 2
(14.39)

σ 2Q′′(p) − Q(p)Q′2(p) � 0 (14.40)

14.4 Survival Function

The survival function of the half-normal distribution is given by;

S(t) � 1 − er f

(
t

σ
√
2

)
(14.41)

To obtain the first order ordinary differential equation for the Survival function of
the half-normal distribution, differentiate Eq. (14.41);

S′(t) � −
√
2

σ
√

π
e− t2

2σ2 � − f (t) (14.42)

The condition necessary for the existence of the equation is σ > 0.
The second and third order ordinary differential equations for theSurvival function

of the half-normal distribution can also be obtained using Eq. (14.42);

σ 2S′′(t) + t S′(t) � 0 (14.43)

S′(0) � −
√
2

σ
√

π
(14.44)

σ 4S′′′(t) + (σ 2 − t2)S′(t) � 0 (14.45)

σ 2S′′′(t) + σ t S′′(t) + S(t) � 0 (14.46)
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14.5 Inverse Survival Function

The inverse survival function of the half-normal distribution is given by;

Q(p) � σ
√
2er f −1(1 − p) (14.47)

To obtain the first order ordinary differential equation for the Quantile function of
the half-normal distribution, differentiate Eq. (14.47);

Q′(p) � −σ
√
2π

2
e[er f

−1(1−p)]2 (14.48)

The condition necessary for the existence of the equation is

σ > 0, 0 ≤ p < 1.

Simplify Eq. (14.48) using Eq. (14.47), however Eq. (14.47) becomes;

Q(p)

σ
√
2

� er f −1(1 − p) (14.49)

Q′(p) � −σ
√
2π

2
e

Q2(p)
2σ2 (14.50)

ln Q′(p) � − ln

(
σ
√
2π

2

)
− Q2(p)

2σ 2
(14.51)

2σ 2 ln Q′(p) + Q2(p) + 2σ 2g � 0 (14.52)

where g � ln
(

σ
√
2π
2

)
and with initial value condition; Q(0) � 0.

14.6 Hazard Function

The hazard function of the half-normal distribution is given by;

h(t) �
( √

2

σ
√

π
e− t2

2σ2

)(
1 − er f

(
t

σ
√
2

))−1

(14.53)
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To obtain the first order ordinary differential equation for the hazard function of the
half-normal distribution, differentiate Eq. (14.53);

h′(t) � −

⎧⎪⎪⎨
⎪⎪⎩

t

σ 2
+

( √
2

σ
√

π
e− t2

2σ2

)

(
1 − er f

(
t

σ
√
2

))

⎫⎪⎪⎬
⎪⎪⎭
h(t) (14.54)

The condition necessary for the existence of the equation is σ > 0.

h′(t) � −
{

t

σ 2
+ h(t)

}
h(t) (14.55)

σ 2h′(t) � −(t + σ 2h(t))h(t) (14.56)

σ 2h′(t) + σ 2h2(t) + th(t) � 0 (14.57)

with initial value condition: h(0) �
√
2

σ
√

π
.

Higher order ordinary differential equations can also be obtained such as;

σ 2h′′(t) + (t + 2σ 2h(t))h′(t) + h(t) � 0 (14.58)

σ 2h′′′(t) + (t + 2σ 2h(t))h′′(t) + 2σ 2h′2(t) + h′(t) + h(t) � 0 (14.59)

14.7 Reversed Hazard Function

he reversed hazard function of the half-normal distribution is given by;

j(t) �
√
2

σ
√

π
e

t2

2σ2

er f
(

t
σ
√
2

) �
( √

2

σ
√

π
e− t2

2σ2

)(
er f

(
t

σ
√
2

))−1

(14.60)

To obtain the first order ordinary differential equation for the reversed hazard function
of the half-normal distribution, differentiate Eq. (14.60);

j ′(t) � −

⎧⎪⎪⎨
⎪⎪⎩

t

σ 2
+

( √
2

σ
√

π
e− t2

2σ2

)

(
er f

(
t

σ
√
2

))

⎫⎪⎪⎬
⎪⎪⎭
j(t) (61)

The condition necessary for the existence of the equation is σ > 0.

j ′(t) � −
{

t

σ 2
+ j(t)

}
j(t) (62)
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σ 2 j ′(t) + σ 2 j2(t) + t j(t) � 0 (63)

with initial value condition; j(1) �
√
2

σ
√

π
e
− 1

2σ2

er f
(

1
σ
√
2

)

14.8 Conclusion

Ordinary differential equations (ODEs) has been obtained for the probability den-
sity function (PDF), quantile function (QF), survival function (SF), inverse survival
function (ISF), hazard function (HF) and reversed hazard function (RHF) of the
half-normal distribution.

This differential calculus, modified product rule and efficient algebraic simplifi-
cations were used to derive the various classes of the ODEs. The parameter and the
supports that characterize the half-normal distribution determine the nature, exis-
tence, orientation and uniqueness of the ODEs. The results are in agreement with
those available in scientific literature. Furthermore several methods can be used to
obtain desirable solutions to the ODEs. This method of characterizing distributions
cannot be applied to distributions whose PDF or CDF are either not differentiable
or the domain of the support of the distribution contains singular points. Further-
more, the differential equations can be used to model phenomena described by the
distribution.
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Chapter 15
Sources of Stressors Among Physics
Education Undergraduates
of Chukwuemeka Odumegwu Ojukwu
University, Nigeria

Theresa U. Okafor

Abstract The study was aimed at examining the role of inadequate physics facili-
ties/accommodation, socio-economic status and poor time management as stressors
amongChukwuemekaOdumegwuUniversity (COOU),Anambra State Physics Edu-
cation undergraduates. The study was guided by five research questions. The survey
design was adopted. All the physics Education undergraduates of COOU, Anambra
State totalling forty studentswas used for the study.The researcher usedquestionnaire
instrument targeted to physics Education students of COOU. The research questions
were answered using percentages. It was found that low socio-economic status was
the highest contributor of stress among COOU Physics Education undergraduates
Anambra State with 80% of the respondents indicating that it was amajor contributor
of stress. It was recommended that counselling services should be rendered to Physics
Education students with a view of helping them improve their socio-economic status
by helping them getting vacation jobs in their institutions and other places and also
helping them manage the time available to them effectively. Moreover conducive
atmosphere for learning, adequate Physics facilities and well equipped medical units
should be provided by the government and university authorities in order to reduce
stress among physics Education undergraduates, so as to meet their academic chal-
lenges.

Keywords Economic status · Emotional problems · Inadequate physics facilities
Laboratories · Stress · Stressors

T. U. Okafor (B)
Department of Science Education, Chukwuemeka Odumegwu University, Uli, Nigeria
e-mail: teresaokafor@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
S.-I. Ao et al. (eds.), Transactions on Engineering Technologies,
https://doi.org/10.1007/978-981-13-2191-7_15

195

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2191-7_15&domain=pdf


196 T. U. Okafor

15.1 Introduction

Physics Education aims at promoting intellectual and calculative skills of the indi-
vidual and his ability to use such skills, to create and manipulate material resources
to create wealth, promote health and societal development. Okafor [11] observes that
physics Education aims at the following:

• Facilitate a transition for scientific concepts and techniques acquired in integrated
science with physics;

• Provide students with basic knowledge in physics concept and principles through
efficient selection of content and sequencing;

• Show progress in its link with industry, everyday life benefits and hazards; and
show; physics in its inter-relationship with other subjects.

• Provide a course, which is complete for pupils not proceeding to higher education,
while it is at the same time a reasonable adequate foundation for a post secondary
physics course.

However, when the student is burdened by stressors, these wonderful aims may
be an illusion. Stress means pressure, tension or worry resulting from problems in
one’s life while stressor means an environmental condition or influence of stress (i.e.
causes stress for) an organism. Stress may be unavoidable in human existence. Stress
is a part of everyday life, including that of students. However, it could be managed if
certain steps are taken. Stress has to do with day to day events and how an individual
reacts to them. Any alteration in an individual’s life, whether pleasant, or unpleasant,
usually, requires some kind of human readjustment. Alike [1] opined that when this
readjustment negatively affects the normal psychological or physiological well being
of an individual, he or she experiences stress. Stress could arise as a result of physical
exhaustion, anxiety, ill-health and financial problems.

Stress is a regular feature associated with students’ life on campuses of Nigerian
Universities.

This problem tends to undermine the educational achievement and by implication
the economic growth and development of the country. The degrees of stress physics
students undergo as a result of change in environment, hostel, access to computers,
science equipments, laboratories, classroom accommodation, missing result scores,
health problems, family problems and inability to manage time available to them
would be overwhelming [1]. Consequently, Maisamari [8] described stress as a state
of discomfort, tension or emotional pain which arises when an individual is faced
with situation which present a demand that is important for the individual to meet
but for which his capacities and resources are inadequate, he contended further that
cognitively, stress interferes with thinking, concentration and memory [9]. He also
observed that poor time management is a sort of stress. When students fail to manage
the time available to them effectively, they may undergo some sort of stress. When
it is time for examination, by staying awake all night, reading in order to cover the
course outline. This may lead to break down their health condition prior to or during
examination, thereby leading to academic underachievement.
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Moderate stress motivates the individual to action necessary to adapt in rapidly
changing world. When it comes to stress and its bad effect, it is seen as disabling,
disorganising and disorienting. Woolfolk (2005) identified that behaviourally, stress
is characterised by anxiety, anger, depression, intrinsic, thoughts/images, obsessions,
altered motivation, impaired intellectual activities, aggression, substance abuse,
avoidance, lack of concentration and loss of interest in physics education activi-
ties that were eagerly sought for. Also UNICEF [16] reported that countries like
Japan andMalaysiamade tremendous leap into economic and technological advance-
ment because they focus on the development of their human resources, especially
in physics, mathematics and technology, if Nigeria must borrow a leaf from there
nations. Physics and technology education should occupy a position of pre eminence
in national developmental projects.

Socio-economic status has been observed to be a form of stressor in the study of
physics education. Sociologists define social class, or socio-economic status (SES)
in terms of an individual’s income, occupation, education and prestige in society
[15]. Students from working class or lower-class background are less likely than
middle class students to enter school knowing how to count, to name letters, to cut
with scissors or name colours. They are less likely to perform better than children
frommiddle-class homes [10, 14]. Equally Alika and Egbochukwu [2] found out that
the socio-economic status of an individual exerts a lot of influence on the academic
attainment of the individual. This implies that an undergraduate of Physics Education
whose parental socio-economic status is low will find it difficult to manage stressors
that he may likely encounter in the university due to the handicap posed by his
socio-economic background. This is more apparent, as we have also many students
on campus who are training themselves in the universities. In ablution, Franklin
[5] found that individual who suffer extreme hunger for a long period of time due
to poverty, experience a wide spread effect such as depression, poor concentration,
hostile and irritable disposition. Leandro [7] in Awake publication found that when
faced with financial distress it affects one’s mood.

Physics students can be stressed as a result of lack of financial backup especially
as regards purchase of basic necessities. This may raise tension and stress and as a
result affect their academic achievement.

i. Sources of Stress in Physics Education

Alika [1] categorised major sources of stress in physics Education into physi-
cal, psychological and environmental stresses. Ikeotuonye [6] also categorised stres-
sors to include the following: physical and health problems, financial and social
problems, sexual, psychological, moral, family, environmental and vocational prob-
lems. Onyemerekeyo [13] also contended that modern day issues resulting from our
lifestyle, tasks and challenges amongst others are all sources of stress. Above all, the
sources of stress in physics education are the gate way by which the emotional, cog-
nitive and physiological activity of the individual is disrupted. Understanding these
stress sources, then possible interference to physics education students’ well-being
is important, since it is informative and educative.
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ii. Management of stress in physics education

Neidharelt,Malcolm andRobert in Alike [1, p. 19], advanced for coping strategies
in the management of stress, they include:

• Build up general health: through proper nutrition, rest, exercise and other positive
health practices.

• Change the situation: this has to do with avoiding the source of stress.
• Change your mind: that is your perceptions of or thought about stressors.
• Change your body: this has to do with the ability to substitute relaxation responses
for stress responses.

Edstrom [3] opined that stress manifestations include the physical cognitive, emo-
tional and behavioural dimensions. Excessive stress may cause physical and men-
tal health problems, reduce students self esteem and may affect students academic
achievement.

One of the objectives of the national policy on Education [4] is inculcation of the
right types of values and attitudes for the survival of the individual and the society
at large. Irrespective of this noble objective, it appears that the stress which physics
education undergraduates’ face is on the increase. There is the need for universities
to make adequate preparation at ensuring the provision of adequate laboratories.
Computers physics equipment, conducive atmosphere for learners, development of a
positive self image, self-direction and the acquisition skill in coping with stress, fail-
ure to ensure these issues are addressed may jeopardise physics education students’
ambition and goals. The pressure of anxiety amongst physics

Education undergraduates may lead to despair and fear towards challenges that
they may encounter. In universities and colleges stressors may take the form of unac-
customed activities. Sharing a nom with a stranger makes demands on the student, a
new form of academic activity is demanding, rushing to secure the use of computers
and laboratories ahead of time, financial resources and health issues can be stressors.
Physics Education Undergraduates of the universities of Chukwuemeka Odumegwu
Ojukwu University (COOU) are faced with a lot of stress, which range from aca-
demic, physical, emotional, poor time management and socio-economic problems
amongst others.

15.2 Statement of the Problem

Psychologists assert that stress is an inevitable aspect of human existence, therefore,
there is the need to exercise some sort of control over it, in order to minimize its
damaging effects especially as regards its impact o Physics Education undergradu-
ates. The advancement of any nation has to do with her human resources, UNICEF
[16]. Therefore, it becomes imperative that efforts should be made to reduce stress
among Physics Education students who may contribute to the future technological
growth of the country.
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The Physics Education undergraduates in the Chukwuemeka OdumegwuOjukwu
University experience a lot of discomfort ranging from a change of environment,
academic pressures, inadequate laboratories, computers, accommodation, poor time
management, health issues, poor socio-economic status and transportation. There is
need to ensure that these issues are addressed by the various university authorities
because failure to ensure that this is done may jeopardize Physics Education Under-
graduates’ ambition and goals.Without doubt, the problemof inadequate laboratories
and accommodation in our campuses is a source of stress not only to students but to
their parents. Usually in the Chukwuemeka Odumegwu Ojukwu University, priority
is given tofirst year andfinal years students in termaccommodation.Chronic stressors
on campuses expose Physics Education Undergraduates to unwanted behavioural
tendencies. When stress becomes unbearable to an individual it may lead to distress,
which may cause some damage to the entire well-being of the individual. Therefore,
a study of this nature is imperative in Nigerian universities in order to determine the
sources of stress and strategies that should be adopted to eliminate stressors among
Physics Education Undergraduates, in order to build a strong egalitarian and virile
nation [12].

15.3 Purpose of Study

Themain purpose of this study was to find out the sources of stress among Chukwue-
meka Odumegwu Ojukwu University Physics Education undergraduates and proffer
strategies that could be adopted in order to minimize or eliminate stress on university
campuses.

C Research questions

The following research questions were posed to guide the study.

1. Does inadequate science facilities/accommodation constitute a source of stress to
Physics education Undergraduates in Chukwuemeka Odumegwu Ojukwu Uni-
versity, Anambra State?

2. To what extent will poor health condition be a source of stress to Physics Educa-
tion undergraduates in Chukwuemeka Odumegwu Ojukwu University, Anambra
State?

3. Is emotional problem a source of stress to Chukwuemeka Odumegwu Ojukwu
University, Anambra State Physics Education Undergraduates?

4. Is low socio-economic status a source of stress to Chukwuemeka Odumegwu
Ojukwu University, Anambra State Physics Education Undergraduates?

5. To what extent will poor time management constitute a source of stress to Chuk-
wuemeka Odumegwu Ojukwu University, Anambra State.
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15.4 Methodology

The surveymethod was adopted for this study. All the Physics Education Undergrad-
uates were used for the study, from one to final year totaling forty students. All the
Physics Education students were used because they are not so large, they understand
the system and also are in better position to express their experiences.

i. Instrument

The instrument used for this study was questionnaires. The questionnaire was
designed based on the research questions for the purpose of this study. The instrument
was made up of twenty items. All items represent statement to which they responded
to on a 4 point modified Likert scale, ranging from strongly agree, agree, disagree
and strongly disagree.

ii. Validations of the instrument

The questionnaire was face validated by two specialists in Chukwuemeka
Odumegwu Ojukwu University (COOU) and two experts in industrial physics in
the Chukwuemeka Odumegwu Ojukwu University, Anambra State. The specialist
approved the face validity of the instrument and endorsed the questionnaire as having
content validity after removing items that were found to be less importance to the
study.

iii. Reliability of the Instrument

The reliability of the instrument was determined by using the test retest method.
The questionnairewas administered to fifteen students in selected departments. The 2
weeks interval was to ensure that respondents do not remember exactly their previous
responses and that the items being measured are relatively stable among respondents
in order to show consistency in scores in both tests. The scores obtained were cor-
related and the reliability co-efficient of 0.89 was obtained, thus indicating that the
instrument was adequate for the study.

vi. Method of Data Collection

The researcher with the aid of two research assistants administered instruments
so to ensure orderliness and avoidance of attrition instruction on how to fill the ques-
tionnaire followed their distributors. The forty respondents filled the questionnaire
immediately and returned them on the spot. The questionnaires contained strongly
agree, agree, disagree and strongly disagree. The data generated from the respon-
dents were analyzed by testing the five research questions formulated for the study.
The statistical method employed was simple percentage.
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15.5 Results

15.5.1 Research Question 1

Does inadequate science facilities/accommodation constitute a source of a stress to
Physics Education Undergraduates of Chukwuemeka Odumegwu Ojukwu Univer-
sity, Anambra State.

Table 15.1 shows that out of 40 respondents, 10 and 14 students responded to
strongly agree and agree respectively while 9 and 7 responded disagree and strongly
disagree. When the mean percentage was computed, it was 60%. Thus implies that
inadequate science facilities/accommodation is a source of stressor to Physics Edu-
cation Undergraduates of Chukwuemeka Odumegwu Ojukwu University, Anambra
State.

15.5.2 Research Question 2

To what extent will poor health condition be a source of stress Physics Education
Undergraduates of University of Chukwuemeka Odumegwu Ojukwu University,
Anambra State?

Table 15.2 showed that 8 and 22 respondents strongly agreed and agreed respec-
tively that poor health is a source of stressor amongPhysics EducationUndergraduate
and this number of respondents constitute 75.0% of the respondents. This implies
that poor health to a great extent is a source of stressor among Physics education
students of Chukwuemeka Odumegwu Ojukwu University, Anambra State.

Table 15.1 Inadequate science condition

Variable No. of
respondent

Strongly
agree

Agree Disagree Strongly
disagree

%

Inadequate facili-
ties/accommodation

40 10 14 9 7 60

Table 15.2 Poor health condition

Variable No. of
respondents

Strongly
agree

Agree Disagree Strongly
disagree

%

Poor health 40 18 22 7 3 75.0
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Table 15.3 Emotional problem

Variable No. of
respondents

Strongly
agree

Agree Disagree Strongly
disagree

%

Poor health 40 18 22 7 3 75.0

Table 15.4 Socio-economic status

Variable No. of
respondents

Strongly
agree

Agree Disagree Strongly
disagree

%

Poor health 40 7 25 5 3 80

15.5.3 Research Question 3

Is emotional problem a source of stress to physics education undergraduates of Chuk-
wuemeka Odumegwu Ojukwu University?

Table 15.3 showed that 8 and 22 respondents strongly agreed and agree
respectively that emotional problem is a source of stressor among Chukwuemeka
Odumegwu Ojukwu University Anambra State, physics education undergraduates.
The mean percentage of the figure above was computed to be 75.0%. This implies
that emotional stressor is a problem among physics education undergraduates of
Chukwuemeka Odumegwu Ojukwu University Anambra State.

15.5.4 Research Question 4

Is low socio-economic status a source of stress toChukwuemekaOdumegwuOjukwu
University, Anambra State, physics education undergraduates?

Table 15.4 showed that 7 and 25 respondents strongly agreed and agreed respec-
tively that low socio-economic status of the respondents is a strong determinant of
stress among physics education undergraduates. When the mean percentage was
computed it was found to be 80%. This implies that low socio-economic status of a
family to a large extent is a source of stressor among physics education undergrad-
uates of Chukwuemeka Odumegwu Ojukwu University, Anambra State.

15.5.5 Research Question 5

To what extent will poor time management constitute a source of stress to physics
education undergraduates of Chukwuemeka Odumegwu Ojukwu University, Anam-
bra State?

Table 15.5 showed that 10 and 20 respondents strongly agreed and agreed respec-
tively that poor time management constitute a source of stress to physics education
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Table 15.5 Poor time management

Variable No. of
respondents

Strongly
agree

Agree Disagree Strongly
disagree

%

Poor time
manage-
ment

40 10 20 7 3 75

undergraduates. When the mean percentage was computed, it was found to be 75%,
thus implies that poor time management is a source of stressor among physics edu-
cation undergraduates of Chukwuemeka Odumegwu Ojukwu University, Anambra
State.

15.6 Discussion

From the analysis and interpretation of data, it was found out that inadequate science
facilities/accommodation is a source of stress to physics education undergraduates.
This finding is in line with the Alika [1] who found that modern day challenges,
inadequate laboratories, computers and accommodation inclusive constitutes stres-
sor in our campuses. When physics education undergraduates are faced with a chal-
lenge such as inadequate facilities like laboratories, computers, and accommodation,
their academic performance may be affected. When this happens, the observation of
Maisamari [10] comes into play, he contended that cognitively, stress interfaces with
thinking, concentration and memory; this may lead to poor academic achievement.

The study also showed that poor health condition could be a source of physics edu-
cation undergraduates. This finding is in agreement with the observation of Ikeotunye
[6] who noted that physical and health problems constitute sources of stress among
individuals. This study also showed that socio-economic status could be a source
of stressor among physics education undergraduates, thus finding is in line with the
observation of Alika [1] who described family problems as a source of stressor. The
finding is also in line with the observation of Maisamari [8] when he described stress
as a state of discomfort, tension or emotional pain, which arises when an individual
if faced with situations which present a demand that’s important for the individual to
meet but for which his capacities and resources are inadequate. It is also in line with
the finding s of Franklin [5] who found that individuals who suffer extreme hunger
as a result of poverty for a long period of time experience a wide spread affect such
depression, poor concentration, hostility and irritable disposition, thus on the long run
may-effect academic achievement. This study also showed that emotional problems
could be a source of stress among physics education undergraduates. This finding
is in line with the assertion of Woolfolk [17] who noted that behaviourally, stress is
characterized by anxiety, anger, depression, obsession, altered motivation, impaired
intellectual activities, and lack of concentration and loss of interest amongst others.
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Moreover, the study showed that poor time management is the highest contributor
of stress among physics education undergraduates. This finding is in line with that of
Maisamari [9] who identified poor time management as a source of stress. This is so
because students who fail to manage their time effectively may express some form
of stress especially when it is time for test and examination, they find themselves
reading all night, in order to cover the course outline, this more often than not gets
them stressed, some fall sick and are rushed to the hospital or the university medical
centre. This is invariably may lead to poor academic achievement.

15.7 Conclusion

The conclusion drawn from this study is that inadequate laboratories, computers,
physics equipments, students’ hostel and lecture hall accommodation, poor health
condition, emotional problem, low socio-economic status and poor time manage-
ment constitute stressors to physics education undergraduates of Chukwuemeka
OdumegwuOjukwuUniversity, Anambra State. However, the study showed that low
socio-economic status is the highest contributor to stress among physics education
undergraduates because 80%of the respondents indicated that poor timemanagement
is a major source of stress among physics education undergraduates.

Recommendations

The stake holders of Education, the Federal Government and StateGovernment agen-
cies such as Education trust fund and the University authorities should ensure that
adequate science facilities/accommodation are provided for students in university
campuses. Health workers should visit the university campuses from time to time so
as to ensure that adequate healthy conditions prevail on university campuses. Uni-
versity Health/Medical Centers should be well funded and equipped. Guidance and
Counselling services should be provided in order to assist in counseling students
with emotional problems and also in providing guidance and counselling services on
effective time management to our young undergraduates, especially those in physics
education.

Ministry of Education agencies, non-governmental agencies etc. should collabo-
rate among themselves in providing incoming-generating ventures, factories, indus-
tries that will serves as a boost to availability of vacation jobs in order to improve
the socio-economic status of students who need money in order to meet their social
and educational challenges while in the university.

University guidance counsellors should identify indigent physics education under-
graduate and help them negotiate some form of financial assistance through scholar-
ship for them or work study programs on campuses. Counselling services should be
emphatically rendered to physics education undergraduates and how to effectively
manage their time in order to improve on their academic achievement, resolve emo-
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tional problems and adjust effectively thereby develop their potential to improve
on their academic achievement and contribute towards national development. They
should adequately render their counselling services to physics education undergrad-
uates in order to help them manage their stress so as to help them develop functional
education.
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Chapter 16
Reactive Power Loss Minimization
on an Interconnected Electric Power
Network

Uche Chinweoke Ogbuefi, Boniface Onyemaechi Anyaka
and Muncho Josephine Mbunwe

Abstract The inability of power system to maintain a proper balance of reactive
power is the major cause of voltage collapse. A system can be saved from voltage
collapse by reducing the reactive power load or by adding additional reactive power
into the system. The electric power system is afflicted with continuous load shedding
due to inadequate generation and transmission capacities. To maximize the amount
of real power that can be transferred over a network, reactive power flow must be
minimized. Thus, sufficient reactive power should be provided locally in the system
to keep bus voltages within stipulated ranges to satisfy customers’ equipment ratings.
This paper presents an overview in reactive power compensation skillswhich remains
as research challenges in this area. Newton-Raphson’s solution method was used
to carry out the analysis because of its fast convergence, sparsity, and simplicity
attributeswhen compared to other solutionmethods, with relevant data obtained from
Power Holding Company of Nigeria (PHCN). MATLAB/SIMULINK was used to
carry out the simulation analysis. It is observed that the application of compensation
on the unified system jointly has effect on the other buses. This is confirmed by a
step-by-step application of compensation at 5% intervals. The effects were noticed
in Bus (20) where voltage decreased from 0.9568 to 0.9329 p.u. about 2.39%, bus
(19) from 0.998 to 1.1035 p.u. and others. These results indicate undershoot and
overshoot that will cause damage to the system, and may lead to system collapse
if no contingency control is installed. It is also observed that compensation should
be done on weak buses only for better results. The results indicate the enhancement
in voltage profile in addition to reduction in the network losses and more balanced
system. Active and reactive power control greatly influence the electricity grid, thus,
need adequate attention with the recent advent of integration of renewable energy
into the grid.
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16.1 Introduction

The demand of electricity is increasing day-by-day and this results in an increase in
per unit production cost. Again, maintaining uninterrupted power flow and provid-
ing quality power during disturbance becomes challenging. Voltage ampere reactive
(VAR) compensation is the management of reactive power to improve the perfor-
mance of ac power systems. The concept of VAR compensation embraces a wide and
diverse field of both system and customer problems, especially related with power
quality issues since most power quality problems are attenuated or solved with an
adequate control of reactive power [1].

In general, the problem of reactive power compensation is viewed from two
aspects: load compensation and voltage support. In load compensation the objec-
tives are to increase the value of the system voltage (power factor improvement),
balance the real power drawn from the ac supply, compensate voltage regulation and
eliminate current harmonics. In voltage support, the idea is for sustenance and to
maintain stable voltage flow in the network. For power flow studies the frequency
should remain nearly constant, because significant drop in frequency could result in
high magnetizing currents in induction motors and transformers [2, 3]. The flows
of active and reactive powers in a transmission network are fairly independent of
each other and are influenced by different control actions. Active power control is
closely related to frequency control, and reactive power control is closely related to
voltage control [2, 3]. Since constancy of frequency and voltage are important factors
in determining the quality of power supply, then the control of active and reactive
power is vital to the satisfactory performance of a power system [3, 4].

Since electrical energy is normally generated at the power stations far away from
the urban areas where consumers are located and are delivered to the ultimate con-
sumers through a network of transmission and distribution, the terminal voltage vary
substantially. Wider variation in voltage may cause erratic operation or even mal-
functioning of consumers’ appliances. The main cause for voltage variation is the
variation in load on the supply system. With the increase in load on the supply sys-
tem the voltage at the consumer premises falls due to increase in voltage drop in:
(I) Alternator synchronous impedance, (ii) Transmission lines, (iii) Feeders and (iv)
Distributors [5–7].

A well designed power system is one that gives good quality and reliable supply.
By good quality it means the voltage levels are within reasonable limits. Naturally all
the equipment on the power system are designed to operate satisfactorily only when
the voltage levels in the system correspond to the rated voltage or at the most the
variation arewithin±5%of ratedvalue [7]. Thus, compensation could bebeneficial in
in this aspect. The benefits of compensations are enormous and include the following:
reactive power compensation in a transmission system improves the stability of the ac
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system by increasing the maximum active power that can be transmitted. It also helps
to maintain a substantially flat voltage profile at all levels of power transmission if
properly harnessed. It also increases transmission efficiency. It controls steady-state
and temporary over-voltages and can avoid disastrous blackouts [7–10]. Objectively,
reactive power loss minimization and the study of the effect of joint compensation
on an interconnected network are the main issue of this work and the result obtained
showed the disparity.

In an interconnected power system of n-buses the power injected into the nodes
is given by a set of 2n nonlinear simultaneous equations represented in Eqs. (16.1)
and (16.2).

Pi �
N∑

n�1

|ViVkYik | cos(θik + ∂k − ∂i) (16.1)

Qi � −
N∑

n�1

|ViVkYik | sin(θik + ∂k − ∂i) (16.2)

Both active and reactive powers of the loads vary as a function of voltage magni-
tude. Compensating devices are normally added to supply or absorb reactive power
and thereby control the reactive power balance in a desired form [2].

16.1.1 Reactive Power Flow on Line Voltage Drop

Voltage variation is due to imbalance in generation and consumption of reactive
power in the system. If the generated reactive power is more than the consumed
power, the voltage levels go up and vice versa. However, if the two are equal, then
the voltage profile becomes flat and it happens only when the load is equal to the
natural load. Unfortunately the reactive power in the system keeps varying because
of different types of load and if the reactive power generation is simultaneously
controlled, a more or less flat voltage profile could be maintained. Too wide variation
of voltage causes excessive heating of distribution transformers thereby reducing the
transformer capacity [2, 9].

16.2 Compensation Plans

The device commonly used for voltage and reactive power control includes: shunt
reactors, shunt capacitors, synchronous generators, synchronous condensers, FACTS
DEVICES etc.

Shunt Reactors are inductive current element connected between lines and neutral
to compensate for inductive load/(current) from transmission lines. They are used
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to compensate for the effects of line capacitance, particularly to limit voltage rise
on open circuit or light load [2, 6]. Shunt Capacitors supply reactive power and
boost local voltages. The major advantages of shunt capacitors are their low cost and
their flexibility of installation and operation [2]. They are readily applied to various
points in the system, thereby contributing to efficiency of the power transmission and
distribution. The disadvantage is that their reactive power output is proportional to
the square of the voltage. The reactive power output is reduced at low voltages when
it is likely to be needed most [2, 11, 12]. Shunt capacitors alleviate the excess loading
of system and enable further active loads to be drawn from the same system. The
reduction in line currents results in reduction of system losses. It is economical to
carry out reactive power compensation from capacitors ideally located in the vicinity
of reactive load e.g. motors and low voltage side of transformers.

16.2.1 Real and Reactive Power Control

A synchronous machine that is connected to an infinite bus has fixed speed and
terminal voltage. The control variables are the field current and themechanical torque
on the shaft. The variation of the field current

(
If

)
, referred to as excitation system

control is applied to either a generator or a motor to supply or absorb a variable
amount of reactive power. Since the synchronous machine runs at a constant speed,
the only means of varying the real power is through control of the torque imposed on
the shaft by either the prime mover in the case of a generator or the mechanical load
in the case of a motor. The complex power delivered to the system by the generator
is given in per unit as in Eqs. (16.3) and (16.4)

S � P + jQ � ViI
∗
a � |Vi||Ia|(cos θ + j sin θ ) (16.3)

And for real and imaginary quantities we obtain

P � |Vi||Ia|cos θ ; Q � |Vi||Ia| sin θ (16.4)

16.2.2 Shunt Compensation—Static-Var Compensation

Shunt compensation is the use of shunt capacitor or and shunt reactors in the line
to avoid or reduce voltage instability [1, 2, 8] Shunt compensators are connected in
shunt either directly to a bus bar or to the tertiary winding or to the main transformer
and sometimes at mid-point of the lines (in some countries) to minimize the volt-
age drop and the losses. Shunt compensators are installed near the local terminals
in factory substations, in the receiving substations, at switching substations etc to
provide leading volt ampere-reactive (MVar) and thus to reduce the line current and
total kVA loading of substation transformer [4, 6, 7, 13].
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16.2.3 Control of Voltage and Reactive Power

For a transmission line where X � R and R is negligibly small, therefore

|�V | � XQr

X
, Qr � Vr

X
|�V | (16.5)

This relationship shows that the reactive powerQr is proportional to themagnitude
of the voltage drop in the line. Thus voltage control and reactive power control are
interrelated. The reactive power generated should be exactly equal to the reactive
power consumed. Anymismatch in the reactive power balance affects the bus voltage
magnitudes [1, 6, 7].

16.2.4 Reactive Power Compensation in the Nigeria 330 kV
Network

VAr compensation is the management of reactive power to improve the performance
of ac power systems. The concept of VAr compensation encircles a wide and diverse
field of both system and customer problems, especially related with power quality
issues. Most of the power quality problems can be attenuated or solved with an
adequate control of reactive power.

System voltage is highly dependent on the flow of reactive power. The long
transmission lines in the National Grid generate considerable reactive MVars which
constitute serious problems in maintaining system voltages within statutory limits
especially during light loads, system disturbances and or major switching. The Nige-
rian PHCN has many reactors in various locations in the country, some of which are
shown in Table 16.1. Some of these reactors were incorporated in the system to carry
out the compensation to control the effect of reactive Mar. The major cause of volt-
age variation or drop in the line is the flow of reactive power. More of over reactive
currents causes I2R losses in the system but produces no revenue.

16.2.5 Reactive Power Management in Electric Power System

An important factor in the control of voltage in a power system depends on the reac-
tive power production or absorption. Reactive power is required to excite consumer’s
equipment and transmission network which consists of capacitive and inductive ele-
ments. It is important that a balance of reactive power be maintained in the operation
of a system because control of voltage can be lost if this is not achieved [2, 3, 14]. The
reactive power flow is minimized so as to reduce I2R and (I2X) losses to a practical
minimum. This ensures that the transmission system operates efficiently. The rating
of capacitor can be calculated with the simplified equation as;
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Table 16.1 Status of reactors in Nigeria power network PHCN 330 kV system

Station Reactor nomenclature Rating Remarks

kV MVAR

Kaduna 3R3 330 75 Good

Jebba 2R1 „ 75 Good

Kano R1 „ 75 „

Gombe R1 „ 50 „

R2 „ 50 „

Oshogbo 4R1 „ 75 „

Benin 6R2 „ 75 „

Ikeja-west R1 330 75 Good

Makurdi R1 330 75 Good

Maiduguri 2R1 330 75 Good

C � QC

ωV 2
(16.6)

Equation 16.5 shows that the capacitance required to improve the system effi-
ciency is inversely proportional to V 2. Note that at high voltages power capacitors or
capacitor bank values are rated in kilo volt-ampere reactive (kvar or mvar). For three
phase system, the equation for the capacitor in delta connection, where (VP � VL)

Is given by Eq. 16.7.

C� � QC

ωV 2
P

� QC

ωV 2
L

(16.7)

Compensation added to the network is given by Eq. 16.8, [7, 15]

QC � P

Pf1
× sin(cos−1(pf1)) − P

Pf2
sin(cos−1(pf2) (16.8)

where P = real power specified at the buses, Pf1 = 0.85 power factor, Pf2 = 0.95
power factor, QC = value of shunt capacitance to be added to the network to boost
the system voltage. Hence the capacitor required per three phase in star connection
is equal to three times the capacitance required per phase when the capacitors are
connected in delta. Also, the capacitors for the star-connected bank have a working
voltage equal to 1√

3
times that for the delta-connected bank. For this reason, the

capacitors are connected in delta in three-phase systems for improvement of the
system stability. The installation of a capacitor bank can be used to avoid the need to
change a transformer in the event of a load increase. System behavior is affected by
the characteristics of every major element of the system. The representation of these
elements by means of appropriate mathematical models is critical to the successful
analysis of the system behavior [16, 17].
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In an ac circuit, current ‘I’ leads voltage in a capacitive circuit and I lags voltage
in an inductive circuit. A capacitor is used to generate Var and an inductor is used to
reduce reactive power. In power system analysis there is a strong inter relationship
between the real power and angle and also between the reactive power and the voltage
magnitude which aids us in compensation analysis. These relationships below exist
for real and reactive powers flow.

S � P + jQ, P � V ICos θ orP � I2R � V 2

R
,

andQ � V ISin θ orQ � I2X � V 2

X
XC � 1

jωC

and with low Var in a system, the voltage becomes low and vice versa. These rela-
tionships are used for the result analysis [8, 9, 18].

16.3 Network Description

The Nigerian power network like many practical systems in developing countries
consists of a few generating stations mostly sited in remote locations near the raw
fuel sources which are usually connected to the load centers by long transmission
lines.

The National Electric Power Authority (NEPA) now known as Power Holding
Company of Nigeria (PHCN) has the sole statutory functions of generation, trans-
mission, distribution andmarketing of electricity, before the partial unbundling of the
power sector. Nigeria national electricity grid at present consists of nine generating
stations comprising of three (3) hydro and six (6) thermal plants with a total installed
generating capacity of 6500 MW. The thermal stations are mainly in the southern
part of the country located at Afam, Okpai, Delta (Ughelli), Egbin and Sapele. The
hydroelectric power stations are in the country’smiddle belt and are located at Kainji,
Jebba and Shiroro. The transmission network is made up of 5000 km of 330 kV lines,
6000 km of 132 kV lines, 23 of 330/132 kV sub-stations and 91 of 132/33 kV sub-
stations [7, 9, 19].

Although, the installed capacity of the existing power stations is 6500 MW the
maximum load ever recorded was 4000 MW. Presently, most of the generating units
have broken down due to limited available resources to carry out the needed level of
maintenance. The transmission lines are radial and overloaded. The switchgears are
obsolete while power transformers have not been maintained for a long time. The
present installed generating capacity in Nigeria is shown in Table 16.2. The PHCN
has only once been able to generate a maximum of 4700 MW, for a country of more
than 160 million people [20–22].
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Table 16.2 Existing power stations

S/no. Power station
name

Location/state Status Capacity (MW)

1 Egbin Thermal
Power Station

Lagos Operating 1320

2 Afam Thermal
PS

Rivers Operating 969.6

3 Sapele Thermal
PS

Delta Operating 1020

4 Ijora Thermal PS Lagos Operating 40

5 Delta Thermal PS Delta Operating 912

6 Kainji Hydro PS Niger Operating 760

7 Jebba Hydro PS Niger Operating 578

8 Shiroro Hydro PS Niger Operating 600

9 AES Thermal PS Lagos Operating 300

Total capacity = 6500

16.3.1 Methodology

In this work, the method used is based on the work of [1]. The existing 330 kV, 30 bus
system of Nigeria transmission network with Egbin power station as the slack bus is
used, and an in-depth examination of theNigeria Integrated Power PlantNetworkwas
carried out. The parameters of all the generators and other system components were
obtained. Equations for the power flow analysis are then formulated incorporating
these parameters. The algorithm for the Newton-Raphson’s method was developed.
TheNewton-Raphson’s solutionmethod representedwithEqs. (16.9) and (16.10)was
used to carry out the analysis because of its sparsity, fast convergence and simplicity
attributes as compared to other solution methods using the relevant data as obtained
from Power Holding Company of Nigeria (PHCN). MATLAB m-file program and
SIMULINK model were developed and used for the simulation analysis.

�P � J11�δ (16.9)

�Q � J22�|V | (16.10)

16.3.1.1 Line Flows and Line Losses Model

At the end of the iterative solution of the bus voltages, the calculation of the line
flows and losses for both compensated and uncompensated conditions were carried
out. The following formulae are used considering a two bus system labeled 1 and 2
(or i and j, and then to nth buses). First the Line current is given as:
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I12 � y(V1 − V2), I21 � −I12 (16.11)

I13 � y13(V1 − V3), I31 � −I13 (16.12)

Line flows are calculated using

S12 � V1I
∗
12; S21 � V2I

∗
21 (16.13)

S13 � V1I
∗
13; S31 � V3I

∗
31 (16.14)

Line losses

SL12 � S12 + S21; SL13 � S13 + S31 (16.15)

16.3.2 Draft of Nigeria 330 kV Transmission Network Used
as Case Study

The single-line diagram of the existing 330 kVNigeria transmission network used as
the case study is as shown in Fig. 16.1. It has 30 buses with nine generating station.
The Egbin power station was chosen as the slack bus because of its capacity and
location in the network.

16.3.3 Data Assembly—Line Data

The input data for the power flow analysis include the bus data, transmission line
data (impedance of lines), voltages and transformer/load data obtained from Power
Holding Company of Nigeria (PHCN) are as presented in Tables 16.3, 16.4 and 16.5.

The load and generation data expressed in per unit values are given as MW+jM VAr
base.value .

where the Slack Bus is Egbin Generating Station. As in Table 16.4
Base value = 100 MVA
Base voltage = 330 kV, PerUnit Value � MVA

Base Voltage as presented in Table 16.4.

16.3.4 Shunt Capacitor Compensation Algorithm

The flow chart in Fig. 16.2 is the procedural method applied to achieve the desired
compensation results.

First, the base solution is obtained using Newton-Raphson’s method. Check bus
voltages range. Identify the problem buses by checking the bus voltages outside±5%
of the normal values (that is, 0.95–1.05) per unit. Calculate the capacitor values
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Table 16.3 Transmission line data (of Bison, two conductors per Phase and 2× 350mm2 X-section
Conductor) for 330 kV lines

B/no. Bus name Length
(km)

R1 (p.u.) X1 (p.u.) Shunt

From To

1 Akamgbe Ik-West 17 0.0006 0.0051 0.065

2 Ayede Oshogbo 115 0.0041 0.0349 0.437

3 Ik-West Egbin 62 0.0022 0.0172 0.257

4 Ik-West Benin 280 0.0101 0.0799 1.162

5 Oshogbo Jebba 249 0.0056 0.477 0.597

6 Oshogbo Benin 251 0.0089 0.0763 0.954

7 JebbaTs JebbaGs 8 0.003 0.0022 0.033

8 Jebba TS Shiroro 244 0.0087 0.0742 0.927

9 Jebba TS Kainji 81 0.0022 0.0246 0.308

10 Kainji B.Kebbi 310 0.0111 0.942 1.178

11 Shiroro Kaduna 96 0.0034 0.0292 0.364

12 Kaduna Kano 320 0.0082 0.0899 0.874

13 Jos Gombe 265 0.0095 0.081 1.01

14 Benin Ajaokuta 195 0.007 0.056 0.745

15 Benin Sapele 50 0.0018 0.0139 0.208

16 Benin Onitsha 137 0.0049 0.0416 0.521

17 Onitsa N.Heaven 96 0.0034 0.0292 0.0355

18 Onitsha Alaoji 138 0.0049 0.0419 0.524

19 Alaoji Afam 25 0.009 0.007 0.104

20 Sapele Aladja 63 0.0023 0.019 0.239

21 Delta Aladja 30 0.0011 0.0088 0.171

22 Kainji GS Jebba TS 81 0.0022 0.0246 0.308

23 Ayede lk West 137 0.0049 0.0416 0.521

24 Egbin TS Aja 27.5 0.0022 0.0172 0.257

25 Egbin TS Aja 27.5 0.0022 0.0172 0.257

26 Kaduna Jos 197 0.007 0.0599 0.748

27 Jos Makurdi 275 0.0029 0.0246 0

28 Oshogbo lk West 252 0.0049 0.0341 0.521

29 Benin Delta 107 0.0022 0.019 0.239

30 Onitsha Okpai 80 0.009 0.007 0.104

31 Geregu Ajokuta 5 0.0022 0.0172 0.257

32 Shiroro Kaduna 96 0.0034 0.0292 0.364
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Fig. 16.1 One line diagram of the PHCN 330 kV 30 bus interconnected network

using this equation
(
C � QC

ωV 2

)
and apply compensation using this QC � P

Pf1
×

sin(cos−1(pf1)) − P
Pf2

sin(cos−1(pf2)). Where P is real power specified at the buses,
Pf1 andPf2 are power factors,whileQC is value of shunt capacitance to be added to the
network to boost the system voltage. Finally output result and stop. These procedures
were simulated usingMATLAB/SIMULINK. The results from the Newton-Raphson
iterative method give the bus voltages, line flows, and power losses under normal
(uncompensated) condition as shown in Table 16.7. The voltages at buses 14, 17, 18,
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Table 16.4 Bus data values
B/no. Bus name Generation Load V (volts) Angle

(degree)
Remarks

P (MW) Q (MVar) P (MW) Q (MVar)

1 Egbin – – 0.0000 0.0000 1.02 0.0000 Slack

2 Delta Ps 55.000 28.160 – – 1.0000 0.0000 PV bus

3 Okpai 220.000 112.700 – – 1.0000 0.0000 PV bus

4 Sapele 75.000 38.420 – – 1.0000 0.0000 PV bus

5 Afam 479.000 245.390 – – 1.0000 0.0000 PV bus

6 Jebba 322.000 164.960 – – 1.0000 0.0000 PV bus

7 Kainji 323.000 165.490 – – 1.0000 0.0000 PV bus

8 Shiroro 280.000 143.440 – – 1.0000 0.0000 PV bus

9 Geregu 200.000 102.440 – – 1.0000 0.0000 PV bus

10 Oshogbo – – 120.370 61.650 1.0000 0.0000 Load bus

11 Benin – – 160.560 82.240 1.0000 0.0000 Load bus

12 Ikj-West – – 334.000 171.110 1.0000 0.0000 Load bus

13 Ayede – – 176.650 90.490 1.0000 0.0000 Load bus

14 Jos – – 82.230 42.129 1.0000 0.0000 Load bus

15 Onitsha – – 130.510 66.860 1.0000 0.0000 Load bus

16 Akamgbe – – 233.379 119.560 1.0000 0.0000 Load bus

17 Gomgbe – – 74.480 38.140 1.0000 0.0000 Load bus

18 Abuja
(katamkpe)

– – 200.000 102.440 1.0000 0.0000 Load bus

19 Maiduguri – – 10.000 5.110 1.0000 0.0000 Load bus

20 Egbin TS – – 0.000 0.000 1.0000 0.0000 Load bus

21 Aladja – – 47.997 24.589 1.0000 0.0000 Load bus

22 Kano – – 252.450 129.330 1.0000 0.0000 Load bus

23 Aja – – 119.990 61.477 1.0000 0.0000 Load bus

24 Ajaokuta – – 63.220 32.380 1.0000 0.0000 Load bus

25 N.Heaven – – 113.050 57.910 1.0000 0.0000 Load bus

26 Alaoji – – 163.950 83.980 1.0000 0.0000 Load bus

27 Jebba TS – – 7.440 3.790 1.0000 0.0000 Load bus

28 B.Kebbi – – 69.990 35.850 1.0000 0.0000 Load bus

29 Kaduna – – 149.77 76.720 1.0000 0.0000 Load bus

30 ShiroroTS – – 73.070 37.430 1.0000 0.0000 Load bus

19, 22, 29 and 30 are outside the limit, and in order to ensure that they are within
acceptable limits shunt capacitive compensation were introduced into the buses.
Based on Power Holding Company of Nigeria (PHCN) power factor of 0.85 and
0.95 for transmission lines are used. The MVAr capacities of the various capacitors
required to carry out compensation of the network at the buses were determined using

QC � P

Pf1
× sin(cos−1(pf1)) − P

Pf2
sin(cos−1(pf2))
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Table 16.5 Line data

S/no. Circuit (Buses) Length
(km)

Impedance Z (p.u.) Admittance Y
(p.u.)

Shunt
y
2 (p.u.)

From To

1 Akamgbe Ik-West 17 0.0006 + j0.0051 22.75 − j19.32 0.065

2 Ayede Oshogbo 115 0.0041 + jo.o349 3.333 − j38.37 0.437

3 Ik-West Egbin 62 0.0022 + j0.0172 7.308 − j57.14 0.257

4 Ik-West Benin 280 0.0101 + j0.0799 1.637 − j12.626 1.162

5 Oshogbo Jebba 249 0.0056 + j0.477 0.0246 − j3.092 0.597

6 Oshogbo Benin 251 0.0089 + j0.0763 1.508 − j12.932 0.954

7 Jebba TS Jebba GS 8 0.003 + j0.0022 3.174 − j1.594 0.033

8 Jebba TS Shiroro 244 0.0087 + j0.0742 1.559 − j13.297 0.927

9 Jebba TS Kainji 81 0.0022 + j0.0246 3.607 − j40.328 0.308

10 Kainji B.Kebbi 310 0.0111 + j0.942 1.235 − j10.478 1.178

11 Shiroro Kaduna 96 0.0034 + j0.0292 3.935 − j3.379 0.364

12 Kaduna Kano 320 0.0082 + j0.0899 1.657 − j14.17 0.874

13 Jos Gombe 265 0.0095 + j0.081 1.923 − j15.456 1.01

14 Benin Ajaokuta 195 0.007 + j0.056 1.429 − j12.180 0.745

15 Benin Sapele 50 0.0018 + j0.0139 3.194 − j17.555 0.208

16 Benin Onitsha 137 0.0049 + j0.0416 2.8 − j33.771 0.521

17 Onitsa N.Heaven 96 0.0034 + j0.0292 3.935 − j3.379 0.0355

18 Onitsha Alaoji 138 0.0049 + j0.0419 2.754 − j33.553 0.524

19 Alaoji Afam 25 0.009 + j0.007 59.230 − j53.846 0.104

20 Sapele Aladja 63 0.0023 + j0.019 5.284 − j51.913 0.239

21 Delta Aladja 30 0.0011 + j0.0088 13.995 − j1.119 0.171

22 Kainji
GS

Jebba TS 81 0.0022 + j0.0246 3.607 − j40.328 0.308

23 Ayede lk West 137 0.0049 + j0.0416 2.8 − j33.771 0.521

24 Egbin TS Aja 27.5 0.0022 + j0.0172 7.316 − j57.2036 0.257

25 Egbin TS Aja 27.5 0.0022 + j0.0172 7.316 − j57.2036 0.257

26 Kaduna Jos 197 0.007 + j0.0599 1.924 − j16.469 0.748

27 Jos Makurdi 275 0.0029 + j0.0246 4.726 − j40.093 0

28 Oshogbo lk West 252 0.0049 + j0.0341 4.128 − j28.732 0.521

29 Benin Delta 107 0.0022 + j0.019 6.013 − j51.935 0.239

30 Onitsha Okpai 80 0.009 + j0.007 59.230 − j53.846 0.104

31 Geregu Ajokuta 5 0.0022 + j0.0172 7.316 − j57.203 0.257

32 Shiroro
TS

Kaduna 96 0.0034 + j0.0292 3.935 − j3.379 0.364
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Fig. 16.2 Flow chart for the shunt capacitor compensation analysis algorithm

The following capacitor sizes were selected for the various lines. Jos bus (30
MVAr), Gombe bus (30MVAr), Abuja bus (60MVAr), Kano bus (40MVAr), Kaduna
bus (40MVAr), andMakurdi bus (30MVAr). Thesewere introduced into the network
to examine their effect on the system. The weak buses were identified as presented
in Table 16.6, and the plots of the results are as shown in Figs. 16.3 and 16.4.

16.4 Results

It is also recorded during the compensation of the entire system jointly, that some
buses that were normal are affected. Some buses values decreased from tolerable
values while some over increased. Some of the pictorial graphs were as presented in
Fig. 16.5a–f.
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Table 16.6 Bus voltages for compensated and uncompensated

B/no. Bus name Bus vtgs. with
compensation Volts
(p.u.)

Without compensation
Volts (p.u.)

1 Egbin-GS (Slack) 1.0000 1.0000

2 Delta-PS 1.0000 1.0000

3 Okpai-PS 1.0000 1.0000

4 SAP/PS 1.0000 1.0000

5 AFAM-GS 1.0000 1.0000

6 Jebba-GS 1.0000 1.0000

7 KAINJI-GS 1.0000 1.0000

8 Shiroro-PS 1.0000 1.0000

9 Geregu (PS) 1.0000 1.0000

10 Oshogbo 1.0035 0.9919

11 Benin 0.9998 0.9957

12 Ikeja-West 0.9969 0.993

13 Ayede 0.9967 0.9792

14 Jos 0.9823 0.8171

15 Onitsha 0.9793 0.9748

16 Akangba 0.9931 0.9859

17 Gombe 1.0242 0.8144

18 Abuja (Katampe) 0.9667 0.9402

19 Maiduguri 1.0455 0.8268

20 Egbin TS 0.9469 0.9816

21 Aladja 1.0006 0.9994

22 Kano 0.9338 0.7609

23 Aja 0.9692 0.9838

24 Ajaokuta 0.9999 0.9997

25 N.Heaven 0.9721 0.9582

26 Alaoji 0.9598 0.9564

27 Jebba-TS 0.9993 0.9988

28 B.Kebbi 1.0075 0.9873

29 Kaduna 0.9654 0.8738

30 Makurdi 0.9943 0.8247
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Fig. 16.3 Plot of bus voltages under normal (un compensated) condition

Fig. 16.4 Bar plot of bus voltages with compensation
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Fig. 16.5 a–f Graph of voltage versus bus nos. at different levels of percentage compensation

16.4.1 Discussions

The analysis of Nigeria 330 kV 30 bus network using Newton-Raphson’s power flow
solution algorithm with MATLAB/SIMULINK software was effectively completed.
The results obtained revealed the weak buses with values outside the standard limit
of 0.95 p.u. (313.5 kV) and 1.05 p.u. (346.kV). The recorded results are; Bus 14 (Jos)
with value 0.8171 p.u., bus 17 (Gombe) 0.8144 p.u bus 18 (Abuja) 0.9402 p.u., bus
19 (Maiduguri) 0.8268 p.u., bus 22 (Kano) 0.7609 p.u., bus 29 (Kaduna) 0.8738 p.u.,
and bus 30 (Makurdi) 0.8247 p.u. under normal uncompensated condition as
presented in Fig. 16.4.

The compensation was carried out on the weak buses. At 45% capacitive shunt
compensation on those buses indicated improved performance, Kano and Jos were
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still at theweak positions due to their distances in the national grid.With sixty (60) per
cent compensation a better result was recorded as buses 14 (Jos) improved to 0.9823
and 22 (Kano) 0.9338. The compensated results are as displayed in Fig. 16.5a–f. It
was observed that the application of compensation on the entire system jointly has
negative effect on the other buses—which is part of the main aim of this work. This
was verified by a step-by-step application of compensation at 5% intervals. It was
observed that compensating the whole network jointly affects some of the other
buses that were within the tolerable range. For instance, at Bus (20) the value
decreased from 0.9568–0.9329 p.u. about 2.39% decrease. This can cause damage
to the “system’s equipment and consumers’ appliance” if no proper security for
contingency analysis control was installed. Also, bus (17) increased from 0.9786
to 1.0799 p.u. and bus (19) from 0.998 to 1.1035 p.u. and so on, which show
undershoot and overshoot respectively which may lead to system collapse if not
monitored. System efficiency was improved from 65% (uncompensated) to 85%
after compensation.

16.5 Conclusion

In this work compensation of interconnected electric power network was studied
using Shunt capacitive compensation. Shunt capacitive compensation is widely rec-
ognized as one of the prevailing methods to combat the problems of voltage drops,
power losses, and voltage flicker in power systemnetworks. Though each compensat-
ing technique has its area of proficiency and limit of application, but shunt capacitor
compensation method was used because of its outstanding performance especially in
long transmission lines and its control of reactive power flow. Though they associated
with high cost implication but control voltage directly and also control temporary
over voltage fast. It was observed also that application of compensation on the
interconnected system jointly has side effect on the other buses. The results indi-
cated that control of active and reactive power has high influence on the Nigeria
network, hence adequate attention must be placed on it. Also with innovation/advent
of renewable energy integration into the grid, if adequate control measure of reac-

Table 16.7 Bus voltages at various compensation levels for the compensated buses

B/no. 50% 65% 75% 90%

14 0.964547 0.976966 0.984707 0.995664

17 0.995396 1.009312 1.017975 1.030226

18 0.954925 0.954925 0.954925 0.954925

19 1.014868 1.029198 1.038118 1.05073

22 0.810757 0.834761 0.849712 0.945864

29 0.928746 0.93879 0.945069 0.953981

30 0.975601 0.98823 0.9961 1.007241
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Table 16.8 Line current, line flow, and line losses (uncompensated)

B/sequence Line current (p.u.) Line flows (p.u.) Line losses (p.u.)

From To Real Imaginary Real Imaginary Real Imaginary

16 12 0.1842 −1.4405 0.1783 −1.3941 −0.0046 0.0363

12 1 0.0514 −0.4023 0.05109 −0.3994 0.0511 −0.3995

12 11 0.0047 −0.0364 0.0047 −0.0361 −0.00001 0.0001

12 13 −0.0386 0.3280 −0.0384 0.3257 −0.0005 0.0045

13 10 0.0423 −0.3605 0.0415 −0.3530 −0.0005 0.0046

10 11 0.0059 −0.0512 0.0059 −0.0507 −0.00002 0.0002

10 27 0.0166 −0.1417 0.0165 −0.1406 −0.0001 0.0009

12 6 1.5244 −1.1179 1.5137 −1.1101 −0.011 0.0078

27 8 0.0016 −0.0177 0.0017 −0.0177 −0.0000 0.00002

27 7 0.0059 −0.0504 0.0059 −0.0503 −0.0000 0.00006

7 28 −0.0156 0.1328 −0.0156 0.1328 −0.0002 0.0017

8 29 −0.5455 4.6854 −0.5456 4.6854 −0.0756 0.6497

29 22 −0.3214 2.7405 −0.2769 2.3605 −0.0624 0.5322

14 17 0.0054 −0.0462 0.0046 −0.0396 −0.00002 0.0002

11 24 0.0085 −0.0678 0.0084 −0.0676 −0.00003 0.0003

11 4 0.0380 −0.2938 0.0378 −0.2926 −0.0002 0.0012

11 15 −0.0587 0.4984 −0.0584 0.4963 −0.0012 0.0105

15 25 −0.0579 0.5641 −0.0565 0.5498 −0.0009 0.0094

15 26 −0.0508 0.4346 −0.0496 0.4237 −0.0009 0.0080

26 5 3.0208 −2.3495 2.8890 −2.2470 −0.1318 0.1025

4 21 −0.0039 0.0327 −0.00396 0.0327 −0.0000 0.00002

2 21 −0.0039 0.0327 −0.0039 0.0327 −0.0000 0.00002

1 23 −0.1185 0.9261 −0.1184 0.9261 −0.0019 0.0149

29 14 −0.0094 0.0807 −0.0081 0.0695 −0.0000 0.0004

14 30 0.0137 −0.1170 0.0117 −0.1002 −0.0001 0.0009

10 12 0.0030 −0.0256 0.0029 −0.0254 −0.0000 0.0000

11 2 0.0261 −0.2173 0.0259 −0.2145 −0.0001 0.0009

15 3 1.7427 −1.356 1.6988 −1.3213 −0.0439 0.0341

8 18 −0.1486 0.6769 −0.1486 1.3112 −0.00890 0.0784

9 24 −0.0567 0.2838 −0.0566 0.2833 −0.00002 0.0001

19 17 −0.0408 0.2265 −0.0357 0.1432 −0.0006 0.0023

20 23 0.0158 −0.1236 0.0155 −0.1214 −0.0000 0.0003

27 26 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

tive power is not put in place there will be no much success. Thus, it is advised
that concentrating the compensation on the problem buses gives best result like
buses 14, 17, 18, 19, 22, 29, 30, at 65% recorded 0.976966, 1.009312, 0.954925.
1.029198, 0.834761, 0.93879 and 0.98823 and others as shown in Table 16.7. This
reduces cost as well. Losses in the system were minimized as can be seen through
Tables 16.8, 16.9, 16.10 and 16.11.
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Table 16.9 Summary of total loss (uncompensated)

Line current (p.u.) Line flows (p.u.) Line losses (p.u.)

Real Imaginary Real Imaginary Real Imaginary

5.2816 3.4557 5.1362 3.2760b −0.2427 0.6670

Table 16.10 Line current, line flows, and line losses (compensated)

B/sequence Line current (p.u.) Line flows (p.u.) Line losses (p.u.)

From To Real (I) Imagi (I) Real (P) Imag (P) Real (L) Imag (L)

16 12 0.0859 −0.7304 0.0853 −0.7254 −0.0003 0.0028

12 1 0.0226 −0.1768 0.0225 −0.1762 0.0225 −0.1762

12 11 0.0047 −0.036 0.0047 −0.0359 0.000 1E−04

12 13 −0.0006 0.0048 −0.0006 0.0048 0.0000 0.0000

13 10 0.0224 −0.1908 0.0223 −0.1901 −0.0002 0.0013

10 11 −0.0056 0.0477 −0.0056 0.0479 0.0000 0.0002

10 27 −0.01 0.085 −0.010 0.0853 0.0000 0.0003

12 6 0.6698 −0.4912 0.6677 −0.4897 −0.0021 0.0015

27 8 0.0009 −0.0093 0.0009 −0.0093 0.0000 0.0000

27 7 0.0031 −0.0263 0.0031 −0.0263 0.0000 0.0000

7 28 0.0093 −0.079 0.0093 −0.079 −1E−04 0.0006

8 29 −0.1362 1.1695 −0.1362 1.1695 −0.0047 0.0405

29 22 −0.0522 0.4453 −0.0504 0.4299 −0.0016 0.014

14 17 0.0599 −0.5103 0.0588 −0.5013 −0.0025 0.0214

11 24 0.0004 −0.0031 0.0004 −0.0031 0.0000 0.0000

11 4 0.0022 −0.0167 0.0022 −0.0167 0.0000 0.0000

11 15 −0.0571 0.4845 −0.0571 0.4844 −0.0012 0.0099

15 25 −0.0252 0.2455 −0.0247 0.2405 −0.0002 0.0018

15 26 −0.0539 0.4605 −0.0527 0.451 −0.0011 0.009

26 5 2.785 −2.1661 2.673 −2.079 -0.112 0.0871

4 21 0.0037 −0.0305 0.0037 −0.0305 0.0000 0.0000

2 21 0.0037 −0.0305 0.0037 −0.0305 0.0000 0.0000

1 23 −0.2254 1.7619 −0.2254 1.7619 −0.0069 0.0543

29 14 0.0326 −0.2792 0.0315 −0.2695 −0.0006 0.0047

14 30 0.0198 −0.1691 0.0195 −0.1661 −0.0002 0.0020

10 12 −0.0183 0.1552 −0.0183 0.1557 −1E−04 0.0010

11 2 0.0015 −0.0123 0.0015 −0.0123 0.0000 0.0000

15 3 1.431 −1.113 1.4014 −1.09 −0.0296 0.023

8 18 −0.0827 0.7296 −0.0827 0.7296 −0.0027 0.0243

9 24 −0.0117 0.0586 −0.0117 0.0586 0.0000 0.0000

19 17 −0.0623 0.2498 -0.0651 0.2612 −0.0013 0.0053

20 23 0.1632 −1.2761 0.1546 −1.2083 −0.0036 0.0285

27 26 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
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Table 16.11 Summary of total loss (compensated)

Line current (p.u.) Line flows (p.u.) Line losses (p.u.)

Real Imaginary Real Imaginary Real Imaginary

4.5805 −1.4488 4.4256 −1.2589 −0.1485 0.1574
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Chapter 17
Application of Remote Telemetry
for Improving Formula SAE Car
Performance

Masoud Fathizadeh and Anan Ayyad

Abstract Formula Society of Automotive Engineers (FSAE) competition provides
opportunity for students to enhance their engineering design and project manage-
ment skills by applying learned classroom theories in a challenging competition. The
engineering design goal for teams is to develop and construct a single-seat race car
for the non-professional weekend autocross racer with the best overall package of
design, safety, construction, performance and cost. One such improvement has been
the implementation of a telemetry and data acquisition system. Data acquisition can
be further used to improve the performance of the car on the fly. A telemetry and
data acquisition system allows the collection and interpretation of data from sen-
sors, actuators and other relevant critical sub-systems with the car. The collected
information enables the team to diagnose and solve issues with the car as well as
programming tools, simulation tools, and other procedures used to create a work-
ing telemetry and data acquisition system. The system is based on an Arduino Mega
microcontroller and its shields, which gather and transmit data frommultiple sensors
that measure parameters such as suspension travel, throttle/brake position, steering
angle, fuel pressure, lateral/longitude/vertical acceleration, engine coolant temper-
ature and many more sensor-values from the Engine Control Module (ECU) via
CAN-BUS. Though, many of these devices were not meant to work directly with
one another, the use of communication protocols allowed the system to successfully
relay data back to the pit via graphical display for assessment by the participating
FSAE team. An overview of the construction of the Formula SAE car, telemetry and
data acquisition system, equipment and utilized software will be given. The goal of
this article is to explain the concepts and design of the system; components, sensors,
actuators, relevant software, calculations, challenges, and the methodologies used to
overcome the problems with the system.
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17.1 Introduction

The Formula SAE student organization,members are primarilymechanical engineer-
ing preparing for a national competition to demonstrate their knowledge and capa-
bility in design and improvement of a race car. The car is powered by a lightweight
610 cc motorcycle engine in accordance with Formula SAE Michigan regulations,
and it is among the competition’s 120 registered vehicles. But the competition ismore
than auto racing. Crafted by college students from across the globe, the competing
vehicles will be tested for endurance, speed, handling and acceleration. Before any
car’s rubber hits the track, each teamwill compete in static categories based ondesign,
cost and fuel efficiency. The goal of the team is to make significant improvements
on its systems and designs. One such improvement has been the implementation of
a telemetry and data acquisition system.

A telemetry anddata acquisition systemallows for the collection and interpretation
of data from sensors on the car, which enables the team to not only diagnose and solve
issues with the other systems of the car, but to fine-tune and optimize the geometry
of the mechanical systems as well as making suggestions to the driver based on
data. The team is required to measure various parameters including, but not limited
to: suspension travel of all 4 wheels, throttle and brake position, steering angle,
fuel pressure, lateral/longitude/vertical acceleration, engine/coolant temperature, and
other relevant data from engine control module (ECU). To accomplish this task,
various devices, computer programming tools and software were used. The telemetry
system in the car is based largely on anArduinoMegamicrocontroller and compatible
shields. Some devices used in this project were not necessarily made to be used
together, but through the use of communication protocols such asCAN-BUS and SPI,
the systemwas able to produce a reliable flowof data. This data is then transmitted via
wireless communications and displayed graphically using LabView. The end result
was a reliable, affordable data acquisition system. The goal of this article is to explain
the concepts, design, components, sensors, software, calculations, challenges and
remedies to overcome the problems as well as safety needed to complete the project.

17.2 System Description and Layout

17.2.1 Controller

The Arduino Mega 2560, a microcontroller board based on ATmega2560, controls
the collection of data for the telemetry system through measurements taken by the
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Fig. 17.1 Conroller layout and actual board

potentiometers and data logged and transmitted through the shields. The Arduino
Mega 2560 is 101.52 mm long, 53.3 mmwide, and weighs in at 37 g. The microcon-
troller has 54 digital input/output pins (15 provide PWM output), 16 analog input
pins, 4 UARTs (hardware serial ports), a 16 MHz crystal oscillator, a USB connec-
tion, a power jack, an ISCP header, and a reset button. It operates at 5VDC, and its
recommended input voltage is 7–12 V, but it has a limit of 6–20 V. The DC current
per input/output pin is 20 mA, while the DC current for the 3.3 V pin is 50 mA. It has
a flash memory of 256 KB of which 8 KB is used by the bootloader. It has a static
random access memory (SRAM) of 8 KB, while its read only memory (EEPROM)
size is 4 KB. Its clock operates at a speed of 16 MHz [1]. Figure 17.1 shows the
controller board layout as well as the actual board.

17.2.2 Buck Converter Voltage Regulator

A DROK 090029 regulated Buck Converter power supply, shown in Fig. 17.2, is
used to provide power to the critical data collection devices. Steady and constant
voltage is very important since variation of supply voltage can cause error in data
collection and transmission. This power supply can have an input of 5–32 VDC and
maintain a regulated output of 0–30 VDC. It is rated at 30 W with the maximum
output current of 1.5 A. The output voltage preset resolution is 0.1 VDC. The voltage
testing accuracy is (±1%,+2) digits. The output is set to a constant 5 VDC which
should not change as the system load changes drastically [2].

17.2.3 CAN-BUS

The CAN-BUS shield for Arduino allows for the logging of data from the ECU of
the vehicle. The data can then be stored and displayed on a screen. The CAN-BUS
shield is 101.6 mm long, 6.35 mm tall, and 101.6 mm wide as shown in Fig. 17.3.
The shield features CAN v2.0B up to 1 Mb/s. It uses the Microchip MCP2515 CAN
controller and the MCP 2551 transceiver. A standard 9-way sub-D, used with an
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Fig. 17.2 DROK buck converter voltage regulator

Fig. 17.3 Sparkfun
CAN-BUS

OBD-II cable, enables the CAN connection. The shield has a micro-SD card holder,
a serial LCD connector, and a connector for an EM506 GPS module. It has a high
speed SPI interface of 10 MHz on the shield, there is a reset button, joystick menu
navigation control, and two LED indicators. Power can be supplied to Arduino by
the sub-D via a resettable fuse and reverse polarity protection [3].

17.2.4 Triple-Axis Accelerometer Breakout

The triple-axis accelerometer as shown in Fig. 17.4 is used to determine accelera-
tion forces in longitude, latitude, and vertical directions within the FSAE car. The
accelerometer has a supply voltage of 1.95–3.6 V. Its interface voltage is 1.6–3.6 V.
Its current consumption is 6–165 µA. The accelerometer possesses an I2C digital
output interface that operates to 2.25 MHz with a 4.7 k� pullup. It is manufactured
by Adafruit Part identification number: MMA8451QT [4].
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Fig. 17.4 Triple-axis
accelerometer

Fig. 17.5 UartSBee v4.0
shield

17.2.5 UartSBee v4.0 Shield

The UartSBee v4.0 connects the XBee-Pro 900 HP RF module, to the universal
serial interface of the computer (USB). The UartSBee v4.0 shield (Fig. 17.5), where
connected to the XBee-Pro 900 HP RF module (Fig. 17.6), is used to transmit and
receive data collected by the Arduino Mega 2560. The data, which is stored on an
SD card of the data logging shield, is also transmitted a computer running LabView
software which simulates a virtual instrument panel for displaying types of data. The
printed circuit board is 3.1 cmby4.1 cm. Itsmicroprocessor is FT232RL.The shield’s
interface is a mini-B USB and a 2.54 mm pitch pin header. The communication
protocols for this shield are UART, eight Bit-bang inputs/outputs, and SPI. Its adapter
socket is XBee compatible with a 2.0 mm pitch female pin header. The shield is
FTDI compatible and has a USB 2.0 compatible Serial Interface. It has 3.3 and 5 V
inputs/outputs and 3.3 and 5 V dual power outputs. It’s typical and maximum input
voltage is 5Vdc, and it has a current consumption of 500 mA. Its minimum output
voltage is 3.3Vdc, while its maximum output voltage is 5Vdc it is manufacture red
by Seeed Studio Part identification number: INT110B2P [5].

17.2.6 XBEE-Pro-900 Module

The XBee-Pro 900 HP RF module allows wireless connectivity to devices. The
RF module receives and transmits data from the Arduino Mega 2560. The data is
stored on the SD card of the data logging shield and simultaneously transmitted to a
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Fig. 17.6 XBEE Pro 900
HP

computer running the LabView software which simulates a virtual instrumentation
panel for displaying relevant data. In order to set up theXBee-Pro 900HPRFmodule,
XCTU software is used. The specified antenna used for this project is RP-MSA. It
has fifteen digital inputs/outputs, four 10-bit ADC inputs, and two PWM outputs.
The RF module transmits data at a rates of 10 Kbps or 200 Kbps. At the lower the
transmit speed, a longer the range and the slower the transmission and collection of
data. The higher the transmit speed can be achieved.Also,with a shorter range a faster
transmission and collection of data can be attained. The data rate operates between
those two values for the purposes of the Formula SAE vehicle. The frequency range
needed is 902–928 MHz. The supply voltage is 3.6Vdc. The transmit power is 250
mW. Its transmit current is 215 mA. Its reception current is 29 mA. Its outdoor/line-
of-sight range is 10 kbps or up to 9 miles (15.5 km). This device is manufactured by
Digi International Part identification number: 602-1299-ND [6].

17.2.7 Transmitting and Receiving Antennas

The transmitting antenna is mounted to the vehicle and handles the transmission of
the custom bit string out of the initial processor (Arduino Mega). This 7-in. antenna
is a straight whip type that requires panel mount. It has a frequency group of Ultra
High Frequency (300 MHz–1 GHz) and a frequency of 900 MHz. The gain is 2.1
dBi.

The receiving antenna receives the custom bit string and is mounted to the trailer
at the pit. This 6-in. antenna is a tilt whip type that requires a connector mount. It has
a frequency group of Ultra High Frequency (300 MHz–1 GHz) and a frequency of
900MHz. Its frequency range is 902–928MHz. The gain is 2.15 dBi. These antennas
are shown in Figs. 17.7 and 17.8 respectively [6].
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Fig. 17.7 Transmitter
antenna

Fig. 17.8 Receiver antenna

17.3 Sensors and Transducers

17.3.1 Linear and Rotary Potentiometer Sensors

The 75 mm linear travel potentiometer senses the linear displacement between two
points when connected directly to the points of measure. These linear potentiometers
can be used for measuring damper compression or extension and steering rotation,
which is measured by rack displacement. Each device has its own specific software
management. The linear potentiometers for the Formula car are utilized to measure
damper compression. The linear potentiometer is housed in aluminum and has a
spherical bearing of 5 mm. Its cable is a 450 mm Raychem 55A 24 AWG. Its envi-
ronmental sealing is rated IP65, meaning the component is totally protected against
dust ingress and limited ingress of low pressure water jets from any direction. The
component best operates at a temperature range of −40 to 125 °C degrees. It has a
mechanical life of greater than 25 million cycles and operates at a maximum speed
of 10 m/s. Its maximum supply voltage is 40Vdc. The component’s resolution is
essentially infinite. The repeatability, or retest reliability, of the component is less
than 0.01 mm and its independent linearity is less than ±0.5% [7].

The 10G rotary potentiometer is used for Formula SAE. The rotary potentiometer,
once installed and calibrated, will measure angular displacement. For the purposes
of the Formula SAE competition, the rotary potentiometer will measure and collect
data on the angular displacement of the steering wheel. The rotary potentiometer
has a nominal resistance of 10 k�, with a tolerance of ±5%. It has a high precision
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Fig. 17.9 Linear
potentiometer

Fig. 17.10 Rotary
potentiometer-10G

of 0.030%. Mechanically, its displacement is 1080°/5 or 10 laps. The component
operates at a temperature range of −55 to 125 °C. At 40 °C, the 10G potentiometer
dissipates 2.4 W [7]. These potentiometers are shown in Figs. 17.9 and 17.10.

17.3.2 Fuel Transducer

A pressure transducer is used to measure fuel pressure that is given in psi. The part
weighs 119.07 g with dimensions of 14.48 cm×11.68 cm×2.54 cm. The recom-
mended supply voltage is 5 V, and its output voltage is approximately 0.5–4.5 V.
The working pressure range is from 0 to 100 psi. Its performance data claims it
was tested at pressures ranging from 0 to 435.11 psi. The sensor will burst at a
pressure of 725.19 psi and above. Its overall accuracy is 1% full scale, and its long
term stability is 0.2% full scale per year. The sensor operates at a temperature range
of −40 to 125 °C [8].

17.3.3 Throttle Potentiometer

The throttle potentiometer will measure the displacement of the throttle. Its nominal
resistance is 5 k� linear. The potentiometer has a tolerance of ±20% and a linear-
ity of ±2%. It allows an electrical displacement of up to 106°. Mechanically, the
displacement is up to 130°. The sensor fatigues after 106 complete cycles. Its cable
length is 240 mm, as shown in Fig. 17.11 [7].
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Fig. 17.11 Throttle
potentiometer

17.4 Calibration

17.4.1 Fuel Pressure Transducer

The process of calibration for the fuel pressure sensor began by connecting a pressure
sensor gauge, this gauge served as the regulator for the pressure of the air supply.
The gauge is wired to an Arduino Uno, which allowed for the reading and display
of analog input and pressure via the serial monitor of the Arduino code. To display
the correct values for pressure, an equation relating analog input from the Arduino
microcontroller to the pressure read on the pressure sensor had to be found and added
to the Arduino code. The original equation for the pressure sensor readings, psiCalc,
had to be adjusted to return proper values for the pressure reading.

Originally with this equation, all pressure readings read by the microcontroller
code were incorrect. To solve this issue, a linear equation relating analog input and
pressure was established. There were several steps involved in finding the proper
equation. First, a print function was added to the Arduino code to display the analog
input on the serial monitor. This function was used to determine what analog input
is read when the pressure sensor reads a certain pressure. At zero psi, the analog
input was 96. When the gauge read 60 psi, the serial monitor displayed an analog
input of 591. Using a graphing calculator program Geogebra, the points (97, 0) and
(591, 60) were plotted on an analog input versus pressure gauge reading graph. A
best fit line was calculated for these two points using the features provided by the
Geogebra program. This line was found to be y�0.12x – 11.64. When applied to
the Arduino code, the program displayed much more accurate pressure values on
the serial monitor. For better accuracy, four points were taken at zero psi, 20 psi,
40 psi, and 60 psi. The analog input readings for these points were 96, 246, 420,
and 591, respectively. Using the best fit line feature, the equation returned was y�
0.12x – 10.73. Though the equation derived using the regulator gauge was more
accurate than the first two equations, another method of obtaining pressure readings
was applied for more accuracy. Another gauge was attached to the first and left fully
open. The leftmost gauge regulated the amount of air passing through the sensor,
but the pressure reading was taken from the rightmost gauge. Using this constructed
jig, nine points of data were taken and plotted in Geogebra. The gauge reading and
analog input used for these points are shown in Table 17.1. After inputting this
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Table 17.1 Pressure gauge calculated and actual reading with relevant % error

Gauge reading (psi) Analog input Serial monitor reading
(psi)

Error %

0 97 0.00 0.00

10 182 9.89 1.11

20 265 19.97 0.15

30 348 29.93 0.23

40 429 39.29 1.80

50 515 49.73 0.54

60 598 59.81 0.31

70 683 69.53 0.67

80 765 79.25 0.94

90 844 89.93 0.07

Average % Error 0.65

equation in the Arduino code, the serial monitor reading in psi was compared to the
actual reading on the pressure gauge in psi. To calculate the percent error of the serial
monitor reading, the following equation was used:

error% � (|Serial Monitoring Reading − Gauge Reading|)
Gauge Reading

× 100% (17.1)

An average of all the percent errors for each point was calculated and is provided
in Table 17.1. It was 0.6516%. Given that the average error for the readings were so
low, it can be inferred that the program and formula found is accurate.

17.4.2 Suspension Displacement Potentiometer

The first step in the calibration process for the linear suspension potentiometer was
converting its length to imperial units. The length of 75 mm corresponds to 2.95
in. Next, the length of displacement at full extension and full compression of the
potentiometer had to be measured with a set of calipers. Fully extended, the length
of displacement of the potentiometer was 4.1185 in. Fully compressed, the length
of extension of the potentiometer was 1.1315 in. From these two values, a midpoint
was found by subtracting 1.1315 in. from 4.1185 in. to find 2.9870 in., the total
length between those two measurements. That length of 2.9870 in. was divided by 2
to find the midpoint of that length, which was 1.4935 in. This value was then added
to 1.1315 in. to find the midpoint of the entire length of the potentiometer once
fully extended. The point halfway between the midpoint and starting length of the
potentiometer was found to be 1.8783 in. after subtracting 1.1315 in. from 2.6250
in., dividing the resulting value by two, and adding 1.1315 in. to the value after
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the division by two. The point halfway between the midpoint of the potentiometer
and the point of the potentiometer when fully extended was found to be 3.3718 in.
after subtracting 2.6250 in. from 4.1185 in., dividing the resulting length by two, and
adding the resulting length to 2.6250 in. The points were corrected by subtracting the
starting position, 1.1315 in., from all points. Thus, the truemidpoint of the suspension
potentiometerwas found to be 1.4635 in. Themidpointwas set as the zero point for the
purposes of measuring damper compression and extension. When the potentiometer
extends outwards from the midpoint, or zero point, this is determined to be negative
displacement. When the potentiometer compresses inwards from the midpoint, it is
positive displacement. For these parameters, maximum extension would be−1.4635
in., and maximum compression would be 1.4635 in. At each point of measurement,
an analog input value was displayed on the serial monitor and recorded in each point.

By dividing the midpoint 1.4635 in by the analog value of 513 measured at that
point, a multiplier of 0.0028528265 was calculated. This multiplier was applied to
the function

�X � [
(suspensionA1x 0.0028528265) − 1.4635) ∗ 100)

]

This equation enabled the proper reading of the displacement of the sensor in both
positive and negative directions relative to the midpoint.

Once an equation was established and implemented into the code, the error of
each point was considered. Five measurements in both the positive and negative
directions were taken. The output value from the serial monitor was compared to the
actual caliper reading. Percent error between the caliper reading and the displacement
output from the sensor was estimated using the formula:

Percent Error �
( |Serial Reading − Caliper Reading|

Caliper Reading

)
∗ 100%. (17.2)

The average percent errors for the negative and positive directions on the sensor
were 0.49%and 0.04%, respectively. These percent errors indicate that the calibration
was highly accurate.

17.4.3 Steering Angle

Displacement Potentiometer
The calibration process for the rotary potentiometer began with the calculation of
a multiplier and a function to use in the Arduino code during testing. The rotary
potentiometer has the capability of 3600° rotation, meaning that the center position
would be at 1800°. Since this potentiometer is linear and the maximum analog input
from the Arduino is known to be 1023, the analog input at the maximum 3600°
rotation would also be 1023. At the center position of 1800°, the analog input would
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read 511.5. To find the ratio of degrees to bits, the center position of 1800° is divided
by the analog input of 511.5 to return a ratio of 3.5° to one bit. However, the diameters
of the gears are known to be different, so this ratio must be adjusted accordingly.
The diameter of the first rotary gear (d1), which would be located on the steering
shaft, was measured with calipers and found to be 1.227 mm. The diameter for the
second gear (d2) was found to be 1.100 mm. Using these numbers, the gear ratio
was calculated to be 1.115 mm. This gear ratio was multiplied by 3.5° to find the
actual degree-to-bit ratio, which is 3.904° to one bit. So, at an angle of 90°, using
the degree-to-bit ratio, we know that the analog input should read 23.053. However,
the steering wheel will be limited to rotating only to the right (positive direction) 90°
and to the left (negative direction) 90°, meaning that the actual analog reading for the
sensor at the positive 90° displacement should be 511.5+23.053 or approximately
535. At zero degree displacement, our center position would have an analog input
reading of 511.5, and at negative 90° displacement, the analog input would be 511.5
− 23.053 or approximately 488. From these values, we know that the formula should
be�X� [(SteeringAngleA3 * 3.5)− 1800] to return the proper displacement value.
This function was used for the Arduino code and was tested. The percent error of
these values was found to be 6.5%. Using the best fit line function, the following
formula was calculated to be used in the Arduino code:

�X � [
(Steering_Angle ∗ 3.05) − 1564.37

]
(17.3)

17.4.4 Brake Position Sensor

The brake position sensor was first mounted to the calibration. The analog reading
was established on the serial monitor and values were read from 0 to 1023. The values
of the analog reading were used to determine the physical extremes of the sensor.
The positions of these extremes were marked on the calibration bench. The pedal
maximum was found and the new extreme value relevant to the pedal position was
noted. Within the Arduino code, the new minimum and maximum analog reading
values were scaled from 0 to 100 to represent 0–100% deflection.

17.5 Signal Processing

LabView is an electrical simulation and data display software produced by National
Instruments. The software utilizes graphical code to ease the process of programming
its functions. The following LabView Front Panel is functioning as the graphical
user interface for the system. It is displaying the gauges and readings of each data
channel being obtained from the vehicle. LabView receives a custom string of bits
over a serial COM port and imports the string into this program. There are two main
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Fig. 17.12 LabView front panel

Fig. 17.13 The block diagram (VISA function)

panels for LabView: the Front Panel and the Block Diagram Panel which are shown
in Figs. 17.12 and 17.13 respectively.
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17.6 System Impact

17.6.1 Suspension

The design relies heavily on dynamics simulations performed on specific software.
Data acquired from these simulations are then saved to be used as reference for future
designs.However,with the introduction of a data acquisition system incorporated into
the FSAE car, real time data can be analyzed and collected to improve the handling
of the car. Sensors such as the shock LVDTs and accelerometer display what roll
gradient the car experiences when driving around sharp corners and can be adjusted
for quicker or slower damper response. Based on data collected, different suspension
setups can be prepared ahead of time for each dynamic event at the FSAE events.
The addition of a data acquisition system will aid in verifying computer simulation
designs and provide data to improve immediate handling as well as future suspension
designs.

17.6.2 Drive Train

The data acquisition system not only helps fine-tuning and adjusting the mechanical
systems of the vehicle, it will also allow the FSAE team to diagnose any faults that
may occur especially the ones that may lead to catastrophic failures. For instance,
detecting abnormally high engine temperature readings or low oil pressure readings
at the right time can help avert a major engine failure.

17.7 Conclusion

In summary, the time, labor, and funds that contributed to the construction of the
telemetry and data acquisition system resulted in a functional system that returns
reliable data. This system allowed for the monitoring of multiple parameters of the
vehicle. From the data gathered, Purdue Northwest Motorsports could make neces-
sary adjustments to the suspension and the drive train systems aswell as detection and
prediction of mechanical failures before they occur. The data acquisition provides
sufficient information for future suggestions to the drivers to improve their perfor-
mance. The overall cost of this system was very reasonable. This project showed
that a functional telemetry system can be made in-house at an affordable price with
outstanding functionality. A Brief description of this project is available at Ref. [8].
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Chapter 18
Reliable Energy Generation Using
Hybrid System Technology to Improve
Standard of Living in the Rural Area

Muncho Josephine Mbunwe and Uche Chinweoke Ogbuefi

Abstract The provision of reliable electricity supply in both developed and devel-
oping nation is one of the primary needs for socio economic development of that
nation. This paper turn’s to solve by way of introducing indigenous technology
hybrid solar/Wind/Diesel Power system that will harness the natural renewable ener-
gies from the Sun and Wind to generate electricity. Renewable energy resources are
a favourable alternative for rural energy supply. In order to handle the fluctuating
nature, hybrid systems can be applied. The 2007–2016, 9 years solar radiation data,
and the 2007–2016 data for wind speed for Potiskum in Yobe State of Nigeria, were
collected. The two parameter Wielbull distribution was used to simulate power in
watts per meter square densities for the 9 years period. Load estimates of a typical
rural community and for rural ICT infrastructures were estimated. The step by step
design of a 15 kW solar power supply system and a 10 kW wind power was done
as a sample case. The results showed the average exploitable wind power density of
54.5 W/m2 average mean speed of 8.04 m/s. It was found that with the exception
of monsoon months, August and September, solar energy can be utilized throughout
the year for North-Eastern region of Nigeria. Therefore, the development of hybrid
wind-solar system for off grid communities will go a long way to improve socio
economy lives of people in that community.
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18.1 Introduction

Energy is essential to our society to ensure quality life and to underpin all other ele-
ments of our economy. It is one of the basic requirements of human society and vital
for human life and technological advancement. The availability and consumption of
energy is an index of prosperity in any nation. It is a known fact that the high rate
of industrial growth of any country is a function of the amount of energy available
in that country and the extent to which it is utilized [1]. Many societies across the
world have developed a large interest for electrical energy [2]. This interest has been
stimulated by the relative ease with which electricity can be generated, distributed,
and utilized, and variety of its applications. It is arguable whether the consumption
of electricity should be allowed to grow unchecked, but the fact is that there is an
ever-increasing demand for this energy form. Clearly, if this demand is to be met,
then the world’s electricity generating capacity will have to increase [1, 2].

The objective of the energy system is to provide energy services. Energy services
are the desired and useful products, processes or indeed services that results from
the use of energy, such as for lighting, provision of air-conditioned indoor climate,
refrigerated storage, transportation, appropriate temperatures for cooking, etc. The
energy chain to deliver these services begins with the collection or extraction of
primary energy, which is then converted into energy carriers suitable for various
end-uses [1, 3]. The African continent is home to large untapped energy resources;
however per capita energyuse inAfrica is less than a third of the global average, and an
estimated 600 million people lack access to electricity [4]. The case of Nigeria is not
so different from other African countries. Nigeria’s energy is supplied from different
hydro-power and thermal power stations. The country, located between longitude
8°E and latitude 10°N, and has two major seasons, wet and dry. The seasonality
makes the extent of water availability at the different hydro power stations variable,
leading to intermittent supply at times of lowwater levels during the dry season [1, 5].

Also, the thermal power stations have been bedeviled by lack of adequate supplies
of natural gas from the various Niger Delta gas wells, thereby making continuous
energy production from these installations difficult. This has left Nigerians at the
mercy of private alternative power generation through the use of diesel and petrol
generators. The emissions from these generating sets have also been subjects of
critical global discussions because they release a lot of greenhouse gases to the
atmosphere. As at 2007, about 25% of the 774 local government areas of Nigeria
were still not connected to the national grid and today, more than 85% of these areas
are still not connected [1, 6]. A national projection based on 13% Gross Domestic
Product growth rate revealed that energy demand will increase from 5746 MW in
2005 to 297,900 MW in 2030 while supply should increase from 6440 MW to
above 300,000MWwithin the same period of years [7]. To accomplish this, requires
an additional 11,686 MW every year to meet demand and costing for the period
about $US484.62 billion. However, current energy production within the country is
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less than 4000 MW due to fluctuations in the availability and poor maintenance of
generating equipments. Thus, Nigeria still has a long way to go in achieving energy
sufficiency [6].

18.2 Power Generation in Nigeria at a Glance

Under colonial rule, Nigeria started electricity generation and supply in 1896. In
1929, it set up the Nigeria Electricity Supply Company (NESCO) as an electricity
utility company operating a hydroelectric power station near Jos, Plateau state. In
1951, the Electricity Corporation of Nigeria (ECN) was established. The first 132 kV
line was built in 1962, to link Ijora power station in Lagos to Ibadan power station
[5, 6]. Since then, there has been increase in electricity infrastructure and changes
both in the nomenclature and operations of the regulating agencies. The Niger Dams
Authority (NDA)was established in 1962with amandate to develop the hydro-power
sub-sector. It was merged with the ECN in 1972. It was followed by the coming of
the National Electric Power Authority (NEPA) then National Electricity Regulatory
Commission (NERC) and Power Holding Company of Nigeria (PHCN) as the search
for stable power supply in the country continues [1, 7].

The Federal Government in the year 2000 adopted an approach of restructuring
the power sector and privatizing business units unbundled from NEPA to PHCN.
This development NEPA has, since January 2004, been unbundled into seven gener-
ation companies, one transmission company and eleven distribution companies with
a holding company that will unwind the unbundled companies. This arrangement is
expected to encourage private sector investment particularly in generation and dis-
tribution [6]. Electricity production in Nigeria over the last 45 years has varied from
gas-fired, oil fired, hydroelectric power stations to coal fired stations with hydroelec-
tric power systems and gas fired systems taking precedence. Before now there are a
total of 16 power plants in Nigeria 10 owned by Power Holding Company of Nigeria
and another six plants belonging to independent power producers. This is expected
to generate 6,426 MW of electricity in order to achieve the presidential target of
6,000 MW of electricity by December 2009. The Nigerian Power Generation sector
can be detailed into the following subsectors [8] as shown in Tables 18.1, 18.2 and
18.3 respectively [1]:

(a) Existing Federal Government of Nigeria (FGN) Power Generation facilities.
(b) Independent Power Projects.
(c) National Integrated Power Projects (NIPP).
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Table 18.1 Existing FGN hydro power station

S/N Name of
generation
company

Year of
construction

Location Installed
capacity
(MW)

Available
capacity
(MW)

1 Kainji/Jebba
Hydroelectric
PLC-Kainji
Power Station

1968 Kainji, Niger
state

760 480

2 Kainji/Jebba
Hydroelectric
PLC Jebba
Power Station

1985 Jebba, Niger
state

540 450

3 Shiroro
Hydroelectric
PLC

1989 Shiroro, Niger
state

600 450

Total 1,900 1,380

Table 18.2 Existing FGN thermal power station

S/N Name of
generation
company

Year of
construction

Location Installed
capacity
(MW)

Available
capacity
(MW)

1 Egbin Power
PLC

1986 Egbin, Lagos
State

1,320 1,100

2 Geregu Power
PLC

2007 Geregu, Kogi
State

414 276

3 Olorunsogo
Power PLC

2008 Olorunsogo,
Ogun State

304 76

4 Delta Power
PLC

1966 Ughelli, Delta
State

900 300

5 Sapele Power
PLC

1978 Sapele, Delta
State

1,020 90

6 Afam Power
PLC

1963 Afam, Rivers
State

726 60

7 Calabar
Thermal
Power Station

1934 Calabar, Cross
River State

6.6 NIL

8 Oji River
Power Station

1956 Oji River,
Achi, Enugu
State

10 NIL

9 Omotosho
Power PLC

2007 Omotosho,
Ondo State

304 76

Total 5,004.6 1,978
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Table 18.3 Independent power project

S/N Name of power
plant

Location Installed capacity
(MW)

Available
capacity (MW)

1 AES Power
Station

Egbim, Logos
State

224 224

2 SHELL-Afam VI
Power Station

Afam, Rivers
State

650 650

3 AGIP-Okpai
Power Station

Okpai, Delta
State

480 480

4 ASG-Ibom
Power Station

Akwa-Ibom State 155 76

5 RSG-TRANS
AMADI Power
Station

Port Harcourt,
Rivers State

100 24

6 RSG-Omoku
Power Station

Omoku, Rivers
State

150 30

Total 1,759 1,484

18.2.1 Technologies for Rural Energy Supply

Generally, power supply in developing countries for rural areas takes place in three
different ways:

1. Locally, by supplying single consumers and load groups;
2. Decentralize, by erecting or extending stand-alone regional mini-grids;
3. Centrally, by expansion of interconnected grids.

The approaches of local and decentralized electrification are obviously closely
related and can be met by similar technologies [1, 9].

18.2.2 Decentralized Electrification

In highly fragmented areas or at certain distances from the grid, the decentralized
approaches of regional mini-grid systems or local supply of single consumers can
become competitive due to lower investments and maintenance costs compared to
large scale electrification by expanding interconnected grids. Different technological
options are in practice,most commonly diesel generating sets and renewable energies
[9].
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18.2.2.1 Diesel Generating Sets

In this cases security of supply is not of major importance, single diesel gensets
are can be applied for electrification, accepting that no electricity can be supplied
when the genset is out of commission, that is, due to repair or maintenance [10].
This problem can be met by using a group of diesel gensets, with the other gensets
providing backup. The voltage of the generator is often adjusted to be higher than the
required 220 V for the household because of high losses within the local distribution
lines. Diesel gensets have problems with short durability, which is due to the fact that
they work very inefficiently when running just at fractions of their rated capacity.
Moreover, frequent start-up and shut-down procedures decrease their lifetime as well
[11]. Diesel gensets are typically just operated for around 4 h in the evenings, and
very often oldmotors from cars are used for the purpose of electrification [12].Many,
especially, rural areas are far away or isolated (that is islands) from higher developed
regions so that the regular supply with diesel fuel becomes a logistical problem and
an important financial burden even in countries, where fuel is heavily subsidized.
Moreover, the transportation of diesel fuel can result in severe environmental damage
[1, 9, 13].

18.2.2.2 Renewable Energy Technologies

The use of renewable energy technologies is a very promising approach towards
meeting environmental, social as well as economic goals associated with small town
electrification [6, 8, 14]. Renewable energy resources are of various forms with
varying potentials, some of which are:

Biomass energy, solar energy, Wind energy, geothermal energy, Hydrogen and
fuel cells, Ocean energy, and Hydro-power.

18.2.3 Prospect for Solar Energy in Nigeria

It is estimated that there is solar radiation of 3.5–7.0 kW h/m2/Day across Nigeria
daily, 3.5 kW h/m2/day at coastal areas like Rivers and Bayelsa state and about 7.0
kW h/m2/day at the extreme northern part of Nigeria. This amount to about, 5.53
kW h/m2/Day, for the average global and solar radiations unutilized. This average
amount represents a huge prospect for Solar energy generation if a total capacity
can be developed for solar PV generation. The northern areas have an average daily
sunrise time of 06:15 h and sunset time of 18:38 h [15]. In Nigeria less than 20% of
160 million populations are connected to the national electricity grid with 10% of
urban population and 5% of rural population have access to the National Electricity
Grid. With this, it is clear that solar energy installation and utilization in Nigeria is
at very low basis. This implies that prospect for solar energy demand and utilization
should be great in the near future if developed for domestic and industrial application
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[16]. The mirage of problems encountered by Power Holding Company of Nigeria
(PHCN) resulting in her inability to supply the required electricity to the Nigerian
nation, due to lower generation capacity, out dated equipment, and other similar
factors inclusive, makes the future of alternative (solar) energy very bright [1, 17].

18.2.4 Concept of Solar Energy

Solar energy is energy from the Sun. It is renewable, inexhaustible and environmental
pollution free. Nigeria, like most other countries is blessed with large amount of
sunshine with an average sun power of 490 W/m2/day [1, 8]. Solar charged battery
systems provide power supply for complete 24 h a day irrespective of bad weather.
Moreover, power failures or power fluctuations due to service part of repair as the
case may be, is non-existent.

There are two basic categories of technologies that convert sunlight into useful
forms of energy. Firstly, solar photovoltaic (PV) modules convert sunlight directly
into electricity. Secondly, solar thermal power systems use focused solar radiation
to produce steam, which is then used to turn a turbine producing electricity [10, 11].
The advantage of using solar energy is that beyond initial installation and mainte-
nance, solar energy is free solar energy does not require expensive and ongoing raw
materials on like oil or coal, and requires significantly lower operational labour than
conventional power production. Life expectancy ranges between manufacturers, but
many panels produced today carry a 25–30 year warranty—with a life expectancy
of up to 40 years [11].

18.2.4.1 Decentralization of Power

Solar energy offers decentralization in most (sunny) locations, meaning self-reliant
societies [12].

18.2.4.2 Solar Avoidance of Politics and Price Volatility

Solar energy has the ability to avoid the politics and price volatility that is increas-
ingly characterizing fossil fuel markets. The sun is an unlimited commodity that
can be sourced from many locations, meaning solar is less vulnerable to the price
manipulations and politics that have more than doubled the price of many fossil fuels
in the past decade up till now. Solar energy production is set to become even cheaper
in the near future as better technology and economies of scale take effect [11].
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Table 18.4 Application of hybrid system technology

Energy services Application Benefits

Lighting Household, public and
community lighting

Improvement of health care

Communication Internet/telephone
TV broadcast/cinema

Facilitation of security/safety
and emergency assistance

Refrigeration Refrigeration of medicine
Cold storage, ice making

Reduction of marginalization

Water supply Drinking water, irrigation,
purification

Increase of employment

Motive power Drying and food preservation,
textile and dyeing

Enhancement of social life

Health services Sterilization of medical
equipment, electric diagnosis

Generation of added value
product and increase of
productivity

18.2.5 Hybrid System Technology

Hybrid systems are another approach towards decentralized electrification, basically
by combining the technologies presented above. They can be designed as stand-alone
mini-grids or in smaller scale as household systems. Hybrid power system combines
two or more modes of electricity generation together, usually, renewable energy
technologies, such as Solar Photovoltaic (PV) and Wind turbines [1, 12–15]. Hybrid
systems provide a high level of energy security through themix of generationmethods
andoftenwill incorporate a storage system (battery and fuel cell) or small fossil fueled
generator to ensure maximum supply reliability and security. Hybrid systems allow
for all productive uses of electricity (domestic, public and income-generating uses),
permitting the scaling up of productive applications and rural development [11]. A
case study is as shown in Table 18.4.

18.2.6 Solar Resource Assessment of the Site

The state lies mainly in the dry Savannah agro-ecological region and it is dry and
hot for most part of the year, except in the southern part which has a milder climate.
The state is predominantly rural with few towns like Nguru, Damaturu, Fika, and
Potiskum. The land is generally a flat plain and nucleated settlement patterns have
been developed mainly on stabilized sand dunes and around water points or where
oases exist. Rural communities arewell spaced out on the plain to allow each commu-
nity enough land to support agriculture as the economic activity. Groundnut, beans,
and cotton being the predominant crops cultivated. The energy needs by household
in the state are mainly for cooking, where about 97.7% is gotten from fuel wood, for
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Table 18.5 Solar irradiation level for potiskum in (kW h/M2/Day) for 2007–2016

Month Sunshine
hours, S

Day length,
SMAX

% sunshine
hours
S/SMAX

Hg
(MJ/m2/day)

H0
(MJ/m2/day)

KT

January 6.9 11.51 0.59 16.3 32.32 0.50

February 8.8 11.76 0.75 22.4 34.71 0.64

March 8.0 12.09 0.66 28.1 36.99 0.76

April 6.8 12.28 0.55 26.1 37.91 0.69

May 8.3 12.61 0.66 27.9 37.37 0.75

June 8.8 12.55 0.70 26.0 36.74 0.71

July 6.6 12.51 0.53 24.8 36.89 0.65

August 6.5 12.21 0.53 21.9 37.46 0.58

September 7.1 11.89 0.51 22.8 37.15 0.61

October 7.8 11.48 0.68 27.9 35.35 0.79

November 9.4 11.41 0.82 21.4 32.79 0.65

December 10.1 11.37 0.89 17.4 31.42 0.56

Hg the monthly average daily global solar radiation falling on a horizontal surface at a particular
location
H0 the monthly mean daily radiation on a horizontal surface in the absence of atmosphere
S the monthly mean daily number of observed sunshine hours
Smax the monthly mean value of day length and
KT the clearness index at a particular location

Fig. 18.1 A graph showing
the clearness index for the
different months of the year
and the percentage sunshine
hours

lighting, where kerosene lamp is the major source; and agricultural activities which
is usually done manually. Machines and equipments used in micro-scale enterprises
like tailoring, weaving etc. are powered manually [1, 12]. The average monthly solar
irradiation level for the site, Potiskum, is as shown in Table 18.5 and Fig. 18.1.

From this it can be deduce that the average sunshine hours is approximately 8 h for
an average day length of 12 h. From the observation of clearness index, the presence of
clouds is very rare even in monsoon months. This is the favorable condition for solar
energy utilization. Atmospheric clearness is indicated by fraction of extraterrestrial
radiation that reaches the earth surface as global solar radiation, KT. The clearness
index is the measures of the degree of clearness of the sky. From the estimated value
of the global radiation, Hg, the clearness index, KT, is calculated. With the above



254 M. J. Mbunwe and U. C. Ogbuefi

Table 18.6 Wind data for Potiskum for 16 years (1997–2012)

Month V (m/s) � (m/s) C (m/s) K Power
density
(W/m2)

Energy
density
(kW h/m2)

January 8.57 2.28 9.57 4.23 55.52 43.11

February 9.07 2.46 10.14 4.20 60.01 42.58

March 9.07 2.25 10.09 4.57 73.34 72.59

April 8.94 1.74 9.81 5.95 69.73 68.85

May 8.32 1.57 9.11 6.16 68.35 55.39

June 8.30 2.16 9.26 4.34 65.27 50.89

July 7.71 2.02 8.60 4.31 63.59 48.72

August 6.58 2.19 7.43 3.32 49.85 37.92

September 6.29 1.70 7.03 4.16 25.09 15.87

October 6.41 1.54 7.12 4.73 39.92 30.25

November 8.54 2.25 9.53 4.28 43.89 28.79

December 8.69 2.52 9.76 3.80 39.32 23.32

V the average wind speed
Σ the standard deviation
C the average scale factor
K the shape factor

results and considerations, the maximum values of global solar radiation appear in
March, April and May respectively during dry season while minimum values were
observed in August and September, respectively during wet season.

18.2.7 Wind Resource Assessment

The wind speed data were obtained from Nigeria meteorological Agency Oshodi.
The wind speed data obtained are for 20 years (1997–2016) at a height of 10 m from
the ground surface. The data were averaged monthly wind speed over this period.
The probability distribution functions of the wind speed and the duration function
were calculated. Meanmonthly values of wind speed were used for the calculation of
Weibull distribution parameter C, D andK.Meanmonthly values of wind speed were
used to calculate wind energy and power densities [1, 13] as shown in Table 18.6
and Fig. 18.2.

From the Table 18.6, it is deduce that the average mean speed is 8.04 m/s with an
average power density of 54.5 W/m. This site corresponds to the wind power class
of 1 and therefore, this particular site is ideal for non grid connected applications.
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Fig. 18.2 A graph of wind speed for the months of the year

18.3 Methodology of the Design Technology

Withmost forms of electricity production, the primary fuel is “dispatchables”, which
can be converted to electrical energy at a rate which is controlled by the operator.
This allows the electric utilities industry to adjust power output to meet demand
as it fluctuates throughout the day. The combination of solar and wind with diesel
generator(s) and a bank of batteries, is included for backup purposes. Power condi-
tioning units, such as converters, are also a part of the supply system. The solar/wind
hybrid is reliable. In order to ensure the continuity of supply, maximize the lifetime
of components by reducing the stress on the system (especially the battery), and
since solar and wind are dependent on seasons, diesel/gasoline/LPG generators are
commonly used as complementary sources/backup. Finally, an Energy Management
System (EMS) combined with inverter and coordinating battery, generator, and load
management is essential for the optimum operation of a mini grid power system,
especially hybrid systems. Basic operation of the hybrid system components are as
follows.

18.3.1 PV Module

To obtain high power, numerous cells are connected in series and parallel circuits on
a panel (module), to generate the required current and voltage. PV Modules can be
wired together to form a PV array. By wiring modules in series the available voltage
is increased and by wiring in parallel, the available current is increased. Either way,
the power produced is the same sun. It is important to note that losses of voltage
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occur due to the temperature rise of the cells in the heat of the sun and also that a
12 V battery typically needs about 14 V in order to be charged. To determine the size
of PV modules, the required energy consumption must be estimated. Therefore, the
PV module size (Ms) in Watt Power is calculated as:

Ms � Ec

I s × η
(18.1)

where,

Ms module size in watt power
Ec Daily energy consumption in watts or kilowatts
Is Insulation in kW h/m2/day
η efficiency

The PV modules mounting can be a ground mount that works either on rooftops
or the ground, or pole mount for getting them up in the air. Both are angle adjustable
so that PV array will face the sun as near to perpendicular as possible. Many owners
will adjust their mounting racks two to four times a year to get maximum exposure
as the sun changes its angle during seasons. If the rooftop has a good angle to the
sun, the modules could be mounted solidly to the roof without an adjustable rack.
Trackers are another PV mounting option, which are pole mounts that automatically
adjust themselves so that the PV faces the sun throughout the day.

18.3.2 Small Wind Turbine

Wind turbine works the opposite of a fan as it is used to create electricity. Most tur-
bines have either two or three blades. These three-bladed wind turbines are operated
“upwind”, with the blades facing the wind. The other common wind turbine type is
the two bladed, downwind turbines. The wind turns the blades, which spin a shaft,
which is connected to a generator and produces electricity.Utility scale turbines range
in size from 50 to 750 kW. Single small turbines, below 50 kW, are used for homes,
telecommunications dishes, or water pumping. The turbine should be subjected to
non-turbulent wind and mounted higher than trees and other obstacles. A tall wind
turbine tower is needed (9 m above anything within 120 m). The design principles of
smaller wind turbines are somewhat different to the larger ones in that the small wind
turbines produces power frequently over short periods, like for battery charging. It
is important that small turbines generate in weak winds and respond quickly when
harnessable winds occur. An important factor in how much power wind turbine will
produce is the height of its hub.

Various mathematical models have been developed to assist in the predictions of
the output power production ofwind turbine generators (WTG). A statistical function
known as Wiebull distribution function has been found to be more appropriate for
this purpose [11]. The function is used to determine the wind distribution in the



18 Reliable Energy Generation Using Hybrid System … 257

selected site of the case study and the annual/monthly mean wind speed of the site.
The Wiebull distribution function has been proposed as a more generally accepted
model for this purpose. The two parameterWiebull distribution function is expressed
mathematically in Eq. (18.2) as:

F(v) � k

c

[v
c

]k−1
exp

[[v
c

]
k
]

(18.2)

It has a cumulative distribution function as expressed in the Eq. (18.3):

M(v) � 1 − exp
[
−

(v
c

)]
(18.3)

where v is the wind speed, K (dimensionless) is the shape parameter and C (m/s),
the scale parameter of the distribution.

To determine K and C, the approximations widely accepted are given in equations

k �
[σ

v′
]−1.09

(18.4)

C � v′ × k2.664

0.184 + 0.186 k2.735
(18.5)

where

C standard deviation of the wind speed for the site (m/s)
v′ mean speed (m/s)

18.3.2.1 Power Content of the Wind

The amount of power transferred to a wind turbine is directly proportional to the area
swept out by the rotor, to the density of the air, and the cube of the wind speed.

The power, P, in the wind is given by:

P � 1/2Cp · ρ · A · v′(3) (18.6)

where:

Cp turbine power coefficient.
A rotor swept area (m2), proposed theoretical maximum value of 0.593 for Cp
ρ air density (kg/m3)
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A � πD2

4
(18.7)

where

D rotor blade diameter (m) and
V′ mean wind speed (m/s)

18.3.2.2 Wind Speed Variation with Height

Wind speed near the ground changes with height. This requires an equation that
predicts wind speed at a height in terms of the measured speed at another. The most
common expression for the variation of wind speed with height is the power law
expressed as follows:

v2
v1

�
[
h2
h1

]α

(18.8)

where v1 and v2 are the mean wind speed at height h2 and h1 respectively. The expo-
nent factor depends on factors such as surface roughness and atmospheric stability.
The power available in the wind is proportional to the cube of its speed. This means
that if wind speed doubles, the power available to the wind turbine increases by a
factor of eight, (23). Since wind speed increases with height, increase to the tower
height mean enormous increase in the amount of electricity generated by a wind
turbine. To make wind energy feasible in a given area, it requires minimum wind
speeds of 3 m/s for small wind turbine and 6 m/s for large turbines.

18.3.3 Diesel Gensets

A diesel generator is simply a normal electric generator driven by a diesel engine
(prime mover). An electrical generator is an electromechanical system that converts
mechanical energy into electrical energy through the interaction of electromagnetic
and electrostatic fields within the system. According to the reliability level desired
in this paper, one can decide to install one or more generators in order to be able to
provide full service, even during maintenance periods. Regarding the diesel genera-
tor, major maintenance operations should be considered with respect to the cost and
unavailability of the equipment. Gensets in the range of 30–200 kVAwould typically
need a major maintenance operation after 15,000–25,000 running hours. Moreover,
diesel generating sets are rather sensitive to climatic and geographic conditions. The
decrease in efficiency is 1% for every 100 m above sea level, and another 1% for
every 5.5 °C above a temperature of 20 °C.
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18.3.4 Batteries of the Hybrid System

The case study uses lead acid batteries with tubular plates, either vented lead acid
(VLA: flooded batteries with liquid electrolyte to be regularly refilled) or valve-
regulated lead acid (VRLA: maintenance free batteries). The chosen battery should
be specifically designed for solar applications. The battery cycling should be designed
in order that the battery is able to store excess PV andwind power production and that
it cycles within a discharge depth that allows enough cycles for the battery to last for
at least 6 years (typically 2200 cycles at 50–60% depth of discharge, considering one
cycle per day) and ideally for 8–10 years. Because of the strong impact of temperature
on battery service (life a temperature increase of 5 °C decreases the service life by
15–20%), design of the battery room should ensure that batteries are kept at the
lowest temperature possible. The battery to be used must:

(a) be able to withstand several charge and discharge cycle
(b) be at low self-discharge rate
(c) be able to operate with the specified limits.

The battery lifespan (measured in number of cycles) depends on the depth of dis-
charge reached at every cycle: the deeper the battery is discharged at each cycle, the
shorter its lifespan. The smaller the battery capacity, the cheaper the initial battery
costs; however a smaller battery would be more deeply discharged and its lifetime
reduced with its replacement cost increased. Because the battery recharge process
ends with a very low power load (constant voltage, diminishing current) it is prefer-
able to have this end-of-cycle charged by the genset rather than by the PV array, and
at a time when the genset operates at a good load factor. This operating mode allows
for maximizing the usage of solar energy.

A battery’s total capacity (the total amount of current it can deliver multiplied by
the duration of that supply) is reduced when discharged with a high current. This
means that if the power load that the battery has to supply increases every year, after a
few years the battery will not only be depleted more quickly and in addition, its total
capacity gets reduced by higher discharge current. This has to be taken into account
when considering locations with significant demand growth. The system designer
should ensure that a safety margin is included in the sizing of the battery and that its
operation mode optimizes its lifespan.

18.3.5 Inverter

A multifunctional inverter system which comprises of a device that controls the
operating point of the PV array and optimizes its output will be introduced. It is a
device that inverts DC current into AC and rectifies the AC current into DC to charge
the battery. It also controls the charging of the battery to extend its lifespan. These
functionalities can be split between several distinct units or combined in a central
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piece of equipment. Seasonal variations of the load and its yearly growth should be
taken into account when specifying its rated capacity. The multifunctional inverter
devices are controlling the operations of the different energy sources of the system.
A failure in one of its components would significantly hamper the functioning of
the entire system. Improper settings for the various thresholds that control the shift
between sourcesmay affect the lifespan of the battery or the efficiency of solar energy
use.

For PV Solar Systems, the inverters are incorporated with some inbuilt protective
devices such as:

i. Overload protections
ii. Miniature Circuit Breaker Trip Indicator (MCB)
iii. Low-battery protection
iv. Constant and trickle charging system
v. Load status indicator.

The charging system (charge controller) should be able to manage the various
charge steps, including regular equalization and float charge to maximize battery
lifespan. It should have these features:

(a) Prevent feedback from the batteries to PV modules
(b) Have a connector for DC loads
(c) Have a work mode indicator.

For hybrid systems, there are two distinguish scenarios: firstly, if the hybrid sys-
tems relies on renewable energy technologies for power supply alone (like PV/Wind
hybrid systems), the control of charge and discharge will work as it does in systems
with just one renewable energy resource. The main objective of applying charge
control is to maximize the battery’s lifetime. Secondly, the situation is different for
hybrid systems using diesel gensets as a backup. Since the genset is switched on the
renewable energy resource cannot meet the demand, the objective of system control,
in addition to maximize the battery’s lifetime, is also to minimize costs for diesel
fuel and maintenance.

18.3.6 Configuration for Hybrid Systems Technology

(a) Electricity generation coupled at DC bus line: All electricity generating com-
ponents are connected to a DC bus line from which the battery is charged.
AC generating components need a DC/AC inverter. The battery, controlled and
protected from overcharge and discharge by a charge controller, then supplies
power to the DC loads in response to the demand. AC loads can be optionally
supplied by an inverter (Fig. 18.3).

(b) Electricity generation coupled at AC bus line: All electricity generating com-
ponents are connected to an AC bus line. AC generating components may be
directly connected to the AC bus line or may need an AC/AC converter to
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Fig. 18.3 Electricity generation coupled at DC bus line for charging the battery

Fig. 18.4 Electricity generation coupled at AC bus line to enable a bidirectional master inverter
control of energy supply to the AC loads and the battery charging

enable stable coupling of the components. In both options, a bidirectional mas-
ter inverter controls the energy supply for the AC loads and the battery charging.
DC loads can be optionally supplied by the battery (Fig. 18.4).
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Fig. 18.5 Electricity generation coupled at the AC/DC bus line to enable component stability

(c) Electricity generation coupled at the AC/DC bus line.

DC and AC electricity generating components are connected at both sides of a
master inverter, which controls the energy supply of the AC loads. DC loads can be
optionally supplied by the battery. On the AC bus line, AC generating components
may be directly connected to the AC bus line .or may need an AC/AC converter to
enable stable coupling of the components (Fig. 18.5).

18.3.7 Load Estimate of a Typical Community Including
Information Communication Technology (ICT)
Services

The typical load curve for a rural village is generally composed of a prominent peak
in the evening corresponding to lighting use, a morning/midday peak, and a base
load. The base load is generally present in the morning, and in some cases extends to
night hours. The energy demand in rural areas during night hours is quite limited (or
non-existent in small villages) and hence the load level during the night is generally
very low compared to the evening and morning peaks. Small hybrid systems are
suitable for supplying the power needs of a small rural village where the energy
consumption is quite limited; for instance a Potiskum village with none or very few,
productive or commercial activities.
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Assuming there are twenty families resident here, two health centers, two schools
and an ICT centre. With the generation of electricity to this village, it is assumed that
the 20 household’s resident there will own electrical appliances. The load specifica-
tion for the next 3 years is used in this analysis.

i. Lighting Circuit Assessment
Assume that each household will use 6, 40 W bulbs, therefore power demand
for lighting is for 8 h in a day for a week, Pw, will be:

Pw � 6 × 40 × 20 × 8 � 38.4 kW h (18.9)

ii. Power Circuit Assessment
Assume also that each household has 1 television set, Ts; 1 radio set, Rs; and 1
refrigerator, Ref, at power ratings of 120 W, 20 W and 250 W respectively.
Therefore, Power for the Television sets:

PTs � 1 × 120 × 20 × 8 � 19.2 kW h (18.10)

Power for radio set:

PRs � 1 × 20 × 20 × 8 � 3.2 kW h (18.11)

Power for refrigerator:

PRef � 1 × 250 × 20 × 18 � 90 kW h (18.12)

iii. Power demand for water pumping
Assume that the entire village will use two 1.5 hp pumping machine, pm.
Power demand:

Ppm � 2 × 1.5 × 0.746 × 2 � 4.476 kW h (18.13)

Total power demand, PTd :

PTd � Pw + PTs + PRs + Ppm + PRef

PTd � 38.4 + 19.2 + 3.2 + 4.476 + 90

PTd � 155.276 kW (18.14)

iv. The energy needed for a typical ICT center, Hospital center and School in
rural/remote environment are as shown in Tables 18.7, 18.8 and 18.9.

All items use AC current. The total daily electricity demand is 185.496 kW h; the
annual demand is 67.487 MW h; the maximum load for the system is 12.5 kW; and
the study assumes a peak of 15 kW.
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Table 18.7 Energy needed for a typical ICT centre in rural environment

Qty Description of
item

Load (W per
unit)

Total load (W) Daily/Hour of
actual
utilization (h)

Weekly
watts/hours
(Wh)

1 Router 25 25 8 1,200

1 Port fast
Switch

15 15 8 720

2 Wireless
Access Point

12 24 8 1,152

1 Server (plus
accessories)

150 150 8 7,200

1 RF (Radio
Communica-
tion)

40 150 8 1,920

10 Laptops (with
security
cables)

40 400 8 18,200

2 VOIP Phones 20 40 6 640

2 HP desk jet
5943

44 88 8 704

1 Laser Printer 100 100 7 700

4 Lighting 15 60 8 2,880

4 Ceiling fans 60 240 8 11,520

Total 10,156 46,836

Table 18.8 Energy needed for a typical hospital service in rural environment

Description of
item

Qty Load (W per
unit)

Total load (W) Daily hour of
actual
utilization (h)

Weekly watts
hours (Wh)

Cold chain
storage
(fridge)

1 45 45 8 1,800

Lighting for
the operating
theatre

3 7.5 22.5 8 900

Lighting for
ward

10 3 30 8 1680

Premises
lighting/street
light

4 15 60 12 5040

Television
color

1 100 100 6 4200

Fans 6 15 90 12 1920

Total 4340 12,660
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Table 18.9 Energy needed for a typical school in rural environment

Description of
item

Qty Load (W per
unit)

Total load (W) Daily hour of
actual
utilization

Weekly hour
of actual
utilization
(W)

Fans 8 60 480 8 19,200

Lightning for
street

6 15 30 9 1890

Lightning for
classroom

12 15 300 8 12,000

Laser printer 2 100 200 5 5000

HP desk jet
5943

2 44 88 4 704

Total 7862

2 school 15,724

18.3.8 Design Results

The capacity ratio of solar to wind power units is 60:40. The plant is required to
produce 200 kW h/day, which means that solar power plant should generate up to
120 kW h/day and the wind plant should generate 80 kW h/day. Thus the annual
generation should be up to 73 MW h. The choice of components for the hybrid plant
is as follows:

a. The solar plant is expected to operate for 8 h,
b. The wind plant is expected to operate for 24 h
c. The battery system is used during night hours.

The choice of 15 kW is a sample case and this can be extended to any required
capacity. To achieve a solar power capacity of 15 kW the capacities of Solar panel,
Charging Controller, bank of battery and Inverter are determined. The values cannot
be picked abstractly and hence, their ratings and specification have to be determined
through calculations in other for the system to perform to required specifications. For
this design 8 h was assumed for the duration of the operation and the calculations is
done as indicated below:

(1) Solar Panel

Total load�15 kW.
Period of operation or duration�8 h.
Then, Total Watt-Hour�15×8�120 kW h.
The period of the solar panel exposed to the sun�8 h (Averagely between 8 am

and 5 pm).
Therefore solar panel wattage�120 kW h/8 h�15 kW.
Hence solar panel of 15 kW will be needed for this design.
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Since the highest power produced is 242.11 kW h/m2, so for 8 h of average
sunshine, we have 40.34 kW/m2. This is much for this design, considering a 15 kW
system is needed.

For this design, the Sun module SW 275 mono, Maximum power Pmax 275 Wp,
Open circuit voltage Voc 39.4 V, Maximum power point voltage Vmpp 31.0 V, Short
circuit current Isc 9.58 A, Maximum power point current Impp 8.94 A, Cells per
module 60, Cell type Mono crystalline, Cell dimensions (65.94 cm×39.41 cm),
weight 46.7 lbs (21.2 kg) with an efficiency of 16.4%. The study assumes that a
maximum point tracker control method will be used and uses the minimum number
of PV modules that will deliver 100% electricity to the load.

Therefore, No of panel�15000 W/275 W�56.
This shows 56 of 275 W solar panel will be required for this design.

(2) Charging Controllers

For this design of 15 kW solar power supply,

P � I V (18.15)

where:

I the expected charging current and
V the voltage of the battery (12 V)
P the power supply rating (15 kW)

Hence,

I � P

V
� 15,000

12
� 1250 A (18.16)

A Charging controller of 625 A will be used for this study.

(3) Battery capacity

The battery will supply 30% of the total load for 10 h during the night hours, that
is, 3.75 kW.

Operational period�10 h.
Watt-hour capacity�37.5 kW/h.
To make the chosen battery to last long it is assumed that only a quarter (¼) of the

battery capacity will be made used of, so that it will not be over discharged therefore
the required battery capacity will be 37.5×4�150 kW/h.

Now the choice of battery hour depends on A-H rating of the storage battery. For
example, for 1000 AH, 12 V battery the number of batteries that will be needed is
150,000/1000�150 batteries. Hence, for this design and to avoid too much weight
and occupying unnecessary space, a 2490 AH 12 V, with size as 40 by 13.5 by 33 and
weight of 1690 lb, a product of Solar-One technology battery is used. Therefore the
total number of storage battery required for 150 kW solar power supply system�60.
The batteries are connected in parallel to increase the A-H rating, and the voltage is
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increased using an inverter with a step up transformer to increase it to utility voltage
of 240 V.

Since the total load is 12.5 kW it is advisable to size the required inverter to be
15 kW as designed for solar panel ratings. Hence 15 kW pure sign wave inverter is
recommended with 90% efficiency, in other to prolong the lifespan of the inverter.

(4) Wind turbine details

The wind turbine is estimated to produce 10 kW, in order to estimate the power
extracted from the wind by the turbine, using the formula:

W � 1/2ρAV 3
1 × 0.59 (18.17)

where,

A � πD2

4
(18.18)

Using Eqs. (18.17) and (18.18), an average power output of 10 kW at a blade
diameter of 8.2 m can be obtained from the study site, where mean wind speed, V�
8.04 m/s.

The cut in and cut out speed rating of a turbine also plays an important role in
selecting a wind turbine, since the turbine can only produce its rated power at the
rated speed.

For this study the 2 A air AWT wind turbine rated at 6 kW, with a cut in wind
speed of 3 m/s and a rated wind speed of 11 m/s and a rotor diameter of 5.5 m is
recommended as it can deliver optimal power generation in low and moderate wind
speed. This turbine was chosen because the total power generated was approximately
10 kW.

(5) Diesel genset

With the diesel generating set being used intermittently to supply the peak load
for at least 10 h, the recommended rating of the gen set should be 15 kW.

(6) Control system for power management and Optimization of operational
strategy

Operating strategy for the hybrid PV/Wind/Diesel system with battery implies
when the renewable sources produce less energy than what is demanded (that is,
the wind speed, the solar radiation are low), the deficit power should be supplied by
the battery bank. When the state of charge of the battery bank reaches its minimal
level, (that is, 1/4 of the battery capacity), the diesel generator functions normal. A
good operation of a hybrid system can be achieved only by a suitable control of the
interaction in the operation of the different devices. An exhaustive knowledge of the
management strategies to be chosen in the preliminary stage is therefore fundamental
to optimize the use of the renewable sources, minimize the wear of batteries, and
consume the smaller possible quantity of fossil fuel. Hybrid controller switches the
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Fig. 18.6 Hybrid system controller block diagram for switching the batteries into charging mode
or discharging mode

batteries into charging mode whenever excess power is available from the renewable
sources, and switch to discharging mode whenever there was a short over from
sources. The block diagram is as shown in Fig. 18.6.

That is the battery power indicates operating strategy for the hybrid system will
show charging (power positive) or discharging (power negative), indicating that the
hybrid controller utilizes the battery bank effectively.

18.4 Data Analysis on Study Location

The proposed site for the project is Potiskum, Yobe State, located in the North-East
geopolitical zone of Nigeria. The area is located at 11.42°N, 11.02°E with an altitude
of 414.8 m, its hottest month are March, April and May with temperature ranging
from 30° to 42° and has an average annual solar irradiation of 6.12 kW h/m2/day as
shown in Table 18.1. The state liesmainly in the dry Savannah agro-ecological region
and it is dry and hot for most part of the year, except in the southern part with milder
climate. The state is predominantly rural with few towns like Nguru, Damaturu,
Fika, and Potiskum. The energy needs by household in the state are mainly for
cooking, where about 97.7% is gotten from fuel wood, for lighting, where kerosene
lamp is the major source; and agricultural activities which is usually done manually.
Machines and equipments used in micro-scale enterprises like tailoring, weaving etc.
are powered manually.
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18.5 Conclusion and Recommendation

With decreasing PVprices, PV/wind/diesel hybridmini grids attract significant atten-
tion from institutions in charge of rural electrification and donor agencies to mitigate
fuel price increases, deliver operating cost reductions, and offer higher service qual-
ity than traditional single source generation systems. The combining of technologies
provides interesting opportunities to overcome certain technical limitations. The
future deployment of hybrid technology in developing countries will be driven by
different factors according to the type of application addressed. The micro hybrid
system range for use as a reliable and cost effective power source for telecombase sta-
tions continues to develop and expand. Capacity building and access to concessional
financing will be the key enablers for the development of this segment. Medium
size distributed hybrid systems need political momentum to foster the involvement
of the private sector. Larger isolated mini grids require substantial investments and
then appropriate profitability. The result obtained from the analysis indicates that the
solar energy utilization has bright prospects in Potiskum. The estimated values of
global radiation can efficiently be used to compensate for energy deficits. From the
studies it has been found that with the exception of monsoon months, August and
September, solar energy can be utilized throughout the year for North-Eastern region
of Nigeria. The site corresponding to the wind power class of 1 is also ideal for non
grid connected applications.
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Chapter 19
Android Mobile Malware Classification
Using a Tokenization Approach

Intan Nurfarahin Ahmad, Farida Ridzuan, Madihah Mohd Saudi,
Sakinah Ali Pitchay, Nurlida Basir and N. F. Nabila

Abstract Android is one of the most commonly targeted platforms in terms of
mobile malware attacks on the part of many users worldwide. Different types of
attacks and exploitations have been developed to masquerade as genuine mobile
applications in order to obtain confidential information from the victim’s smart-
phone. Therefore, to overcome these challenges, a newmobilemalware classification
based on system calls and permissions using a tokenization approach is developed
in this paper. The experiment was conducted in a controlled lab environment by
using static and dynamic analyses to extract permissions and system calls from call
logs. A total of 5560 samples from Drebin were used as training dataset, and 500
samples from Google Playstore were used as testing dataset. The new classification
involving the use of a tokenization approach produced a 99.86% accuracy rate and
has outperformed existing methods. This new classification can be used as guidance,
and reference for other researchers with the same interests. In the future it can be
used as input for the formation of a mobile malware detection model.

Keywords Call logs · Hybrid analysis · Mobile malware classification
Permissions · System call · Tokenization

19.1 Introduction

Nowadays smartphones are no longer limited to making calls and sending messages
[1]. They also integrate multiple wireless networking technologies to support other
functionalities and services such as social networking, web browsing, online banking
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and Global Positioning Systems (GPS) [2]. A piece of research reported by an e-
marketer shows that the number of mobile phone users continues to increase every
year worldwide, and by 2019 more than half of the world’s phone users will access
the Internet regularly, and more than 4 billion people will be online in 2021 [3].
This will expose users to different kinds of cyber threat, especially in the form
of mobile malware attacks. In this context, Android has become the most popular
operating system for users and the one which is most commonly targeted by attackers
[4]. Furthermore, Android users have the privilege of being able to conduct any
customization and extensions in terms of downloaded applications, and the system
allows users to install applications from various sources such as third-party markets,
torrents or direct downloads [4, 5]. This privilege has created a loophole in terms of
the user’s security environment, and provides an opportunity for attackers to embed
malware into an application by camouflaging it as a genuine application. The first
Android malware in the form of code injection, entitled Dvmap, was found in April
2017. It has a rooting capability and has been downloaded from Google Playstore
more than 50,000 times to date [6]. It is also capable of injecting malicious code into
the system’s runtime libraries [6]. In addition, Skygofree has surveillance and spy
capabilities, can gain privileges, and steal call logs, GPS and text messages stored in
the victim phone’s memory. The application was spread using a fake website and has
infected several Italian Android users [7]. These two are examples of malware that
usually targets the Android platform. Most of the attacks are motivated by profit [2].

Many researchers have proposed methods for the classification and detection of
Android mobile malware, such as the identification of expert features, system call
behaviour, permission and API usage. Mobile malware classification and detection
can be categorized into two techniques—static and dynamic-based analyses. Static-
based analysis involves extracting information from the application’s manifest file
without executing it [8]. Meanwhile, dynamic-based analysis extracts the malware
behaviour during its execution in an emulator environment, and allows researchers
to obtain additional detailed information from the suspected applications [8]. Pre-
vious work which have used dynamic-based analysis, have managed to generate
behaviour patterns from malicious applications [9–11]. However, there is still room
for improvement in terms of accuracy and efficiency perspectives to optimize the
performance.

In this paper, a hybrid approach which combines static-based (permissions fea-
tures) and dynamic-based (system call sequence features) analysis is implemented.
Hybrid-based analysis is used to extract permissions and system calls features related
to Android call log exploitation. A tokenization approach is implemented in this
research with the aim of producing a consistent pattern’s string size. A combination
of hybrid-based analysis and tokenization is proposed in this paper to increase the
accuracy rate.

This paper is organized as follows. Section 19.2 presents the previouswork related
to Android mobile malware classification and detection techniques. Section 19.3
presents the research methodology and the proposed mechanism. Section 19.4
presents the overall experiment results, and Sect. 19.5 presents the summary and
the potential for future research.



19 Android Mobile Malware Classification Using … 273

19.2 Related Work

Malware analysis is a very time-consuming activity, and one should have an in-
depth knowledge in order to handle it. A good malware analysis approach is a great
weapon to fight the dark side of the information society [12]. Malware analysis
usually involves static and dynamic-based analyses or a combination of both entitled
hybrid analysis [5].

19.2.1 Static, Dynamic and Hybrid-Based Approaches

Static-based analysis performs observations based on source codes or binaries with-
out actually running the suspected program. The results usually show suspicious
patterns and behaviours that exist in the program [8]. In the case of Android malware
detection, the researcher usually extracts features such as Requested Permissions,
API calls, Operation Code and system calls [13]. These features are used to detect
a malicious payload and profile malware threats [13]. MAMA (Manifest Analysis
for Malware Detection in Android) is designed to extract several features from the
Android manifest file and has achieved a high true positive rate of 94.83% [14].
On the other hand, PUMA makes use of user permissions as the selected feature,
and has managed to produce an 86% accuracy rate [15]. Meanwhile, Drebin uses
several features such as hardware components, requested permissions, application
components, filtered intents, API calls and network addresses, and produces a 94%
of accuracy rate based on different malware families [16].

Static-based analysis, however, is not suitable for the detection of malware that
employs cover-up techniques such as code polymorphism and obfuscation. It is
slightly unstructured, and relies heavily on experience and personal skills [8]. There-
fore, dynamic-based analysis or, as it is also known, behavioural-based analysis, is
the alternative approach to counter theweaknesses of static-based analysis.Dynamic-
based analysis observes suspicious behaviour in a running application. CopperDroid
uses system call and binder information to detect bad behaviour on the part of sus-
pected applications. It created four artificial malwares and obtained 100% classi-
fication accuracy based on its system call features application [10]. However, this
research focuses only on author-created malware and the results show a high false
positive for real world malware [9]. In the case of MALINE, it was used to detect
malicious system call patterns on 4289 android samples, and produced a 93% accu-
racy rate. This has been evaluated using histograms and a Markov chain approach
[17].

Nowadays, many researchers use hybrid-based analysis to enhance malware
detection. Tools such as AASandbox and Droid-Sec are examples that integrate
hybrid analysis to extract and analyse Android features such as permissions and
Java code from the APK file [18, 19]. ProfileDroid has successfully discovered new
unknown behaviours of mobile malware characteristics based on hybrid-based anal-
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ysis [20]. Although these pieces of research have produced high positive rates of
classification and detection, most of the behaviour-based patterns produced by these
researchers are inconsistent in terms of their string size. In addition, they also suffer
from a lack of ability when it comes to handling huge amounts of features collected
from the various applications. These weaknesses can lead to low classification and
detection accuracy rates. Therefore, a suitable approach is needed to increase the
mobile malware classification and detection rate.

19.2.2 Tokenization Concept in Mobile Malware
Classification

Amajor problem in terms of mobile malware classification and detection is the huge
size of the dataset to be analysed. This places a huge burden on current malware
detectors when it comes to obtaining an accurate result [21]. Thus, the indexing rule
is implemented to increase the accuracy rate of malware classification and detection.
A signature matching algorithm was proposed in order to give a more accurate result
in the case of obfuscation programs [22]. Other researchers have applied Locality
Sensitive Hashing to the behaviour profile, and successfully achieved efficient and
scalable malware clustering [23]. Several researchers have also implemented the
Function Call Graph approach in order to support efficient indexing techniques in
malware analysis [24, 25]. Yet, these approaches are easily evaded bymore advanced
obfuscation techniques. Tokenization is a popular classification technique and one
that is used widely in the information retrieval research area and lexical analysis
[26]. Generally, tokenization is a process of classifying or breaking up a sequence
of strings into pieces involving input characters, sub-characters, or subgroups [27].
Others have used a tokenization approach to minimize data length and complexity,
thus reducing the cost of data handling [28].

In terms of information retrieval, tokenization is used to tokenize all words, num-
bers and characters into a subgroup from a sequence of words or texts. This will
shorten the text and only the important words will remain, thus increasing the accu-
racy of the information retrieval process [26]. An N-gram algorithm has been imple-
mented by several researchers in the mobile malware classification and detection
field [8, 29]. They tokenized the set of malware’s feature behaviour found in an
application into n groups to produce a new classification and detection model which
can produce more accurate results.

Therefore, this paper proposed an experiment that implements a tokenization
approach that produces unique behaviour patterns based on permission and system
call sequences with the combination of hybrid-based analysis with the aim of achiev-
ing a higher accuracy rate and better performance.
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19.3 Research Methodology

The tokenization approach is used to produce a unique system call sequence pattern.
This research implements a hybrid-based analysis approach where the permissions
feature is extracted during static analysis and the system call feature is extracted
during dynamic analysis. An initial experiment was conducted using 5560 Android
malware samples from the Drebin dataset [16]. The experiment was conducted in a
controlled laboratory environment as illustrated in Fig. 19.1. In this experiment, an
emulator from Genymotion [30] was used with Android version 4.1.1 and API level
16. This emulator runs onWindows 8 with 8 GB of RAM. This experiment proposed
an Android mobile malware classification based on system calls and permissions
that are expected to exploit call logs. Four main phases were involved in this exper-
iment. First, in Sect. 19.3.1 we discuss the permissions-based analysis phase. Then,
in Sect. 19.3.2 we discuss the system call-based analysis phase where the process
of extracting system calls from suspected samples were conducted. Meanwhile, in
Sect. 19.3.3, the tokenization approach is used to build a new classification model.
This produces unique behaviour patterns based on system call sequences. Finally, a
new classification model of Android mobile malware based on system calls and per-
missions was produced, and its classification accuracy was tested using the WEKA
tool and is explained in Sect. 19.3.4.

19.3.1 Permissions-Based Analysis Phase

We conducted static analysis to extract permissions from the mobile applications.
In this phase, all permissions related to call log exploitation were extracted. Firstly,

Fig. 19.1 Lab architecture
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Table 19.1 Permissions that are expected to exploit call logs

Permissions Function

CALL_PHONE Malicious application may place unnecessary
and illegal calls

CALL_PRIVILEGED Malicious application may place unnecessary
and illegal calls to emergency services

PROCESS_OUTGOING_CALLS Malicious application can automatically make
a phone call

READ_CALL_LOG Malicious application is able to read, save and
share call log data without user notice

READ_CONTACTS Malicious application is able to read user’s
contacts

READ_PHONE_STATE Malicious application is able to access features
such as phone numbers and serial numbers of
the phone

5560 malicious samples fromDrebin [16] were extracted using static analysis. Then,
applications with a minimum of one specific permission related to user call logs
exploitation were further analysed. Table 19.1 shows the list of permissions that
were expected to trigger user call logs exploitation. These permissions are chosen
based on their function and their ability to perform suspicious activities in user call
logs. The dynamic-based analysis is carried out once permissions-based analysis is
complete.

19.3.2 System Call-Based Analysis Phase

The system call-based analysis phase consists of two main processes—system call
recorder and system call analyzer. In the first process, the system call sequences of
all suspected applications are extracted. This process is conducted in a Genymotion
VM environment [30]. The system call can only be triggered through user interaction
with the running application. Therefore, a monkey tool is used to generate pseudo-
random gestures such as keystrokes, touches, and gestures on a device or on an
emulator [17]. With this tool, the researcher was able to obtain consistent results as
it allows the user to manipulate the command based on requirements. Next, each
application went through 1000 random events or gestures generated at a time. The
process of the system call recorder involved the following steps:

• Suspected application is installed in the emulator
• ADB shell monkey is used to trigger a system call event
• Strace tools is used to record the system call
• The extracted system call is stored as an Strace log for further processing
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Finally, all recorded system calls for each suspected malicious application are
stored as an Strace log file for further analysis. The system call analyzer consists
of two main sub-processes. Firstly, the Strace log files are transferred to a system
call sequenced patterns database. Each of the recorded system calls is noted as 1 to
indicate the presence of the system call, while 0 indicates the absence of the system
call. This step produces strings of binary numbers to represent the initial system call
patterns for each application.

Next, each of the binary patterns is compared individually to avoid redundancy.
Only unique patterns of system call sequences related to call logs exploitation are
produced.

19.3.3 Tokenization of the System Call Sequence Phase

In this phase, the extracted malicious system call sequence is converted into new
unique patterns using the tokenization approach. If we compare this with the existing
work that used covering algorithms, itmanages to produce 60 patterns frommalicious
system call sequences, but shows inconsistencies in terms of the pattern’s string
size [2]. The system call trigger was different for each application, hence various
system call string lengths were produced. Therefore, the tokenization approach is
implemented in this research with the aim of producing a consistent pattern string
size with high data processing flexibility. Figure 19.2 shows the work flow of the
system call sequence classification using the tokenization approach.

The tokenization approach consists of three main processes. First, the raw system
call sequence extracted during the dynamic analysis is converted into binary values
and a binary pattern. Next, the binary pattern is converted into hexadecimal values.
This process reduces the string size and produces a consistent pattern string. Finally,
the tokenization approach is implemented with regard to the new hex-value patterns,
to classify or break them up into smaller pieces of input string [31]. Figure 19.3
shows the processes of the tokenization approach implemented in this experiment.
The hex-value patterns are divided into a five-n different dataset, which includes

Fig. 19.2 System call
sequence classification using
the tokenization approach
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Fig. 19.3 Tokenization process for system call sequence classification

n=1, n= 2, n= 3, n=4 and n =5, where n indicates the number of tokenization
groups. Later the output from this phase is used as the input for the next phase.

19.3.4 Behaviour-Based Classification the Evaluation Phase

Based on the tokenization approach, the output from the previous phase is used as the
input for this phase. This phase evaluates the new malicious system call patterns that
are expected to exploit call logs. The uniquemalicious system call patterns are further
classified as being either malicious or benign, prior to finding the optimum n-value,
classifier and accuracy of the classification performance. Four classifiers—Support
Vector Machine (SVM), Random Forest, Naïve Bayes, and J48—were run using
WEKA 3.8.10 [32]. These classifiers have been widely used by previous researchers
[11, 16, 33] as they are able to deal with large instances, and features such as those
found in text classification, pattern analysis and bioinformatics [29].

The new system call patterns are evaluated based on their classification accuracy.
The classification accuracy is determined based on the number of patterns that are
correctly classified as malicious patterns. The best n value and classifier are chosen
based on the number of system call patterns that generate the highest classification
accuracy.
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19.4 Results and Discussion

In this section, the results related to sample extraction analysis and system call
classification are presented and discussed.

19.4.1 New Unique Patterns

For this experiment, static and dynamic-based analyses are performed on 5560 sam-
ples of malicious application collected from Drebin [16]. Specific features were
extracted in different phases. The first phase is the permissions-based analysis where
any application with permission features that are related to call log exploitation as
shown in Table 19.1, are categorized as malicious applications. Next, dynamic anal-
ysis is carried out on the suspected malicious applications. In this phase, the system
calls from running applications were extracted. This phase identifies the behaviour
of each application based on user interaction. Then, the extracted raw system calls
are transferred to the system call sequence database. Next, each system call sequence
log is compared to one another to eliminate redundancy, thus only unique system
calls patterns remain. From 5560 malicious application samples used in this exper-
iment, 464 patterns of malicious system call sequences were generated, related and
suspected to involve call log exploitation.

A tokenization approach is implemented in this experiment to reduce the pattern’s
string size, and to produce a consistent system call string length for each pattern.
Furthermore, this approach increases data flexibility by implementing a unique hex-
value for each pattern, hence optimizing the performance of the mobile malware
classification and detection approach. Figure 19.4 shows examples of system call
patterns in terms of binary values which have been converted to hex-values.

19.4.2 Behaviour-Based Classification Accuracy

In this experiment, four popular classifiers in the formofSVM,RandomForest,Naïve
Bayes, and J48 were used to classify n=5 hex-values to different datasets produced
during the tokenization phase, including the patterns in binary values. Each classifier
is validated using cross-validation. The value is set as 10, where the cross validation
is divided into 10 subsets and the holdout method is repeated 10 times, where 9
subsets are used for training and the last piece is used for testing. A total of 464
malicious patterns and the classification performance are shown in Fig. 19.5.

The classification accuracy rate Ai depends on the number of samples that are cor-
rectly classified as true positive and true negative over the sets of data. The evaluation
is based on formula (19.1):
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Fig. 19.4 Example of 464 malicious system call patterns in binary, converted into hexadecimal

Fig. 19.5 Results in terms of classification accuracy

Ai � t

n
(100) (19.1)

where t is the number of sample cases correctly classified, and n is the total number
of sample cases.

Therefore, in this research, the implementation of a suitable approach is meant
to increase the number of samples that can be correctly classified by producing a
consistent pattern string size. This consistent string size is defined as each pattern
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having the same size and type of data. For example, in this research, the data are in
the form of binary or hexadecimal values with array lengths of 66. This reduces the
matching complexity between data.

This experiment aims to classify system call patterns into malicious or benign
applications. Based on Fig. 19.5, the hex-value of the system call patterns using
a Naïve Bayes classifier where n=2 resulted in the highest classification accuracy
of 99.86%. Interestingly, when patterns are classified higher than n=2, the accu-
racy shown with regard to all classifiers is decreased. This is due to the fact that the
increasing number of groups for each pattern produced in the tokenization phase gen-
erates a sparse vector element [29]. This element mostly holds zero values, resulting
in a lower classification accuracy for each pattern. Other than that, the classification
accuracy drops drastically once the patterns are converted from binary patterns to
n=1 hex value patterns. The conversion of binary values to hexadecimal values has
shortened the pattern’s string length. Java programming was set up with a default
one-dimensional array value based on the number of system call features extracted,
to make the pattern size consistent for each application. The dataset n=1 hex value
patterns was generated based on its default one-dimensional array value. As a result,
a high spare vector element has been generated in the dataset, thus producing low
classification accuracy for dataset n=1 hex value patterns [29].

In terms of the classifier used, Naïve Bayes successfully produced the highest
classification accuracy compared to other classifiers. This is due to the nature of
Naïve Bayes which is able to handle huge numbers of datasets, and is not sensitive to
irrelevant features [34]. In this experiment, the binary patterns were able to produce
a high classification accuracy, but by implementing the tokenization approach, the
result was improved and increased up to a 99.86% accuracy rate, with n=2 hex values
being chosen as the best dataset.

19.4.3 Comparison with Existing Work

In order to highlight the significance of this research result, a comparison is made
with existing work. Table 19.2 shows how the results of this researchmeasure against
the best results in terms of classification accuracy rates found in the work of Lin et al.
[8], Masud et al. [29], and Canfora et al. [35]. These comparative results show that
this research approach has achieved some improvement in terms of classification
accuracy rates. This is highlighted in the last column of Table 19.2.

In Table 19.2, the comparison is made based on the features used and the analysis
approachof eachwork.Ourworkusedhybrid-based analysis to extract the permission
and system call features. Furthermore, the tokenization approach was implemented
in this experiment to increase the mobile malware classification accuracy rate. The
conversion of binary to hexadecimal values produced a consistent string size with the
same data type. Moreover, the tokenization approach helps to increase classification
performance by shortening the pattern string size to an n-group. Patterns with con-
sistent string sizes and data types can reduce the matching complexity between data.
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Table 19.2 Comparison with previous work

Author/work Dataset Features used Analysis
approach

Accuracy rate
(%)

Masud et al. [29] 100 benign 102
malicious

System calls Dynamic 97.06

Canfora et al.
[35]

200 benign 200
malware

System calls,
permissions

Hybrid 80

Lin et al. [8] 933 benign 265
malware

Permissions
system call

Hybrid 98

Current work 5560 malware
500 benign

Permissions,
system Calls

Hybrid 99.86

Less complexity increases the number of samples that can be correctly classified,
thus increasing the classification accuracy rate. Therefore, with the implementation
of the tokenization approach, this experiment successfully achieved a 99.86% accu-
racy rate. In conclusion, the current work outperformed existing work by Lin et al.
[8], Masud et al. [29], and Canfora et al. [35].

19.4.4 Additional Discussion

During the system call-based analysis phase, the dynamic analysis was conducted in
a controlled lab environment. To sustain the consistencies of the results from each
suspected samples, the emulator is set up with 4.1.1 Android version and 16 API
level. However, in terms of this experiment, not all samples can be executed. Some
of them can be installed and run, while some of them can only be installed, but are
unable to be executed (run in the background). On the other hand, some of them
cannot be installed or executed in the emulator. The number of samples that have
these conditions can be seen in Table 19.3. This condition might occurs due to the
period of sample collection from Drebin which was from August 2010 to October
2012 [16]. During that period of time, most Android devices were using a lower than
4.1.1 Android version and API level 16. Therefore, some of the samples collected
might only be compatible with the older and lower version of Android and API
level, thus making it unsuitable for this experimental environment. Therefore, only
compatible samples were used for dynamic analysis.

19.5 Conclusion and Future Work

This paper presents an Android mobile malware classification system based on per-
mission and system call sequence patterns that are suspected of attempting to exploit
user call logs using a tokenization approach. The utilization of such an approach
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Table 19.3 List of samples’ condition

Condition No. of samples Explanation

Installed and executed 5122 Compatible with proposed
experiment environment

Installed and run in the
background

357 Lower API level or Android
Version

Unable to be installed 81 Lower API level or Android
Version

increased the mobile malware classification and detection performance, and suc-
cessfully produced a unique and consistent string length for each pattern. Thus, the
size of patterns stored for data processing is also reduced, leading to a more effi-
cient performance in terms of classification with a 99.86% accuracy rate. For future
work, our work could be used as the input or basis for the creation of an Android
malware detection model, and could provide guidance for other researchers in terms
of implementing it with different Android application features.
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Chapter 20
Non-taxonomic Relation Extraction
Using Probability Theory

N. F. Nabila, Nulida Basir and Mustafa Mat Deris

Abstract Ontology is a representation of knowledge with a pair of concepts and
relationships within a particular domain. Most of extracting techniques for non-
taxonomic relation only identifies concepts and relations in a complete sentence.
However, this does not represent the domain completely since there are some sen-
tences in a domain text that have a missing or an unsure term of concepts. To over-
come this issue, we propose a new algorithm based on probability theory for ontology
extraction. The probability theory will be used to handle the incomplete information
system, where some of the attribute values in information system are unknown or
missing. The new proposed method will calculate and suggest the relevant terms,
such as subject or object, that are more likely to replace the unsure value. The pro-
posed method has been tested and evaluated with a collection of domain texts that
describe tourism. Precision and recall metrics have been used to evaluate the results
of the experiments. The output of this proposed method will be significantly used in
the conceptualization process of the ontology engineering process to assist ontology
engineers and beneficial to obtain valuable information from a variety of sources of
natural language text description such as journal, structured databases of any domain,
and also enable to facilitate big data analysis.

Keywords Concept · Incomplete sentence · Non-taxonomic relation
Ontology extraction · Probability theory · Relation extraction

N. F. Nabila (B) · N. Basir
Universiti Sains Islam Malaysia (USIM), 71800 Nilai, Negeri Sembilan, Malaysia
e-mail: fatin@usim.edu.my

N. Basir
e-mail: nurlida@usim.edu.my

M. M. Deris
Universiti Tun Hussein Onn Malaysia, 86400 Batu Pahat, Johor, Malaysia
e-mail: mmustafa@uthm.edu.my

© Springer Nature Singapore Pte Ltd. 2019
S.-I. Ao et al. (eds.), Transactions on Engineering Technologies,
https://doi.org/10.1007/978-981-13-2191-7_20

287

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2191-7_20&domain=pdf


288 N. F. Nabila et al.

20.1 Introduction

Various works have focused on ontologies as they have potential in many application
areas, such as text mining, information retrieval, knowledge management and the
Semantic Web. Ontology provides a description of a certain domain of concern
that consists of several components, such as axioms, instance, concept and relation.
However, most of the ontologies are constructed manually, which is a difficult task,
costly and time-consuming [15].

Considerable works have been completed to construct an ontology from domain
texts.Nevertheless,most of theseworks have only focused on extracting concepts and
taxonomic relationships, such as is-a relation only, with very little work on extract-
ing non-taxonomic relationship. The extraction of non-taxonomic relationships are
considered as one of the most challenging and important tasks [6, 8, 21]. Someworks
have been proposed for identifying non-taxonomic relations, focusing on identify-
ing a given specific relationship, such as part-whole [19, 20] and cause-effect [3].
However, these works are not able to identify other relationships that are crucial for
the domain.

Existing research [2, 5, 11, 17] on extracting non-taxonomic relations between
two concepts (terms) focus on terms that appear as subject and object in a single
sentence. For example, in the sentence, “Each student need to read 3 books every
week”. The terms student and book are identified as subject and object of a sentence
and read is a relationship that relates subject student and object book. A problem
arises if the two concepts (student and book) do not exist in the same sentence, then
these two concepts will not be considered in the construction of ontologies. However,
if the sentence is irregular: either an object or a subject is missing or not clear, then
the relationship between concepts is not extracted. For example, the sentence, “The
students read it every day” is considered as an irregular sentence as it does not have
a clear object. It is not clear what the object “it” is referring to in the sentence. In this
case, it is assumed that the missing value is “unsure” or as an “unknown” condition.
The object “it” may have been described in the previous sentence, but in the existing
techniques, relations from sentences that have an uncertain value are not extracted.
As a result, the domain texts can be considered as not properly represented, as some
relations cannot be identified. Therefore, this paper is to investigate the feasibility
of developing an alternative technique to overcome the issue of missing potential
relations, which are not handled by the previousmethods. This work is a continuation
of our previous works [10].

The paper is organized as follows: Sect. 20.2 describes literature review. In
Sect. 20.3, the proposed method is explained. Section 20.4 presents the experiment
of the method. Finally, Sect. 20.5 presents the conclusions and future work.
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20.2 Literature Review

Ontology has been used in many areas such as information retrieval and semantic
web. According to [16], an ontology can be generated from different sources such as
set of documents, existing ontologies, or from a combination of both sources. It can
also be generated from scratch. Figure 20.1 shows the general process of ontology
construction from text. In Fig. 20.1, the general process of ontology construction
from texts consists of extracting ontological components (such as concept, relation)
from text, which then creates an ontology.

The relations between concepts are known as taxonomic and non-taxonomic rela-
tions. A relationship between concepts is needed to explainmore about the domain. A
taxonomic relation represents a hierarchy of concepts, i.e. is-a relation. For example,
mother is-a person. A non-taxonomic relation represents relation other than an “is-a”
relation that exists in texts. The extraction of non-taxonomic relationships are consid-
ered as one of the most challenging and important tasks [11, 12, 21]. Many existing
techniques [4, 11–13] focused on extracting relationships between two concepts
focus on terms that appear as subject and object in a single sentence. Villaverde et al.
[17] proposed a technique that identifies nouns as concepts and verbs that hold a place
between two nouns that occur in a single sentence, as a relationship. All nouns and
verbs are identified by using parts-of-speech (POS) taggers that were applied to each
sentence from the documents collection to fulfill the pattern:<term><verb><term>,
where the terms are identified nouns that also exist in ontology concepts. In both
works, if the concepts do not exist in ontology concepts, then the relation is not
identified. Punuru and Chen [11 and Serra and Giradi 13] also used the predicate
as a relation between two concepts. In contrast to [17], this work does not refer to
ontology concepts to find the relevant concepts. Punuru and Chen [11] proposed
the Subject-Verb-Object (SVO) Triples method to identify non-taxonomic relations
between two concepts, where the concepts must appear as the subject and the object
of a sentence. They used MINIPAR dependency parser to determine the appearance
of concepts. Then, the verb that occurred together with the concept pair was iden-
tified. Serra and Girardi [13] proposed a technique that used an NLP approach and
data mining technique to identify potential non-taxonomic relationships from textual
sources. Serra et al. [14] proposed a semi-automatic method called PARNT to extract
non-taxonomic relations from texts. Ribeiro [12] proposed a framework that used A
Nearly New Information Extraction System (ANNIE), Stanford dependency parser

Fig. 20.1 Ontology construction processes from text
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and association technique, to enrich ontology relations. The framework extracted
relations between two concepts, where the concepts must appear as the subject and
the object of a sentence, as similar to [11]. This work extracted non-taxonomic
relationships of the domain of tennis sport collected from various sources. Muzaffar
et al. [9] proposed a hybrid framework that used four features such as the bag of word
model, NLP approach, Lexical and semantic based UMLS, to extract relation from
biomedical datasets collected fromMEDLINE database. This work extracted all verb
phrases that occur between treatments and disease entities in the sentence. All these
techniques only able to extract non-taxonomic relations between two concepts i.e.
subject and object that appear in the same sentence. However, the existing methods
do not cover if the subject or the object of a sentence is “unclear” or “missing”.

Therefore the domain texts may improperly presented, as some concepts and rela-
tions cannot be identified. Hence, this paper proposed a technique based on proba-
bility thoery for suggesting the relevant concept for missing concept in incomplete
sentence.

20.3 The Method

This section describes the proposed method for extracting concepts and relationship
for constructing the ontology from domain texts. Figure 20.2 shows the flow of the
approach. This approach involves the following steps: (1) The Extraction of Concept
and Predicate, (2) Generating Subject-Object Pair and (3) Relation Labeling.

Fig. 20.2 Flow of the
approach design
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20.3.1 The Extraction of Concept and Predicate

In this step, three main text-preprocessing steps, such as, part-of-speech (POS) tag-
ging, stop word removal, and morphological analysis, are used to extract terms from
texts. Statistical analysis is used to determine the relevant term as a concept in domain
text. Each term is produced during a preprocessing step and calculated using a statis-
tical measurement such as term frequency, to determine its relevancy to the domain.
Then, the dependency pairs between these terms (i.e., grammatical relation between
subject and/or object with the predicate) are identified using the Minipar shallow
parser [7]. All identified terms and their relations are presented in the information
table. In this table, all incomplete sentences with missing object or subject are high-
lighted by ‘*’. This “*” is known as a “unclear” value of the sentences.

20.3.2 Generating Subject-Object Pair

This phase determines the most likely terms to replace the “unsure” value of the
concept (i.e. Subject or object) in order to complete the ontology component table.
Two steps were involved to identify most-likely term: (1) Synonym Predicate Match,
(2) probability of most likely term. The first step is used when the predicates in the
ontology component have the synonym of predicates. Then, both predicate can be
used as relations between the concepts. If the ontology component table still has
unsure value after Step 1, then the second step is used to replace the uncertain subject
or object with the most likely term suggested by probability theory. As an example,
the voting machine text was used as a case study. All sentences were extracted and
presented in the ontology component table as shown in Table 20.1. In Table 20.1, u1,
u2, …, u10 represent sentences. C is an attribute of sentences that consist of subject,
object and predicate of sentence.

Table 20.1 Part of sentences
in voting machine dataset

Sentence ID C

Subject Object Predicate

u1 Voter Machine Trust

u2 Company * Supply

u3 Machine Paper Produce

u4 Voter * Check

u5 Machine Record Produce

u6 * Record Produce

u7 Government Machine Provide

u8 Voter * Trust

u9 * Name Verify

u10 Machine Record Evaluate
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Step 1: Synonym Predicate Match

This phase identified the most-likely terms by using the synonymous predicate as
defined in Definition 20.1. Here, synonym predicate consists of different predicates,
but has a similar meaning. The synonymous of predicate is referred to WordNet.

Definition 20.1 Let Ci�{si, oi, pi} be a complete regular sentence and Cj�{sj, *,
pj} be a irregular sentence in text. If (pi is equivalent to pj) then *�oi.

Based on Definition 20.1, if pi is equivalent to pj, then this work handles two
scenarios as follows:

(1) Scenario 1

For example, in Table 20.1, the predicate supply in u2 is synonymous with the
predicate provide in u7. Since the predicates are synonym, then in this work, both
predicate can be considered as relations between the subject and object evenwhen the
subject and object appear in different sentences. Thus, the object in u7 (i.e. machine)
is selected as most-likely term to replace the uncertain value of object in u2. Since
the uncertain value of object in u2 is replaced with machine, then u2 will has one set
of triples.

u2 � {company, ∗, supply}, u7 � {government, machine, provide},
If(supply is equivalent to provide), then ∗ � machine.

Thus, u2 � {company, machine, supply}.

(2) Scenario 2

For example, in Table 20.1, both u4 and u9 are irregular sentences where u4 has
uncertain value of object, while u9 has uncertain value of subject. Since the predicate
check in u4 is synonymous with the predicate verify in u9, the object name in u9 is
selected as most-likely term to replace the uncertain value of object in u4. While, the
subject voter in u4 is selected as most-likely term to replace the uncertain value of
subject in u9.

u4 � {voter, ∗, check}, u9 � {∗, name, verify}
If(check is equivalent to verify), then ∗ in u9 � voter, ∗in u4 � name

Thus, u4 � {voter, name, check}, u9 � {voter, name, verify}

Table 20.2 shows the updated incomplete ontology component table after step
one. Based on Table 20.2, the table is incomplete ontology component table because
the uncertain values still exist. Therefore, the second step, i.e. probability of most
likely term, will be used in the following section.
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Table 20.2 Incomplete
ontology component table
after phase 1

Sentence ID Subject Object Predicate

u1 Voter Machine Trust

u2 Company Machine Supply

u3 Machine Paper Produce

u4 Voter Name Check

u5 Machine Record Produce

u6 * Record Produce

u7 Government Machine Provide

u8 Voter * Trust

u9 Voter Name Verify

u10 Machine Record Evaluate

Step 2: Probability of Most Likely Term

The second step of the technique is to find the most likely term to replace the unsure
value. In probability, the two events X and Y are called independent if the occur-
rence of Y had no impact of the occurrence of X. Otherwise, X and Y are called
dependent. Theorem 20.1 is used to calculate the probability if there are more than
two independent events in an experiment [18].

Theorem 20.1 If in an experiment, the events, X1, X2, X3, …, Xk are independent,
then

P(X1 ∩ X2 ∩ X3 ∩ . . . ∩ Xk) � P(X1)P(X2)P(X3) . . .P(Xk).

In this work, the probability theory is used to handle the irregular pattern of a
sentence. In our work, event X1 refers to the term that appears as the subject in a
sentence, event X2 is referring to the term that appears as the object of a sentence and
X3 is referring to the term that appears as the predicate of a sentence. We assumed
X1, X2 and X3 are independent. In this work, Theorem 20.1 is used to calculate the
probability of subject, object and predicate independent events will occur in domain
texts. The highest probability value is selected as most-likely term to replace the
uncertain value.

For example, consider the probability of {computer, program, execute} from 10
sentences where there are 7 computer as subject, 5 program as object and 5 execute
as predicate in the sentences. Based Theorem 20.1, X1 is referring to computer, X2

is referring to program and X3 is referring to execute. Thus, the probability that
independent events, X1, X2 and X3 will occur in sentences is

P(X1 ∩ X2 ∩ X3) � P(X1)P(X2)P(X3) � 7

10
∗ 5

10
∗ 5

10
� 0.175.

Thus, in this work, the unsure value can be calculated using the probability theory
defined as follows:
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_______________________________________________ 
Algorithm: Determination of most-likely term 
Input: incomplete ontology component table 
Output: most-likely term 
Begin 
Step 1.   Calculate the probability for each attribute (i.e. subject, object, 
predicate) 
Step 2.   Calculate the probability of set C where C = {subject, object, 
predicate} 
Step 3.   Determine the probability of same subject and object pair 
Step 4.   Determine the most-likely term 
End 
________________________________________________ 

Fig. 20.3 The determination of most-likely term algorithm

Definition 20.2 The probability of most-likely term is denoted as P(Dm). This can
be defined as

P(Dm) � D/|U|

where,

• D is probability that the same subject and object with predicate occur
• |U| is total number of sentences in ontology component table

The highest probability value was selected as most-likely term to replace the
uncertain value. The algorithm for selecting most-likely term using probability is
given in Fig. 20.3. In Fig. 20.3, the algorithm used incomplete ontology component
table as an input. The determination of most-likely term algorithm consists of several
main steps. Each step details in the algorithm are described in Fig. 20.3.

(a) Calculating the probability of each attribute of set C.

The probability of each attribute of set C (i.e. subject, object and predicate) that
occurs in a sentence will be calculated. Definition 20.3 is to calculate the probability
of attributes that exist in a sentence. Definition 20.4 is used to calculate the attribute
if the attribute has uncertain value.

Definition 20.3 Let C�{s, o, p}. If an attributes x has value other than ‘*’, then
P(x)�1, i.e., the probability of x is 1.

Example 20.1 From Table 20.2 the probability of subject voter, P(voter) in u1 is
P(voter)�1.

Similarly for probability of object machine, P(machine) in u1 is 1.
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Definition 20.4 Let C�{s, o, p}. If there exists ‘*’ value (i.e. uncertain value) for
attributes, then the probability of not ‘*’ attributes (i.e. subject/object) in the table is
calculated based on the formula below.

P(x) � (|(x)|/U, x ∈ C)

where
• x is not ‘*’ value that exist in the correspondence attribute (subject/object),
• (||) represents the cardinality of the sets,
• U represents number of sentences in ontology component table.

Example 20.2 From Table 20.2, the object (i.e. ‘*’) of u8 is a missing value, thus
the probability of other terms that could appear as object (i.e. machine, paper, name
and record) are calculated as follows:

For the set of attribute object�{*, machine, paper, name, record},
P(*)�1/10,
P(machine)�3/10,
P(paper)�1/10,
P(name)�2/10
P(record)�3/10
In this example, attribute object has uncertain value and other terms that appear

as object in Table 20.2 are machine, paper, name and record. Thus, the probability
of other terms that could appear as object was calculated.

(b) Calculate the probability of set C

The probability that three independent events (i.e. subject, object and predicate)
will occurs in a sentence, P(Ci), is calculated by using a formula defined below.

Definition 20.5 The events s, o and p are independent, then P(Ci)�P(si) * P(oi) *
P(pi)

where

• c is the three independent attribute (i.e. subject, object, predicate)
• i is referring to number of sentence the triplet occurs
• Event s is referring to term that appear as subject in a sentence
• Event o is referring to term that appear as object of a sentence
• Event p is referring to term that appear as predicate of the subject

Example 20.3 Based on Table 20.2, the probability of C for u1 and u8 are calculated
as follows:

• For u1,
C � {voter, machine, trust},P(Cu1) � 1 ∗ 1 ∗ 1 � 1
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SentenceID Subject-object Predicate D

u6 (Voter, record) produce 4/10
(machine, record) 13/10
(company, record) 1/10
(government, record) 1/10

u8 (voter, machine) trust 13/10

(voter, paper) 1/10
(voter, name) 2/10
(voter, record) 3/10

Fig. 20.4 The result of step 3

• For u8,
C � {voter, machine, trust},P(Cu8) � 1 ∗ 3/10 ∗ 1 � 3/10
C � {voter, paper, trust},P(Cu8) � 1 ∗ 1/10 ∗ 1 � 1/10
C � {voter, name, trust},P(Cu8) � 1 ∗ 2/10 ∗ 1 � 2/10
C � {voter, record, trust},P(Cu8) � 1 ∗ 3/10 ∗ 1 � 3/10

In this example, the decision value for u1 is 1 and u8 has four values since there
exists four probabilities of terms (i.e. machine, paper, name and record) that appear
as object in Table 20.2 to replace the object is ‘*’.

(c) Determine the probability of same subject and object pair

The probability that has the same subject and object with predicate in step b was
identified using the formula below:

D �
∑

same s,o

P(Ci)

Figure 20.4 show the result of step c for Table 20.2.

(d) Determine the most-likely term

The most likely term for uncertain value was calculated by using Definition 20.3.

Example 20.4 Based on Fig. 20.4, the results of probability of most likely term for
u6 are

(voter, record) ⇒ oduce, P(Dm)�0.4/10�0.04
(machine, record) ⇒ oduce, P(Dm)�1.3/10�0.13
(company, record) ⇒ oduce, P(Dm)�0.1/10�0.01
(government, record) ⇒ oduce, P(Dm)�0.1/10�0.01

Here, the probability of machine and record with predicate produce is the highest
probability value. Therefore, machine is considered as most-likely term for uncertain
value of object in u6. Table 20.3 shows the complete ontology component table for
Table 20.1. In this table, all the uncertain values are replaced with the most likely
terms for the uncertain value.
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Table 20.3 Complete
ontology component table

Sentence ID Subject Object Predicate

u1 Voter Machine Trust

u2 Company Machine Offer

u3 Machine Paper Produce

u4 Voter Machine Check

u5 Machine Record Produce

u6 Machine Record Produce

u7 Government Machine Provide

u8 Voter Machine Trust

u9 Voter Name Verify

u10 Machine Record Evaluate

20.3.3 Relation Labeling

In this phase, the support and confidencemetric in association rule [1] have been used
to identify the most appropriate relations among concepts (i.e. subject-object pair).
In this paper, the predicate that has the highest value of confidence for the subject-
object pair is selected as the most appropriate relation for the pair. The confidence is
high if the subject-object pair co-occurred frequently with the predicate in domain
texts.

20.4 Experiments

For conducting the experimental evaluation, a tourism datasets was used. Tourism
corpus was collected from Wikipedia websites and the Los Angeles Time website
and consisted of 65 texts and over 29,000 words describing tourism. To evaluate our
method, the prototype based on the proposed method was developed using Java and
Javascript. The existing work, namely methods by [14], was developed and tested
by using the same texts. In this paper, all domain texts were given to the experts for
them to identify all relevant relations of the domain texts manually and the results
were used as benchmarks for the system. The results produced by the proposed
solution, and [14], were compared with the results produced by domain experts. The
experiments’ results were then analyzed using precision and recall to measure the
relevancy and quality of the extracted relations.

The evaluation goal is to analyze how much the extracted relations produced
by the proposed method improved the coverage of knowledge of domain texts. In
this evaluation, all texts in the same domain are uploaded to the prototype and then
the relations (i.e. subject, object, and predicate) are extracted. The relations from
the tourism dataset that are extracted are shown in Fig. 20.5. In Fig. 20.5, the sen-
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Fig. 20.5 The extracted relations for tourism corpus

tence ID highlighted in green indicates the complete sentences that have the subject,
object and predicate co-occur in the same sentence. While the remaining lists are
irregular sentences in raw texts, which have an uncertain term (i.e. subject/object).
Based on the proposed solution, it extracted the relations and determined the possi-
ble subject/object to replace the uncertain term by using synonyms of predicate and
probability.

In this paper, the support and confidence metric in association rule have been
used to identify the most appropriate relations among concepts (i.e. subject-object
pair). A part of the confidence value of relations between subject-object pair with
the predicate in tourism corpus is illustrated in Fig. 20.6. In this work, the predicate
that has the highest value of confidence for the subject-object pair is selected as
the most appropriate relation for the pair. The confidence is high if the subject-
object pair co-occurred frequently with the predicate in domain texts. For example,
in Fig. 20.6, confidence values between (tourism, economy) with predicate affect is
0.4, which is higher than the other predicate such as diversity and suffer. Thus, in
this work, predicate affect has been selected as the most appropriate relation to label
the relationship between tourism and economy.

The evaluation results for both methods is presented in Table 20.4. From
Table 20.4, for a tourisim corpus, the Serra method extracted 232 relations of which
127 are correct relations and 105 are incorrect relations. In contrast the proposed
method extracted 456 relations of which 356 are correct relations, which is higher
than the Serra method. Based on the same domain texts, the domain expert has
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Fig. 20.6 Part of the confidence value of relations between subject-object pairs with the predicate
in the tourism corpus

Table 20.4 Performance of proposed method

Method # of extracted
relations

# of correct
relations

# of incorrect
relations

Precision Recall (%)

Serra method 232 127 105 54.74% 34.51

Proposed
method

456 356 100 78.07 96.74

Domain
expert

368 1634 – 100% 100

identified 368valid relations.Based ondomain expert, the proposed solution obtained
96.74%, which is higher than the Serra method [14]. Meanwhile, for precision value,
the proposed method has achieved 78.07% (based on Expert 1), which is slightly
higher than the Serra method.

Table 20.5 shows that the correct relations extracted from the proposed method
based on synonym predicate and probability theory are able to extract non-taxonomic
relationships between subjects and objects that occur not only in the same sentence,
but also in different sentences, and for unsure values in irregular sentences. Therefore,
based on the evaluation results, it shows that the proposed method helps in the
enrichment of the domain ontology to represent the corpus.
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Table 20.5 Results for
non-taxonomic relations

Expert # of correct
relations

# of relation where the two
concepts in

Same
sentence

Different
sentences

Proposed
method

356 127 229

Serra 232 127 –

20.5 Conclusion and Future Work

In conclusion, this paper has presented an approach to extract ontology component,
which focus on non-taxonomic relationships. The proposed method calculates the
accuracy of the terms to suggest the most-likely term to replace the unsure subject
or object. The evaluation of experimental results shows that the use of synonymous
predicate and probability are able to increase the number of relations or knowledge
to represent the domain.
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Chapter 21
Insider Threat Veracity Issues

William R. Simpson and Kevin E. Foltz

Abstract Enterprise Level security (ELS) has no accounts or passwords, and con-
sequently identity is an important issue. All person and non-person entities in ELS
are registered and known. PKI credentials are issued, and when necessary, multi-
factor authentication is used to improve the assurance of the identity. Because the
next step in ELS is claims-based access and privilege, many data owners are worried
about the trustworthiness (sometimes called reputation) of the identified requesters
(this applies to person and non-person entities within the enterprise). Individuals
are vetted periodically, and a baseline is established by those instances; however,
activities that occur between those vetting events may provide clues about the trust-
worthiness of the individuals. Similarly, pedigrees in software and hardware entities
are established periodically. Because the terms trust and integrity are overloaded, we
refer to these data as veracity. Further, when requested, the veracity that applies to
certain categories will be provided as counter-claims along with the claims. These
counter-claims may be used by the applications and services for increased levels of
surveillance and logging and perhaps even limitation of privilege. The computation
of veracity brings about security concerns and requires special handling. This paper
reviews the data categories, data requirements, security issues, and data resources that
apply to entity veracity, as well as the counter-claim structures and issues associated
with their tracking and usage. The paper then presents findings and recommenda-
tions, along with the future work necessary to complete this evolution.

Keywords Behavior · Claims · Counter-Claims · Insider threat · Integrity
Reputation · Motivation · Veracity

W. R. Simpson (B) · K. E. Foltz
Institute for Defense Analyses, 4850 Mark Center Drive, 22311 Alexandria, VA, USA
e-mail: rsimpson@ida.org

K. E. Foltz
e-mail: kfoltz@ida.org

© Springer Nature Singapore Pte Ltd. 2019
S.-I. Ao et al. (eds.), Transactions on Engineering Technologies,
https://doi.org/10.1007/978-981-13-2191-7_21

303

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2191-7_21&domain=pdf


304 W. R. Simpson and K. E. Foltz

21.1 Introduction

This work is based partly upon a paper presented at WCECS17 [1]. The insider
threat must be monitored and assessed, especially for those subject to executive
orders. Since Edward Snowden [2], Bradley Manning [3], and others [4], we simply
have no choice but to assess our own insider threat situation. An insider threat is:

… a malicious threat to an organization that comes from people within the organization,
such as employees, former employees, contractors or business associates, who have inside
information concerning the organization’s security practices, data and computer systems.
[5]

The manifestation of the threat may come from any entity in the environment,
person or non-person. The spate of insider activity has led to a U.S. executive order
[6] that requires, in part, federal agencies and enterprises to:

…perform self-assessments of compliance with policies and standards issued pursuant to
sections 3.3, 5.2, and 6.3 of this order, as well as other applicable policies and standards,
the results of which shall be reported annually to the Senior Information Sharing and Safe-
guarding Steering Committee established in section 3 of this order….

For Enterprise Level Security (ELS) [7] federal applications, we must include
these self-assessments. The requirement has led to the development of new products
and an overwhelming volume of white papers and other research telling us how some
vendors would do this assessment, and a number of patents pending [8–11]. All of
this leads to a number of product offerings to perform the analysis of entity veracity
within the enterprise. A summary of these techniques (through 2011) is provided in
[12]. The basic idea is to gather information concerning the trustworthiness of an
entity in our system, as shown in Fig. 21.1. This is an ELS adaption of the figure
presented in patent application [9].

Figure 21.1 shows the security issues associated with just the computation of
an entity’s trustworthiness. Access to public records and sources that are not vetted
opens vulnerabilities not tolerated in a high assurance environment such as ELS. The
initial implementation will be done in isolation from the enterprise and data will be
ported to the enterprise. The figure shows the desired ultimate architecture where
the computation is isolated and the enterprise may be provided a read only interface
of the results (which may initially be a mirror of the actual veracity store). Two
additional concerns in the figure include a read only interface from the computation
environment to the enterprise attribute store (which may initially be a mirror of the
actual enterprise attribute store), and a read only interface from the computation
environment to the enterprise support desk behavioral data (which may initially be a
mirror of the actual enterprise support desk behavioral data). Paranoia is warranted
when dealing with unclean data and the entire insider threat analysis system will
be heavily monitored, and sanitized often with complete software re-installation at
periodic intervals.

This paper presents a form of self-assessment that evaluates veracity from the ELS
perspective rather than from the perspective of the product’s baseline. This paper also
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Fig. 21.1 Data gathering for insider threat analyses

addresses the issues associated with the self-assessment, and it provides a framework
and a process for using veracity information within ELS. To do this, we examine
integrity, reputation, and veracity as they apply to the problem of the insider threat.

21.2 Integrity, Reputation, and Veracity

Generally, the determination of trustworthiness of an individual is based upon an
assessment of the integrity of that individual. One definition of integrity is given
below:

Integrity is the quality of being honest and having strongmoral principles; moral uprightness.
It is generally a personal choice to hold oneself to consistent moral and ethical standards. In
ethics, integrity is regarded by many people as the honesty and truthfulness or accuracy of
one’s actions. [13]

Social media would define this as reputation, which is good because integrity is
already over-used in the information technology (IT) literature. However, the litera-
ture defines reputation as a soft issue.

Reputation is the estimation in which a person or thing is held, especially by the community
or the public generally. [14]

Microsoft has refined reputation by adding trust:

Reputation Trust represents a party’s expectation that another party will behave as assumed,
based upon past experience. Reputation Trust is bidirectional and can be split into Consumer
Reputation Trust and Provider Reputation Trust. [15]
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But trust is an overloaded term in information technology and requires a great
deal of context. The dictionary description of veracity comes closer to the target, and
it is not used in any of the IT contexts associated with ELS:

Veracity is the quality of being truthful or honest. [16]

From the IT standpoint, we have adopted the concept of veracity and tailored its
definition to be more amenable to self-assessment in ELS environments:

Entity Veracity is the degree to which an entity is worthy of trust as demonstrated by resis-
tance to or avoidance of factors that denigrate trust or compromise reliability. Positive factors
may enhance veracity, and negative ones may reduce veracity. Veracity is based upon rec-
ognized accomplishments and failures, along with the associated stress factors or other trust
debilitating factors present. A history of actions in difficult circumstances provides strong
evidence for or against veracity.

The next step is to determine which of the factors need to be measured. But first
we need to understand how identity and access control are handled within ELS.

21.3 Enterprise Level Security

The ELS design is a distributed security approach (see Fig. 21.2) that addresses five
security principles derived from the basic design concepts.We address only two here,
and the interested reader is directed to [7] for a more complete treatment:

• Know the Players—this is done by enforcing bi-lateral end-to-end authentication;
• Separate Access and Privilege from Identity—this is done by an authorization
credential.

21.3.1 Know the Players

In ELS, the identity certificate is an X.509 Public Key Infrastructure (PKI) certificate
[17]. This identity is required for all requesters and providers of services (active
entities), both person and non-person, e.g., services, as shown in Fig. 21.3. PKI
certificates are verified and validated. Ownership is verified by a holder-of-key check.
Supplemental (in combination with PKI) authentication factors, such as identity-
confirming information or biometric data, may be required from certain entities.

21.3.2 Separate Access and Privilege from Identity

ELS can accommodate changes in location, assignment, and other attributes by
separating the use of associated attributes from the identity. Whenever changes to
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Fig. 21.2 Distributed security architecture

Fig. 21.3 Bi-lateral authentication

attributes occur, claims are recomputed based on the new associated attributes (see
Sect. 21.3), allowing immediate access to required mission information. As shown
in Fig. 21.4, access control credentials utilizing the Security Assertion Markup Lan-
guage (SAML) (SAML authorization tokens differ from the more commonly used
single-sign-on (SSO) tokens, and in ELS, they are not used for authentication.) [18].
SAML tokens are signed, and the signatures are verified and validated before accep-
tance. The credentials of the signers also are verified and validated. The credential for
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Fig. 21.4 Claims-based authorization

access and privilege is bound to the requester by ensuring amatch of the distinguished
name used in both the authentication and the authorization credentials.

21.4 Elements of Veracity

A list of indicative events may be formulated by category and data sources [19,
20]. We start categorization with person entities because this is required in the self-
assessment, but veracity extends to all entities within the enterprise because non-
person entities may actually be under insider threat control. For all entities, we
assume a default value of 1.0 for veracity before detailed veracity computations are
made. This is the minimum value needed to pass periodic re-evaluations, so it is
assumed that all entities in the enterprise possess this value unless veracity factors
indicate otherwise.

21.4.1 Person Entities

Person entity factors cover a variety of data about the person and his behaviors and
these may come from a variety of sources. These data cannot be considered unless
they derive from designated (by the enterprise) authoritative sources. Entity veracity
factors are assigned, initially, unit values and may be combined from a number
of sources. Unit values may be positive or negative (either increasing or decreasing
veracity), and they are applied to veracity measures in a later section. Any previously
resolved issues (through vetting or supervisor administrative judgement) may be
discarded. Five categories (each with a number of subcategories and each instance
is a factor) are delineated below:

Category1Community information—characteristics or events that add to the veracity
of a person. Each adds a fixed value to overall veracity.

a. Ties within the community (positive or negative),
b. Recent job title change (positive or negative),
c. Recent relevant awards or job punishments (positive or negative),
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d. Direct support or doubt from notable entities (Trust transitivity) (positive or
negative).

Category 2 Financial information. Degree of debt or other financial burdens since
last vetting. These may be age-and source-sensitive, and they may be attribution-
sensitive, as discussed in the next section.

a. Issues with credit cards (negative),
b. Large number of credit reports (negative),
c. Recent suspicious loan activity (negative),
d. Sudden explained or unexplained wealth (negative),
e. Debt exceeds ability to pay (negative).

Category 3 Legal issues or other stress factors. These may be age-and source-
sensitive, and they may be attribution-sensitive, as discussed in the next section.

a. Recent death in family (negative),
b. Poor job performance rating (negative),
c. Divorce (negative),
d. DUI (negative),
e. Felony or misdemeanor charges (negative).

Category 4 Discovered secrets. These may be age- and source-sensitive, and they
may be attribution-sensitive, as discussed in the next section.

a. Attempts to hide sexual issues (negative),
b. Uncovered alternate identities (negative),
c. Residential ambiguity or multiple residences in a locale (negative).

Category 5 Unusual behavior. These will generally be from the Enterprise Support
Desk Records and may be considered authoritative.

a. Non-cleared travel (negative);
b. Unusual and unexplained IT usage (negative),

i. Unusual downloads (negative),
ii. Unusual hours of usage (negative),
iii. Many open applications at same time (negative);

c. Sharing of credentials (negative);
d. Frequent use of backup methods (negative);
e. Unusual delegations (negative);
f. Extended on-line absence followed by high activity (negative);
g. Unusual hours or time on-line (negative).

21.4.2 Non-person Entities

These factors will generally be from the Enterprise Support Desk Records and may
be considered as authoritative. All are negative.
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Category 6. Non-Person Veracity

a. Recent attacks. These are considered unless complete teardown and rebuild
has happened since the attacks.

b. Recognized misuse of privilege. This may be documented through the enter-
prise support desk.

c. The host server is physically moved outside (or into) a protected area. All
enterprise assets are registered, and the registration must be updated when any
changes occur.

d. Call-out to unknown URLs. This is a known sign of exploitation, and unless
the device is being used in counter-cybersecurity, it should be considered for
a complete teardown and rebuild.

e. Missing log records.
f. Lenient access and privilege requirements. Privileges granted to the device

may be greater than the device uses for its own access.
g. Available software interfaces that are not authorized. One clear step with ELS

is to close all interfaces not being used and remove the software behind those
interfaces where possible.

h. Non-uniform identity requirements on interfaces. All interfaces in use should
have the same identity assurance requirements.

i. Missing current patches that are authorized. One example is Industrial Control
Systems (ICS) not being patched until they have to be taken off-line.

21.5 Issues Based on Elements of Veracity

1. It is not easy to discern where an entity is facing issues that may lead to an
insider problem. At the same time, acquisition of the data may have ethical and
legal implications. We will briefly discuss some of the issues associated with
computing veracity. Data Sources:

a. Public and private mix. Confirming sources is problematical, and public web
sites readily trade information, which obscures the original source.

b. Attribution. (Source www.whitepages.com (3November 2016): 190 possible
matches for Frank Jones in Virginia, 50 in Richmond area, 12 are 50–65 years
old, 5 of these are Frank E. Jones.) Many public sources are subject to error
and may or may not have enough confirming information to provide unim-
peachable attribution.

c. Few vetted sources or authoritative content stores.
d. PII issues. Privacy affects not only the acquired data, but the confirming data.

Use of social security or other private information may assist with attribution
but cross privacy lines.

2. Veracity of the veracity data:

http://www.whitepages.com
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a. In ELS, entity attributes are meticulously screened. The attribute data is
required to come from authoritative sources (meaning that an organization is
tasked with maintaining the accuracy and currency of the data). Even then,
the data is not completely trusted and must pass sanitization and mediation
before it is accepted into the attribute store. Public sources may have little
more than a data entry clerk and no checks for accuracy or completeness.

b. In the public domain, sources feed one another and veracity checks may or
may not be made. Old events may acquire new dates, and some of the details
may get further confused.

c. Errors in the public private data. Even when data correction paths are avail-
able,

d. The data may get regenerated as in (b) above.
e. Can reputations be rebuilt? This question is real, and we do not currently

have the answer. ELS users are periodically revetted, and we can assume
issues that happened before that vetting will be resolved during the vetting
process. One finding is to limit (by configuration) how far back insider data
is considered.

3. Veracity adjustments to access or privilege may affect getting the job done. This
can lead quickly to unrecoverable situations.

4. Delegation is an issue. ELS claims that are discretionary in nature may be dele-
gated. Delegation itself may be considered a veracity issue.

21.6 Creating a Veracity Model and Counter-Claims

A simplified model is developed as a start. While weightings may be applied to the
various values of veracity factors, it is best to await some actual experience with the
representation before beginning that modification. In Sect. 21.4, we delineated five
basic categories of veracity for person users and a single category for non-person
users for evaluation, subject to data sources and correlation. Accordingly veracity is
described as an n-tuple shown below:

For Persons:

Veracity � (Community � V1, Financial � V2, Legal � V3,

Discovered Secrets � V4, and Behavior � V5) (1)

For Non-Persons:

Veracity � V6 (2)

Further, each value, Vi, has a default value of 1.0 which is appreciated by �V for
each of the unique factors in each category. For example, using category 1:
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(�V1)k � (±0.1) ∗ source factor1 ∗ source factor 2 (3)

for every unique occurrence, k, of a factor in paragraph 4.1 item #1.
The default value of 1.0 is reduced by �V for each of the unique factors in

categories 2–6 where applicable.

(�Vi)k � (±0.1) ∗ source factor1 ∗ source factor 2 (4)

where i �2 − 6 for every unique occurrence, k, of each subcategory in paragraph
4.1 or 4.2.

Source factor 1 is 0.5 for publicly derived data, and 0.25 for publicly derived data
without source citation or date of item. Source factor 1 is 1.0 for authoritative source
data. Source factor 2 is 0.5 where attribution is approximate and 1.0 where attribution
is certain.

Vi � 1.0 +
∑

k
(�Vi)k (5)

Counter claims will be provided when requested by the data owner in the regis-
tration of his/her service. The counter claims will be given as a vector of values:

Counter Claim for a person � (V1, V2, V3, V4, V5, none) (6)

Counter Claim for a non-person � (none, none, none, none, none, V6) (7)

Supervisors and data owners will have claims for access to component data from
the insider threat server for subordinates (in the case of supervisors) and for applica-
tion and service users (in the case of data owners). Issues may be marked as resolved
at the supervisor’s discretion (subject to attribution and logging). An example would
be at periodic vetting, the supervisor may mark some issues resolved.

Actions possible:

1. Threshold for denial of access to resources. Not recommended.
2. Threshold for notification to supervisors and data owners (Recommended).
3. Reduce privilege. Not recommended. This may affect performance reviews and

cause the value of veracity to further decline in a self-generated spiral.
4. Upon notification, set up a counseling session with the individual or the owner

of the asset to review the issues and seek corrections (Recommended).
5. After review, the data may be manually reset, if desirable, by providing rationale

and obtaining appropriate authority.

In all cases, when requested by the data owner, the counter claim will be passed
in the SAML.
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21.7 Conclusions and Future Work

The formulation of entity veracity provides a method to monitor insider threats,
which is required by presidential directive for some but desirable by all organizations.
Certain findings are appropriate at this point:

1. For persons, the data associatedwith informationgeneratedprior to the last formal
vetting of the person may be marked as resolved at the supervisor’s discretion.

2. For persons, it is not felt that automated responses are warranted at this time.
3. For persons, manual resolutions of unfavorable veracities should be implemented

at this time.
4. For non-persons, automated responses may be appropriate.
5. Thresholds and responses should be worked out over time with experience.
6. Self-assessment—data as required by executive order 13587 should be summa-

rized and reported.

The next step is a trial instantiation and the working of the unique security issues
discussed in the introductory section of this paper as well as the ethical and legal
issues discussed in Sect. 21.5. The veracitymeasures can provide amanagement view
into the insider threat and can be used to satisfy the requirement for self-assessment.
This work is part of a body of work for high-assurance enterprise computing using
web services. Elements of this work are described in [7, 21–29].
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Chapter 22
Why Should A Senior Citizen Be
A Facebook User?

Reasons for A Senior Citizen’s Positive Attitude
Towards Facebook

Ramiro Augusto Rios Paredes

Abstract This analytical study proposes a Decalogue for the elderly, considering
that different investigations around the world, have given beneficial credit to social
interaction for the Senior Citizens’ quality of life. This Decalogue seeks to shape
their attitude towards Information and Communication Technologies, so that they
tend to opt for the use of Facebook for social interaction with their loved ones and
friends. Each one of the proposed statements of the Decalogue is based on conceptual
bases, which derived from documentary research initially carried out with a heuristic
perspective, and later with hermeneutical analysis. The process that was carried out
in this study matches with that of an inductive approach. It was developed through
qualitative research techniques, which coordinately applied in order to approach the
research object in a progressive way.
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Fig. 22.1 Potential benefits that social interaction through Facebook can have on senior citizens’
quality of life

22.1 Introduction

This chapter focuses on the study presented in [1], which belongs to the Social
Computing Research Area (“an area of computer science that is the intersection of
social behavior and computational systems, that implies two components: a social
behavior component and a computational system or technical component. The tech-
nical component provides the environment in which people interact.”) [2], resulted
in delivering a proposed Decalogue. This Decalogue intends to shape senior citizens’
attitude to lead them into social interaction through Facebook so that quality of life’s
enhancements get to be experienced. The research, that was carried out to obtain the
Decalogue, was motivated by the following transcendental events: (1) The newest
opportunities and services that Information and Communication Technologies (ICT)
offer to people. (2) The current importance of enhancing the quality of life (QoL)
of older adults, which might be analyzed through several approaches such as social
interaction through Facebook, as it is focused in this study. (3) All the benefits regard-
ing seniors’ quality of life that have been credited to Facebook by several research
studies around the globe, which may be found on Fig. 22.1, and are well-founded by
publications displayed in Table 22.1.

22.2 Research Problem

22.2.1 Objective

Establishing ten key messages, based on conceptual bases, for a Senior Citizen (SC)
to feel motivated to take advantage of Social Interaction through Facebook, so that
he/she gets to achieve satisfactory interpersonal relationships.
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Table 22.1 Analyzed studies that allowed the author to identify the benefits of Facebook social
interaction for senior citizens

References Potential benefits that have been sustained

1 2 3 4 5

[3] Yes Yes Yes Yes

[4] Yes Yes Yes

[5] Yes Yes

[6] Yes

[7] Yes Yes Yes

[8] Yes Yes Yes

[9] Yes Yes Yes

[10] Yes

[11] Yes Yes

[12] Yes Yes Yes Yes Yes

[13] Yes

[14] Yes Yes Yes Yes

[15] Yes Yes Yes Yes Yes

22.2.2 Research Questions

What are the messages, which should be established within the Decalogue that can
encourage a senior citizen to socially interact through Facebook to achieve satisfac-
tory interpersonal relations?

What are the conceptual bases of the messages that should be established within
the aforementioned Decalogue?

22.2.3 Defining the Research Context

The research context was initially conformed by the author’s closest SCs. In order
to shape and sustain the messages of this Decalogue, through conceptual bases, the
research context was retargeted towards diverse publications published online by
reliable sources. These sources include ITU, CEPAL, and several indexed journals,
focusedon:Theories ofAging, senior citizens, their quality of life andwell-being, and
key components thatmight define the quality of a senior’s interpersonal relationships.
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22.2.4 Research Justification

This analytical study presents the conceptual bases that support each one of the
messages of the Decalogue. This Decalogue intends to shape the SC’s attitude to
encourage their interaction through Facebook, in order to achieve the acknowledged
benefits that social media has on the quality of life. It also contributes in reduc-
ing the deficiency stated in [16]: “There has been relatively little data collection
and analytical work done on the impacts of ICT access and use by households and
individuals.” Due to the author’s knowledge, resources, and adequate expertise, this
studywas feasible, letting him comprehend the proposals and facts from the analyzed
publications.

22.2.5 Methods Utilized in This Research

The process maintained in this study had an inductive focus, which was devel-
oped by following qualitative researchmethods: direct observation, and documentary
research. Thesemethodswere applied complementarily and coordinately to approach
the research object in a progressive manner.

Direct Observation: In the beginning of the study, this method was applied to
the author’s immediate surroundings, in order to record the attitudes and reactions
of nearby senior citizens from a chronological 65–90-year-old age range, family
members and friends, towards the use of Facebook.

Documentary Research: Initially performed with a heuristic perspective, and sub-
sequently followed by a hermeneutical analysis of the aforementioned documentary
context.

22.3 Results

22.3.1 From Direct Observation

After direct observation was performed within the researcher’s surroundings, two
specific queries appeared:

1. What kind of circumstances allow a SC to feel comfortable when socially inter-
acting throughs Facebook?

Whilst several SCs, specially the younger ones, proved to be thrilledwhen socially
interacting through electronic devices, there was another group that did not showed
any interest in social interaction through Facebook, arguing they already had enough
interpersonal relations and a high quality of life.



22 Why Should A Senior Citizen Be A Facebook User? 321

When analyzing this query, direct observation led to the following concept: The
first factor that motivated a SC to handle ICT alternatives, such as Facebook, is the
social connection that may be achieved with family members, particularly with those
ones living far away.

Being motivated, a SC turns out to feel capable of surpassing any mental barrier
related to their age or their gaps of technology knowledge. Consequently, a SC
becomes confident to look for help from reliable people, and learn whatever it takes
to satisfy that communication interest.

As a result, a second query appeared: Is a SC still capable of learning through
digital literacy? The answer has been detailed below.

22.3.2 From Documentary Research

In addition to extracting the impacts that Social Interaction through Facebook might
have on a SC’s quality of life (displayed in Fig. 22.1), documentary research allowed
to shape the messages of the Decalogue in order for a SC to maintain a positive
attitude towards Facebook, and revealed the conceptual bases of those messages.

The messages of the Decalogue have been arranged, into an ascending way,
according to the following criteria ‘The first messages will intend to have an influ-
ence over the SC’s conception of elderly in order for him/her to project a positive
attitude towards their QoL. Subsequently, those messages, which will lead the SCs
to value positively their interpersonal relationships with close relatives and friends,
follow up with the Decalogue. The last messages will attempt to encourage the SC
towards the use of Facebook as a means of obtaining family and social inclusion, as
well as other satisfactions’.

Decalogue for a senior citizen’s positive attitude towards Facebook:

1. I am capable of remaining as active as I was in previous periods of my life.
2. I am capable of being the architect of my own quality of life.
3. Social activity is beneficial and provides me with satisfaction.
4. Being in touch with my loved ones is an important part of my life.
5. With Facebook, I can avoid the social isolation and loneliness that would affect

my general well-being (emotional, physical, and social).
6. Facebook is a valid alternative for me to remain as a socially active human being

with my loved ones, especially with those living far away from me.
7. Facebook allowsme tomaintain interpersonal relationshipswith differentmean-

ing and intensity.
8. I am capable of learning how to use Facebook.
9. Facebook has functionalities that, when fully exploited, will provide me with

very satisfying virtual social interactions.
10. I might find other ways to employ Facebook and the Internet, and they will

bring me satisfaction.
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Conceptual Bases of the Decalogue:

• For message No. 1: Psychosocial theories of aging related to elderly found in [17]:
Modernity with a Dynamic Vision, Modernity with a Life Cycle Perspective, and
Theory of Activity.
The theory of Modernity—A dynamic Vision, has as a starting hypothesis, which
establishes that “… as individuals age, they socially, psychologically, and bio-
logically change, they change roles, and they add up knowledge, attitudes and
experiences. As new cohorts begin to appear, they become older in different times
and respond to unique historical experiences until they fade away”. “… History
shapes up individuals in a different way according to the year they were each born,
exposing them to the influence of several events, and providing them with some
determined combinations of resources so that they can develop their lives, and
even giving them the possibility to have their own and unique way of interpreting
reality”.
The theory of Modernity—The Life Cycle Perspective, introduces the idea that
“elderly is another stage within the total life cycle process. In other words, the
old age stage does not necessarily is meant to be seen as a disruption of time or
entering a final stage, but it is rather a part of a process (and a process itself),
where the individual continues to interact with society, just as he did during his
prior life stages. Similar to these prior stages (childhood, youth, and adult life),
the old age stage, in some way, has its own set of rules, roles, expectations and
statuses, and society is there to establish a social agreement in regards of what age
range corresponds to this cycle. The situations and the social position, which get to
be experienced during the old age stage, are determined by the events, decisions,
and behaviors of individuals during their prior life stages.
Keeping into consideration that elderly—seen as another stage of the life
cycle—which is conditioned by restrictions and privileges (like any other life
stage); would not have, by definition, to be a stage of social exclusion.” This is the
most significant benefit here.
The theory of Activity, whose main principle indicates that “normal aging cor-
responds to maintaining the individual’s habitual activities and attitudes as long
as possible and, therefore, satisfactory aging consists of remaining as the adult
age. This approach acknowledges the loss of roles (due to retirement, becoming
widowed, or the emancipation of their children, among other circumstances) to be
the main source of a senior citizen’s incapability of adapting to the system. This
approach also began to discuss the loss, reassignment and meaning of the roles
during the old age stage.”

• For message No. 2: There is not a unique definition of QoL, but what has come
to understanding is that there are several objective and subjective components,
that may be classified into different types of life wellbeing, such as: emotional
wellbeing, physical wellbeing, spiritual wellbeing, intellectual wellbeing, social
wellbeing and material wellbeing. All these types of wellbeing are developed
throughout diverse ambits of the social system, which a person has grown up into:
his family, his school, his job, his community, the environment.
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“The World Health Organisation defines Quality of Life (QL) as individuals’ per-
ception of their position in life in the context of the culture and value systems
in which they live and in relation to their goals, expectations, standards and con-
cerns” [18]. QoL is a ‘multidimensional concept that encompasses objective and
subjective components’. It also includes diverse ambits of life, reflects the objective
cultural rules of wellbeing, and provides each ambit of life with a specific impor-
tance. All these aspects may be considered more significant to some individuals
than to others [19].
“The QoL is not something that a person can have or not, it is needed to consider
it as something in a scale; a person can have a low or high QoL. QoL can be
evaluated and increased” [18].
“Any stimulus may modify the individual’s construction of their quality of life”
[20].

• For messages No. 3 and No. 6: “Social activity is beneficial in itself and results in
greater satisfaction in life. Social interaction is important in the development of
the concept of self in old age. All decreases in social interaction in old age are best
explained by poor health or disability. If retirement or the limitations of age make
participation impossible, people will find substitutes for the roles or activities that
they have had to renounce” [21].

• For message No. 4: “The networks conformed by Family, friends and acquain-
tances, not only encourage senior citizens to keep their social identity, but they
also provide with services, information and emotional/material support” [22].
Within this matter, the concept of social/family inclusion fits perfectly, which is
why it was conceived through an adaptation of what was stated by [23]: “Social
acceptance of the elderly within their familiar environment and their community
settings (subjectivemeasurements), in order to get social interaction, relationships,
and social networks (objective measurements).”

• For message No. 5: The definitions of social isolation, and loneliness found in
[24].
“Social isolation is the distancingof an individual, psychologically or physically, or
both, from his or her network of desired or needed relationshipswith other persons.
Isolation is the experience of diminished social connectedness is measured by the
quality, type, frequency, and emotional satisfaction of social ties.”
“Loneliness: is absence of meaningful social connections that are an inherent need
that all human beings have.”

• For message No. 7: The starting point is the definition of interpersonal relationship
that according to [25] is: “A reciprocal knowledge and commitment based on the
interactions that give rise to specific forms of trust.”
The intensity of the reciprocal commitment existing in an interpersonal relationship
in this study is referred to as the strength of the relation or tie-strength, for which
there are important statements such as the following:
“Strength of a tie is a quantifiable property that characterizes the link between two
nodes [in a social network]” [26].
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Supported by the approach exposed in [27], it is possible to affirm that the factors
that have an effect onto the strength of a personal relation are classified as indicators
and predictors.
“Indicators are actual components of tie-strength (closeness, duration and fre-
quency, breadth of topics and mutual confiding)” [26].
The indicators will contribute with their weights to define a specific value for
the tie-strength, according to the mathematical definition of weighted average for
a non-empty data series: X = {X1, X2, X3, … Xn} to which matches with the
weights W = {W1, W2, W3, … Wn}, following the Eq. (1):

x̄ �
∑n

i�1 xiwi
∑n

xiwi
wi

� x1w1 + x2w2 + · · · + xnwn

w1 + w2 + · · · + wn
(1)

“Predictors are contextual contingencies (neighborhood, affiliation, similar socio-
economic status, workplace, and occupation prestige). Predictors are related to
tie-strength but not components of it” [26].

• For message No. 8: “Learning capability lasts, during normal aging, up until
80 years old or even beyond. Learning how to employ and handle ICT systems
is one of the skills that might be developed by stimulating cognitive processes…
During digital literacy training, SCs tend to show an enthusiastic attitude while
handling a computer and accessing the internet” [5].
“It has not been proved that elders are incapable of carrying out intellectual activi-
ties. According to the American National Institute of Aging, a senior’s brain activ-
ity is as high and efficient as a young person’s brain. Old age keeps a high learning
capability, which might be enhanced by wisdom and previous experiences” [12].

• For message No. 9: The full use of the features offered by Facebook for social
interaction refers to the exploitation of all the characteristics that the social network
platform puts at the service of the SCs, to help them establish satisfactory inter-
personal relationships: Social Presence; Ubiquity; Transmission Methods: Uni-
cast, Multicast and Broadcast; Multimedia communication Services; and Asyn-
chronous/Synchronous Communication Modes. These terms are conceptualized
as follows:
Social Presence: [28] affirm that “The term social presence has no unique defi-
nition within the literature, but it is rather continuously re-defined. In one of the
initial definitions, social presence is defined as “the degree to which people are
perceived as ‘real’. …we consider social presence as ‘the perceived user experi-
ence of being together when communicating and interacting over distance, enabled
through a system’s capabilities that allow conveying a variety of non-verbal cues
such as facial expressions, postures and gestures, thus offering a realistic animation
of human behaviour”. Dasgupta [2] indicates that: “Social presence is a critical
attribute of a communication medium that can determine the way people interact
and communicate. Further, people perceive some communication media as having
a higher degree of social presence than other communication media.”
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Ubiquity: In [29], this term is interpreted for a Web Application as an “ap-
plication that enforces the notion of a session, and suffers from the any-
time/anywhere/anymedia syndrome (it must run “as is” on a variety of platforms)”.
Usability: According to [30] “is a quality attribute that assesses how easy user
interfaces are to use. Itmaybedefinedbyfive components: Learnability, Efficiency,
Memorability, Satisfaction andErrors.”Anon-exhaustive analysis of the Facebook
Interface, considering the five previous components and the definitions provided
by [30], proves that the service is:

1. Simple for newbie users to operate and execute basic tasks of social interaction
(Learnability);

2. A quick tool to execute desired tasks once the users get used to the social
network interface (Efficiency);

3. Easy to reestablish control over the interface once the users get back to it after
a period of not operating it (Memorability);

4. Pleasant to use (Satisfaction).
5. Open for users to make mistakes, due to lack of comprehension or attention

to the privacy policies proposed by Facebook, and the type of adjustments
provided for the users to control their privacy settings (Errors).

6. Along with Usability comes the Utility component, which involves functional-
ity. It can be a certain fact that the Facebook interface offers services to enhance
the QoL of the SC user, particularly those ones that lead to social and famil-
iar inclusion. These terms, cited within the study, signify: Social acceptance
of elders within their family circle and their community (subjective compo-
nent) to accomplish a social interaction, relationships and social networking
(objective components) [31].

Broadcasting Methods Unicast, Multicast and Broadcast: The unicast is a one-
to-one method, which allows the data transmission to be performed between one
only transmitter and one only receiver.
Multicast is a one-to-many method, which allows the data transmission to be
performed among one transmitter and several receivers simultaneously within a
specific group.
The broadcast transmissionmeans data is transferred from a source to all the nodes
of the network.
Multimedia communication Services: Refer to the services which simultaneously
altogether offer diverse ways of expression, such as text, graphics, images—pho-
tos, animations, real-time or pre-filmed video and audio.
Asynchronous/Synchronous Communication Modes: Communication which does
not/does need the interlocutors to be simultaneously logged into the system.

• For message No. 10: In addition to feeling socially active with loved ones and
keeping current friendships (social/family inclusion), a SC will come to realize
that Facebook interaction will also allow him to get the benefits displayed on
Fig. 22.1.
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22.4 Discussion

In order for a SC to interact successfully through Facebook, there are several requi-
sites that should be met, such as:

1. A SC should feel motivated.
2. A SC should be in the adequate technological environment: budget to cover

internet access expenses, technological devices to access social media services,
reliable digital literacy or help, and a positive attitude (the proposed Decalogue
is expected to have an influence on this particular attribute).

3. The SC should live within their own house. In contrast to people residing at a
nursing house, seniors living at home may experience several advantages, such
as: (1) availability of ICT devices set up within the SC’s home will depend on
the SC or their closest relatives. (2) Internet access at home allows a SC to have
time flexibility to get online. (3) If the SC does not have enough computer skills,
getting reliable help will be easier.

4. In addition, the location of the SC residence should guarantee the availabil-
ity of broadband Internet access provided by ISPs, the existence of technology
providers, and the presence of computer training centers.

5. Facebook, as a social networking service, should enhance certain usage fea-
tures. According to senior citizens, they may experience several shortcomings
alike [14, 32, 33] pointed out in addition to irrelevant information or excessive
advertisement.

22.5 Conclusion

Facebook is a valid option for a healthy, independent SC to keep active social com-
munication. Furthermore, it turns out to be an inclusive tool that might aid them in
maintaining familiar and social inclusion.

The proposed Decalogue constitutes a compendium of previous research focused
on psychosocial theories of aging, concepts and attributes related to SC, which were
assembled through this study, in a logicalmanner in order to sensitize the SCs towards
the change of attitude regarding the social interactions through Facebook.
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Chapter 23
Archive Browsing System for the Roads
with Extremely Delayed Recovery After
the 2011 Tohoku Earthquake

Noriaki Endo, Jieling Wu, Bingzhen He and Satoru Sugita

Abstract In our previous study,we identified themunicipalities and each roadwithin
these municipalities for which road recovery was extremely delayed after the 2011
Tohoku Earthquake. In this study, we built an archive system to monitor these roads
following the 2011 Tohoku Earthquake to identify and confirm the vulnerabilities
of roads and raise their resilience. This system allows us to browse video images of
vulnerable roads that are narrow, steep-walled, and located in mountainous regions.
To date, we could only identify the type of problematic roads, but we had not devel-
oped methods for increasing their resilience, which can be done using the proposed
system. The next step is to confirm the vulnerability of road components in detail.
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23.1 Introduction

23.1.1 Disaster Archive System of the 2011 Tohoku
Earthquake

Immediately after disasters such as the 2011 Tohoku Earthquake [1] (Figs. 23.1 and
23.2), the people present in the disaster area are forced to focus on not only their
survival but also the survival of their neighbors. After the situation settles down
to some extent, people begin to consider sharing their experiences from the disaster
with the next generation and utilizing these experiences for future disaster prevention.
These disaster experiences could be of great interest to people for disaster prevention,
not only in afflicted areas but also throughout Japan and the world. Therefore, we
created an experimental archival system to preserve digital images from the disaster
as archival material for the next generation [2].

Fig. 23.1 The epicenter of the earthquake that occurred on March 11, 2011 in Tohoku (https://
www.google.co.jp/maps/)

https://www.google.co.jp/maps/
https://www.google.co.jp/maps/
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Fig. 23.2 The epicenter of
the earthquake that occurred
on March 11, 2011 in
Tohoku (magnified, https://
www.google.co.jp/maps/)

23.1.2 Road Usage Recovery Following the 2011 Tohoku
Earthquake

In our previous work [3–5], we evaluated regional differences for road recovery in
the Iwate Prefecture after the 2011 Tohoku Earthquake. For these studies, we used
vehicle-tracking maps constructed from probe-car data that were made available
on the Internet by Toyota Motor Corporation, Japan. In these studies [3–5], we
also determined the municipalities and each road within these municipalities with
extremely delayed road recovery after the earthquake.

23.1.3 Purpose of This Study

In this study, by combining the scopes of our studies [2–5], we built an experimental
archival system for browsing roadswith an extremely delayed recovery after the 2011
Tohoku Earthquake. The purpose of this system is to help identify the vulnerable road
components to raise overall road resilience. This paper is the revised and extended
version of the previous paper [6] in the WCECS 2017 proceedings.

23.2 Methodology

23.2.1 Research Area

All areas of the Iwate Prefecture afflicted by the 2011 Tohoku Earthquake (Fig. 23.3).

https://www.google.co.jp/maps/
https://www.google.co.jp/maps/
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Fig. 23.3 The
vehicle-tracking map of
Iwate Prefecture is shown by
the violet lines. The
perimeter of a city is shown
by a gray polygon. Iwate
Prefecture has been divided
into four areas: the Northern
Costal, Southern Coastal,
Northern Inland, and
Southern Inland areas

23.2.2 Research Materials

In this study, we used video data for the roads in the Iwate Prefecture with extremely
delayed recovery after the 2011 Tohoku Earthquake. The video imageswere captured
in the afflicted area of the Iwate Prefecture, following post-disaster road recovery.
We used video data available on the Internet through services such as YouTube with
the consent of their creators.
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23.2.3 System

23.2.3.1 The Server for Providing the Content

Hardware: a PC server assembled by the author.
Software: The operating system(OS) was Linux. Apache HTTP server was used

as the HTTP server software.

23.2.3.2 The Client for Creating the Content

Hardware: a PC client.
Software: Notepad was used for writing and editing the code of the system. The

system was deployed on a web browser such as Firefox or Internet Explorer.

23.2.3.3 The Role of the Local Server

We used the server for serving HTML, ASX files, and video data to the clients. The
ASX file functions will be mentioned in the following section.

23.2.3.4 The Role of the Web Service

We used the Yahoo! JavaScriptMapAPI as the platform (the developing environment
which was provided by Yahoo Japan) to draw background maps. Accordingly, the
system was programmed in JavaScript. Using this web service, we could build a
sophisticated system rather easily.

23.3 Construction of the Archive

The method used in this study was similar to the one used in our previous study [2].
By linking video data and high-resolution satellite images, captured in the target

earthquake disaster area, with the digital map of the area, we built an archival system
for browsing disaster images clearly and easily.

23.3.1 Specifying the Exact Route of the Video

Images uploaded on the Internet do not often have exact geospatial attributes and
exact route attributes. Therefore, initially, we specified the start point, midpoints,
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and end point of the video file. We watched the video and map of the location in
the video simultaneously. The routes in the video were specified based on the signs
of structures such as buildings and roads. We recorded the route information as a
geospatial attribute.

23.3.2 Making Links from Each Node to the Video Scene

We measured the time from the initial node to each node and made ASX files to
play the video between two nodes (beginning node to end node) by clicking on the
beginning node. We used the Yahoo! JavaScript Map API to link the map images
and ASX files. This has been illustrated in Figs. 23.4 and 23.5.

23.3.3 The Role of ASX Files

AnASX file is a type ofWindows meta file that makes it possible link web pages and
Windows Media Audio (WMA) servers or web server content. Using an ASX file,
we were able to control the playback of Windows Media Video (WMV) files. We
could specify the beginning of the video by using the StartTime tag. Additionally,
we could specify the playback duration time of the video using the Duration tag.
This made it possible to set multiple playback patterns for one video file. Therefore,
in this study, we were able to consider a video without any geospatial attributes as
one with geospatial attributes.

23.4 Results: Archive System Operation

Figure 23.4 depicts the example map containing the routes of the video data taken
around Iwate Prefectural Route 7, 158, and 160. System users can play the video
between two nodes (the beginning and end nodes) by clicking on the beginning node
on the map (Fig. 23.5). When the cursor is pointed at each node, the number of the
nodes appears at the bottom of the map.
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Fig. 23.4 An example map for browsing the roads with an extremely delayed recovery following
the 2011 Tohoku Earthquake

Fig. 23.5 Avideo image of the roadwith an extremely delayed recovery following the 2011Tohoku
Earthquake (Iwate Prefectural Road 158)
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23.5 Discussion

23.5.1 Upgrading Public Internet Images to Geospatial Data

Although the images provided by the media, such as TV stations, were useful with
regard to the 2011 Tohoku Earthquake, the images uploaded on the Internet proved
to be more informative. However, images uploaded on the Internet usually have no
exact geospatial attributes. In particular, the route information is completely absent.
This means that they do not have much value as geospatial data.

Accordingly, in this study, we added routing data to images uploaded on the
Internet to upgrade them for their use as geospatial data. Finally, we accumulated
the data to build an earthquake disaster archive of the 2011 Tohoku Earthquake. We
particularly looked for images from areas around main roads because we considered
that most people would be interested in information about the roads. These images
can be used for the disaster education of both children and adults and hopefully in
preventing a future earthquake disaster.

23.5.2 About Research Materials

We received some responses for our previous study which was presented in the
WCECS 2017 conference [6]. The responses were about the accuracy and the qual-
ity of video images which were uploaded to Internet (such as images on YouTube
service).

As for the accuracy, we were usually able to confirm the road number by road
signs. On the other hand, we quite agree to the comments of the participants for the
video quality. It may be sometimes better for us to use video images which were
taken for ourselves instead of the images uploaded to the Internet.

23.5.3 Problem of Copyright

In general, we can not edit and reuse video movies uploaded to the Internet without
authors’ permission. If an archive system has many data, it may be very complicated
to get all authors’ permission. So, if an author permit the edit and the reuse of his
video works, the Creative Commons License may be recommended. This is one of
the best solutions to avoid complicated processes when a person other than authors
would like to build an archive.
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23.5.4 Problem of Map Update

Using the Web service, we could build the Tsunami disaster archive rather easily
and economically. Though the Web service system contributed very much for our
system, the map update of the Web service will be contrarily rather unfavorable for
the 3.11 disaster map. That’s because we need the map layer when the 2011 Tohoku
Earthquake occurred for our system. If the Web service would keep containing the
map layer above described for a long time, we would appreciate it very much.

23.5.5 Roads Vulnerable to the Next Disaster

Using this system, we could browse the video images for vulnerable (problematic)
roads. These roads were narrow, steep-walled, and located in mountainous regions.
They were just what we had expected from the results of our previous study [5].
Until now, we were only able to identify the type of problematic roads but had
not developed techniques to increase their resilience. The next step is to identify
the vulnerable points on the roads in detail. To realize this, we have to collect the
documents containing the recovery history of the roads and evaluate them in future
studies.

Acknowledgements The authors are grateful to Ms.Junko Akita (Lecturer of Iwate University)
for her contribution to our studies.
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Chapter 24
Exponentiated Generalized Exponential
Distribution: Ordinary Differential
Equations
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Abiodun A. Opanuga and Ezinne C. Erondu

Abstract In this chapter, homogenous ordinary differential equations (ODE) of dif-
ferent orders were obtained for the probability density function, quantile function,
survival function inverse survival function, hazard function and reversed hazard func-
tions of exponentiated generalized exponential distribution. This is possible since the
aforementioned probability functions are differentiable. Differentiation andmodified
product rule were used to obtain the required ordinary differential equations, whose
solutions are the respective probability functions. The different conditions necessary
for the existence of the ODE were obtained and it is almost in consistent with the
support that defined the various probability functions considered. The parameters
that defined each distribution greatly affect the nature of the ODEs obtained. This
method provides new ways of classifying and approximating other probability dis-
tributions apart from exponentiated generalized exponential distribution considered
in this chapter. In addition, the result of the quantile function can be compared with
quantile approximation using the quantile mechanics.
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24.1 Introduction

Calculus is a very key tool in the determination of mode of a given probability
distribution and in estimation of parameters of probability distributions, amongst
other uses. The method of maximum likelihood is an example.

Differential equations often arise from the understanding and modeling of real
life problems or some observed physical phenomena. Approximations of probability
functions are oneof themajor areas of applicationof calculus andordinarydifferential
equations in mathematical statistics. The approximations are helpful in the recovery
of the probability functions of complex distributions [1–4] especially in quantile
approximations.

Apart frommode estimation, parameter estimation and approximation, probability
density function (PDF) of probability distributions can be expressed as ODE whose
solution is the PDF. Some of which are available. They include: beta distribution
[5], Lomax distribution [6], beta prime distribution [7], Laplace distribution [8] and
raised cosine distribution [9].

The aim of this research is to develop homogenous ordinary differential equations
for the probability density function (PDF), Quantile function (QF), survival function
(SF), inverse survival function (ISF), hazard function (HF) and reversed hazard func-
tion (RHF) of exponentiated generalized exponential distribution. This will also help
to provide the answers as to whether there are discrepancies between the support of
the distribution and the necessary conditions for the existence of the ODEs. Similar
results for other distributions have been proposed, see [10–22] for details.

The distributionwas proposed byOguntunde et al. [23] as a three parametermodel
that can be used as one of the generalizations of the exponential distribution. The
proposed model has also the generalized exponential and exponentiated exponential
distribution as its sub-models. The distribution belongs to the exponentiated class of
distributions which has seen a lot of research activities and modifications. Details on
the general class of exponentiated distributions can be seen in [24–28].

In particular, some exponentiated distributions are available in scientific literature
such as: exponentiated Gumbel type-2 distribution [29], exponentiated Weibull dis-
tribution [30–32], exponentiated generalized inverted exponential distribution [33],
exponentiated generalized inverse Gaussian distribution [34], exponentiated gener-
alized inverse Weibull distribution [35, 36], gamma-exponentiated exponential dis-
tribution [37], exponentiated Gompertz distribution [38, 39], beta Exponentiated
Mukherjii-Islam Distribution [40], transmuted exponentiated Pareto-i distribution
[41], gamma exponentiated exponential–Weibull distribution [42], exponentiated
gamma distribution [43], exponentiatedGumbel distribution [44], exponentiated uni-
form distribution [45] and beta exponentiated Weibull distribution [46, 47].

Others are: exponentiated log-logistic distribution [48], McDonald exponenti-
ated gamma distribution [49], exponentiated Generalized Weibull Distribution [50],
beta exponentiated gamma distribution [51], exponentiated gamma distribution
[52], exponentiated Pareto distribution [53], exponentiated Kumaraswamy distri-
bution [54], exponentiated modified Weibull extension distribution [55], exponen-
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tiated Weibull-Pareto distribution [56], exponentiated lognormal distribution [57],
exponentiated Perks distribution [58] and Kumaraswamy-transmuted exponentiated
modified Weibull distribution [59]. Also available are: exponentiated power Lind-
ley–Poisson distribution [60], exponentiated Chen distribution [61], exponentiated
reduced Kies distribution [62], exponentiated inverse Weibull geometric distribu-
tion [63], exponentiated geometric distribution [64, 65], exponentiated Weibull geo-
metric distribution [66], exponentiated transmuted Weibull geometric distribution
[67], exponentiated half logistic distribution [68], transmuted exponentiated Gum-
bel distribution [69], exponentiated Kumaraswamy-power function distribution [70],
exponentiated-log-logistic geometric distribution [71], bivariate exponentaited gen-
eralized Weibull-Gompertz distribution [72] and so on.

24.2 Probability Density Function

The probability density function of the exponentiated generalized exponential dis-
tribution is given as;

f (x) � αβe−αλx [(1 − e−λx )α]β−1 (24.1)

To obtain the first order ordinary differential equation for the probability den-
sity function of the exponentiated generalized exponential distribution, differentiate
equation (24.1), to obtain;

f ′(x) �
{
−αλ +

α(β − 1)λe−λx

(1 − e−λx )

}
f (x) (24.2)

The condition necessary for the existence of the equation is x, α, β, λ > 0.
Differentiate equation (24.2) to obtain;

f ′′(x) �
{
−αλ +

α(β − 1)λe−λx

(1 − e−λx )

}
f ′(x)

−
{

α(β − 1)λ2(e−λx )2

(1 − e−λx )2
+

α(β − 1)λ2e−λx

(1 − e−λx )

}
f (x) (24.3)

The condition necessary for the existence of the equation is x, α, β, λ > 0.
Simplify Eq. (24.3) using Eq. (24.2) to obtain;

f ′′(x) � f ′2(x)
f (x)

−
{

1

α(β − 1)

(
f ′(x)
f (x)

+ αλ

)2

+ λ

(
f ′(x)
f (x)

+ αλ

)}
f (x) (24.4)

The condition necessary for the existence of the equation is x, α, λ > 0, β > 1.
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The ordinary differential equations can be obtained for the particular values of
the parameters.

24.3 Quantile Function

The Quantile function of the exponentiated generalized exponential distribution is
given as;

Q(p) � 1

αλ
ln

(
1

1 − p
1
β

)
(24.5)

To obtain the first order ordinary differential equation for the Quantile function of
the exponentiated generalized exponential distribution, differentiate equation (24.5),
to obtain;

Q′(p) �
(

p
1
β
−1

αβλ(1 − p
1
β )

)
(24.6)

The condition necessary for the existence of the equation is α, β, λ > 0, 0 < p <

1.

αβλ(1 − p
1
β )Q′(p) − p

1
β
−1 � 0 (24.7)

The ordinary differential equations can be obtained for given values of the param-
eters. Some cases are considered in shown in Table 24.1.

Table 24.1 Classes of
differential equations
obtained for the quantile
function of exponentiated
generalized exponential
distribution for different
parameters

α β λ Ordinary differential equation

1 1 1 (1 − p)Q′(p) − 1 � 0

1 1 2 2(1 − p)Q′(p) − 1 � 0

1 2 1 2(1 − p)Q′(p) − 1 � 0

1 2 2 4(1 − p)Q′(p) − 1 � 0

2 1 1 2
(√

p − p
)
Q′(p) − 1 � 0

2 1 2 4
(√

p − p
)
Q′(p) − 1 � 0

2 2 1 4
(√

p − p
)
Q′(p) − 1 � 0

2 2 2 8
(√

p − p
)
Q′(p) − 1 � 0
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24.4 Survival Function

The survival function of the exponentiated generalized exponential distribution is
given as;

S(t) � 1 − [1 − e−αλx ]β (24.8)

To obtain the first order ordinary differential equation for the survival function of
the exponentiated generalized exponential distribution, differentiate equation (24.8),
to obtain;

S′(t) � −αβλe−αλx [1 − e−αλx ]β−1 (24.9)

The condition necessary for the existence of the equation is t, α, β, λ > 0.
Simplify Eq. (24.9) using Eq. (24.8) to obtain;

S′(t) + αβλ(1 − (1 − S(t))
1
β )(1 − S(t))1−

1
β � 0 (24.10)

with initial condition;

S(1) � 1 − [1 − e−αλ]β (24.11)

The ordinary differential equations can be obtained for the different values of the
parameters.

When β � 1, Eqs. (24.10) and (24.11) become;

S′(t) + αλS(t) � 0 (24.12)

S(1) � e−αλ (24.13)

When β � 2, Eqs. (24.10) and (24.12) become;

(
√
1 − S(t))S′(t) + 2αλ(1 − √

1 − S(t)) � 0 (24.14)

S(1) � 1 − [1 − e−αλ]2 (24.15)

24.5 Inverse Survival Function

The inverse survival function of the exponentiated generalized exponential distribu-
tion is given as;

Q(p) � 1

αλ
ln

(
1

1 − (1 − p)
1
β

)
(24.16)
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Table 24.2 Classes of
differential equations
obtained for the inverse
survival function of
exponentiated generalized
exponential distribution for
different parameters

α β λ Ordinary differential equation

1 1 1 pQ′(p) + 1 � 0

1 1 2 2pQ′(p) + 1 � 0

1 2 1 2pQ′(p) + 1 � 0

1 2 2 4pQ′(p) + 1 � 0

2 1 1 2
√
p
(
1 − √

1 − p
)
Q′(p) + 1 � 0

2 1 2 4
√
p
(
1 − √

1 − p
)
Q′(p) + 1 � 0

2 2 1 4
√
p
(
1 − √

1 − p
)
Q′(p) + 1 � 0

2 2 2 8
√
p
(
1 − √

1 − p
)
Q′(p) + 1 � 0

To obtain the first order ordinary differential equation for the inverse survival
functionof the exponentiatedgeneralized exponential distribution, differentiate equa-
tion (24.16), to obtain;

Q′(p) � − p
1
β
−1

αβλ(1 − (1 − p)
1
β )

(24.17)

The condition necessary for the existence of the equation is; α, β, λ > 0, 0 <

p < 1.
Simplify Eq. (24.17) to obtain;

αβλ(1 − (1 − p)
1
β )Q′(p) + p

1
β
−1 � 0 (24.18)

The ordinary differential equations can be obtained for given values of the param-
eters. Some cases are considered and shown in Table 24.2.

24.6 Hazard Function

The hazard function of the exponentiated generalized exponential distribution is
given as;

h(t) � αβe−αλt [(1 − e−λt )α]β−1

1 − [1 − e−αλt ]β
(24.19)

To obtain the first order ordinary differential equation for the hazard function of the
exponentiated generalized exponential distribution, differentiate equation (24.19), to
obtain;
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h′(t) � −αλe−αλt

e−αλt
h(t) +

α(β − 1)λe−λt (1 − e−λt )α−1[(1 − e−λt )α]β−2

[(1 − e−λt )α]β−1
h(t)

+
αβλe−αλt (1 − e−αλt )β−1[1 − (1 − e−αλt )β]−2

[1 − (1 − e−αλt )β]−1
h(t) (24.20)

The condition necessary for the existence of the equation is t, α, β, λ > 0.
Simplify to obtain;

h′(t) �
{
−αλ +

α(β − 1)λe−λt

(1 − e−λt )
+ h(t)

}
h(t) (24.21)

Differentiate equation (24.21) and simplify to obtain;

h′′(t) � h′2(t)
h(t)

−

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1

α(β − 1)

(
h′(t)
h(t)

+ αλ − h(t)

)2

+λ

(
h′(t)
h(t)

+ αλ − h(t)

)
− h(t)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭
h(t) (24.22)

The condition necessary for the existence of the equation is t, α, λ > 0, β > 1.
The ordinary differential equations can be obtained for the particular values of

the parameters.

24.7 Reversed Hazard Function

The reversed hazard function of the exponentiated generalized exponential distribu-
tion is given as;

j(t) � αβλe−αλt[
1 − e−λt

]α (24.23)

To obtain the first order ordinary differential equation for the reversed hazard
functionof the exponentiatedgeneralized exponential distribution, differentiate equa-
tion (24.23), to obtain;

j ′(t) � −
{
αλ +

αλe−λt

1 − e−λt

}
j(t) (24.24)

The condition necessary for the existence of the equation is t, α, β, λ > 0.
Differentiate equation (24.24) and simplify to obtain;

j ′′(t) � j ′2(t)
j(t)

+

{
1

α

(
j ′(t)
j(t)

+ αλ

)2

− λ

(
j ′(t)
j(t)

+ αλ

)}
j(t) (24.25)
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The ordinary differential equations can be obtained for the particular values of the
parameters. Several analytic, semi-analytic and numerical methods can be applied
to obtain the solutions of the respective differential equations. Also comparison with
two or more solution methods is useful in understanding the link between ODEs and
the probability distributions.

24.8 Conclusion

Ordinary differential equations (ODEs) has been obtained for the probability den-
sity function (PDF), quantile function (QF), survival function (SF), inverse survival
function (ISF), hazard function (HF) and reversed hazard function (RHF) of the
exponentiated generalized exponential distribution.

This differential calculus, modified product rule and efficient algebraic simpli-
fications were used to derive the various classes of the ODEs. The parameter and
the supports that characterize the exponentiated generalized exponential distribution
determine the nature, existence, orientation and uniqueness of the various ODEs.
The results are in agreement with those available in scientific literature. Furthermore
several methods can be used to obtain desirable solutions to the ODEs. This method
of characterizing distributions cannot be applied to distributions whose PDF or CDF
are either not differentiable or the domain of the support of the distribution contains
singular points.

Acknowledgements This work was supported by Covenant University, Nigeria.
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Chapter 25
Quantifying the Mind: Worry, Tension,
and Anxiety

Toru Yazawa

Abstract To quantify non-linear behavior of physiologic system such as the car-
diovascular control system, we first used lobsters because we are invertebrate neu-
robiologists. After finding that the lobsters can display its emotion by changing the
pattern of heart-beating, we extended the method to human: The heartbeat repre-
sents momently varying emotional tension. We show that this variation of the inner
world is detectable and quantifiable using a long-time electrocardiogram (EKG).
In each investigation, we captured 2000 heartbeats without missing a single beat.
The heartbeat interval time series was analyzed by “modified detrended fluctuation
analysis (mDFA)” technique, which we have recently developed by our group. The
mDFA calculates the scaling exponent (SI, scaling index). A normal healthy heart-
beat exhibits an SI of around 1.0. The heartbeat recorded from subjects who have
stress and anxiety exhibited a lower SI. The values of SI changed one right after the
other when circumstances and atmospheres surrounding subjects were changed. We
report that the mDFA technique is a useful computation method for checking the
mind and health.

Keywords Anxiety · EKG · Electrocardiogram · Fear · Heartbeat-interval time
series · Modified detrended fluctuation analysis · mDFA · Quantitative
measurement · Tension

25.1 Introduction

Nonlinear regulatory systems for controlling the organs, such as the heart, is operating
in the state far from equilibrium: i.e., its functioning is not stable but dynamic.
Maintaining constancy is not equivalent to maintaining equilibrium. This means
that physiologists need another theory instead of a classical homeostasis theory.
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Researchers have tried to characterize the fluctuation of the heartbeat by a scaling
exponent (SI, scaling index), and demonstrated that SIs were altered with disease
and aging [1].

Goldberger et al. [1], Ivanov et al. [2] andPeng et al. [3] suggested that theirmethod
is applicable for the diagnosis of human heart disease, because they succeeded to
show the difference between healthy and sick human subjects, although they did
not study the transitory phenomena of subjects who were healthy in the past but
are presently not healthy. Demonstrating the detection of long-range correlation [2]
and multi-fractal analysis [3], they eventually proposed that the scaling nature of
heartbeat fluctuation is potentially usable for the diagnosis. However, for a practical
application, for example, predictingwhen in the near future the heart stops its beating,
more experimental approaches are necessary [4].

Our approach is to make an index system that can describe the condition of the
cardio-vascular system by a quantitative way. It is believed that beat-to-beat varia-
tions of the heart rate reflect modulation of cardiac control center [5]. If one has such
a quantitative description method in hand, he/she can predict forthcoming illness.
We consider that we hope to find the way for distinguishing sick conditions from nor-
mal conditions, based on electro-physiological heart data, electrocardiogram, (EKG,
abbreviation after Willem Einthoven).

Not only in vertebrate animals like human, but also in invertebrates such as crus-
taceans, they have the heart. One may think that there are big differences between
vertebrate and crustaceans in the anatomy of the cardio-vascular system. However,
the heart is a pump that propels blood, and that is equipped with acceleration and
breaking devises, the control of nerve fibers. Those are common features for both,
in vertebrates and invertebrates. Therefore, fundamentally, all the cardio-vascular
system operates in the same mode; ontogenetically designed as a pump equipped
with positive and negative feedback controllers. Both vertebrates and invertebrates
have a very complex cardio-vascular system in structure, function and regulation.
Beneficial points for adopting invertebrates are; there are less-ethical problems and
there exists a large amount of accumulated knowledge about the heart evolution, and
all the hearts must have the same evolutional origin.

From above arguments we may conclude that there are common features between
vertebrate (human) and invertebrate (lobster). Basic architecture of the heart and
of its control mechanism could be fundamentally identical for all ‘hearted’ animals.
Crustaceans supply, thus goodmodel specimens, for the research on neurodynamical
control of the heart.

We have observed that a healthy-looking crustacean heart stop unpredictably
resulting in a failure of heart’s pumping-blood function [6]. This can happen to a
human. It would be theworst-case scenario for the cardio-vascular system.Generally,
cardiac failure has a principal underlying aetiology of ischemic damage arising from
vascular insufficiency [7].

Meanwhile, we know that our (human) heart function directly reflects psychology.
The autonomic nerves can change heart function according to stimuli such as stress
that we receive. Thus, such stimuli from environment cause dynamic changes of our
internal world and changes the heart function as well.
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This study is a challenge to quantify the internal world using long-time EKG
recordings. We have recently made a novel method for EKG analysis, which is the
modified detrended fluctuation analysis (mDFA) [6]. In the present study, we show
that mental changes which occur internally can be measured with the combination
of EKG and mDFA. Although mDFA is not a method well known to the public, we
would like to introduce mDFA, which is helpful for checking health and the mind as
we exemplify in the present paper.

25.2 Heartbeat Recording and Ethics

We used a Power Lab system (ADInstruments, Australia) to record heartbeats. For
recording human EKG, we used a set of three ready-made silver/silver chloride dis-
posable electrodes (positive, negative, and ground) (Vitrode V, Nihon Koden, Japan),
which is commercially available. Wires from the EKG electrodes were connected
to our lab-made amplifier, which is activated by two button batteries at the voltage
of 3.0 V. This equipment is only used in the “university laboratory condition” with
a certificate of consent written by all subjects. The EKG signals were passed to
the Power Lab system. Over 500 subjects have been tested so far, but no electrical
accident has happened by the home-made amplifier recording.

The human heartbeats were recorded outside of a hospital, in for example univer-
sity laboratories and convention halls (The Innovation JapanExhibition). All subjects
were treated as per the ethical control regulations of following universities (Tokyo
Metropolitan University; Tokyo Women’s Medical University; Universitas Advent
Indonesia, Bandung; Universitas Airlangga, Surabaya, Indonesia).

25.3 Heartbeat Recording and Analysis

AcomputationmethodmDFA [6] is described in the paper appeared in the conference
proceedings WCECS 2017 [8].

Briefly, we always use a routine mDFA [6]. Our routine works include: (1) obtain-
ing a baseline-stable EKG at 1 kHz sampling rate (a lab-made amplifier with an
input time-constant < 0.22 s), (2) detecting peaks of heartbeat, (3) measuring peak
to peak interval (such as R-R peak interval of conventional EKG), (4) constructing
inter-heartbeat interval time series, and (5) analyzing the time series using mDFA
program.

mDFA uses a consecutively recorded ~2000 heartbeat data. The number 2000
could be ideal number of heartbeat if one wants to use mDFA. We tested a longer
recording period, for example EKG for 2 h. Long data is not adequate to use, because
subjects are NEVER stable. Nobody can keep a steady state, i.e., keeping sitting
posture for 2 h. And more importantly, the heart seems NOT to keep staying at a
stable condition for such a long period. Instead, the heart control by the brain is very
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Fig. 25.1 Electrocardiogram
recorder and mDFA
calculator

variable and thus dynamic. We therefore fixed our data length for about 30 min or so,
which is a period length for about 2000 beat. A ~2000 beat is key length of mDFA
technology.

25.4 EKG-Recording-Computing Device

Figure 25.1 shows our data logging and mDFA computing devices. Figure 25.1a
shows three individual electrodes for EKG recording, commercially available, in-
hospital use, using for a prematurely-born baby in an incubator, Vitrode V, Nihon
Koden, Tokyo, Japan. Figure 25.1b shows an EKG-amplifier, heartbeat interval cal-
culator, and Bluetooth radio transmitter. Red and green end terminals (see arrows
in Fig. 25.1) are lab-made input terminals from the EKG electrodes. Figure 25.1c
shows an iPod (Apple, USA) which has a computation program, i.e., mDFA, that we
made and was incorporated in it.

Figure 25.2 shows a practical view of iPod touch screen. To start recording, an
operator can touch the rec button (Rec), and then after completing capture of 2000
beats, it automatically computes SI. As can be seen in the figure, it computes. SIs
are computed from various box size ranges (see the reference [6, 8] in detail), [10;
30], [30; 70], [70; 140], [130; 270], [51; 100], [30; 140], and [30; 270]. For the final
SI-result, we use the last one, here it is 0.531390, as explained in the reference [6, 8].

25.5 Results

Case 1: Driving safely

Volunteer (a man in his 60s) drove a car from his home to a town 150 km away
to see his mother-in-low who is hospitalized. He has been driving the road so many
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Fig. 25.2 An example screen view of iPod (lab-made, not for sale)

time, thus he is familiar with the road conditions every corner. Furthermore, he drove
safely as possible as he can by obeying the speed limit. We recorded his EKGs while
driving, computed the scaling exponents by the device (Figs. 25.1 and 25.2).

Driver’s heart rate was monitored (Fig. 25.3a, b). Figure 25.3d shows an exam-
ple result of mDFA computation. Figure 25.3b represents a 2000 beat recording.
Figure 25.3a shows an expanded time series of heart rate recording (see arrows).
The program instantaneously computed the scaling exponent (SI) (Fig. 25.3c).
Figure 25.3d shows a summary of the characteristics of the data {i.e., the file-name,
37 min and 0.2 s recording in total-time for the 2000 beats, R-R interval value in the
end of recording, 1046 ms, and heart rate (57 beat per min, BPM) of the last heart-
beat.} Figure 25.3c indicates that it was proved that driving safely gives a perfect
healthy scaling exponent near 1.0. Here, the SI is 0.99.

Table 25.1 shows an example of EKG-heart-rate monitor and the scaling exponent
(SI) computation during the driving formany hours.We confirmed that we can indeed
quantify the mind of driver, or internal world of any human-subjects, such as the
vehicle-driver, because we consider that the heartbeat reflects the mind or that the
heart is the window of the brain [6, 9].

In Table 25.1, when starting driving, SI showed a low value (SI�0.84, see Data
No. 1). This can be explained that the driver solved many worries about fuel Gas,
driving route and so force. When taking express way, the driver kept its speed limit
and enjoyed blue sky of a spring morning day (SI�1.03, Data No. 2). Many vehicles
over-took his car one right after the other although only some cars were followed
his car. He continued driving safely (from No. 3 to No. 8). One can see that his
safe-driving gave good SI, i.e., near 1.0 as can be seen the SI values from No. 2 to
No. 8.
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Fig. 25.3 EKG monitoring
and mDFA results

We found that eating lunch decreased the SI value (SI�0.61, Table 25.1, Data
No. 9). We can explain this results as followings: the mind (his brain function, i.e.,
autonomic nerve function) concentrated to enjoy foods, digesting them in the stomach
and even pay less attention to environment, the condition of which is a kind of state
loosing dynamic response of the brain that momentarily controls the heartbeats every
second.

We also confirmed that mDFA can capture anxiety/worry of a subject. One can
see that nervous conditions put SI lower. Table 25.1 shows SIs of the subject who
walked into the hospital and visited and stayed the room of his mother-in-law (see
Data No. 10 and 11, SI�0.64 and 0.53, respectively). After the hospital, the person’s
SI recovered during driving and shopping at the super market (Nos. 12 and 13).

And most interestingly, when meeting a new person (the drivers brother-in-low)
to greet him, the SI showed a very low value (Data No. 14, SI�0.77) again, which
indicates that he is very nervous NOT to display an ungentlemanly attitude.

In conclusion, SI derived from mDFA can determine internal world (Fig. 25.4).
Technically before conducting mDFA, our three must do: (1) From heartbeat

raw data, noise from power souse and body movement should be avoided. (2) But,
skipping heartbeats and/or arrhythmic beats are not noise. Such irregularity is very
important information for disentangling health care. We believe that this mDFA-
technology can quantify acute psychological distress and/or jubilation although there
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Table 25.1 EKG-heart-rate monitoring and mDFA results, SI

Data no. Driving a car very safely to see
relatives

SI

1 Talking about Gas and driving
route

0.84

2 Driving legal speed, express
way

1.03

3 Driving legal speed, local road 1.09

4 Driving legal speed, local road 1

5 Driving legal speed, local road 1.03

6 Driving legal speed, local road 0.99

7 Driving legal speed, local road 1.04

8 Driving legal speed, local road 1

9 Lunch, sweet-sour pork,
special black vinegar

0.61

10 Visit hospital 0.64

11 Visit hospital 0.53

12 Driving, super market 0.84

13 Super market 0.99

14 Ggreeting brother-in-law 0.77

Fig. 25.4 SI derived form
mDFA can determin internal
world

are many more research questions. Irregular heartbeats should not be removed from
raw data when constructing time series data. (3) We keep the size/length of data
constant; a raw data must contain about 2000 beats, ranging from 1900 to 2100, or
always exactly 2000.

Case 2: Overseas flight

Figure 25.5 shows 27 data while a volunteer (a man 66) traveled from the Narita-
Tokyo Airport to the Washington Dulles International Airport to attend a conference
held in the USA. Each analysis gives one SI from a 2000-beat-EKG as shown in
Fig. 25.5.
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Fig. 25.5 Scaling exponent
records while traveling

We confirmed that the SI values can represent the internal world of the subject.
This subject did not get enough sleep before taking oversea flight. Therefore, SI in
Fig. 25.5 always less than 1.0—please compare with the case shown in Fig. 25.4,
where the driver took good sleep before driving.

When the subject was at an aroused state such as staying in the waiting lounge,
SI shows a “healthy” SI, i.e., here it is 0.92. (Data No. 1). Meal service, SI is 0.92
(Data No. 3). When he enjoyed “good days music, 70 s hit chart,” SI is 0.93 (Data
No. 10). While he was sleeping, SI goes down lasting for about one hour (Data No.
8 and 9, SI�0.66 and 0.65, respectively). Good music but not so exciting as “good
days music” makes SI a lower value (Data Nos. 5, 6, and 7, SI�0.79, 0.8, and 0.8,
respectively). While he was watching a boring program, feeling sleepy, SI gets a low
value (Data No. 24 and 25, SI�0.71 and 0.70, respectively). At passport control
after landing, SI�0.89 (Data No. 27). In summary, it is surely observed that sleepy
state lowers SI.

In conclusion, happy life could fundamentally guarantee a healthy exponent. Anx-
iety and stress lowered the scaling exponent. mDFA might reflect psychological and
physical internal bodily state. mDFA might look at internal state through the heart.
The heart is the window of the mind.

25.6 Discussion

This study suggests that the scaling exponents computed by mDFA can quantify the
mind such as stress.

Although we need much more comprehensive examples, we propose that mDFA
is helpful computation tool in the research on emotion, particularly fear and anxiety
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disorders, understanding how emotion is encoded in the heartbeat time series, in
animal models and humans.

If the body is tortured by stimuli from environment, and/or if some stimuli would
harm us internally, which is invisible from outside, we would be upsetting for the
nervous system, because we can realize that stimuli is distorting the autonomic
nerve function, little of which has been understood by human being until today [4],
although we spend everyday life under advanced science and technology. Using
mDFA computation, we can numerically evaluate/quantify the state of our body,
even it is invisible to us.

Although we (basic scientists, biologists) cannot make by ourselves, making a
gadget is very rewarding. It is the right time to start making it. The gadget can work:
(1) recording 2000 consecutive heartbeats without missing even a single pulse, (2)
computing automatically the scaling exponent that can check the scaling exponent�
1.0, which is perfectly healthy state [6], and finally (3) the gadget would capture what
is going on in front of, around, and inside our mind. It gives us health information,
each time we use it, for example, on an everyday basis.

In the present paper, we would suggest that we have entered the world experienc-
ing seeing inside without sight. Sometimes a new technology does not have to be
supercomplicated. mDFA computation is a kind of high school level mathematics
instead of sophisticated nonlinear measures and/or linear complex computation like
the HRV, the heart rate variability. mDFA looks at how the brain communicate with
the heart and also with the world. mDFA is a tool that enable us to explore previously
uncharted territories.
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Half-Cauchy and Power Cauchy
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Abstract In this chapter, homogenous ordinary differential equations (ODES) of
different orders were obtained for the probability density function, quantile func-
tion, survival function inverse survival function, hazard function and reversed hazard
functions of half-Cauchy and power Cauchy distributions. This is possible since the
aforementioned probability functions are differentiable. Differentiation andmodified
product rule were used to obtain the required ordinary differential equations, whose
solutions are the respective probability functions. The different conditions necessary
for the existence of the ODEs were obtained and it is almost in consistent with the
support that defined the various probability functions considered. The parameters
that defined each distribution greatly affect the nature of the ODEs obtained. This
method provides new ways of classifying and approximating other probability dis-
tributions apart from half-Cauchy and power Cauchy distributions considered in this
chapter. In addition, the result of the quantile function can be compared with quantile
approximation using the quantile mechanics.
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26.1 Introduction

Calculus is a very key tool in the determination of mode of a given probability
distribution and in estimation of parameters of probability distributions, amongst
other uses. The method of maximum likelihood is an example.

Differential equations often arise from the understanding and modeling of real
life problems or some observed physical phenomena. Approximations of probability
functions are oneof themajor areas of applicationof calculus andordinarydifferential
equations in mathematical statistics. The approximations are helpful in the recovery
of the probability functions of complex distributions [1–4] especially in quantile
approximations.

Apart frommode estimation, parameter estimation and approximation, probability
density function (PDF) of probability distributions can be expressed as ODE whose
solution is the PDF. Some of which are available. They include: beta distribution
[5], Lomax distribution [6], beta prime distribution [7], Laplace distribution [8] and
raised cosine distribution [9].

The aim of this research is to develop homogenous ordinary differential equations
for the probability density function (PDF), Quantile function (QF), survival func-
tion (SF), inverse survival function (ISF), hazard function (HF) and reversed hazard
function (RHF) of half-Cauchy and power Cauchy distributions. This will also help
to provide the answers as to whether there are discrepancies between the support of
the distributions and the necessary conditions for the existence of the ODE. Similar
results for other distributions have been proposed, see [10–22] for details.

Half-Cauchy distribution is obtained by restricting the domain of the standard
Cauchy distribution to only positive values or observations. Polson and Scott [23]
argued for the replacement of inverse-gamma distribution with this distribution in
Bayesian hierarchical models while Shaw [24] suggested that the distribution can
be used in lieu of the exponential distribution in prediction and modeling. The dis-
tribution, according to [25], is one of few distributions related to the ratio of two
folded normal distributions. The distribution is also related to the folded t distri-
bution as proved by [26]. Half-Cauchy distribution is one of distributions that are
self-decomposable [27] and infinitely divisible [28]. Details on the distribution can be
found in [29]. Some modifications or proposed improved models of the distribution
includes: Kumaraswamy half-Cauchy distribution [30], beta half-Cauchy distribu-
tion [31] and generalized odd half-Cauchy family of distributions [32]. Paradis et al.
[33] applied the distribution in ecological modeling.

In an attempt to find a suitable distribution that effectively fits medical survival
data, Power Cauchy Distribution was proposed by [34]. The distribution is a sub-
model of transformed beta family earlier proposed by [35]. Tahir et al. [36], proposed
Poisson power Cauchy as an improved model over the power Cauchy distribution.
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26.2 Half-Cauchy Distribution

26.2.1 Probability Density Function

The probability density function of the half-Cauchy distribution is given by;

f (x) � 2

πσ
[
1 +

(
x
σ

)2] (26.1)

To obtain the first order ordinary differential equation for the probability density
function of the half-Cauchy distribution, differentiate equation (26.1);

f ′(x) � − 4x

πσ 3
[
1 +

(
x
σ

)2]2 (26.2)

The condition necessary for the existence of equation is σ, x > 0.
Simplify;

(
1 +

( x

σ

)2
)
f ′(x) � −2x

σ 2
f (x) (26.3)

The first order ordinary differential for the probability density function of the
half-Cauchy distribution is given as;

(σ 2 + x2) f ′(x) + 2x f (x) � 0 (26.4)

with initial value condition;

f (1) � 2σ

π (σ 2 + 1)
(26.5)

26.2.2 Quantile Function

The Quantile function of the half-Cauchy distribution is given by;

Q(p) � σ tan
(πp

2

)
(26.6)

To obtain the first order ordinary differential equation for the Quantile function
of the half-Cauchy distribution, differentiate equation (26.6);

Q′(p) � πσ

2
sec2

(πp

2

)
(26.7)
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The condition necessary for the existence of equation is σ > 0, 0 < p < 1.
Applying the trigonometric identity which is;

sec2
(πp

2

)
� tan2

(πp

2

)
+ 1 (26.8)

Q′(p) � πσ

2

(
tan2

(πp

2

)
+ 1

)
(26.9)

Equation (26.6) can be written as;

(
Q(p)

σ

)2

� tan2
(πp

2

)
(26.10)

Substitute Eq. (26.10) into Eq. (26.9);

Q′(p) � πσ

2

(
Q2(p)

σ 2
+ 1

)
(26.11)

Q′(p) � π

2σ

(
Q2(p) + σ 2

)
(26.12)

The first order ordinary differential for the Quantile function of the half-Cauchy
distribution is given as;

2σQ′(p) − π (Q2(p) + σ 2) � 0 (26.13)

with initial value condition; Q(0.1) � 0.1584σ.

26.2.3 Survival Function

The survival function of the half-Cauchy distribution is given by;

S(t) � 1 − 2

π
tan−1

(
t

σ

)
(26.14)

To obtain the first order ordinary differential equation for the survival function of
the half-Cauchy distribution, differentiate equation (26.14);

S′(t) � − 2

πσ
[
1 +

(
t
σ

)2] (26.15)

The condition necessary for the existence of equation is σ, x > 0.

S′(t) � − 2σ

π (σ 2 + t2)
(26.16)
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The first order ordinary differential for the survival function of the half-Cauchy
distribution is given as;

π (σ 2 + t2)S′(t) + 2σ � 0 (26.17)

with initial condition; S(1) � 1 − 2
π
tan−1

(
1
σ

)
.

26.2.4 Inverse Survival Function

The inverse survival function of the half-Cauchy distribution is given by;

Q(p) � σ tan

(
π (1 − p)

2

)
(26.18)

To obtain the first order ordinary differential equation for the inverse survival
function of the half-Cauchy distribution, differentiate equation (26.18);

Q′(p) � −πσ

2
sec2

(
π (1 − p)

2

)
(26.19)

The condition necessary for the existence of equation is σ > 0, 0 < p < 1.
Applying the same technique as obtained from the Quantile function, to obtain

that;

Q′(p) � −πσ

2

(
Q2(p)

σ 2
+ 1

)
(26.20)

Q′(p) � − π

2σ

(
Q2(p) + σ 2) (26.21)

The first order ordinary differential for the inverse survival function of the half-
Cauchy distribution is given as;

2σQ′(p) + π (Q2(p) + σ 2) � 0 (26.22)

with initial condition; Q(0.1) � 6.31375σ .
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26.2.5 Hazard Function

The hazard function of the half-Cauchy distribution is given by;

h(t) � 2

πσ
[
1 +

(
t
σ

)2][
1 − 2

π
tan−1

(
t
σ

)] (26.23)

To obtain the first order ordinary differential equation for the hazard function of
the half-Cauchy distribution, differentiate equation (26.23);

h′(t) �
(

− 2t

σ 2 + t2
+ h(t)

)
h(t) (26.24)

The condition necessary for the existence of equation is σ, t > 0.
The first order ordinary differential for the hazard function of the half-Cauchy

distribution is given as;

(σ 2 + t2)h′(t) − (σ 2 + t2)h2(t) + 2th(t) � 0 (26.25)

with initial condition; h(1) � 2σ
π[σ 2+1][1− 2

π
tan−1( 1

σ )]
.

26.2.6 Reversed Hazard Function

The reversed hazard function of the half-Cauchy distribution is given by;

j(t) � 2

πσ
[
1 +

(
t
σ

)2][ 2
π
tan−1

(
t
σ

)] (26.26)

To obtain the first order ordinary differential equation for the probability density
function of the half-Cauchy distribution, differentiate equation (26.26);

j ′(t) � −

⎧⎪⎨
⎪⎩

(
2t
σ 2

)
[
1 +

(
t
σ

)2] +

2
πσ

[
1 +

(
t
σ

)2]−1

[
2
π
tan−1

(
t
σ

)]

⎫⎪⎬
⎪⎭
j(t) (26.27)

The condition necessary for the existence of equation is σ, t > 0.

j ′(t) � −
(

2t

σ 2 + t2
+ j(t)

)
j(t) (26.28)

The first order ordinary differential for the reversed hazard function of the half-
Cauchy distribution is given as;
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(σ 2 + t2) j ′(t) + (σ 2 + t2) j2(t) + 2t j(t) � 0 (26.29)

with initial condition; j(1) � 2σ
π[σ 2+1][ 2

π
tan−1( 1

σ )]
.

26.3 Power Cauchy Distribution

26.3.1 Probability Density Function

The probability density function of the power Cauchy distribution is given by;

f (x) �
2α
πσ

(
x
σ

)α−1

[
1 +

(
x
σ

)2α] (26.30)

To obtain the first order ordinary differential equation for the probability den-
sity function of the power Cauchy distribution, differentiate equation (26.30) and
simplify;

f ′(x) �
(

α − 1

x
− π f (x)

( x

σ

)α
)
f (x) (26.31)

The condition necessary for the existence of equation is α, σ, x > 0.

σ αx f ′(x) − σα(α − 1) f (x) + πxα+1 f 2(x) � 0 (26.32)

Some cases are considered;
When α � 1, Eq. (26.32) becomes;

σ f ′(x) + πx f 2(x) � 0 (26.33)

When α � 2, Eq. (26.32) becomes;

σ 2x f ′(x) − σ 2 f (x) + πx3 f 2(x) � 0 (26.34)

When α � 3, Eq. (26.32) becomes;

σ 3x f ′(x) − 2σ 3 f (x) + πx4 f 2(x) � 0 (26.35)



370 H. I. Okagbue et al.

26.3.2 Quantile Function

The Quantile function of the power Cauchy distribution is given by;

Q(p) � σ
(
tan

(πp

2

)) 1
α

(26.36)

To obtain the first order ordinary differential equation for the Quantile function
of the power Cauchy distribution, differentiate equation (26.36);

Q′(p) � σ

α

(
tan

(πp

2

)) 1
α
−1 π

2
sec2

(πp

2

)
(26.37)

The condition necessary for the existence of equation is α, σ > 0, 0 < p < 1.

Q′(p) �
σ
α

(
tan

(
πp
2

)) 1
α π
2 sec

2
(

πp
2

)

tan
(

πp
2

) (26.38)

Substitute Eq. (26.36) into Eq. (26.38);

Q′(p) �
π
2 sec

2
(

πp
2

)
Q(p)

α tan
(

πp
2

) (26.39)

Equation (26.36) can be written as;
(
Q(p)

σ

)α

� tan
(πp

2

)
(26.40)

Substitute Eq. (26.40) into Eq. (26.39);

Q′(p) �
πσα

2 sec2
(

πp
2

)
Q(p)

αQα(p)
(26.41)

Q′(p) � πσα sec2
(

πp
2

)
Q1−α(p)

2α
(26.42)

Applying the trigonometric identity which is;

sec2
(πp

2

)
� tan2

(πp

2

)
+ 1 (26.43)

Square the both sides of Eq. (26.40)

(
Q(p)

σ

)2α

� tan2
(πp

2

)
(26.44)

Substitute Eq. (26.44) into Eq. (26.43), to obtain;
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sec2
(πp

2

)
�

(
Q(p)

σ

)2α

+ 1 (26.45)

Substitute Eq. (26.45) into Eq. (26.42);

Q′(p) �
πσα

((
Q(p)

σ

)2α
+ 1

)
Q1−α(p)

2α
(26.46)

Q′(p) � π
(
Q2α(p) + σ 2α

)
Q1−α(p)

2ασα
(26.47)

Q′(p) � π
(
Q1+α(p) + σ 2αQ1−α(p)

)

2ασα
(26.48)

2ασαQ′(p) − π
(
Q1+α(p) + σ 2αQ1−α(p)

) � 0 (26.49)

26.3.3 Survival Function

The survival function of the power Cauchy distribution is given by;

S(t) � 1 − 2

π
tan−1

(
t

σ

)α

(26.50)

To obtain the first order ordinary differential equation for the survival function of
the power Cauchy distribution, differentiate equation (26.50);

S′(t) � −
2α
πσ

(
t
σ

)α−1

[
1 +

(
t
σ

)2α] (26.51)

The condition necessary for the existence of equation is α, σ, t > 0.
Simplify to obtain;

π (σ 2α + t2α)S′(t) + 2ασαtα−1 � 0 (26.52)

The first order ordinary differential equations can be obtained for the particu-
lar values of the any given parameters. Some cases are considered and shown in
Table 26.1.
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Table 26.1 Classes of
differential equations
obtained for the survival
function of the power Cauchy
distribution for different
parameters

α σ π Ordinary differential
equations

1 1 1 (1 + t2)S′(t) + 2 � 0

1 1 2 (1 + t2)S′(t) + 1 � 0

1 2 1 (4 + t2)S′(t) + 4 � 0

1 2 2 (4 + t2)S′(t) + 2 � 0

2 1 1 (1 + t4)S′(t) + 4t � 0

2 1 2 (1 + t4)S′(t) + 2t � 0

2 2 1 (16 + t4)S′(t) + 16t � 0

2 2 2 (16 + t4)S′(t) + 8t � 0

26.3.4 Inverse Survival Function

The inverse survival function of the power Cauchy distribution is given by;

Q(p) � σ

(
tan

(
π (1 − p)

2

)) 1
α

(26.53)

To obtain the first order ordinary differential equation for the inverse survival
function of the power Cauchy distribution, differentiate equation (26.53);

Q′(p) � −π (Q2α(p) + σ 2α)Q1−α(p)

2ασα
(26.54)

2ασαQ′(p) + π (Q1+α(p) + σ 2αQ1−α(p)) � 0 (26.55)

The first order ordinary differential equations can be obtained for the particular
values of the parameters. Some cases are considered and shown in Table 26.2.

26.3.5 Hazard Function

The hazard function of the power Cauchy distribution is given by;

h(t) �
2α
πσ

(
t
σ

)α−1

[
1 +

(
t
σ

)2α][
1 − 2

π
tan−1

(
t
σ

)α] (26.56)

To obtain the first order ordinary differential equation for the hazard function of
the power Cauchy distribution, differentiate equation (26.56);

The condition necessary for the existence of equation is α, σ, t > 0.
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Table 26.2 Classes of differential equations obtained for the inverse survival function of the power
Cauchy distribution for different parameters

α σ π Ordinary differential equations

1 1 1 2Q′(p) + Q2(p) + 1 � 0

1 1 2 Q′(p) + Q2(p) + 1 � 0

1 2 1 4Q′(p) + Q2(p) + 4 � 0

1 2 2 2Q′(p) + Q2(p) + 4 � 0

2 1 1 4Q(p)Q′(p) + Q4(p) + 1 � 0

2 1 2 2Q(p)Q′(p) + Q4(p) + 1 � 0

2 2 1 16Q(p)Q′(p) + Q4(p) + 16 � 0

2 2 2 8Q(p)Q′(p) + Q4(p) + 16 � 0

h′(t) �
{

α − 1

t
− 2αt2α−1

σ 2α + t2α
+ h(t)

}
h(t) (26.57)

The first order ordinary differential equations can be obtained for the particular
values of the parameters.

26.3.6 Reversed Hazard Function

The reversed hazard function of the power Cauchy distribution is given by;

j(t) �
2α
πσ

(
t
σ

)α−1

[
1 +

(
t
σ

)2α][
2
π
tan−1

(
t
σ

)α] (26.58)

To obtain the first order ordinary differential equation for the reversed hazard
function of the power Cauchy distribution, differentiate equation (26.58);

j(t) �
{

α − 1

t
− 2αt2α−1

σ 2α + t2α
− j(t)

}
j(t) (26.59)

The first order ordinary differential equations can be obtained for the particular
values of the parameters.

The condition necessary for the existence of equation is α, σ, t > 0
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26.4 Conclusion

Ordinary differential equations (ODEs) has been obtained for the probability den-
sity function (PDF), quantile function (QF), survival function (SF), inverse survival
function (ISF), hazard function (HF) and reversed hazard function (RHF) of the
half-Cauchy and power Cauchy distributions.

This differential calculus, modified product rule and efficient algebraic simpli-
fications were used to derive the various classes of the ODEs. The parameter and
the supports that characterize the half-Cauchy and power Cauchy distributions deter-
mine the nature, existence, orientation and uniqueness of theODEs. The results are in
agreement with those available in scientific literature. Furthermore several methods
can be used to obtain desirable solutions to the ODEs. This method of character-
izing distributions cannot be applied to distributions whose PDF or CDF are either
not differentiable or the domain of the support of the distribution contains singular
points.
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Chapter 27
3-Parameter Weibull Distribution:
Ordinary Differential Equations

Hilary I. Okagbue, Muminu O. Adamu, Abiodun A. Opanuga,
Jimevwo G. Oghonyon and Patience I. Adamu

Abstract In this chapter, homogenous ordinary differential equations (ODE) of dif-
ferent orders were obtained for the probability density function, quantile function,
survival function inverse survival function, hazard function and reversed hazard func-
tions of 3-parameter Weibull distribution. This is possible since the aforementioned
probability functions are differentiable. Differentiation and modified product rule
were used to obtain the required ordinary differential equations, whose solutions are
the respective probability functions. 3-parameterWeibull distribution is an extension
of the Weibull distribution with an extra parameter. The different conditions neces-
sary for the existence of the ODEs were obtained and it is almost in consistent with
the support that defined the various probability functions considered. The param-
eters that defined each distribution greatly affect the nature of the ODE obtained.
This method provides new ways of classifying and approximating other probability
distributions apart from 3-parameter Weibull distribution considered in this chapter.
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27.1 Introduction

Calculus is a very key tool in the determination of mode of a given probability
distribution and in estimation of parameters of probability distributions, amongst
other uses. The method of maximum likelihood is an example.

Differential equations often arise from the understanding and modeling of real
life problems or some observed physical phenomena. Approximations of probability
functions are oneof themajor areas of applicationof calculus andordinarydifferential
equations in mathematical statistics. The approximations are helpful in the recovery
of the probability functions of complex distributions [1–4].

Apart frommode estimation, parameter estimation and approximation, probability
density function (PDF) of probability distributions can be expressed as ODE whose
solution is the PDF. Some of which are available. They include: beta distribution
[5], Lomax distribution [6], beta prime distribution [7], Laplace distribution [8] and
raised cosine distribution [9].

The aim of this research is to develop homogenous ordinary differential equations
for the probability density function (PDF), Quantile function (QF), survival function
(SF), inverse survival function (ISF), hazard function (HF) and reversed hazard func-
tion (RHF) of 3-parameter Weibull distribution. This will also help to provide the
answers as to whether there are discrepancies between the support of the distribution
and the necessary conditions for the existence of the ODEs. Similar results for other
distributions have been proposed, see [10–22] for details.

3-parameter Weibull distribution is a variant of the Weibull distribution and was
obtained to improve the flexibility of modeling with Weibull distribution [23]. The
distribution has been studied by [24], where they estimated the shape parameter of
the distribution. Cran [25] studied extensively the properties of moment estimators of
the distribution while [26] proposed the robust estimator for the 3-parameterWeibull
distribution. Some other aspects that have been studied includes: conditional expec-
tation [27], parameter estimation under defined censoring [28, 29], censoring sam-
pling [30], posterior analysis and reliability [31, 32], minimum and robust minimum
distance estimation [33, 34], three-parameterWeibull equations [35], confidence lim-
its [36], quantile based point estimate of the parameters [37], percentile estimation
[38], methods of estimation of parameters [39–43]. Strong computational techniques
have now been used in the estimation of parameters of the distribution such as par-
ticle swarm optimization [44], differential evolution [45]. Li [46] applied the least
square method in the estimation of the parameters of the distribution. Mahmoud [47]
observed that the 3-parameter inverse Gaussian distribution can be used and apply as
an alternative model for the 3-parameter Weibull distribution. The distribution has
been used in the modeling of real life situations such as: fatigue crack growth [48],
step-stress accelerated life test [49], ageing [50], helicopter blade reliability [51],
cost estimation [52], time between failures of machine tools [53].
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27.2 Probability Density Function

The probability density function of the 3-parameter Weibull distribution is given as;

f (x) � β

η

(
x − α

η

)β−1

e
−

(
x−α

η

)β

(27.1)

with the parameters α ∈ R, β, η,> 0, x ≥ 0.
To obtain the first order ordinary differential equation for the probability density

function of the 3-parameter Weibull distribution, differentiate equation (27.1), to
obtain;

f ′(x) �
{

β − 1

x − α
− β

η

(
x − α

η

)β−1
}
f (x) (27.2)

The condition necessary for the existence of the equation is x, α, β, η > 0. The
differential equations can only be obtained for particular values of α, β and η.

When β � 1, Eq. (27.2) becomes;

f ′
a(x) �

(
−1

η

)
fa(x) (27.3)

η f ′
a(x) + fa(x) � 0 (27.4)

When β � 2, Eq. (27.2) becomes;

f ′
b(x) �

{
1

x − α
− 2(x − α)

η2

}
fb(x) (27.5)

η2(x − α) f ′
b(x) − (η2 − 2(x − α)2) fb(x) � 0 (27.6)

This can be obtain for any given parameter of the distribution.
To obtain a second order ODE, Eq. (27.2) is differentiated to obtain;

f ′′(x) � f ′2(x)
f (x)

− (β − 1) f (x)

(x − α)2

− (β − 1)2 f (x)

(x − α)2
+
(β − 1) f ′(x)

x − α
(27.7)

f ′′(x) � f ′2(x)
f (x)

− β(β − 1) f (x)

(x − α)2
+
(β − 1) f ′(x)

x − α
(27.8)

The condition necessary for the existence of the equation is x ≥ 0, x − α ��
0, f (x) > 0, β, η > 0.

The second order ordinary differential equation for the probability density func-
tion of the 3-parameter Weibull distribution is given by;
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(x − α)2 f ′′(x) − (x − α)2 f ′2(x)

+ β(β − 1) f 2(x) − (β − 1)(x − α) f (x) f ′(x) � 0 (27.9)

with the initial conditions given as;

f (0) � β

η

(
−α

η

)β−1

e
−

(
− α

η

)β

(27.10)

f ′(0) � −β

η

(
−α

η

)β−1
{

β − 1

α
+

β

η

(
−α

η

)β−1
}
e
−

(
− α

η

)β

(27.11)

27.3 Quantile Function

The Quantile function of the 3-parameter Weibull distribution is given as;

Q(p) � α − η(− ln(1 − p))
1
β (27.12)

The parameters are: β, η > 0, 0 < p < 1.
To obtain the first order ordinary differential equation for the Quantile function

of the 3-parameter Weibull distribution, differentiate equation (27.12), to obtain;

Q′(p) � − η

β(1 − p)
(− ln(1 − p))

1
β
−1 (27.13)

The condition necessary for the existence of the equation is; β, η > 0, 0 < p < 1.
Some algebraic simplifications are done to obtain;

Q′(p) � − (α − Q(p))1−βηβ

β(1 − p)
(27.14)

Q(0.1) � α − η(− ln(0.9))
1
β (27.15)

The differential equations can only be obtained for particular values of α, β and
η.

When β � 1, Eq. (27.14) becomes;

Q′
a(p) � − η

(1 − p)
(27.16)

(1 − p)Q′
a(p) + η � 0 (27.17)

When β � 2, Eq. (27.14) becomes;

Q′
b(p) � − η2

2(1 − p)(α − Qb(p))
(27.18)
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2(1 − p)(α − Qb(p))Q
′
b(p) + η2 � 0 (27.19)

When β � 3, Eq. (27.14) becomes;

Q′
c(p) � − η3

3(1 − p)(α − Qc(p))2
(27.20)

3(1 − p)(α − Qc(p))
2Q′

c(p) + η3 � 0 (27.21)

27.4 Survival Function

The survival function of the 3-parameter Weibull distribution is given as;

S(t) � e
−

(
t−α
η

)β

(27.22)

To obtain the first order ordinary differential equation for the survival function of
the 3-parameter Weibull distribution, differentiate equation (27.22), to obtain;

S′(t) � −β

η

(
t − α

η

)β−1

e
−

(
t−α
η

)β

(27.23)

The condition necessary for the existence of the equation is t ≥ 0, α ∈ R, β, η >

0.

S′(t) � −β

η

(
t − α

η

)β−1

S(t) (27.24)

The differential equations can only be obtained for particular values of α, β and
η.

When β � 1, Eq. (27.24) becomes;

S′
a(t) � −1

η
Sa(t) (27.25)

ηS′
a(t) + Sa(t) � 0 (27.26)

When β � 2, Eq. (27.24) becomes;

S′
b(t) � −2

η

(
t − α

η

)
Sb(t) (27.27)

η2S′
b(t) + 2(t − α)Sb(t) � 0 (27.28)

When β � 3, Eq. (27.24) becomes;
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S′
c(t) � −3

η

(
t − α

η

)2

Sc(t) (27.29)

η3S′
c(t) + 3(t − α)2Sc(t) � 0 (27.30)

27.5 Inverse Survival Function

The inverse survival function of the 3-parameter Weibull distribution is given as;

Q(p) � α + η

(
ln

1

p

) 1
β

(27.31)

To obtain the first order ordinary differential equation for the inverse survival
function of the 3-parameter Weibull distribution, differentiate equation (27.31), to
obtain;

Q′(p) � − η

βp

(
ln

1

p

) 1
β
−1

(27.32)

Q′(p) � −
η
(
ln 1

p

) 1
β

βp
(
ln 1

p

) (27.33)

The condition necessary for the existence of the equation is β, η > 0, 0 < p < 1.
Simplify Eq. (27.33) using Eq. (27.31) to obtain;

βpQ′(p) + ηβ(Q(p) − α)1−β � 0 (27.34)

with initial value condition given as;

Q(0.1) � α + η(ln 10)
1
β (27.35)

The differential equations can only be obtained for particular values of α, β and
η.

27.6 Hazard Function

The hazard function of the 3-parameter Weibull distribution is given as;

h(t) � β

η

(
t − α

η

)β−1

(27.36)
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To obtain the first order ordinary differential equation for the hazard function of
the 3-parameter Weibull distribution, differentiate equation (27.36), to obtain;

h′(t) � β(β − 1)

η2

(
t − α

η

)β−2

(27.37)

The condition necessary for the existence of the equation is t, α, β, η > 0.

h′(t) � (β − 1)

η
h(t) (27.38)

The first order ordinary differential equation for the hazard function of the 3-
parameter Weibull distribution is given by;

ηh′(t) − (β − 1)h(t) � 0 (27.39)

with initial value condition given as;

h(0) � β

η

(
−α

η

)β−1

(27.40)

To obtain the second order ordinary differential equation for the hazard function
of the 3-parameter Weibull distribution, differentiate equation (27.37);

h′′(t) � β(β − 1)(β − 2)

η3

(
t − α

η

)β−3

(27.41)

The condition necessary for the existence of the equation is t, α, β, η > 0
Two ordinary differential equations can be obtained from the simplification of

Eq. (27.41). These are shown as Eqs. (27.42) and (27.43).

(t − α)2h′′(t) − (β − 1)(β − 2)h(t) � 0 (27.42)

(t − α)2h′′(t) − (β − 2)h′(t) � 0 (27.43)

To obtain the third order ordinary differential equation for the hazard function of
the 3-parameter Weibull distribution, differentiate equation (27.41);

h′′′(t) � β(β − 1)(β − 2)(β − 3)

η4

(
t − α

η

)β−4

(27.44)

The condition necessary for the existence of the equation is t, α, β, η > 0.
Three ordinary differential equations can be obtained from the simplification of

Eq. (27.44). These are shown as Eqs. (27.45)–(27.47).

(t − α)3h′′′(t) − (β − 1)(β − 2)(β − 3)h(t) � 0 (27.45)
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(t − α)2h′′′(t) − (β − 2)(β − 3)h′(t) � 0 (27.46)

(t − α)h′′′(t) − (β − 3)h′′(t) � 0 (27.47)

With additional initial values;

h′(0) � β(β − 1)

η2

(
−α

η

)β−2

(27.48)

h′′(0) � β(β − 1)(β − 2)

η3

(
−α

η

)β−3

(27.49)

27.7 Reversed Hazard Function

The reversed hazard function of the 3-parameter Weibull distribution is given as;

j(t) �
β

η

(
t−α
η

)β−1
e
−

(
t−α
η

)β

1 − e
−

(
t−α
η

)β
(27.50)

To obtain the first order ordinary differential equation for the reversed hazard
function of the 3-parameter Weibull distribution, differentiate equation (27.50), to
obtain;

j ′(t) �
{

β − 1

t − α
− β

η

(
t − α

η

)β−1

− j(t)

}
j(t) (27.51)

The condition necessary for the existence of the equation is t, α, β, η > 0.
The differential equations can only be obtained for particular values of α, β and

η.
When β � 1, Eq. (27.51) becomes;

j ′a(t) �
(

−1

η
− ja(t)

)
ja(t) (27.52)

η j ′a(t) + ja(t) + η j2a (t) � 0 (27.53)

When β � 2, Eq. (27.52) becomes;

j ′b(t) �
{

1

t − α
− β

η

(
t − α

η

)
− jb(t)

}
jb(t) (27.54)

η2(t − α) j ′b(t) + (β(t − α)2 − η2) jb(t) + η2(t − α) j2b (t) � 0 (27.55)
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Second order ODE can be obtained from the differentiation of Eq. (27.51) is
differentiated to obtain;

j ′′(t) �
{

β − 1

t − α
− β

η

(
t − α

η

)β−1

− j(t)

}
j ′(t)

−
{

β − 1

(t − α)2
− β(β − 1)

η2

(
t − α

η

)β−2

+ j ′(t)

}
j(t) (27.56)

The condition necessary for the existence of the equation is t, α, β, η > 0.
Further simplifications are done to obtain;

j ′′(t) � j ′2(t)
j(t)

+ j(t) j ′(t) − β(β − 1) j(t)

(t − α)2

+
(β − 1) j ′(t)

t − α
+
(β − 1) j2(t)

t − α
(27.57)

The ODEs can be obtained for the particular values of the distribution. Several
analytic, semi-analytic and numerical methods can be applied to obtain the solutions
of the respective differential equations. Also comparison with two or more solu-
tion methods is useful in understanding the link between ODEs and the probability
distributions.

27.8 Conclusion

Ordinary differential equations (ODEs) has been obtained for the probability den-
sity function (PDF), quantile function (QF), survival function (SF), inverse survival
function (ISF), hazard function (HF) and reversed hazard function (RHF) of the
3-parameter Weibull distribution.

This differential calculus, modified product rule and efficient algebraic simpli-
fications were used to derive the various classes of the ODEs. The parameter and
the supports that characterize the 3-parameter Weibull distribution determine the
nature, existence, orientation and uniqueness of the various ODE. The results are in
agreement with those available in scientific literature. Furthermore several methods
can be used to obtain desirable solutions to the ODEs. This method of character-
izing distributions cannot be applied to distributions whose PDF or CDF are either
not differentiable or the domain of the support of the distribution contains singular
points.
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