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Foreword

The Himalaya, the youngest mountain ranges of the earth in the north of India, is
home to very many high mountain peaks; mighty rivers like the Indus, Ganga and
the Brahmaputra; forests very rich in biodiversity; and vast snow-covered regions
and glaciers. It is also a very seismically active region. In view of the geotectonic
activities, climate change and ever-increasing demographic pressure, there is degra-
dation of natural resources, loss of biodiversity and soil erosion. It is also beset with
many natural disasters like the earthquakes, landslides, flash floods, forest fires and
snow avalanches. In recent years, spaceborne remote sensing along with other
geospatial techniques has emerged as excellent tools in assessment of the current
status of various resources, understanding complex interactions and providing
information for conservation and development.

I am very happy to note that the Indian Institute of Remote Sensing has over the
years carried out detailed investigations in different themes for the northwest
Himalaya (NWH) region comprising Himachal Pradesh, Uttarakhand and Jammu
and Kashmir. I am also glad to note that a volume describing this work is being
brought out. I am sure such a volume would not only be a good documentation of the
present understanding of the resource status of NWH and a useful reference material
for future work but also would be useful to the development planners of the region.

Chairman, ISRO, A. S. Kirankumar
Bangalore, Karnataka, India
September 14, 2017



Preface

The Himalayan mountain range is the youngest and the mightiest on the earth. It
extends east-west over a 2400 km long arch in the north of South Asia. It is home for
more than 100 million people, with a good fraction living at very high altitudes. It
influences the South Asian Monsoon, has large orographic precipitation and stores
water as snow and ice. A large number of mighty rivers such as the Indus, Ganga and
the Brahmaputra originate from here. A billion people living downstream in the
plains are dependent on these resources. The Himalayan mountains are among the
most biodiversity-rich ecosystems in the world. The northwest Himalaya (NWH)
region extends from the foothills of Shivaliks to the greater Himalaya and the three
states of India, Himachal Pradesh, Uttarakhand and Jammu and Kashmir form part
of this.

This youngest mountain chain of the world is seismically very active and has
experienced numerous earthquakes, landslides, snow avalanches, flash floods, forest
fire, etc. causing damage to life, property and the natural ecosystems. The climate
change and anthropogenic pressures are also exerting tremendous impacts on the
status of natural resources and biodiversity of NWH. Hence, there is an urgent need
to assess and monitor the NWH ecosystems to take remedial steps to facilitate proper
management of resources and sustainable development of this region.

In the recent past, there has been significant advancement in the field of remote
sensing. There have been a number of satellites that collect data in visible, infrared,
thermal and microwave regions at different resolutions. Geospatial technology, a
combination of remote sensing (RS), geographic information system (GIS) and
global navigation satellite system (GNSS), plays a crucial role in providing very
useful data for inaccessible terrain like the NWH and to understand complex
interactions between different components of NWH ecosystems.

Multidisciplinary studies have been carried out in the NWH region in various
themes using geospatial technology over the last few years by the Indian Institute of
Remote Sensing, ISRO, Dehradun. They are described in various parts of this
volume. The first part gives an overview of the issues, challenges and role of
geospatial technology with respect to NWH ecosystem. The second part on geology
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and geodynamics discusses geology and geohazards of NWH. The morphotectonic
analysis, debris flow modelling and total electron content (TEC) modelling as an
earthquake precursor studies are specifically addressed in this part. The third part
focuses on the water resources of NWH. It comprises cryosphere studies, hydrolog-
ical modelling and mapping of hydrometeorological hazards, monitoring and model-
ling. The spatio-temporal characteristics of rainfall over the NWH region are also
discussed in this part. In the fourth part, various aspects of the forest resources and
biodiversity of NWH region have been addressed. It includes biodiversity charac-
terisation, spatial biodiversity information system, Indian bioresource information
network and possible status of forests in different climate change scenarios. Forest
biomass assessment using various techniques, monitoring carbon exchange through
CO, flux tower and remote sensing, emissions from biomass burning and wildlife
habitat evaluation studies are also included in this part. The fifth part pertains to
agriculture and soils of NWH region. Predicting soil erosion and nutrient loss using
different models specific to mountain region and climate change impact assessment
of mountain agriculture are described in this part. Urban environment, urban settle-
ment pattern and growth dynamics have been discussed in the sixth part. An
appraisal on the vector-borne diseases is also provided. Articles discussing the EO
data requirements, availability, gaps with respect to the Himalayan region, various
geoweb services and online repositories for disaster monitoring and mitigation, and
geostatistical and deterministic interpolation methods are included in the seventh
part. This part also emphasises on the role of citizen science in disaster mitigation,
bioresource inventory and governance.

Overall, the volume summarises various investigations carried out in NWH
region in different themes, and it provides a reference material for further work
and indicates how the outputs of these studies can be of use in development planning
of the NWH region.

Bangalore, India R. R. Navalgund
Dehradun, India A. Senthil Kumar
Dehradun, India Subrata Nandy
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bioresources. He has published about 240 papers and
has written and/or edited 12 books. A series of CDs on
databases of the Indian Bioresources was developed by
his group. He is a fellow of Indian Academy of Sci-
ences, Indian National Science Academy, National
Association for Agricultural Scientists and Current Sci-
ence Association; honorary senior fellow of Jawaharlal
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Nehru Centre for Advanced Scientific Research, Benga-
luru, and of Ashoka Trust for Research in Ecology and
the Environment, Bengaluru; and adjunct fellow of
NIAS Bengaluru. He has been awarded Parisara
Prashasthi from the Government of Karnataka; Ful-
bright fellow, USA; International Radio Hope Award;
and Sahitya Academy Datti Award.

Vaibhav Garg is presently working as Scientist at
Water Resources Department, Indian Institute of Remote
Sensing (IIRS), ISRO, Dehradun, India. His field of
interests are large-scale hydrological modelling and
application of geospatial technology in water resources
problems. He did his doctoral research at the Department
of Civil Engineering, IIT, Bombay, India. He had com-
pleted his master’s in water resources engineering from
the Department of Civil Engineering, Malaviya National
Institute of Technology Jaipur, India. He has also
worked with the National Institute of Hydrology,
Roorkee; IIRS, Dehradun; and IIT Bombay, Mumbai,
with research fellow position. He has more than 8 years
of professional experience in the field of water resources.
Till date, he has published 27 refereed journal publica-
tions dealing with water resources problems. He is a life
member of International Association of Hydrological
Sciences, Indian Society of Hydraulics, Indian Society
of Remote Sensing and Indian Meteorological Society.

Surajit Ghosh has over 6 years of experience in the
field of remote sensing and GIS. In his current job at
IORA Ecological Solutions Pvt. Ltd, New Delhi, he is
associated with developing forest monitoring and eval-
uation tools. Prior to joining IORA, he has had experi-
ence of working with APRIL Asia, Indonesia, where he
has used LiDAR data for forest resource assessment and
hydrological modelling. He also had a brief association
with International Water Management Institute, Sri
Lanka, where his focus area of work was mapping of
flood inundation extent in Southeast Asia. During his
association with the Indian Institute of Remote Sensing,
Dehradun, he worked in different applications area of
remote sensing and GIS. Currently, he is pursuing his
PhD in engineering from National Institute of Durgapur.
He published more than ten peer-reviewed articles in
scientific journals.
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Kshama Gupta is currently working as Scientist in the
Indian Institute of Remote Sensing (Indian Space
Research Organisation), Dehradun. She had completed
her MTech in urban planning from School of Planning
and Architecture, New Delhi, India, after the completion
of bachelor’s in architecture from Malaviya National
Institute of Technology, Jaipur. Since then she is work-
ing as researcher in the field of remote sensing and GIS
applications for urban management and made contribu-
tions in many national level projects and research areas.
She has more than 60 publications to her name as
| research papers in international/national journals and
conferences and ISRO technical reports. Her research
interest includes smart planning, urban climate and
microclimate, urban green spaces and 3D modelling of
urban areas.

Stutee Gupta holds a master’s in botany from HNB
Garhwal University, Srinagar (Garhwal), and PhD in
forest informatics from FRI Deemed University,
Dehradun. She works in the area of remote sensing
application in natural resources and community devel-
opment. She joined IIRS as a Scientist in Forestry and
Ecology Department on 13 September 2012. She is
currently working at the Rural Development and Water-
shed Monitoring Division, National Remote Sensing
Centre, Hyderabad. Before joining ISRO, she has also
worked with [TIFM, Bhopal, and RMSI Pvt. Ltd, Hyder-
abad. She has a vast experience of more than 15 years
during which she contributed in several national and
international projects. Her area of interest includes land-
scape characterisation, biodiversity conservation, eco-
system services, community forestry and rural
development. She has authored several publications in
peer-reviewed national and international journals and
conferences.
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Sadhana Jain is presently working as Scientist at
Regional Remote Sensing Centre — Central (NRSC)
since December 2015. Prior to this, she served as scien-
tist at Urban and Regional Studies Department, Indian
Institute of Remote Sensing, Dehradun, during March
1998 to November 2015. She received her PhD degree
from IIT Roorkee in 2006. She completed her master’s
in urban development planning (1997) and Bachelor of
Architecture (1995) from Maulana Azad National Insti-
tute of Technology (formerly MACT), Bhopal. She is
one among the pioneers in the applications of high-
resolution satellite data in urban management. She has
contributed greatly to the understanding of development
patterns of informal settlements in a city. Her expertise
in the digital image processing and geographic informa-
tion system is very well recognised among remote sens-
ing and urban planning fraternity.

R. K. Jauhari joined Janta (postgraduate) College,
Bakewar (Etawah), as lecturer in zoology after complet-
ing PhD degree in zoology at the Department of Zool-
ogy, Banaras Hindu University, Varanasi, and carried
out independent research work from February 1980 to
September 1982, besides teaching UG and PG classes.
For the last 35 years, he is engaged at the Department of
Zoology, DAV (PG) College, Dehradun. From the last
6 years, he is actively engaged at the Department as
Head. Till date, 25 candidates are awarded PhD under
his guidance. He is also acting as principal investigator
of research projects in the field of parasitology/mosquito
ecology/remote sensing. He has 152 research papers to
his credit, published in the journals of national and
international repute.

Ashutosh Kumar Jha is scientist in Geoinformatics
Department, IIRS. His area of interest has been high-
performance spatio-temporal modelling, volunteer GIS
and geospatial modelling. He has been involved in the
development of ISRO Land Use/Land Cover (ILULC)
Modelling software for land use/land cover modelling
for large-area simulation and weather forecast system
modelling on HPC systems. He has been architect of
Smart Nager mobile application for volunteer-supported
Clean India Mission. He is currently working on the
BigGIS data application. Before joining IIRS, he



About the Editors and Contributors XXVil

worked for the British Telecom. He has experience in
developing business intelligence solution. He has an
MTech in remote sensing, BIT (Mesra), Ranchi, India,
and BE in computer science and engineering from VTU,
Belgaum, India. He has received the Innovation Award
[Asian Association on Remote Sensing (AARS) Foun-
dation]. He has authored different papers on Land
Use/Land Cover Modelling, a volunteer GIS application
for Swachh Bharat Mission.

Suresh Kannaujiya has been working as a Scientist in
Geosciences and Disaster Management Studies Group,
Indian Institute of Remote Sensing (ISRO), Dehradun,
for the last 4 years. After receiving the master’s degree
in applied geophysics, he is pursuing his PhD in crustal
deformation from IIT Dhanbad. He was exposed to real-
time challenges in the field of marine geophysics while
being associated with Fugro India Pvt. Ltd. as a
processing geophysicist for 5 months. Mr. Kannaujiya
has authored many research articles, published in
national and international journals/periodicals in the
field of landslide modelling, groundwater depletion,
TEC modelling, crustal deformation, hazard assessment
and integration of remote sensing and geophysics for
landslide demarcation. Till date, he has supervised
16 MTech/MSc/PG diploma students. His current inter-
est lies in modelling of GNSS data for total electron
content/strain/crustal deformation and active fault map-
ping through geophysical survey.

Harish Chandra Karnatak is currently working as a
Scientist and Head of Geoweb Services, IT & Distance
Learning Department at the Indian Institute of Remote
Sensing (IIRS), ISRO, Dehradun, India. He received his
PhD degree in computer science with specialisation in
geoinformatics. He has made significant contributions in
various  national-level  projects and outreach
programmes of ISRO on applications of space technol-
ogy for natural resources and disaster management in
India. His area of specialisation includes web/Internet-
based GIS, spatial DBMS, online geoprocessing and
analysis. He has published more than 65 peer-reviewed
research papers in various scientific journals, seminars
and conferences. He is the recipient of Indian National
Award 2016 by ISRS, two national awards for
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excellence in training by DOPT and UNDP in 2015,
ISRO Team Excellence Award in 2009 and ISRO-ASI
Team Achievement Award 2009.

Pramod Kumar is Head of Urban and Regional Stud-
ies Department, IIRS, Dehradun, India. He is an alum-
nus of IIT, Kharagpur, India, and joined Indian Space
Research Organisation in 1991. Earlier, he has worked
as assistant engineer at CES, New Delhi. He has been
involved in more than 50 mission/technology demon-
stration and research projects using geospatial data and
techniques to evolve solutions for natural resources
management and brought out technical reports and
research publications. He has published more than
40 papers in journals and conference proceedings and
many technical reports. He is the recipient of ISRO
Team Excellence Awards for two projects. At present,
he has research interests in urban hydrology and urban
water utilities.

Rakesh Kumar who is a researcher in forestry and
ecological domain, has done his postgraduation in envi-
ronment management from FRI University and MTech
degree in remote sensing and GIS technology from
Andhra University. He has worked with some of the
reputed research institutes of India based in Dehradun,
viz. Forest Research Institute, Indira Gandhi National
Forest Academy and Indian Institute of Remote Sens-
ing, and contributed in scientific projects related to
natural resources monitoring and management. His
area of specialisations are applications of geospatial
technology in forest resource monitoring and manage-
ment, carbon flux monitoring using eddy covariance-
based flux tower and forest and climate change espe-
cially REDD+.
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Shashi Kumar received BSc (Hons.) degree in physics
from Veer Kunwar Singh University, Arrah, India, in
2002, and MSc degree in physics from Patna University,
Patna, India. He completed the MSc geoinformatics
course under the joint education programme of the
Indian Institute of Remote Sensing (IIRS), Dehradun,
India, and ITC, Enschede, Netherlands. He is currently a
Scientist in the IIRS, ISRO, Dehradun, India. He has
worked as a member of SAR Task Group to develop
SAR protocols for forest carbon inventory of Indian
forest under the USAID Forest-PLUS Technical Assis-
tance Programme. He is actively involved in NASA-
ISRO Synthetic Aperture Radar-related activities. His
research interests include SAR remote sensing with
special emphasis on polarimetric SAR, polarimetric
SAR interferometry and SAR tomography for structural
and biophysical characterisation of man-made and nat-
ural features.

Shashi Gaurav Kumar is a nature enthusiast with over
3 years of research and corporate experience in
geospatial technology in natural resource management
and earth science. He holds Master of Remote Sensing
and GIS with specialisation in geosciences from the
Indian Institute of Remote Sensing, ISRO, and a bach-
elor’s degree in geoscience engineering from the Uni-
versity of Petroleum and Energy Studies. He has
research experience in earthquake and geodynamics
and has published research papers in peer-reviewed
journals. Presently, he is associated with Quantum
Asia Pvt. Ltd., Jaipur, in the capacity of Tech Lead-
GIS. He has contributed significantly in various projects
on mapping and monitoring of natural resources during
his association with RMSI Pvt. Ltd., Noida, and
commissionerate of Watershed and Soil Conservation,
Jaipur.
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Suresh Kumar is working as Scientist SG and Head of
Agriculture and Soils Department at the Indian Institute
of Remote Sensing (IIRS), Government of India, Indian
Space Research Organisation (ISRO). He is Bachelor of
Science in agriculture, Master of Science in soil science
and Doctor of Philosophy in soil science from GB Pant
University of Agriculture and Technology, Pantnagar,
India. He has vast experience in applications of remote
sensing and GIS in soil resource survey, land evaluation,
soil carbon assessment, modelling soil erosion processes
and watershed management. He did commendable
research and published research papers in various inter-
national journals (15 nos.) and in national journals
(27 nos.). He had carried out several national projects
such as National Land Degradation Mapping, Waste-
land Mapping, Integrated Mission for Sustainable
Development, National Soil Carbon Project, Climate
Change Impact on Soil Quality and Land Degradation
in Northwest Himalaya.

S. P. S. Kushwaha works at Forest Research Institute,
Dehradun, after 35-year career at National Remote
Sensing Centre, Hyderabad, and Indian Institute of
Remote Sensing, Dehradun (under ISRO). He has PhD
in ecology from North-Eastern Hill University, Shil-
long, and diploma in forest remote sensing and postdoc-
toral research experience from Albert Ludwigs
University at Freiburg, Germany. His research interests
are forest resources inventory, ecosystem analysis,
species-habitat modelling, biodiversity conservation,
microwave and LiDAR sensing, carbon flux modelling
and sustainable development planning. He has been
involved in 25 projects on remote sensing and GIS
applications and has 65 publications in international
and 50 in national journals. He has served as member
of IUFRO, Vienna Working Group 4.2.2 on
Multipurpose Inventories. He is fellow of Alexander
von Humboldt Foundation, Germany, and National
Academy of Sciences, India.
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Sandeep Maithani is working as a Scientist at the
Indian Institute of Remote Sensing (Indian Space
Research Organisation) since 1996. He holds a bache-
lor’s in civil engineering from National Institute of
Technology (NIT) Allahabad in 1992, master’s in
urban and rural planning from IIT Roorkee in 1995
and PhD in urban growth modelling from IIT Roorkee
in 2008. His research work focuses on spatial urban
growth modelling, urban risk vulnerability analysis
and application of night-time data in urban and regional
planning. He has nearly 30 publications to his credit in
journals, conferences and book chapters.

Ritwik Mondal is a prominent researcher who worked
on CSIR-sponsored project on surveillance of Aedes
species based on dengue in Dehradun district. He sub-
mitted his PhD in HNB Garhwal University which is
almost at the brim of award. He published nine research
papers. In three academic meets [8th USSTC, held in
Doon University, Dehradun, on 26-28 December 2013;
in national symposium on ‘Perspectives on research in
science and health care’ held on 29-30 January 2016, at
SBS (PG) Institute, Balawala, Dehradun; and national
seminar on ‘Environmental health vis-a-vis human wel-
fare in present scenario’ held on 18-19 April 2016, at
DAYV (PG) College, Dehradun], he was conferred with
Young Scientist Awards. Nowadays, he is engaged as
assistant professor in zoology at North Bengal Univer-
sity, West Bengal.

Indranil Nandi is an MTech (Master of Technology)
student at Marine and Atmospheric Sciences Depart-
ment, Indian Institute of Remote Sensing (IIRS), Gov-
ernment of India, Indian Space Research Organisation
(ISRO). He received Bachelor of Science in chemistry
and Master of Science in marine science from the Uni-
versity of Calcutta. He has actively participated in
research conferences/seminars/workshops/symposia of
national level in India.
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Subrata Nandy is currently working as Scientist/Engi-
neer-SE in Forestry and Ecology Department of the
Indian Institute of Remote Sensing, ISRO, Dehradun.
He received MSc and MPhil in Ecology from Assam
University, Silchar, Assam. He obtained his PhD in
Forest Geoinformatics from the Forest Research Insti-
tute University, Dehradun. His research expertise
includes forest biomass/carbon and productivity assess-
ment, and LiDAR remote sensing in forestry. He has
more than 15 years of research experience in the appli-
cations of remote sensing and GIS in forestry and ecol-
ogy. He worked significantly in the synergistic use of
passive optical and LiDAR data for forest biomass/car-
bon assessment using various techniques. He also con-
tributed immensely in National level projects, ISRO’s
earth observation application mission and technology
development projects. He has published 33 research
papers in peer-reviewed journals.

Somalin Nath is a research scholar in Geosciences and
Disaster Management Studies Group, Indian Institute of
Remote Sensing, ISRO, Dehradun. She is pursuing PhD
on ‘Crustal deformation study in Uttarakhand and
Himachal Himalaya’ from IIT (ISM) Dhanbad. She
holds MTech from ISM Dhanbad and MSc from
Sambalpur University. She is gold medallist in MSc
and First rank holder in BSc.

Bhaskar Ramchandra Nikam is presently working as
Scientist/Engineer ‘SE’ at Water Resources Department
of the Indian Institute of Remote Sensing, Indian Space
Research Organisation, Dehradun, India. He has done
his PhD in the field of water resources management
from the Indian Institute of Technology Roorkee,
Roorkee. His research interests are in the field of
retrieval of hydrological parameters using remote sens-
ing, irrigation water management, hydrological model-
ling, climate change studies, etc. He has participated in
many national- and organisation-level research and
operational projects related to the applications of remote
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sensing to real-world problems of water sector. Apart
from research activities, he is also involved in education
and capacity building activities of the Indian Institute of
Remote Sensing (IIRS) and Centre for Space Science
and Technology Education in Asia and the Pacific.
Dr. Nikam has around 80 publications to his credit
including 26 publications in peer-reviewed journals
and 1 book chapter.

Kapil Oberai is working as Scientist/Engineer ‘SE’ at
the Indian Institute of Remote Sensing (IIRS), Indian
Space Research Organisation (ISRO), Dehradun, India.
He holds master’s (MTech) degree in software engineer-
ing from Kurukshetra University, India. He joined IIRS/
ISRO in year 2008 as Scientist/Engineer ‘SC’. Prior to
joining IIRS/ISRO, he was working with American
Express as programmer analyst. His main research inter-
est includes web technologies, WebGIS, location-based
services and spatial database. He received the Best
Paper Award in Map India 2010 Conference (13 annual
international conference and exhibition on geospatial
information technology and applications) held during
January 2010 at Gurgaon, India. He has worked in
national and in-house research projects and has over
ten scientific publications in journals and conferences.

Hitendra Padalia is Scientist/Engineer ‘SF’ at For-
estry and Ecology Department of the Indian Institute
of Remote Sensing, ISRO, Dehradun. He received
MSc in forest economics and management and PhD
degree in forestry from Forest Research Institute (FRI)
University, Dehradun. His research interests are
advanced sensors (hyperspectral, microwave remote
sensing, fluorescence) and modelling applications in
forest and ecological studies. He has contributed to
several national operational (Natural Resources Census,
SIDDP) and research projects (DOS-DBT Biodiversity
Project, ISRO-GBP-National Carbon Project, ISRO-
GBP-LULC Dynamics, NNRMS-Mapping NPs and
WLS in India). He has 32 research publications in
peer-reviewed journals.
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Hina Pande is Scientist and teaching faculty at the
Indian Institute of Remote Sensing, ISRO, Dehradun.
Her research interest and area of expertise is in the field
of high-resolution image analysis for automated feature
extraction and 3D modelling. She has over 15 years of
teaching and research experience in these domains. She
also has about 50 publications in leading journals and
conferences. She has a PhD in earth science from IIT
Roorkee, India.

N. R. Patel a senior Scientist at the Indian Institute of
Remote Sensing, ISRO, has an experience of 20 years
on space applications in the field of agriculture. He
obtained his master’s degree in agronomy and PhD in
agrometeorology from Gujarat Agricultural University,
Anand (Gujarat). He has received recognition in the
field of agriculture and agrometeorology in India and
abroad. He has been honoured with Dr. Vikram
Sarabhai Research Award for his contribution in the
field of space application to agrometeorology. He served
as council member/secretary of professional scientific
societies (Association of Agrometeorologist, ISPRS
WG on agroecosystem and biodiversity, fellow of
Earth Science Foundation). He has more than 100 pub-
lications with 70 published in peer-reviewed interna-
tional and national journals. Recently significant
contribution is made towards monitoring carbon fluxes
over terrestrial ecosystems in India and assessing the
vulnerability of agriculture in northwestern Himalaya to
climate change.

N. Pemola Devi is currently engaged as assistant pro-
fessor in the Department of Zoology, DBS
(PG) College, Dehradun, since 2008. She availed
DPhil degree from HNB Garhwal University. As a
research scholar, she had availed JRF, SRF and RA
fellowships from various agencies like DST, CSIR and
ISRO. She also awarded Women Scientist Fellowship
(WOS-B) by DST, New Delhi. She also conferred
Young Scientist Award by Zoological Society of India
at 14th All India Congress of Zoology 2003 at
Kanyakumari. Also conferred two more young scientist
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awards on USSC during 2006-2007. She has published
her research work in 48 papers in national and interna-
tional reputed journals and books.

A. Ponraj pursued his master’s degree in remote sens-
ing and GIS, with specialisation in sustainable agricul-
ture from the Indian Institute of Remote Sensing (IIRS).
He worked on ‘Climate change and food security’ as a
junior research fellow at IIRS. Currently, he is working
as a research associate at International Maize Wheat
Improvement Centre (CIMMYT), New Delhi, and
working with climate-smart agriculture and crop insur-
ance schemes in India for Climate Change Agriculture
and Food Security (CCAFS) Programme. He has
published one research paper in a peer-reviewed journal.

Pooja Rathore is currently a PhD student at the For-
estry and Ecology Department, Indian Institute of
Remote Sensing, Indian Space Research Organisation,
Dehradun, India. She received a master’s degree in
environmental sciences at Rajasthan University in
2011. She enrolled into her current PhD programme
after working for the Arid Forest Research Institute,
India. Her current research focuses on the vulnerability
assessment of Western Himalayan temperate and alpine
species in terms of their spatial variability under
projected climate change scenarios.

Arijit Roy is presently a Scientist at the Indian Institute
of Remote Sensing, Indian Space Research Organisa-
tion, India, and has a PhD in botany with specialisation
in ecosystem process and modelling from Banaras
Hindu University. He has been working in the fields of
geospatial modelling of the impact on the terrestrial
ecosystems mainly the structure and functioning (biodi-
versity, nutrient dynamics) as a result of the climate
forcing and anthropogenic influences. His research
interests include biodiversity characterisation and spa-
i tial landscape modelling, remote sensing and GIS in
environment and ecology, terrestrial ecology and eco-
systems, network and corridors in ecology and land-
scape, wildlife habitat and modelling including
migration modelling and climate change impacts on
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ecosystems. He has more than 30 peer-reviewed papers
in various international journals and more than 80 pub-
lications and reports. Presently he is working in the
broad area of climate change impacts on ecosystem
structure and functioning.

S. K. Saha presently, is Distinguished Professor of
geoinformatics at the University of Petroleum and
Energy Studies (UPES), Dehradun, India, and former
Dean and Group Director of Earth Resources and Sys-
tem Studies Group, Indian Institute of Remote Sensing
(IIRS), Indian Space Research Organisation (ISRO),
Dehradun, India. He has more than 30 years of national
and 20 years of international postgraduate education and
training and research experiences in the field of remote
sensing and GIS technology and applications in natural
resources and environmental inventory, monitoring and
management. He has published about 100 research
papers in peer-reviewed international and national
journals dealing with geospatial technologies and appli-
cations, in addition to other technical publications. He
was awarded with the national prestigious award called
‘Prof. Satish Dhawan’ Award for lifetime research con-
tributions in RS and GIS technology, applications and
capacity building in Asia-Pacific region by the Indian
Society of Remote Sensing (ISRS).

Raghavendra Sara is working as Scientist in the
Indian Institute of Remote Sensing, ISRO, Dehradun,
since July 2009. He holds an MTech degree (civil engi-
neering) from the Indian Institute of Technology Kan-
pur, India, and a bachelor’s degree in civil engineering
from Osmania University, Hyderabad. His research
interests are LIDAR remote sensing, UAV remote sens-
ing and close-range photogrammetry.
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Sameer Saran is presently working as Scientist ‘SF’
and Head of Geoinformatics Department, Indian Insti-
tute of Remote Sensing (IIRS), ISRO, Dehradun. He is
also course director of Joint Education Programme
(JEP) between IIRS and ITC, Netherlands, co-chair of
International Society for Photogrammetry and Remote
Sensing (ISPRS) Working Group V/3 on Citizen Sci-
ence, secretary of Indian Society of Remote Sensing and
national coordinator of Indian Bioresource Information
Network (IBIN) national project. His research interests
are distributed GIS, 3D city models and OGC CityGML,
citizen science, spatial databases, geospatial Modelling
and open-source GIS. He has executed various national
projects in conservation and governance. He has
published over 40 research papers in peer-reviewed
journals and around 50 in proceedings, chapters and
technical reports. He is the recipient of Indian National
Geospatial Award from ISRS and Team Excellence
Award from ISRO and ASI. He has MSc in physics
and PhD in geoinformatics.

A. Senthil Kumar received his PhD from the Indian
Institute of Science, Bangalore, in the field of image
processing in 1990. He joined ISRO in 1991 and has
been serving in Indian satellite programmes in various
capacities. His research includes sensor characterisation,
radiometric data processing, image restoration, data
fusion and soft computing. He is currently the Director
of the Indian Institute of Remote Sensing, Dehradun,
and also the Director of UN-affiliated Centre for Space
Science and Technology Education in Asia and the
Pacific. He is the President of ISPRS Technical Com-
mission V on Education and Outreach and Chair of
CEOS Working Group on Capacity Building and Data
Democracy. He has published about 120 technical
papers in international journals and conferences, besides
technical reports. He is a recipient of ISRO Team
Awards for Chandrayaan-1 mission and Prof. Satish
Dhawan Award conferred by the Indian Society of
Remote Sensing. He is also the associate editor of
Journal of the Indian Society of Remote Sensing.
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Hari Shankar is presently working as Scientist/Engi-
neer ‘SD’ in Geoinformatics Department at the Indian
Institute of Remote Sensing (IIRS), ISRO, Dehradun,
India. He had joined IIRS in year 2010 after completing
MSc in physics from MIJP Rohilkhand University,
Bareilly, Uttar Pradesh, India. During his master’s
degree, he secured gold medal for standing first and
honours in the university. His primary area of research
interest is transportation GIS and geostatistics. He has
published seven papers in peer-reviewed journals and
six in conferences/proceedings. He was the Best Paper
Award winner at National Symposium on Geomatics for
Digital India at JK Lakshmipat University, Jaipur,
in 2015.

Gopal Sharma is a Scientist at North Eastern Space
Application Centre. He is pursuing his PhD from the
Indian Institute of Technology (Indian School of
Mines), Dhanbad. His research interest includes various
earthquake precursors for understanding of lithosphere-
atmosphere-ionosphere coupling, crustal deformation
and active tectonics. During his research, he has devel-
oped vast experience in GNSS monitoring, surveying
and data processing. He is specialised in GNSS total
electron content estimation for earthquake precursors,
deformation analysis and strain accumulation
measurements.

K. Shiva Reddy is faculty in Geoinformatics Depart-
ment of IIRS. He holds MTech in geomatics and BE in
IT from IIT Roorkee and Government Engineering Col-
lege Bilaspur (CG), respectively. His active research
interest is in application of spatial and spatio-temporal
data mining in Health GIS. Currently, he is pursuing
PhD in the field of geographic data mining from IIT
Roorkee. He is an active member of GitHub and con-
tributes in the field of geospatial technologies. His nota-
ble open-source contributions are (1) Trivim, a street
view mapping software, and (2) SaTSviz, a plugin for
QGIS v 1.8 for SatScan analysis.
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Asfa Siddiqui is currently working as a Scientist at the
Indian Institute of Remote Sensing (Indian Space
Research Organisation) since 2014. She holds a bache-
lor’s in architecture from Government College of Archi-
tecture, Lucknow, in 2011, and a master’s in planning
with specialisation in urban planning from School of
Planning and Architecture, New Delhi, in 2013. She
worked at NIT Kozhikode (Calicut) prior to joining
ISRO. She is a double gold medallist and has received
government scholarships and awards at college level.
Her work focuses on urban and regional areas with
emphasis on urban energy and environment. She has
12 publications to her credit in journals, conferences and
book chapter.

Charu Singh is a Scientist with Marine and Atmo-
spheric Sciences Department, Indian Institute of Remote
Sensing, ISRO, Dehradun. She has been associated with
ISRO for the past 10 years, and prior to joining IIRS, she
was posted in Space Applications Centre, ISRO,
Ahmedabad. She holds postgraduate degree in physics
from IIT Roorkee and MSc (Engineering) by research
degree in atmospheric sciences from IISc Bangalore.
Presently, she is pursuing PhD from IIT Delhi. Her
research area includes South Asian monsoon system,
extreme rainfall events, aerosol-cloud-precipitation
interlink and retrieval of geophysical parameters from
remotely sensed data. She has been a recipient of several
scholarships/fellowships such as UP state-level scholar-
ship, national scholarship, Indian Academy of Science
fellowship and CSIR fellowship for JRF. She has
12 publications in peer-reviewed international journals.

Jyoti Singh received MTech (remote sensing and GIS)
from the Indian Institute of Remote Sensing, Dehradun,
in 2015. She served as a research associate in Karnataka
Knowledge Commission and is currently pursuing PhD
from the Centre for Atmospheric Sciences, Indian Insti-
tute of Technology, Delhi. The topic of her PhD is
‘Impact of climate change and groundwater depletion
over India’. Her research interests include agroclimatic
suitability, groundwater depletion, food security, remote
sensing and data analysis and GIS. She is a lifetime
member of Journal of Agrometeorology. She has
published one paper in a peer-reviewed journal.




x1

About the Editors and Contributors

Priyanka Singh is working as a senior research fellow
in Indian Bioresource Information Network (IBIN)
National Project of Geoinformatics Department, Indian
Institute of Remote Sensing and also registered for the
part-time PhD programme at the Department of Mining
Engineering, Indian Institute of Technology (Indian
School of Mines), Dhanbad, on the topic ‘An interoper-
ability framework for bioresource distributed database’.
She has over 3 years of research experience in the field
of WebGIS and information technology such as state-of-
the-art technology (natural language processing), cloud
computing, web application development, semantic
web, mobile computing and spatial and non-spatial data-
base management. She has developed various applica-
tions such as IBIN mobile app, 3D modelling of a
building using terrestrial laser scanner and hydrometeo-
rological information system of flood management, a
project in collaboration of the Government of Bihar
and World Bank.

Sarnam Singh received PhD from the University of
Calcutta, Kolkata, in 1991 and MSc in botany from
Kanpur University, Kanpur, in 1977. He was Scientist/
Engineer — G, Dean (Academics), Group Director of
Earth Resources & System Studies Group and Head of
Forestry and Ecology Department of the Indian Institute
of Remote Sensing (IIRS), ISRO, Dehradun. His
research expertise includes plant systematics, taxonomy
and floristics; application of geospatial technologies for
forest management; biodiversity characterisation for
conservation prioritisation; vegetation carbon pool
assessment; carbon sequestration and productivity;
wildlife  habitat evaluation; forest monitoring;
hyperspectral remote sensing; and digital photogramme-
try for forestry. He was also director-in-charge of
CSSTEAP (affiliated to United Nations). He has more
than 100 publications in journals and proceedings and
authored/co-authored more than 50 books/book chap-
ters. He has 48 new plant species to his credit. Two plant
species are named after him. He has extensively
explored the entire Indian Himalaya to study biodiver-
sity from tropical to alpine ecosystems.



About the Editors and Contributors xli

Ritika Srinet is currently pursuing PhD in forestry
with specialisation in forest geoinformatics from Forest
Research Institute (FRI) University, Dehradun. She has
completed her MSc in environment management from
FRI University, Dehradun, and postgraduate diploma in
remote sensing and GIS with specialisation in forest
resources and ecosystem analysis from the Indian Insti-
tute of Remote Sensing (IIRS). She received gold medal
in her master’s. Her area of interest is remote sensing
applications in forestry and biomass and productivity
assessment.

Shuchita Srivastava is Scientist/Engineer ‘SE’ at
Marine and Atmospheric Sciences Department of the
Indian Institute of Remote Sensing, ISRO, Dehradun.
She received her PhD degree in atmospheric science
from Physical Research Laboratory Dehradun. She did
commendable research on chemical and dynamical pro-
cesses affecting the distribution of ozone and its pre-
cursors over the Indian subcontinent. She has
established a trace gas laboratory at IIRS Dehradun.
She is principal investigator of ISRO GBP ATCTM
Project. She has published 11 research articles in peer-
reviewed journals.

S. K. Srivastav is currently working as Scientist ‘G’
and Group Director of Geospatial Technology and Out-
reach Programme (GT&OP) Group at the Indian Insti-
tute of Remote Sensing (IIRS), ISRO, Dehradun. He is
also the lead of Working Group on Capacity Building of
ISRO; deputy project director (training) of
ASEAN-India Space Cooperation Programme; associ-
ate programme director of Programme Steering Group
on Capacity Building of ISRO; co-chair of International
Society for Photogrammetry and Remote Sensing
(ISPRS) Working Group V/6 on Distance Learning.
His research interests are in the fields of geologic remote
sensing, groundwater hydrology and land use/land cover
change analysis and modelling. He has over 55 scientific
publications in journals and proceedings and many




xlii

About the Editors and Contributors

technical reports to his credit. He is the recipient of PR
Pisharoty Memorial Award from the Indian Society of
Remote Sensing and four ISRO Team Excellence
Awards. He holds doctorate degree in geology.

Praveen K. Thakur is currently working as Scientist/
Engineer ‘SF’ at Water Resources Department, Indian
Institute of Remote Sensing (IIRS), ISRO, Dehradun.
He holds BTech in civil engineering from NIT,
Hamirpur (2001); MTech in water resources engineer-
ing from IIT, Delhi (2002); and PhD from geomatics
engineering in IIT Roorkee (2012). He joined IIRS
Dehradun in 2004. He has more than 14 years of expe-
rience in the usage of remote sensing and GIS in water
resources and hydrology. He has published more than
40 research papers in peer-reviewed international/
national journals and more than 50 papers/extended
abstracts in conferences/symposiums. His current
research interests are geospatial technology application
in water resources, snow, glacier, flood and groundwater
hydrology, hydrological modelling and data assimila-
tion. He also has specialisation in microwave remote
sensing for hydrological studies. He is life member of
six professional societies. He received ISRO Young
Scientist Merit Award in 2014.

Sanjay Kr. Uniyal is a Principal Scientist at the CSIR-
Institute of Himalayan Bioresource Technology,
Palampur (HP), India. He has more than 25 years of
field research experience in the Himalaya, wherein he is
involved in research on plant ecology, biodiversity con-
servation, environmental monitoring, resource use pat-
terns of local people and the development of plant
databases. Dr. Uniyal is a member of the National
Academy of Sciences, India, Medicinal Plants Specialist
Group of the IUCN, International Association for Ecol-
ogy, International Society for Tropical Ecology and
International Society of Ethnobiologists. He has
published more than 60 research articles in journals of
international repute. He also has three books and six
book chapters to his credit.



About the Editors and Contributors xliii

Prabhakar Alok Verma is presently working as Sci-
entist/Engineer ‘SC’ in Geoinformatics Department at
the Indian Institute of Remote Sensing (IIRS), ISRO,
Dehradun, India. He had joined IIRS in year 2013 after
completing BTech in physical sciences from the Indian
Institute of Space Science and Technology, Trivandrum,
India. Till date, he has done research in the field of
geostatistics and road transportation network using
open-source tools and techniques. Also he has worked
in the nation project of ISRO Geosphere Biosphere
Programme. He has published three papers in peer-
reviewed journals and three in conferences/proceedings
and prepared some technical reports.

Taibanganba Watham is presently working as a
research associate in Wildlife Institute of India,
Dehradun. His research interest lies in the field of ecol-
ogy and environment and understanding evaluation and
quantification of ecosystem and its resources using mod-
ern techniques. He received PhD in forest ecology and
environment from FRI University, Dehradun. During
his PhD, he has worked on unifying framework of
diverse study domains such as forest inventory, instru-
ment measurement, RS and GIS, ecosystem modelling
and ecology. He is experienced on operation and main-
tenance of various instruments ranging from normal
wind anemometer to 3D sonic anemometer, open path
Infrared gas analyser and many more slow sensors for
micrometeorological observation. He is currently work-
ing on e-flow study for conservation of Black-necked
crane (Grus nigricollis) at Namjang Chu Hydroelectric
Power proposed site. He has published nine research
papers in peer-reviewed journals.




xliv

About the Editors and Contributors

Yesobu Yarragunta is working as SRF (senior
research fellow) in Marine and Atmospheric Sciences
Department at Indian Institute of Remote Sensing
(ITIRS), Government of India, Indian Space Research
Organisation (ISRO). He received Master of Science in
physics, Master of Technology in remote sensing from
Andhra University, Visakhapatnam, India, and pursuing
Doctor of Philosophy in physics from Kumaun Univer-
sity, Nainital, India. He has 5 years’ experience in air
quality modelling and atmospheric science. He has
published one research paper in International Journal.
He has actively participated in more than three research
conferences/seminars/workshops/symposia of interna-
tional/national level in India.



Glossary

AAR
AGB
AGC
AGNPS
AGW
AGWB
AHP
Al
AIRS
ALOS
AMSR-E

ANN
ANSWERS

AOI
APEX
API

AQI
ARCTAS

ASCAT
ASCII
ATLAS
AWS
BCLL
BGB
BIRZ
BIS
BMLR
BR

Accumulation Area Ratio

Aboveground Biomass

Aboveground Carbon

Agricultural Non-point Source Pollution
Atmospheric Gravity Waves

Aboveground Woody Biomass

Analytical Hierarchy Process

Artificial Intelligence

Atmospheric Infrared Sounder

Advanced Land Observing Satellite

Advanced Microwave Scanning Radiometer on the Earth
Observation System

Artificial Neural Network

Areal Nonpoint Source Watershed Environment Response
Simulation

Area of Interest

Agricultural Policy Environmental eXtender
Application Programming Interface

Air Quality Index

Arctic Research of the Composition of Troposphere from Aircraft
and Satellites

Advanced SCATterometer

American Standard Code for Information Interchange
Advanced Topographic Laser Altimeter Systems
Automatic Weather Station

Biodiversity Characterisation at Landscape Level
Belowground Biomass

Bare Ice Radar Zone

Biodiversity Information System

Binomial Multiple Logistic Regression

Biological Richness

xlv



xlvi

BRICs
BUE
CA
CART
CASA
CC1
CCSM
CERES
CoK
cop
CPA
CRP
CTS
CcwcC
DBH
DEM
DGVM
DInSAR
DMSP
DNI
DRR
DSSAT
DTM
DVI
EC
ECU
EDGAR
ELA
EML
EO
EOL
EPIC
ERP
ERS
ESA
ESRI
ET
ETM
EUROSEM
EVI
FAO
FCC
FCD
FFT

Bioresource Information Centres

Built Urban Environment

Cellular Automata

Classification And Regression Tree
Carnegie-Ames-Stanford Approach

Climate Change Initiative

Community Climate System Model

Clouds and the Earth’s Radiant Energy System
Co-kriging

Conference of the Parties

Canopy Projection Area

Close-Range Photogrammetry

Coordinate Transformation Service

Central Water Commission

Diameter at Breast Height

Digital Elevation Model

Dynamic Global Vegetation Model
Differential Interferometric Synthetic Aperture Radar
Defence Meteorological Satellite Programme
Direct Normal Irradiance

Direct Radiometric Relation

Decision Support System for Agrotechnology Transfer
Digital Terrain Model

Difference Vegetation Index

Eddy Covariance

Effective Chill Unit

Emission Database for Global Atmospheric Research
Equilibrium Line Altitude

Ecological Metadata Language

Earth Observation

Encyclopaedia of Life

Erosion Productivity Impact Calculator
Environmental Resource Potential

European Remote Sensing

European Space Agency

Environmental Systems Research Institute
Evapotranspiration

Enhanced Thematic Mapper

EUROpean Soil Erosion Model

Enhanced Vegetation Index

Food and Agriculture Organization

False Colour Composite

Forest Canopy Density

Fast Fourier Transform

Glossary



Glossary

fPAR
GBH
GBP
GCM
GCP
GDAL
GEPIC
GFS
GHG
GHI
GIDS
GIS
GLAS
GLM
GLOF
GMB
GML
GNSS
GOES
GPM
GPP
GPR
GPS
GPZI
GrADS
GRASS
GUI
GVMI
HadGEM
HAND
HEC-HMS
HFT
HSI
HMS
HP
HTAP
HTML
IBIN
ICESat
ICT
IDW
IGBP
TRS
ILWIS

Fraction of Absorbed Photosynthetically Active Radiation
Girth at Breast Height

Geosphere-Biosphere Programme

Global Circulation Model

Ground Control Point

Geospatial Data Abstraction Library

GIS-Based Environmental Policy-Integrated Climate
Global Forecast System

Greenhouse Gas

Global Horizontal Irradiance

Gradient plus Inverse Distance Squared
Geographic Information System

Geoscience Laser Altimeter System

Generalised Linear Model

Glacial Lake Outburst Flood

Glacier Mass Balance

Geography Markup Language

Global Navigation Satellite System
Geostationary Operational Environmental Satellite
Global Precipitation Measurement

Gross Primary Productivity

Ground Penetrating Radar

Global Positioning System

Global Permafrost Zonation Index

Grid Analysis and Display System

Geographic Resources Analysis Support System
Graphical User Interface

Global Vegetation Moisture Index

Hadley Global Environment Model

Height Above Nearest Drainage

Hydrologic Engineer Centre-Hydrologic Modelling System
Himalayan Frontal Thrust

Habitat Suitability Index

Hydrological Modelling System

Himachal Pradesh

Hemispheric Transport of Air Pollution
Hypertext Markup Language

Indian Bioresource Information Network

Ice, Cloud and Land Elevation Satellite
Information and Communication Technology
Inverse Distance Weighted

ISRO Geosphere and Biosphere Programme
Indian Institute of Remote Sensing

Integrated Land and Water Information System

xlvii



xlviii

IMD
IMMS
IMSRA
INCCA
InSAR
INTACH
IPCC
IRS

ISM
ISRO
IUCN
IWMP
J&K
JAXA
KED
KINEROS
k-NN
LAI
LCCS
LiDAR
LIS

LISS
LITE
LSWI
LUE
LULC
MAGST
MANU
MBT
MCARI
MCE
MCT
MLR
MMF
MMI
MMS
MODIS
MOSDAC
MPS
MRENDVI
MSAVI
MSI
MSSDIM
MUSLE

Glossary

Indian Meteorological Department

Integrated Mountain Monitoring System
INSAT Multispectral Rainfall Algorithm
Indian National Climate Change Action
Interferometric Synthetic Aperture Radar
Indian National Trust for Art and Cultural Heritage
Intergovernmental Panel on Climate Change
Indian Remote Sensing

Indian Summer Monsoon

Indian Space Research Organisation
International Union for Conservation of Nature
Integrated Watershed Management Programme
Jammu and Kashmir

Japan Aerospace Exploration Agency

Kriging with External Drift

Kinematic Runoff and Erosion Model
k-Nearest Neighbour

Leaf Area Index

Land Cover Classification System

Light Detection And Ranging

Lightning Imaging Sensor

Linear Imaging Self Scanner

LiDAR In-Space Technology Experiment
Land Surface Water Index

Light Use Efficiency

Land Use/Land Cover

Mean Annual Ground Surface Temperature
Map the Neighbourhood in Uttarakhand

Main Boundary Thrust

Modified Chlorophyll Absorption Ratio Index
Multi-criteria Evaluation

Main Central Thrust

Multiple Linear Regression

Morgan, Morgan and Finney

Modified Mercalli Intensity

Mobile Mapping Systems

Moderate Resolution Imaging Spectroradiometer
Meteorological and Oceanographic Satellite Data Archival Centre
Mean Patch Size

Modified Red Edge Normalised Difference Vegetation Index
Modified Soil Adjusted Vegetation Index
Moisture Stress Index

Modified Shi Snow Density Inversion Model
Modified Universal Soil Loss Equation



Glossary

NAAQS
NAPCC
NASA
NBDB
NBSS&LUP
NCC
NCEI
NCEP
NCP
NDSI
NDVI
NEE
NGO
NICES
NMSHE
NN
NOAA
NPP
NREL
NRSC
NSRDB
NUE
NUIS
NWH
NWP
OBIA
OFE
OGC
OGR
OLS
OSAVI
OSM
PAR
PFRZ
PLAND
PostgreSQL
PR
PRECIS
PVI
RADAR
RAMMS
RCP
RDBMS
RDVI

National Ambient Air Quality Standards
National Action Plan on Climate Change
National Aeronautics and Space Administration
National Bioresource Development Board
National Bureau of Soil Survey and Land Use Planning
Natural Colour Composite

National Centres for Environmental Information
National Centre for Environmental Prediction
National Carbon Project

Normalised Difference Snow Index

Normalised Difference Vegetation Index

Net Ecosystem Exchange

Non-governmental Organisation

xlix

National Information system for Climate and Environmental Studies

National Mission for Sustaining Himalayan Ecosystems
Nearest Neighbour

National Oceanic and Atmospheric Administration
Net Primary Productivity

National Renewable Energy Laboratory

National Remote Sensing Centre

National Solar Radiation Database

Natural Urban Environment

National Urban Information System

Northwestern Himalaya

Numerical Weather Prediction

Object-Based Image Analysis

Overland Flow Element

Open Geospatial Consortium

OpenGIS Simple Features Reference Implementation
Operational Linescan System

Optimised Soil Adjusted Vegetation Index

Open Street Map

Photosynthetically Active Radiation
Percolation-Freeze Radar Zone

Percentage of Landscape

Postgres Structured Query Language

Precipitation Radar

Providing REgional Climates for Impacts Studies
Perpendicular Vegetation Index

Radio Detection And Ranging

Rapid Mass Movements Software

Representative Concentration Pathway

Relational Database Management System
Renormalised Difference Vegetation Index



RENDVI
RF
RFM
RI
RISAT
RPC
RS
RSPM
RTM
RUSLE
RVI
SAC
SAGA
SAR
SAVI
SBA
SCA
SCE
SDM
SEC
SHP
SIR-C
SLA
SLC
SLE
SLR
SMAP
SMOS
SNAP
SOA
SOAP
SOS
SOx
SPLAM
SPM
SPS
SQL
SRE
SRM
SRTM
SVATS
SVM
SWAT
SWE

Red Edge Normalised Difference Vegetation Index
Random Forest

Rational Function Model
Redevelopment Potential Index
Radar Imaging Satellite

Rational Polynomial Coefficients
Remote Sensing

Respirable Suspended Particulate Matter
Radiative Transfer Model

Revised Universal Soil Loss Equation
Radar Vegetation Index

Space Applications Centre

System for Automated Geoscientific Analysis
Synthetic Aperture Radar
Soil-Adjusted Vegetation Index
Swachh Bharat Abhiyan

Snow Cover Area

Snow Cover Extent

Species Distribution Model

Solar Energy Centre

Small Hydropower Plant

Spaceborne Imaging Radar-C

Shuttle Laser Altimeter

Single Look Complex

Snow Line Elevation

Simple Linear Regression

Soil Moisture Active Passive

Soil Moisture and Ocean Salinity
Sentinel Application Platform
Service-Oriented Architecture

Simple Object Access Protocol
Sensor Observation Service

Sulphur Oxides

Spatial Landscape Model

Suspended Particulate Matter

Sensor Planning Service

Structured Query Language

Surface Range Envelope

Snowmelt Runoff Model

Shuttle Radar Topography Mission
Soil-Vegetation-Atmosphere Transfer Schemes
Support Vector Machine

Soil and Water Assessment Tool
Snow Water Equivalent

Glossary



Glossary

SWM
TauDEM
TDWG
TEC
TIR
TIJS
TLS
™
T™I
TML
TMPA
TOD
TRMM
TSAVI
TVI
TWI
UA
UAV
Ul

UK
UNEP
UNFCCC
USIS
USLE
VAR
VARI
VBD
VGI
VHRS
VIC
VIRS
VNIR
VPD
VSA
VUE
WCPS
WCS
WDRVI
WDRVI
WEPP
WES
WHO
WMO
WMS

Stanford Watershed Model

Terrain Analysis Using Digital Elevation Model
Taxonomic Databases Working Group
Total Electron Content

Thermal Infrared

Table Join Service

Terrestrial Laser Scanner

Thematic Mapper

TRMM Microwave Imager

Transducer Markup Language

TRMM Multi-satellite Precipitation Analysis
Transit-Oriented Development

Tropical Rainfall Measuring Mission
Transformed Soil-Adjusted Vegetation Index
Triangular Vegetation Index
Topographic Wetness Index

Urban Agglomerations

Unmanned Aerial Vehicle

Urgency Index

Uttarakhand

United Nations Environment Programme
United Nations Framework Convention on Climate Change
Urban Spatial Information System
Universal Soil Loss Equation

Variable Rain Rate

Visible Atmospherically Resistant Index
Vector-Borne Diseases

Volunteered Geographic Information
Very High-Resolution Satellite

Variable Infiltration Capacity

Visible Infrared Scanner

Visible Near Infrared

Vapour Pressure Deficit

Variable Source Area

Vulnerable Urban Environment

Web Coverage Processing Service

Web Coverage Service

Wide Range Vegetation Index

Wide Dynamic Range Vegetation Index
Water Erosion Prediction Project

Web Feature Service

World Health Organisation

World Meteorological Organisation

Web Map Service



lii Glossary

WPS Web Processing Service
WRF Weather Research and Forecasting
WWF World Wide Fund for Nature

XML Extensible Markup Language



Part I
Ecosystems of the Northwest
Himalaya — An Overview



Chapter 1 ®)
Northwest Himalayan Ecosystems: Issues, <o
Challenges and Role of Geospatial

Techniques

S. K. Saha and A. Senthil Kumar

1.1 Introduction

Ecosystems of the Northwestern Himalaya (NWH) are fragile and sensitive with
respect to topography, geodynamics, geological hazards, soil and land degradation,
biogeochemistry, biodiversity, water resources status (snow and glacial) and land
use and land cover (LULC) including forest cover and human habitation. This region
remained geodynamically active and produced three longest faults on earth surface:
MCT (Main Central Thrust), MBT (Main Boundary Thrust) and HFT (Himalayan
Frontal Thrust). Topographical diversity, geological complexity, active geodynamic
processes, human interference and climatic impact made this region highly prone to
various kinds of geological disasters such as earthquakes, landslides, flash flood, etc.
Anthropogenic activities such as deforestation, faulty agricultural practices, biomass
burning, etc. coupled with ruggedness of terrain contributed to high degree of soil
erosion, depletion of soil nutrients and reduced crop and forest productivity of NWH
ecosystem. This region is also most prone to ecological degradation because of
perturbations in the biogeochemical cycling mainly carbon and nitrogen. Climate
change and anthropogenic activities have also affected the water resources in the
form of snow and glacial status and conditions. The urban development in the NWH
region is a complex process as the human habitation is mainly controlled by natural
environment. The unstable nature of terrain, along with heavy rain, soil erosion and
mass wasting, constricts the physical distribution of the towns, and it further
complicates the situation. This region has also witnessed unprecedented growth in
terms of population and development particularly hydropower projects,
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infrastructure and urban centres, thereby making it one of the most ecologically
vulnerable regions of the country.

1.2 Issues and Challenges in Sustainable Management
of Natural Resources and Ecosystem Processes in NWH
and Role of Geospatial Technologies

1.2.1 Geodynamics and Seismicity Phenomena

Himalayan region is one of the most seismically active regions of the world due to
continuous northward movement of the Indian plate at a rate of 40 mm per year
(approx.) that has resulted in three major fault systems (MCT, MBT, HFT) and
numerous other faults. Four earthquakes in the recent past, 6.8 Mw Uttarkashi
earthquake in 1991, 6.6 Mw Chamoli earthquake in 1999, 7.6 Mw Kashmir earth-
quake in 2005 and most recently 6.9 Mw Sikkim earthquake in 2011, took place in
the Himalayan region. Two mega events also occurred in the past: 1905 Kangra
earthquake and 1934 Bihar-Nepal earthquake. High crustal deformation, high
upliftment and high incision and erosion rates make it one of the most unstable
regions of the world.

In spite of several attempts and ongoing research activities in the country initiated
by the Government of India through the Department of Science and Technology and
Ministry of Earth Sciences, and many other research organizations, there exist gaps
with respect to paleo-seismicity, earthquake precursor studies, activity of faults and
spatial variation of deformation in regional context and strain accumulation rates.
For example, Quaternary-active fault map for Pakistan and Nepal is available. In
Bhutan, active fault mapping is in progress. However, active fault map for Himalaya
is yet not complete.

There had been attempts to define the mechanism of lithospheric and
atmospheric-ionospheric coupling by ground-based radio-sounding techniques.
These observations highlight the intricate relationship between pre-, co- and post-
seismic deformations with the ionospheric total electron content (TEC) variations.
However, there is a hiatus in explaining the governing physics that correlates
seismicity and the TEC variability. How are the ground deformation-related transient
signals being transmitted through the atmosphere affecting the electron density in
the ionospheric region? Many models have been proposed like anomalous genera-
tion of pre-seismic vertical electrical field and its interaction with different iono-
spheric layers, modulation of electrical signals with seismo-acoustic-gravity
waves, etc.

Surface deformation data provide the primary means for estimating inter-seismic
strain accumulation that releases during large and damaging earthquakes. It is
believed that the Earth’s crust behaves intermediate between elastic and brittle
materials. The strain changes in the crust observable via differential interferometric
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synthetic aperture radar (DInSAR) technique can be used to determine stress
changes in the crust and can lead to improved earthquake forecasts. Recent devel-
opments in DInSAR technique and integrated approach with other geodetic tech-
niques (e.g. GPS observations) have introduced new perspectives in surface
deformation studies (Fruneau and Sarti 2000; Chatterjee et al. 2006). DInSAR data
processing over a wide swath can hopefully monitor crustal deformation on a
regional scale. Internationally, studies have been initiated on the monitoring of
active plate boundaries (e.g. Hellenic seismic arc in Europe and San Andreas fault
in N. America) using DInSAR and collateral geodetic techniques and ground-based
measurements to aim at improved earthquake forecasts.

It is now widely accepted that active faults contribute significantly to the seismic
activity; thus mapping and understanding the nature of active fault systems in
different segments of Himalaya are of paramount importance. High spatial resolution
satellite can be effectively used for studying and mapping active fault by identifica-
tion of tectonic landforms, fault scarps, tectonic lineaments and secondary features
of paleo-earthquakes. Limited studies have been carried out on this problem.

1.2.2 Climate Change and Forest Ecosystem Processes

Due to its unique position and physical features, the Himalayan mountain ranges act
as a storehouse of valuable biodiversity. The young and fragile nature and sharp
gradients, thus, make the Himalayan mountains vulnerable to climate change and
variability. In addition to that, the rapidly growing population pressure is making the
natural and socio-economic systems of these mountain regions risky. The rapid
change of the ecosystems including the forest, driven by both natural and anthropo-
genic factors, poses threat to the livelihood of the local people, wildlife and culture
and the billions living in the downstream and ultimately to the global environment.

The present efforts by a number of research groups, nongovernmental organiza-
tions (NGOs) and institutions of the countries occupying the Himalayan region have
initiated work on the information generation and strategy formulation for sustainable
resource management and development in the Himalayan region. The Department of
Space, Government of India, has been working to generate database on the spatial
distribution of the forest and has undertaken numerous work on the characterization
of biodiversity-rich areas in the Himalayan region as part of the National-Level
Biodiversity Characterization at Landscape level. The Western Himalayan region
covering parts of Jammu and Kashmir, Himachal Pradesh and Uttarakhand has been
mapped for vegetation type distribution. Using GPS-tagged ground sampling and
ancillary data, the biologically rich areas and their extents have been identified.
Furthermore, the LULC changes for three decades in the 14 river basins of India as a
part of the Indian Space Research Organisation (ISRO) Geosphere and Biosphere
Programme (GBP) addressed the human dimension of the impact of the climate
change on the river basins, many of which originate from the Himalaya. Yet, there
are gaps in information for understanding the forest ecosystems in the mountains
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such as quantification and estimation of biodiversity of the region, identification of
the location and extent of the biodiversity hotspots in the Himalayan region,
identification and preservation of the biological corridors in the region and estima-
tion of climate change-induced shift in the vegetation and species loss.

Research studies reveal that integration of remote sensing (RS)-derived long-term
LULC change and habitat change maps with other field level species data and socio-
economic data is useful for the generation of various anthropogenic and natural
pressure gradients to understand habitat change scenario. Based on critical habitat
changes and species associated with these habitats, bioclimatic envelopes can be
developed using ecological niche models to assess past and projected climate change
scenario for selected endemics and invasive to predict potential loss of ecological
niches (Thomas et al. 20044, b). Time series RS data is very effective for the creation
of spatial and temporal change database on tree line, while identification of critical
and substantial areas of change can be carried out using databases on tree line shifts
derived from coarse spatial resolution satellite data in conjunction with climatic and
topographic data and climate envelope models.

1.2.3 Sustainable Mountain Agriculture

In the twentieth century, mountain regions have experienced above-average
warming (IPCC 2001), which has significant implications for mountain environ-
ments and its processes. In the Himalaya, progressive warming at higher altitudes is
three times greater than the global average (Eriksson et al. 2009). The second report
of Indian Network on Climate Change Assessment (INCCA) reveals that mountains
in NWH also experienced three times warming than the whole Indian subcontinent
in the last 100 years (MoEF 2010). As per the predictions, temperature will likely
increase in mountain areas in the twenty-first century. On the other hand, the number
of cold days has been decreasing significantly over NWH. Mountains, in general,
have witnessed climate changes, but the knowledge about the impacts of climate
change on various sectors, particularly agriculture, is lacking. Agroecosystems of
mountain are highly prone to deterioration by various forces of degradation such as
water erosion, landslides and frequent occurrence of extreme events. The natural
fragility of these ecosystems makes them highly susceptible to small changes in
temperature and water availability. Crop growth and development processes are
highly sensitive to changes in temperature and water availability, and as a result, the
effect of climate change on agriculture in NWH has become a reality. There are
evidences of shift in fruit tree belt, increased incidence of pests and diseases, decline
in productivity of food and tree crops, etc. Diversity of agro-environments and
cropping practices in mountain ecosystem also poses a key challenge to formulate
holistic approach of addressing climate change issue.

Soil erosion is one of the major threats to agricultural productivity and environ-
mental quality especially water and soil quality. The Himalayan region is affected
largely by soil erosion and sedimentation. These are adversely affecting soil quality
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and crop yield in the region. Comprehensive field-scale and watershed-scale studies
on soil erosion processes and nutrient loss and its impact on crop yield and soil
quality of hilly farming system are limited. Understanding of process-based models
and simulation of the models for soil erosion, nutrient loss and crop productivity are
required for better understanding of land degradation processes and its impact on the
ecosystem. It needs to be evaluated for alternative agronomic and management
options in hilly farming system. In agricultural watersheds, soil quality assessment
is deemed important to understand the long-term effects of conservation practices.
These assessments can be used to determine the required soil and water conservation
practices and evaluate land management effects or resilience towards natural and
anthropogenic forces.

Modern tools such as RS and geographic information system (GIS) technology
have shown enormous potential to provide spatial solutions to many problems of
mountain agriculture. In the past, many successful applications of these technologies
have been made to map and monitor natural resource base and subsequently
characterization of agro-environments to improve sustainability of agriculture
(Patel et al. 2005). RS and GIS technology has been matured enough to map crop
areas, soils and terrain information, which are vital in delineating uniform zones
having similar agroecological practices and production prospects. Crop models have
been widely used to assess the impact of climate change. In the past few decades,
crop models have been widely used to assess climate change impact on crop yields.
Such models simulate crop growth and crop yield levels by using variables like daily
weather parameters, soil characteristics, crop characteristics and cropping system
management options. Climate change impact on crop productivity on a regional or
national scale has been realized in the past for plains based on station-/district-level
weather inputs and soil as well crop management options. Crop model simulation
over mountain agroecosystem is often limited by large heterogeneity in soils/terrain
and coarse-resolution climate drivers. Crop model simulation based on uniform
agroecological zones is more promising for assessing climate change effects in
mountain ecosystem.

The climate change impact on the mountain regions has already started surfacing
(Partap and Partap 2002). Mountain ecosystem experiencing shifting of temperate
fruit belt upward has adversely affected the productivity of food grains and apples,
shifting and shortening of rabi season forward and disrupted rainfall pattern and
more severe incidences of diseases and pests over crops. Rana et al. (2009) reported
that the apple belt has shifted to higher villages due to warmer temperatures and
decreasing chilling periods during November and March.

Crop model predictions at experimental farm scale will be misleading with
respect to regional impact of climate change on crop productivity in mountainous
region with large heterogeneity in topography, soils and crop management practices.
Use of geospatial techniques in delineating agroclimatically uniform zones as
simulation unit will improve our ability to assess climate change impact on crop’s
productivity in mountain agroecosystem. Sophisticated models for fruit and vegeta-
ble crops are not yet fully developed as well as tested for regional applications.
Development of simple regression models based on historical data of productivity,
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weather, management and edaphic factors would have strong impact on realizing
short-term climate change effects on fruit/vegetables productivity. There is definitely
a lack of information on potential shift in production zones of important crops (food
and fruit crops) and land suitability classes in NWH. As mentioned above, some
studies have an indication of shift in apple cultivation areas in Himachal Pradesh.
Information on shift in potential land suitability caused by alteration of
agroclimatically potential productivity and length of growing period under changing
climate will be a base for formulating adaptation strategy for cropping practices.

A large number of process-based models, e.g. the Water Erosion Prediction
Project (WEPP), Agricultural Non-point Source Pollution (AGNPS) (Young et al.
1987), ANSWERS (Beasley et al. 1980), Erosion-Productivity Impact Calculator
(EPIC) (Williams 1990), Soil and Water Assessment Tool (SWAT) (Arnold et al.
1998) and Agricultural Policy/Environmental eXtender (APEX) (Williams et al.
2008), are available to study surface runoff, erosion and nutrient loss at watershed
scale. Models can provide long-term simulations of various combinations of
cropping systems and conservation practices, effects of best management practices
and aid in selection of suitable conservation approaches for improved environmental
benefits. These models are coming with GIS interfaced, since GIS has emerged as a
powerful tool in handling spatial datasets, so models interfaced with GIS. Soil
quality can be assessed by determining appropriate indicators and relating them
with desired values (critical limits or threshold level) at different time intervals. Such
a monitoring system will provide information on the efficiency of the selected
farming system, land use practices, technologies and policies.

1.2.4 Water Resources Status and Availability

The NWH has large area under seasonal and perennial snow cover. The seasonal
variation in runoff is influenced by the changes in snow and glacier melt, as well as
rising snowlines in the Himalayas, causing water shortages during dry summer
months. The changes in climate and LULC in NWH will influence the hydrological
regime of this area, thus affecting the water availability for drinking, irrigation and
hydropower requirement in the region. The physical properties of snow such as snow
wetness, which shows the degree of liquid water content in snowpack, snow water
equivalent (SWE) and snow density are some of the most significant parameters for
many water resources-related studies such as snowmelt runoff and snow avalanche
modelling in this area. The traditional survey of these parameters is very expensive
and difficult, especially in rugged NWH mountains. Therefore, mapping of snow-
and glacier-covered areas using RS techniques is very important for hydropower,
irrigation, associated hazard monitoring as well as drinking water needs of this
region. A glacial lake is defined as sufficient mass of water blocked in glacial
tongue’s ablation zone depressions by the end/lateral moraines with the shifting,
merging and draining characteristics. The main glacier should be large enough to
feed the lake in wet as well as dry spells. The sudden breach in this moraine-dammed
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lake, known as glacial lake outburst flood (GLOF), can cause enormous destruction
in downstream areas. The sudden discharge from the dam contains the huge amount
of hustle water and high sediment load, which can endanger the safety of the
hydropower projects in downstream. With the changing climate, mainly with
increasing temperatures, the numbers of glacier lakes are on the rise in Himalayas.
Therefore, GLOF should be modelled accurately so that its discharge is taken into
consideration in planning and management of water resources projects.

The optical RS methods have been used successfully to map snow cover area
(Dhanju 1983; Rees 2006; Singh and Singh 2001), qualitative snow wetness (Gupta
et al. 2005) and snow grain size with hyperspectral data (Dozier and Painter 2004)
and glacial mass balance (GMB) studies (Kulkarni 1992). But there is no universally
accepted approach for snow cover mapping under dense forested area in SWE and
mapping of debris-covered glaciers and crevasses using RS in NWH, except for few
recently reported studies (Bhambri et al. 2011; Shukla et al. 2010; Shukla et al.
2009). Traditionally, temperature index model and ELA/AAR methods have been
used for the snowmelt runoff and glacier mass balance (GMB) studies. This is a gap
area in understanding and quantifying the runoff contribution coming from snow-
pack, glacier ice and non-snow areas. Similarly, the roles of topography and
thermodynamics variables are the gap areas in GMB and glacier movement studies.
Scanty studies have been carried out following energy balance approach (Datt et al.
2008; Takeuchi et al. 2000; Tarboton and Luce 1996) along with other physical
parameter-based techniques for estimating the runoff from various sources as well as
GMB study, with maximum inputs from RS data and hydrometeorological field
stations in NWH.

1.2.5 Temporal and Spatial Growth of NWH Cities

Urban development in NWH region is largely controlled by the natural environment.
The unstable nature of terrain and various kinds of geological and hydrometeoro-
logical hazards create many problems in the physical distribution of the towns. This
region has also witnessed unprecedented growth in terms of population and devel-
opment particularly hydropower projects, infrastructure and urban centres. It is
therefore necessary to understand the causes and dynamics of urban growth and
provide models of urban growth to the planning bodies who can utilize it to forecast
urban growth patterns and structure the policies in the short and long term to
implement the intended plans.

Advances in RS, GIS and system theories are undoubtedly stimulating a new
development wave of modelling. Complexity theory brings hopes for
re-understanding the systems or phenomena under study. New mathematical
methods create new means to represent and quantify the complexity. RS and GIS
guarantee the availability of data on various spatial and temporal scales. Scanty
research is reported on predictive modelling for spatial growth modelling of complex
urban systems using new techniques like multi-criteria evaluation (MCE) and
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artificial neural network (ANN) and utilization of RS and GIS in such studies as
spatial data providers and spatial data handlers, respectively.

1.2.6 Extreme Rainfall Events and Rainfall Retrieval
in NWH

Amount of rainfall during monsoon and its spatial coverage is a deciding factor for
the heavy erosion and flooding across the Himalayan range (Bookhagen and Bur-
bank 2006; Anders et al. 2006). The relationship between extreme rainfall and
Himalayan topography is also not well understood and still needs sincere efforts to
address this issue in detail. Spatial patterns of precipitation are greatly affected by
topography both at regional and global scales. Mountains act as a barrier by
modifying the flow of air and influence the vertical stratification of the atmosphere.

Rain gauges remain the traditional method to determine rainfall at any location,
and at present long-term analyses of precipitation pattern over Himalaya are derived
from rain gauges. However, the sparse coverage of the rain gauges due to the
remoteness of the Himalaya cannot provide essential information about the heavy
rainfall events at a finer resolution. Rainfall is associated with large spatio-temporal
variability, which offers a great deal of difficulty to retrieve it from satellite mea-
surements (Gairola et al. 2003; Mishra et al. 2009). Rainfall retrieval may be carried
out from the variety of methods like visible, infrared and microwave (Barret and
Martin 1981; Ferraro et al. 1996). Visible and infrared techniques for rainfall
retrieval have its own limitation, because these provide the rainfall estimation
based on the cloud top information due to the incapability of visible and infrared
radiation to penetrate the clouds. Sometimes it may lead to ambiguous results in
terms of rainfall estimation. More recently, the focus has been turned towards the
microwave measurements to estimate the rainfall from spaceborne sensors, due to
the advantage of microwave frequencies to overcome the above-mentioned inability
of visible and infrared radiation. Emission and scattering are the two approaches
which are used to estimate rain rate from remotely sensed microwave data (Janowiak
et al. 1995). Information from emitted radiation from atmospheric liquid hydrome-
teors is used to estimate the rain rate in emission-based techniques, whereas scatter-
ing technique is based on the measured extinction of microwave caused by the liquid
particles or ice. Observed radiation in both the cases is sensitive to the surface
emissivity, so emission-based technique is more appropriate to apply on oceanic
region, because ocean surface has low microwave emissivity ~0.5. The land surface
emissivity being close to unity complicates the signal from the liquid particle and
adds difficulties in the rainfall retrieval. Moreover, due to complex terrain of
Himalayan region, it is difficult to rely upon the rainfall estimation techniques
specifically developed for land and oceanic regions. Nonetheless, over the past
three decades, significant progress has been made in the rainfall retrieval techniques
over land- and ocean-based on remotely sensed data from space. There is still a scope
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of considerable improvement to provide better estimation of rainfall specifically over
hilly terrain.

Orographic precipitation and its process have been investigated using a variety of
RS methods and rain gauges’ network in some parts of the Himalayan region at
10-20 km resolution during monsoon season and storm events (Barros et al. 2000;
Lang and Barros 2002). Spatio-temporal variability and diurnal cycle of rainfall over
Himalayan region have been extensively studied using high-resolution Tropical
Rainfall Measuring Mission (TRMM) Precipitation Radar (PR) data (Bhatt and
Nakamura 2005). Anders et al. (2006) have examined the spatial patterns of rainfall
and effect of topography over the Himalayan region using TRMM PR data for
4 years (1998-2001). They used a simple model of orographic precipitation and
found out that the spatial pattern of precipitation is strongly correlated with topog-
raphy. Since most of the studies have used polar orbiting satellite measurements like
TRMM PR data, which actually provides the instantaneous rainfall measurements
and cannot provide the continuous coverage of rain events, hence monthly or
seasonal rainfall amounts estimated using polar satellite sensors are significantly
lower than the true rainfall amounts. Therefore, an extensive calibration of remotely
sensed precipitation is required. In addition to this, there is also a need to modify the
merged rain product based on IR/MW combined observations, for example, TRMM
3B42 and IMSRA (INSAT Multispectral Rainfall Algorithm (Mishra et al. 2011)),
with rain gauge estimates to provide continuous and accurate coverage of rainfall at
finer resolution for a remote place like NWH, as the accurate precipitation measure-
ments with a higher spatial resolution are of utmost importance for landslides.

1.3 Indian Research Initiative on Monitoring
and Assessment of Ecosystem Processes in NWH Using
Geospatial Technologies

Indian Institute of Remote Sensing (IIRS) is in an advantageous position to take up
research study on these problems as it is located in the foothill of NWH and has
developed excellent in-house expertise of using RS and GIS technology in natural
resources inventory and management and also established networking with research
institutes in NWH for collaborative research.

Therefore, for sustainable environmental development, making disaster-resilient
society and improved livelihood in the NWH region, it is envisaged in an interdisci-
plinary research programme to study the various aspects of ecosystem processes and
services in the NWH using recent advances of earth observation techniques (focusing
on ISRO missions) and allied spatial technologies supported by extensive field investi-
gation and field instrumentation in several subthemes. The subthemes are:

e Geology and geodynamics
*  Water resources
e Forest resources and biodiversity
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*  Mountain agriculture
e Urban environment

Several research organizations/institutes located in NWH participated in the
studies. Some of the institutions involved are Wadia Institute of Himalayan Geology,
Dehradun; G.B. Pant National Institute of Himalayan Environment and Sustainable
Development, Almora; Forest Departments, Uttarakhand and Himachal Pradesh;
C.S.K. Himachal Pradesh (HP) Agricultural University, Palampur; Institute of
Biotechnology and Environmental Science, Hamirpur, HP; National Institute of
Hydrology, Roorkee; Snow and Avalanche Study Establishment, Chandigarh; and
Centre for Atmospheric and Oceanic Sciences, Indian Institute of Science,
Bangalore.

Details of the work carried out in different themes of this research programme
have been summarized in various chapters of this volume.
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Part 11
Geology and Geodynamics

Summary

Ever since the closing and subduction of the Tethyan Ocean, located between India
and Asia during the Paleozoic, collision of Asia and Indian landmass has produced
the highest and most complex mountain range of the world, the Himalaya. The
Tethyan Himalaya is separated by South Tibetan Detachment (STD) from the Higher
Himalaya, which is separated by Main Central Thrust (MCT) from the Lesser
Himalaya, which in turn is separated by Main Boundary Thrust (MBT) from the
Outer or Sub-Himalaya which is finally separated from the Indo-Gangetic Plain
(IGP) by most recent Himalayan Frontal Thrust (HFT). Due to immense crustal
shortening and faulting, the youngest mountain chain of the world is marked by
numerous earthquakes and is prone to other natural disasters such as landslides,
snow avalanches and flash floods causing devastation across NWH.

Space observations in conjunction with in-situ geophysical measurements have
been providing crucial data to understand geology and geodynamics of the region.
While multispectral data in visible, near infrared and thermal regions provides
information on the landscape, geomorphological, structural features and lithology,
differential interferometric SAR data facilitates the study of surface deformation. In
addition, ionospheric disturbances due to impending earthquakes are inferred using
total electron content data derived from global navigation satellites. [IRS has been
working extensively on many topics that can provide a better understanding on
various aspects of Himalayan geology and natural hazards. Some of the studies
carried out are preparation of a detailed geological map of Garhwal and Kumaon
Himalaya using aerial photo interpretation, highway alignment in Nepal, assessment
of many hydro-electric project sites, ground water targeting, landslide mapping,
monitoring and modeling, seismic hazard assessment, seismic-induced landslide
modelling, and active fault mapping, etc.
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Some of the recent studies carried out at the Institute relate to the morpho-tectonic
analysis of the Himalayan frontal region of NWH in the light of geomorphic
signatures of active tectonics, simulation outputs of major debris flows in Garhwal
Himalaya-A geotechnical modelling approach for hazard mitigation and TEC
modelling for earthquake precursor studies in western Himalaya using GNSS
Data. They have been presented here.



Chapter 2 ®)
Morphotectonic Analysis of the Himalayan s
Frontal Region of Northwest Himalaya

in the Light of Geomorphic Signatures

of Active Tectonics

R. S. Chatterjee, Somalin Nath, and Shashi Gaurav Kumar

2.1 Introduction

Among the principal thrust belts in the Himalaya such as Main Central Thrust
(MCT), Main Boundary Thrust (MBT), and Himalayan Frontal Thrust (HFT), the
HFT represents a zone of active deformation between the sub-Himalaya and Indo-
Gangetic alluvial plain. The active deformation along the HFT causes tectonic tilting
of the terrain and development of different types of tectonic landforms, subtle
topographic breaks, and drainage anomalies. The landform development process in
the Himalaya is a result of mutual interaction between climate and tectonics (Molnar
2003; Starkel 2003; Srivastava and Misra 2008; Kothyari et al. 2010). In fact,
simultaneously operating tectonic and physical processes results in the present-day
topography of the terrain (England and Molnar 1990; Bishop 2007). Various
tectonic landforms such as fault scarps, stream terraces, back-tilted terraces, relict
geomorphic surfaces, alluvial fan offsets, topographic breaks in piedmont-alluvial
plain, drainage anomalies, and drainage diversions were observed in and around the
HFT (Nakata 1972; Ruhe 1975; Thakur and Pandey 2004; Singh and Tandon 2008;
Tandon and Singh 2014). A few-meter-high NW-SE trending scarp of discontinuous
nature is observed in the piedmont-alluvial region in front of the HFT at several
localities between Pinjore Dun and Dehra Dun (Thakur 2004). Besides, a number of
archaeological evidences in the foothill regions of Uttarakhand (Piran Kaliyar in
Roorkee district), Uttar Pradesh (Khajnawar and Bargaon in Saharanpur district),
and Haryana (Bhirrana and Balu in Fatehabad district) raise the possibility of active
tectonic events to cause such extinction and burial. Several factors such as topogra-
phy, rock types, geological structures, soil, and vegetation cover essentially govern
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the development of a drainage system including channel morphology and drainage
pattern. Primarily, active tectonics manifest itself by either steepening or reducing
the local valley gradient which in turn changes the existing slope of the channels and
introduces disturbance in the natural equilibrium of a drainage system. In the process
of restoring the equilibrium, the river tries to adjust to the new conditions by
changing its slope, cross-sectional shape, and meandering pattern (Vijith and
Satheesh 2006; Pérez-Pefia et al. 2010). In general, the phenomena like river
incision, asymmetry of the catchment, and river diversion are accelerated by the
tectonic processes (e.g., Cox 1994; Jackson et al. 1998; Clark et al. 2004; Salvany
2004; Schoenbohm et al. 2004). Several geomorphic parameters and indices describ-
ing tectonic tilting of the catchment, changes in the geometry and slope of the
longitudinal and cross profiles of the rivers, anomalous hypsometric curve with
high hypsometric integral value, anomalously low (< 1.0) valley floor width to
valley ratio, and anomalous mountain front sinuosity index (close to 1.0) can be
used to evaluate present-day tectonic activity on drainage basin scale (Bull and
McFadden 1977; Rockwell et al. 1985; Keller and Gurrola 2000; Azor et al. 2002;
Silva et al. 2003; Molin et al. 2004; Bull 2007; Malik and Mohanty 2007; Ata 2008;
Pérez-Pena et al. 2010; Giaconia et al. 2012; Mahmood and Gloaguen 2012).

For evaluating relative tectonic activity in and around the HFT, we carried out
drainage basin morphometric analysis at five test sites spread over the region. We
studied various geomorphic indices of active tectonics such as drainage basin
asymmetry factors, hypsometric integral, valley floor width to valley height ratio,
and mountain front sinuosity index. By combining the geomorphic indices, we
categorized fifth-order sub-basins into three activity classes such as high, moderate,
and low (Bull and McFadden 1977; Rockwell et al. 1985; Silva et al. 2003; Ata
2008; Pérez-Pefia et al. 2010; Giaconia et al. 2012; Mahmood and Gloaguen 2012).
Subsequently, for identification of the possible active tectonic locations, we used
characteristic tectonic landforms, subtle topographic breaks in piedmont region, and
drainage anomalies as geomorphic signatures. Drainage anomalies such as rectilin-
earity of stream segments, anomalous curves or turns (e.g., acute and obtuse angle
elbow turns, U-turns), compressed meandering, anomalous pinching and flaring, and
abrupt and localized braiding can be used to identify the locations of structural and
tectonic features such as faults, lineaments, folds, and warps. Besides, drainage
migration, stream deflection, shifting of distributary bifurcation zone, divergence
of existing stream, and emergence of new streams can be used to identify the
possible locations of active tectonic features. Based on the interpretation of geomor-
phic anomalies and related structural or tectonic features (e.g., faults, folds, and
lineaments), relevant information on post-collision tectonics can be obtained, which
bears immense significance to explain the seismicity in the area. In piedmont-alluvial
region, to confirm the presence of active tectonic features as inferred from the
geomorphic anomalies, it is indeed necessary to unravel the subsurface profile at
such locations. This can be accomplished directly by trenching and indirectly by
noninvasive geophysical techniques such as ground-penetrating radar (GPR). In the
present study, GPR survey was conducted at selective locations to confirm the
occurrence of active tectonic features in the subsurface profile.
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2.2 Study Area

The study area encompasses the HFT region in parts of NW Himalaya which extends
from 75°46’ E to 79°04' E longitudes and 30°22' N to 33°12’ N latitudes in Himachal
Pradesh state and 77°34’ E to 81°02’ E longitudes and 28°43’ N to 31°27' N latitudes
in Uttarakhand state. The study area is surrounded by Nepal in the east, China in the
north, Jammu-Kashmir in the northwest, Haryana and Punjab in the west, and UP in
the south. The study area covers the sub-Himalaya tectonic zone within the Kumaun
Himalaya (Valdiya 1980) and piedmont-alluvial plain in and around the HFT. For
evaluating relative tectonic activity using geomorphic indices of active tectonics, we
selected five major sixth-order drainage basins such as Solani, Markanda, Budki
Nadi, Khoh, and Dhela basins located along the HFT as test sites (Fig. 2.1).

Ta"30'0"E T7°150"E TR0 E
"

0 100Km Legend
] Himalayan Frontal Thrust (HFT)

w—— Main Boundary Thrust (MBT)
Main Central Thrust (MCT)
Basin Boundary

Fig. 2.1 Five major sixth-order drainage basins in and around Himalayan Frontal Thrust (HFT) in
parts of NW Himalaya as test sites for assessing relative tectonic activity (SRTM 90 m DEM is used
as background): (a) Budki Nadi (Rupnagar) basin, (b) Markanda basin, (c¢) Solani basin, (d) Khoh
basin, and (e) Dhela basin
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2.3 Data Used and Survey Methods

2.3.1 Satellite Remote Sensing Data

In the study, we used medium-resolution Resourcesat LISS-III multispectral images
with a spatial resolution of 23.5 m acquired during 2007-2010. The LISS-III false
color composites were mosaicked to generate a unified FCC image for the entire
study area. We also used Cartosat-1 PAN ortho images with a spatial resolution of
2.5 m acquired over the five test sites (in and around the abovementioned sixth-order
drainage basins) during 2013 for identification of active tectonic features. We used
medium-resolution Landsat TM, ETM+, and OLI multispectral images with a spatial
resolution of 30 m acquired during 1985, 1995, 2005, and 2015 for studying
dynamic changes in the drainage system possibly due to the presence of active
tectonic features.

2.3.2 Digital Elevation Model (DEM)

We used Shuttle Radar Topographic Mission (SRTM) 1 arc second (approximately
30 m spatial resolution at equator) DEM available in 1 degree x 1 degree tiles. The
DEM is available in geographic (lat/long) projection system with the WGS84
horizontal datum and the EGM96 vertical datum. The vertical error of the DEM is
reported to be less than 16 m. We also generated high-resolution DEM for the five
test sites with 10 m x 10 m pixels and relative vertical accuracy of 3—5 m with
respect to differential GPS-based ground control points (GCPs) from Cartosat-1
optical stereoscopic image pairs (with spatial resolution of 2.5 m) of 2013. We used
the DEMs for drainage basin morphometric analysis to evaluate relative tectonic
activity in the five major sixth-order drainage basins. Both SRTM 30 m and high-
resolution Cartosat-1 DEMs were used for detection of subtle topographic breaks in
and around the test sites essentially in the piedmont-alluvial zone those are poten-
tially indicating subsurface active faults or warps.

2.3.3 Ground-Penetrating Radar (GPR) Survey

GPR survey is a high-resolution geophysical scanning method that allows investi-
gation of the shallow subsurface based on the dielectric properties of the layers.
Ideally, GPR provides high-resolution images of the subsurface over a depth range
of few meters to several 10s of meters with a vertical resolution of few 10s of
centimeters to a meter (Basson 2000; Knight 2001). However, the quality of the data
and the depth of penetration strongly depend on the dielectric properties of the
material and the frequency range of the antennae (Davis and Annan 1989). It may be
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noted that the best results are generally obtained for stratified, clay-free, dry sand or
gravel (Smith and Jol 1995).

In the present study, we used IDS GeoRadar GPR system and RIS (IDS
GeoRadar) processing software for processing and visualization of GPR data. We
conducted GPR survey at selected locations of active tectonic features in and around
the HFT. We used 100 MHz and 40 MHz antennae with a common offset bistatic
configuration keeping the separation between transmitting (Tx) and receiving
(Rx) antennae fixed. The 40 MHz antenna was unshielded having the inherent
problem of air reflections or unwanted reflections caused by surrounding features
at the survey area (Abdulkareem et al. 2013), whereas the 100 MHz antenna was
shielded without interference effect from surrounding areas. In terms of perfor-
mance, the 100 MHz antenna provided a higher resolution but lower depth of
penetration, whereas 40 MHz antenna provides relatively lower resolution but higher
depth of penetration.

2.4 Geomorphic Indices of Active Tectonics

Geomorphic indices of active tectonics describe the relative importance of erosional
and tectonic forces assuming uniform climate and lithology. The indices are useful
for studying active tectonics in the study area. The indices may be categorized into
four classes: (a) spatial symmetry/asymmetry of drainage basin such as transverse
topographic symmetry factor (T,) and drainage basin asymmetry factor (Ag),
(b) gradient of drainage basin such as shape of hypsometric curve and hypsometric
integral (HI), (c) shape of the valley profile such as valley floor width to valley height
ratio (Vy), and (d) rectilinearity in the mountain fronts such as mountain front
sinuosity (S, index (Keller and Pinter 1996). In the present study, geomorphic
indices of active tectonics were calculated for the fifth-order sub-basins occurring in
five major sixth-order drainage basins spread over the study area in and around the
HFT to evaluate relative tectonic activity in the region.

2.4.1 Spatial Symmetry/Asymmetry of Drainage Basin

Spatial symmetry/asymmetry of drainage basin is analyzed to assess tectonic tilting
of the drainage basin and therefore degree of tectonic activity in the area. Geomor-
phic indices such as transverse topographic symmetry factor (T,) and drainage basin
asymmetry factor (Ay) are designed to assess drainage basin asymmetry possibly due
to tectonic tilting.
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2.4.1.1 Transverse Topographic Symmetry Factor (Ty)

Transverse topographic symmetry factor (T) is defined as Da/Dd, where Da is the
distance from the midline of drainage basin to the midline of the active meander belt
and Dd is the distance from basin midline to the basin divide. It is a reconnaissance
tool for inferring lateral tilting in the drainage basin (Cox et al. 2001; Keller and
Pinter 2002). T, was calculated along the midline of the active meander belt at
regular intervals and averaged to find the representative T, value for the drainage
basin. T, was calculated for all the fifth-order sub-basins falling under five major
sixth-order drainage basins used as test sites (Table 2.1).

2.4.1.2 Drainage Basin Asymmetry Factor (Ay)

Drainage basin asymmetry factor (Ay) is expressed as (Ar/At)*100, where Ar is the
area of right sub-basin on the downstream and At is the total area of the basin. The
values of Ay above or below 50% indicate that the basin is asymmetric. It permits to
establish the lateral tilting of a drainage basin with respect to the main stream (Hare
and Gardner 1985; Cox 1994; Cuong and Zuchiewicz 2001). It also includes the
direction of asymmetry suggesting the possible direction of higher tectonic activity
and relative uplift or subsidence of discrete blocks (Pinter 2005). A¢ can be expressed
as the absolute of the value minus 50 and subsequently categorized into four
asymmetry classes: < 5% (symmetric), 5-10% (slightly asymmetric), 10-15%
(moderately asymmetric), and > 15% (strongly asymmetric) (Giaconia et al. 2012).
In the present study, Af values were calculated for all the fifth-order sub-basins
falling under five major sixth-order drainage basins (Table 2.1). It was observed that
all the fifth-order sub-basins represent low to high asymmetric classes.

2.4.1.3 Gradient of Drainage Basin

To evaluate the stage of development and thereby to assess relative tectonic activity
of the drainage basins, the shape of hypsometric curves and hypsometric integrals
were studied. The hypsometric curve of a drainage basin describes the spatial
distribution of basin area vs. altitude of the basin (Strahler 1952; Keller and Pinter
2002). The shape of the curve is related to the degree of dissection and the stage of
development of the drainage basin. For example, convex hypsometric curves repre-
sent relatively young drainage basins and weakly eroded regions; S-shaped curves
represent mature drainage basins and moderately eroded regions, whereas concave
curves represent old drainage basins and highly eroded regions. The hypsometric

integral (HI) is an index which is defined as Mcan Elevation—Minimum Elevation _ f the
Maximum Elevation—Minimum Elevation

drainage basin (Keller and Pinter 2002). It represents the fraction of the area below
the hypsometric curve and thus expresses the volume of a drainage basin that has not
been eroded (E1 Hamdouni et al. 2008). It is independent of the basin area and varies
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Fig. 2.2 Hypsometric curves of the fifth- and sixth-order drainage basins (as applicable) in the five
test sites of sixth-order drainage basins in and around the HFT in the study area

from O to 1.0 (in general, from 0.25 to 0.75) for highly eroded to weakly eroded
regions. The shape of the hypsometric curves and HI values provide valuable
information about the tectonic, climatic, and lithological factors controlling the
catchment landscape (Pérez-Pefia et al. 2010). Considering the shape of the hypso-
metric curves (Fig. 2.2) and the HI values, the relative tectonics in and around the
five major sixth-order drainage basins were assessed (Table 2.1). For example, in
case of Budki Nadi, Markanda, and Dhela basins, both sixth-order basins and fifth-
order sub-basins show concave hypsometric curves with low hypsometric integrals
(Table 2.1) and therefore represent in general old drainage basins with highly eroded
regions. However, there is subtle upward curvature in the middle of the hypsometric
curves which is more conspicuous in the fifth-order right sub-basin of Budki Nadi
drainage basin and fifth-order left sub-basin of Dhela drainage basin. It infers the
possibility of less eroded resistant or tectonically uplifted piedmont-alluvial region
in those drainage basins. In case of Solani drainage basin, the shape of the
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hypsometric curves is overall concave in nature with a sharp upward curvature in the
middle part which suggests the possibility of prominent tectonic upliftment of
faulted blocks or upwarping in the piedmont-alluvial region. On the other hand, in
case of Khoh drainage basin, the hypsometric curves are S-shaped to convex upward
representing mature to young drainage basins with moderately to weakly eroded
regions. This suggests the possibility of high level of tectonic activity in Khoh
drainage basin. In case of Solani and Khoh drainage basins, the HI values are
relatively higher (close to 0.4) compared to the rest of the three drainage basins
(with HI values close to 0.25).

2.4.2 Shape of the Valley Profile

Deep V-shaped valleys are associated with linear, active downcutting streams
characteristically occurring in the areas subjected to active uplift, whereas flat-
floored valleys indicate an attainment of the base level of erosion characteristically
occurring in the areas of relative tectonic quiescence (Keller and Pinter 2002; bull
2007, 2009). Valley floor width to valley height ratio (V¢) is a geometric index
conceived to evaluate the nature of the valley profile in terms of V-shaped and

U-shaped valleys. V¢ is defined as m where Vg, is the width of the

valley floor; E\y and E4 are elevations of left and right valley divides, respectively;
and E,. is the elevation of the valley floor. V; was calculated for the main streams in
five sixth-order drainage basins and their fifth-order sub-basins. Vg, was measured
from high-resolution satellite image (Cartosat image with spatial resolution 2.5 m.),
whereas Ejq, Eq, and E. were retrieved from high-resolution DEM (Cartosat DEM
with spatial resolution 10 m and vertical accuracy 3-5 m) at regular intervals.
Finally, the mean V; was determined for the fifth-order sub-basins, and relative
tectonic activity was assessed (Table 2.1: Silva et al. 2003; Ata 2008; Giaconia et al.
2012; Mahmood and Gloaguen 2012).

2.4.3 Mountain Front Sinuosity (S,,)

In general, the mountain fronts represent the thrusted contact between mountain and
piedmont-alluvial plain. The plan view of the mountain fronts is essentially straight
or gently curved at the time of development. The denudational processes subse-
quently modify them into curved and wavy mountain fronts. Mountain front sinu-
osity index (S,,¢) is defined as LL—“:f where L ¢ is the length of the mountain front along
the foothill of the mountain and L is the straight line length of the mountain front.
Sie describes the degree of denudational modification of the thrusted tectonic
contact (Bull and McFadden 1977). The index balances between tectonic uplift

and erosional processes. In case of active mountain fronts, tectonic uplift is dominant
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over the erosional processes, which give rise to straight mountain fronts with S¢
values close to 1.0. S,,;¢ values less than 1.4 imply tectonically active mountain fronts
(Rockwell et al. 1984; Keller 1986). In the present study, all the five sixth-order
drainage basins and their fifth-order sub-basins under investigation have well-
defined mountain fronts. Based on the S, ; values of the five test sites (fifth-order
drainage basins), the relative tectonic activity in and around the mountain fronts was
assessed (Table 2.1: Silva et al. 2003; Malik and Mohanty 2007; Ata 2008; Pérez-
Pena et al. 2010).

2.5 Drainage Anomaly and Active Tectonics

In the sub-Himalaya region, the drainage pattern varies from dendritic to
sub-dendritic, trellis, and parallel depending on the slope of the terrain and attitude
of the exposed Siwalik rocks. The drainage density is generally high. On the other
hand, in the piedmont-alluvial plain, the streams emerging from the Siwalik ranges
flow intermittently and show meandered to braided pattern and coarse drainage
texture due to high sediment load and gentle topographic slope. Drainage anomalies
are defined as local deviations from the overall stream pattern or drainage pattern.
Active tectonics primarily manifest itself by either steepening or reducing the local
valley gradient which in turn introduces disturbance in the natural equilibrium of a
drainage system and produces drainage anomalies. Drainage anomalies may be
broadly categorized into two types: (a) anomaly or aberration in some segments of
the existing drainage and (b) changes in the stream course and their behavior with
time. Geomorphic features such as rectilinearity of stream segments, anomalous
curves or turns (e.g., acute and obtuse angle elbow turns, U-turns), compressed
meandering, anomalous pinching and flaring, and abrupt and localized braiding may
be considered as drainage anomalies to infer the locations of structural and tectonic
features such as faults, lineaments, folds, and warps. In the present study, we plotted
them as the locations of drainage segment anomaly (Fig. 2.3). Similarly, the changes
in part of the drainage system over a period of time (multi-date observations), such as
drainage migration, stream deflection, shifting of distributary bifurcation zone,
divergence of existing stream, and emergence of new streams, can also be used to
identify the possible locations of active tectonics. In the present study, we used
multi-temporal satellite images of the last four decades to identify the locations of
dynamic changes in the drainage system. In the present study, we identified many
locations of well-defined drainage deflections. Some of them probably represent
natural deflections in response to hydrodynamic changes of a meandered drainage
system. Many of them were deflected/emerged abruptly along straight segments
unrelated to the existing drainage courses and follow straight alignments for a long
distance which possibly mark the locations of active tectonic faults. In the present
study, we plotted them as the locations of drainage shift.



28 R. S. Chatterjee et al.

TT0"E TEOOE TFOOE

3N

Legend

PN

o Drainge Segment Anomaly
& Drainage Shift

Basin Boundary

Fig. 2.3 Drainage segment anomalies and drainage shifts in and around five test sites along the
HFT in the study area

2.6 Topographic Breaks vs. Active Tectonics

Using subtle topographic break in piedmont-alluvial region, the probable locations
of active faults in and around the HFT region can be identified. We found elevated
terraces along the rivers and across the mountain fronts which possibly indicate the
locations of active tectonics. To identify the locations of subtle topographic breaks,
particularly in piedmont-alluvial region where the signatures of active tectonics are
quickly obliterated by the physical processes of weathering and erosion, we selected
several transverse and longitudinal topographic profiles at regular intervals from the
high-resolution Cartosat-1 DEM (spatial resolution, 10 m; vertical accuracy, 3—5 m).
Transverse and longitudinal topographic transects were plotted in and around five
sixth-order drainage basins (test sites) in piedmont-alluvial region around the HFT.
We identified the locations with > 10 m topographic breaks along N-S transects and
> 5 m topographic breaks along E-W transects in and around the five test sites only
and plotted them as the possible locations of active tectonic features in the piedmont-
alluvial plain region (Fig. 2.4). These locations were further compared in reference to
the drainage anomalies and existing structural features. For selective locations, GPR
survey was conducted to confirm surface and near-surface active tectonic features. In
the study area in between the test sites, similar topographic breaks may be identified
and investigated further to confirm the locations of active tectonics.
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Fig. 2.4 Topographic breaks and possible locations of active tectonics or pre-existing lineaments
in and around the five test sites along the HFT in the study area

2.7 GPR Profiles vs. Near-Surface Active Tectonic Features

Geomorphic anomalies and topographic breaks infer the presence of active tectonic
features such as near-surface faults, lineaments, and warps in piedmont-alluvial
region. In the absence of direct observation by trenching, we conducted ground-
penetrating radar (GPR) survey at selective locations to confirm the presence of near-
surface active tectonic features such as near-surface faults, lineaments, and warps up
to a depth of 10-30 m. In the present study, we used multifrequency (e.g., 40 MHz
and 100 MHz antennae) bistatic GPR to obtain 2D profiles at variable depths and
resolutions (Fig. 2.5). The result demonstrates that near-surface active tectonic
features such as faults, lineaments, and warps produce a variety of signatures in
2D GPR profiles as a function of antenna frequency, relative orientation of the
feature, and heterogeneity of materials with respect to the feature.

2.8 Discussion and Summary

In the piedmont-alluvial region in and around the HFT of NW Himalaya covering
Himachal Pradesh and Uttarakhand states of India, we studied the geomorphic
evidences of active tectonics using geomorphic indices and geomorphic anomalies.
Based on the geomorphic indices of active tectonics such as spatial asymmetry of
drainage basin (including transverse topographic symmetry factor, T,, and drainage
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0.74 Voks]

Fig. 2.5 GPR-based 2D radargrams by 40 MHz antenna near Govindpur village (at Thathar ki
Nadi) of Haryana, India, around Budki Nadi drainage basin of the study area showing near-surface
active fault; (a) Location and transect of GPR survey in Cartosat-1 PAN image, (b) field photograph
of the river section (Thathar ki Nadi), (¢) NNE-SSW transect 2D radargram, and (d) SSW-NNE
transect 2D radargram

basin asymmetry factor, Ay), drainage basin gradient (hypsometric analysis), valley
profile (valley floor width to valley height ratio, Vy), and mountain front sinuosity
(Smp), the relative tectonic activity in the five test sites along the HFT was studied.
We considered the fifth-order sub-basins under five major sixth-order drainage
basins as the unit for relative tectonic analysis in the study area. In general, all the
test sites are found to be tectonically active. However, we classified them into three
categories of relative tectonic activity classes: high (Class I), moderate (Class II), and
low (Class III) tectonic activity classes to evaluate geodynamic status of the study
area in and around the HFT (Fig. 2.6).

Such basic classification is useful in delineating the area into broad relative
tectonic activity classes to prioritize detailed large-scale study for identification of
active tectonic features and ground-based observation on the rate of active tectonic
processes. Thus, morphotectonic analysis based on the geomorphic indices infers the
current status of relative tectonic activity in and around the Himalayan Frontal
Thrust. On the other hand, based on the locations of geomorphic anomalies such
as drainage anomalies and topographic breaks in and around the five test sites along
the HFT, the possible locations of surface and near-surface active tectonic features
were identified in the study area. The importance of the potential locations of active
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Fig. 2.6 Relative tectonic activity in the five test sites in and around the HFT of the study area
(fifth-order sub-basin level relative tectonic activity results are shown): (a) Budki Nadi (Rupnagar)
basin, (b) Markanda basin, (c¢) Solani basin, (d) Khoh basin, and (e) Dhela basin
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Fig. 2.7 Archaeological evidences such as buried houses and prehistoric potteries in vertical
topographic sections at Kot Kaliyar Chak village, Haridwar district, Uttarakhand, India (a and b),
and Khajnawar village, Saharanpur district, Uttar Pradesh, India (¢), occurring at anomaly locations
in Solani drainage basin of the study area

tectonics was prioritized based on the number of anomalies coexisting together at the
same or nearby locations. We selected a few such locations where two or more than
two anomalies coexist together and conducted a multifrequency (40 MHz and
100 MHz) GPR survey for confirming the presence of active tectonic features at
such locations. The 2D radargrams obtained from 100 MHz antenna give high-
resolution information at shallow depth which depicts near-surface soil layers
beautifully but fail to confirm the presence of active tectonic features. On the other
hand, the 2D radargrams obtained from 40 MHz antenna provide subsurface infor-
mation up to 30 m depth. It was observed that in the 2D radargrams, the active
tectonic features are manifested beyond the surface soil layers. In the present study,
the 40 MHz GPR antenna has been found suitable for confirming the presence of
near-surface active tectonic features in piedmont-alluvial plain region in and around
the HFT. In and around some of the anomaly locations in the study area, archaeo-
logical evidences were observed. For example, in Solani drainage basin test site,
archaeological evidences such as buried houses under newly constructed houses and
prehistoric potteries were observed in vertical topographic sections at Kot Kaliyar
Chak village, Haridwar district, Uttarakhand, and Khajnawar village, Saharanpur
district, Uttar Pradesh (Fig. 2.7).
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Chapter 3 M)
Simulation OQutputs of Major Debris Flows <z
in Garhwal Himalaya: A Geotechnical
Modeling Approach for Hazard Mitigation

Shovan Lal Chattoraj, P. K. Champati Ray, and Suresh Kannaujiya

3.1 Introduction

Landslides, one of the major geological hazards, contribute to natural disasters in
mountainous region around the globe owing to a wide variety of causative as well as
triggering factors like heavy rainstorms, cloudbursts, glacial lake outburst (GLOF),
earthquakes, geo-engineering setting, unplanned human activities, etc. In different
parts of the Himalaya, landslide has evolved as a frequent problem which severely
affects life, property, and livelihood of this mountainous area thriving mainly on
pilgrimage, tourism, and agriculture (Anbalagan et al. 2015; Anbalagan 1992;
Champati Ray and Chattoraj 2014; Gupta et al. 1993; Kumar et al. 2012; Onagh
et al. 2012; Sarkar et al. 1995, 2006; Sundriyal et al. 2007). With the background of
higher elevation, rough hilly landscape, scanty cultivated land, strong monsoonal
effect, and less industrial growth restricting economic progress, repeated landslide
events keep human life and property at stake (Champati Ray et al. 2013a, b, 2015;
Ketholia et al. 2015; Paul and Bisht 1993). Landslides in the Himalayan region are
on an average smaller in dimension and have shallow depth, but these are more
recurring in nature and thereby do not get noticed by authorities but cause higher
cumulative losses over a period of time. Landslides, in the Himalaya, are observed
particularly in highly fractured and sheared rock mass close to faults and also in
weathered hard rocks. The climatic factors play an important role in weathering and
disintegration of rock mass that are finally brought down by gravity (Kumar et al.
2007, 2012). Most of these landslides wreak havocked not only on life and property
but manifest changes in landform due to large-scale mass wasting, landslide-
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dammed lake formation, and breaching leading to large-scale landform modification
(Champati Ray 2013; Champati Ray et al. 2015).

Among many enormous landslides that have been witnessed by the Garhwal part
of Uttarakhand Himalaya, the Malpa landslide in the year 1998 is responsible for
taking 300 human lives alone. Ukhimath town, one important stop before reaching
Kedarnath Hindu shrine, was damaged by many landslides which in total claimed
37 lives again in 1998 (Naithani 2002; Bist and Sah 1999). To exemplify the
quantum of huge property loss, a portion of road leading to Gangotri Hindu shrine,
with a length of about 42 km from Uttarkashi to Bhatwari, were demolished by
landslides triggered by the 1991 Uttarkashi earthquake. Similarly, seismicity-
induced landslides wreak havoc on Chamoli district in the year 1999 taking the
death toll to more than a hundred (Kimothi et al. 2005). On the other hand,
Bhagirathi basin has seen Varunavat hill landslide in 2003 causing huge property
damage (Gupta and Bist 2004; Sarkar et al. 2006, 2010). This landslide was also
analyzed taking cues from earth observation data by investigators from the Indian
Space Research Organization (ISRO) which revealed higher hazard potential of the
region (Sati et al. 1998). Ukhimath area subsequently seen recurrence of the debris
flows in 2012 killing 33 persons and partially wiped two villages called Chunni and
Mangli (Islam et al. 2013; Martha and Kumar 2013). More recently in June 2013,
several interrelated phenomena like cloudburst associated with glacial lake outburst
floods, river blockade and breaching, etc. caused devastating floods and landslides in
almost all major river basins of Uttarakhand which became the country’s worst
natural disaster since the 2004 tsunami. Kedarnath area and its downstream became
the worst affected region (Champati Ray et al. 2015; Chattoraj et al. 2014; Chattoraj
2016; Dobhal et al. 2013). Apart from these events of national importance, there are
many other events which have put a catastrophic effect (Gupta et al. 2008; Bist and
Sah 1999). Pertinently, most of the landslides in Uttarakhand have a major debris
flow component that travels some distance causing enormous damage en route
(Chattoraj 2016; Chattoraj et al. 2014, 2015a; Chattoraj and Champati Ray 2015;
Champati Ray et al. 2015). However, most of the works mentioned report either the
geo-engineering aspects of landslides or hazard/susceptibility mapping leading to
damage assessment. Holistic analysis of landslide hazard which demands physical
modeling using mathematical simulation techniques is in the budding stage in this
part of the Himalaya. Rainfall-triggered landslide models are abundant in literature
and hold tremendous opportunity in the implementation of a successful strategy for
landslide hazard mitigation (Brand 1995; Chattoraj et al. 2015b; Deganutti et al.
2000; Hungr et al. 1987; Scott 2000). The work is focused to grout this knowledge
gap by analyzing and simulating major landslides/debris flow events in the Garhwal
Himalaya. This study leads to derivation of the important physical flow parameters
taking cues from earth observation techniques to understand the root cause of the
devastation, which is essential for effective mitigation measures.
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3.2 Debris Flow Modeling: Garhwal Himalaya

Modeling of debris flows is a process-based approach in principle; considers ava-
lanches, flows (mud and debris), and falls; and hence is important in disaster
management and mitigation (Cruden and Varnes 1996; Iverson et al. 1997). Partic-
ularly, debris flows can be defined as gravity-induced flows comprising of inhomo-
geneous materials mixed with a liquid phase resulting in a devastating event. With
the availability of globally accepted empirical equations employed to characterize
kinematics of a flow, there is an increased demand which come up with sophisticated
mathematical simulations which can be utilized to mimic flow paths and analyze the
process of entrainment (Tsai et al. 2011; Quan Luna et al. 2011). This work utilized
the RAMMS (Rapid Mass Movements Software) model, presented by the WSL
Institute of Snow and Avalanche, Switzerland, to model the natural flow of a
dislodged geophysical mass in three dimensions from source (release) to base
(deposition). A high-resolution digital elevation model supported by ancillary
ground truth data is an important input to the model, reinforced with various
geo-mechanical parameters. To understand the failure behavior, the Voellmy rheo-
logical model has been employed to take care and physically characterize the
entrainment of debris material. This gives rise to a physical-based model showing
spatial variation of flow, height, velocity, pressure, and momentum along the torrent
(Christen et al. 2010; Ayotte and Hunger 2000; Rickenmann 2005). Outputs of these
process-based 3-D models take us closer to understand the cause of the event and
help in designing suitable remedial engineering structures (Iverson et al. 2000).
Huge flows often recur on seasonal basis, and hence time series analysis and change
detection become equally important. Temporal variation of important output param-
eters can be assessed by deriving longitudinal profiles along such flows.

With an aim to check the applicability of the model and for validation of the
results, the physical process of important debris flows in Uttarakhand Himalaya was
attempted. Four major flows, namely, the Varunavat landslide (Uttarkashi), the
Ukhimath landslide, the Kedarnath landslide (Rudraprayag), and the Maithana
landslide (Chamoli), were considered in this study. All involved stakeholders are
thus enabled to have an access to the actual insight of these events and related
disasters. Large-scale mapping of these important landslides is often, in practice,
capable of complimenting the process of three-dimensional modeling, as portrayed
in this work. This, holistically, will deliver adequate and important time-bound
information for prima facie assessment and monitoring of the event and cater to
planning of the mitigation measures in case of future events (Champati Ray et al.
2013b; Herva’set et al. 2003).
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3.3 Study Area: Regional Geology and Geomorphology

Ukhimath and Kedarnath area belong to the Rudraprayag district, whereas the
Varunavat Parvat landslide is in Uttarkashi district of Garhwal division, on the
banks of the Mandakini and the Bhagirathi River, respectively. The Maithana
landslide, close to Nandaprayag, lies in Chamoli district. The main rock types of
the areas where debris flow models have been applied include quartzites intercalated
with schist, granite gneisses, migmatites, slates, and limestones/dolostones
(Fig. 3.1). Most of the rock types have suffered polyphase deformation (Valdiya
et al. 1999). The Kedarnath and Ukhimath area consist of lithological units belong-
ing to Central Crystalline of Himalaya consisting of undifferentiated Proterozoic
formations like Jutogh and Vaikrita Group, etc. of the Higher Himalayan zone.
Rocks in the vicinity of the Varunavat Parvat, Uttarkashi, belong mainly to Berinag
Formation (Thakur and Rawat 1992). The Maithana landslide area, on NH 58 on the
bank of Alaknanda, is lithologically clubbed under Berinag Formation (Chaturvedi
et al. 2014). Both Uttarkashi and Maithana rocks belong to the Lesser Himalayan
zone (Thakur and Rawat 1992; Valdiya et al. 1999). All four places are in close
vicinity to the Main Central Thrust (MCT) which renders these areas tectonically
more fragile and unstable. These areas show overall rugged topography with dis-
sected hilly regions with deep incised channels of major rivers of Uttarakhand like
the Mandakini, the Bhagirathi, and the Alaknanda (Fig. 3.1).

3.4 Methodology and Input Data
3.4.1 Source Area Characterization
3.4.1.1 Kedarnath

The targeted debris flow initiation zones were identified based on field observations
and visual analysis of satellite data. Most of the source region lies at the upper
reaches of avalanche chutes. The source is relatively steeper with a variation in slope
angle from 30° to 60°, having an average height of 5000 m. The estimated depth of
debris dislodged from the source varies from 1 to 1.5 m as analyzed from Cartosat-1
DEM and GeoEye-1 images available in Google Earth by visual and simple digital
image enhancement techniques. The field observations revealed that the modeled
landslides were initiated in an avalanche chute and then flowed downward which at
times bifurcated before reaching the lower elevation (Chattoraj et al. 2014). There
were two debris flow zones identified in Kedarnath area: the large one is near the
temple and the other one is just downstream of the temple location, all on the left
bank of the Mandakini River (Fig. 3.2).
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Fig. 3.1 Schematic geological map of Garhwal Himalaya. (After Thakur and Rawat 1992)
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Fig. 3.2 Modeled outputs of debris flow at Kedarnath. (a) 3-D contour map of the Kedarnath area;
(b) Subset of Cartosat DEM; (c) Satellite image of the area [IRS P6 LISS IV of 21 June 2013 (RGB:
321)]; (d—e) Spatial variation of velocity, momentum, and height along the runout path of debris
flow-1; (g—i) Spatial variation of velocity, momentum, and height along the runout path of debris
flow-2
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3.4.1.2 Uttarkashi

The initiation zone lies at the top of Varunavat Parvat at an elevation of 1780 m and a
slope of approximately 40-60 degrees. This particular area has been dissected by
number of joints, and moreover a major fault passes through this zone (Bist and
Sinha 1980). The average length of the initiation zone is approximately 113.2 m.
From the field observation, it was clear that the modeled landslide was initiated with
a rock fall and then flowed downward in the form of torrent, which was eventually
divided into three channels through which most of the debris flowed downstream.
Bulk density of 2450 kg/m® used quartzite and phyllites and their weathered
derivatives which are highly shattered, fragmented, and thinly jointed.

3.4.1.3 Ukhimath

At Ukhimath, the initiation zone lies at an elevation of 1560 m with an average slope
of 60°. The length of the initiation zone is approximately 92 m, and the width varies
from 18 to 58 m. From the field observation, it was clear that the modeled landslide
was initiated as a rock fall and then flowed downstream in a semi-channelized torrent
form. An average height of 2 m was selected to be the release height. A small torrent
with a length of 78 m merged with the main flow path near Mangali village. A bulk
density of 2350 kg/m> was chosen for schist with quartzite band and their weathered
counterparts at the release area.

3.4.1.4 Maithana

The release area lies at an elevation of 1120 m with a slope of 35°. The whole slide
mass is about 390 m long (till it reaches the river) and 260 m wide (at source region)
which suggests it to be a moderately big slide. The direction of movement is toward
northwest. The rocks are well jointed having a bedding dip of 37° toward the north.
The slope is continuous and is inclined at about 35° above road level and 42° below
road level. The right flank of the slide consists of jointed and fractured quartzite
intercalated with chlorite schist, while the left flank consists mostly of loose soil and
debris material.

3.4.2 Satellite Data Used

Emphasis was put to use mainly Indian Remote Sensing Satellite data products.
Consequently, Resourcesat-2 LISS-IV data (21 June 2013) and Cartosat-2 data
(20 June 2013) were processed for analyzing debris flow analysis at Kedarnath.
Among the others, Cartosat-1 stereo-pair-derived DEM of 2008 and LISS IV images
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from Resourcesat-1, SPOT images, CNES, and DigitalGlobe data available in
Google Earth with complementary SRTM DEM (Ver. 4) for terrain information
were also referred. Cartosat-1 stereo-pair-derived DEM (6 March 2010) was ana-
lyzed in combination with GeoEye-1 multispectral image and LISS-IV Image of
4 April 2009 for Uttarkashi area. In case of Ukhimath, DEM (Cartosat-1 stereo-pair
of 21 January 2010) and GeoEye-1 multispectral image were used. For Maithana
area, LISS-IV of 25 October 2011 and 23 May 2013 and DEM from Cartosat-1,
2008, were used. The high-resolution multispectral or pan-sharpened images were
used mainly for delineation of release area at the source of debris flows.

3.4.3 Model Input Data
3.4.3.1 Digital Elevation Model

Basic input datasets required for RAMMS simulation comprise of topographic data
like elevation and slope from a high-spatial-resolution digital elevation model,
release area, and release mass to characterize the head zone and crucial information
about friction and related geo-mechanical properties. Topographic information lays
an important role for a successful simulation because flow movement path and zone
of deposition will be controlled by the elevation, slope, etc. In this context, a precise
digital elevation model is required with high spatial resolution defining the release
area. In this case, Cartosat-1 DEM (spatial resolution, 10 m) was used. RAMMS can
process only the ESRI ASCII Grid and ASCII X, Y, Z data cluster. Contours from
topographical maps were also simultaneously digitized to develop a DEM in ArcGIS
10.0 (© ESRI) using Topo to Raster tool in spatial analyst. Both the contours
generated from Cartosat DEM and derived from topographical maps were compared
to get outputs on numerical simulation.

Further, in debris flow modeling, two inputs were provided to define the initial
condition, i.e., release information of the simulation, (a) release area (or block
release) and (b) input hydrograph (or simply hydrograph). The starting conditions
of a simulation can be selected depending on the type of debris flow expected in the
region. In the present case, block release was preferred. Generally, it is also useful to
distinguish between channelized and unchannelized debris flows. However,
RAMMS use the unchannelized debris flow condition for hillslope debris flows
and shallow landslides. The present model consists of both channelized and
unchannelized flow path which were validated on satellite images. In RAMMS,
for small unchannelized debris flows, it is important to know the release area with a
given initial height, which will be released as a block (block release of Rickenmann
et al. (2006)). In the present study, landslide-specific release areas were identified
which have been demarcated over the DEM. Approximately corresponding calcu-
lation domains (within which a debris flow is assumed to be restricted to) were also
delineated over DEM considering the possible maximum spatial extent of debris
flow runout (Figs. 3.2, 3.3, and 3.4).
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Fig. 3.4 Cross-plots of shear stress and normal stress of soil/debris samples collected from field

3.4.3.2 Frictional and Shear Strength Parameters and Calibration
of the Model

The RAMMS mathematical simulation relies upon rheological characteristics of the
physical mass resting on unstable slopes and hence gives maximum importance to
shear strength parameters. This uses the Voellmy friction law (Salm et al. 1990).
RAMMS considers total resistance to flow as a sum of the frictional resistance
arising out of a dry-Coulomb-type friction (coefficient, y) that is related to applied
normal stress and a velocity-squared drag or viscous-turbulent friction (coefficient,
£). The dry friction is imparted on the slope mostly by rock chunks (in situ and
weathered/drifted), soil, river-borne material, and associated debris, while the liquid
phase or water takes care of the viscous-turbulent friction. The total resistance due to
friction S (Pa) is then calculated as:

S = upHg cos () + (pgU?) /&

where p represents the density of the debris, g the gravitational acceleration, ¢ the
slope angle, H the flow height, and U the initial flow velocity. u and & are considered
as the two main geo-mechanical inputs representing frictional resistance.

The representative debris materials sampled from depositional zone at the base of
the flow were studied for characterization of their shear strength parameters in
electronic direct shear testing equipment (Model No. AIM 104-2kN, Make Aimil
Ltd., New Delhi) at the Indian Institute of Remote Sensing, Dehradun. Though the
analysis was carried out at different levels of saturation, the ones with maximum-
induced saturation were considered best. Samples were examined at 0.25, 0.50, and
1 kgf/em? impounding normal load, and resultant shear strength parameters at
respective load failure were considered.

The major problem for carrying out a debris flow simulation lies in its varying
constituents, which influence the choice of the friction parameters. RAMMS debris
flow uses a single-phase model, and it cannot distinguish between fluid and solid
phases, and the entire mass is modeled as a bulk flow. Therefore, the friction
parameters should be varied to match the observed flow paths in case of known
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debris flow events. It is quite possible that different events in the same torrent may
show differences in composition. This fact makes the calibration of the friction
parameters much more difficult. Therefore, a number of simulations with different
values for each input parameters were carried to get the desired results. The results
were validated with field data, and the best fitted simulation outputs were adopted for
final analysis (Sosio et al. 2008).

Simulation output is required to be verified with previously modeled event as a part
of validation strategy. In this context, the input parameters are important because these
parameters would affect the simulation results. But unfortunately, in the present study,
we did not have such opportunity for validation due to lack of earlier model informa-
tion. Rather validation was carried out on collected field data in terms of their shear
strength parameters and flow characteristics. In this regard, to get real field data, it is
always recommended to collect such data at the earliest after an event.

This is why a number of simulations were tried with different combinations of
frictional and other geo-mechanical parameters. Optimal friction values were zeroed
from standard range for the concerned type of debris. Numerous simulations were
carried out with the dry friction varying from 0.05 to 0.2 and viscous turbulent flow
from 100 to 2000 m/s> (Sosio et al. 2008). Nevertheless, this exercise was done when
values of other input parameters, namely, density of materials, release height, earth
pressure coefficient (lambda), and the percent of momentum, were kept unchanged.
Out of these simulations, the one which approximated the real debris flow most
closely, as cross-checked from satellite images and field verification, was selected as
the best model. Subsequently, outputs of simulation were validated by comparing
the total length of runout distance and their spatial coverage vis-a-vis real flow path
visible on the ground.

While carrying out the simulations with varying frictional parameters, pixel-wise
spatial matching of not less than 90% with real event visible on satellite image was
categorically chosen for the best simulation. The frictional and other parameters of
this particular simulation representing the best model were noted. It is observed that
an enhancement in the frictional coefficient u (Mu) causes a shortening of the runout
distance due to increase in the basal friction, resisting the flow movement. The
variation of { (Xi) value, however, did not have any significant effect on the length of
flow runout. However, in general parties, an increase in { (Xi) value should increase
the runout distance as it results in a relatively smoother flow. In the present case,
frequent subtle breaks in slopes in the long runout path, and the type of material
dislodged has posed a hindrance to this.

Among RAMMS model outputs, momentum is not absolute as it simply con-
siders momentum as a product of flow height and velocity. Thus, the unit is m?%/s. To
get real momentum in (kg*m/s), this value is multiplied by density of debris and area
under consideration. Additionally, this numeral simulation model does not provide
(1) en route erosion and (2) side channel contribution to the main flowing mass along
runout. In most of the cases, variation in output geophysical parameters is reported
due to the above reason. Therefore, maximum valuation of parameters has been
provided with error values. The output bound within error limits ensures that runout



48 S. L. Chattoraj et al.

is restricted within the real debris flow channel as verified in field and/or satellite
image.

3.5 Results and Discussion

3.5.1 Interpretation of Simulation

Numerical simulation, adopted in this work, provides four vital physical outputs,
viz., velocity, height, pressure, and momentum of debris flow. Longitudinal profiling
of runout and point data collection of a specific location are also permitted. Debris
flow height is of major concern due to the fact that the financial costs of clearing
huge debris can be very high, and debris of large quantity cut off the road and
ultimately disrupt the lifeline of these hilly areas. Therefore, velocity and momentum
are very important to specify the type and nature of any remedial structures which
can withstand the initial thrust of the flow and arrest further movement of flow and
reduce damage. Variation of vital physical parameters of simulations is discussed for
each flow.

3.5.1.1 Kedarnath

Immediate upstream of Kedarnath temple, the debris flow-1 appears as an
unbranched torrents until deposition. The length of total runout was about 1.5 km
which is long enough but with intermittent slope breaks. In the downstream of
temple, another flow, namely, debris flow-2, has an even longer runout of a length
around 2 km. However, near the depositional zone, a bifurcation happened. Debris
flow-1 revealed a maximum velocity of 5-7 m/s and a flow height of 4-6 m near the
base. Though debris flow-2 is more in length compared to debris flow-1, it showed
lower flow height (1-3 m) and velocity (3—5 m/s) at the base mainly owing to slope
breaks. Thus, in terms of flow velocity and height cum depositional thickness, debris
flow-1 becomes mightier than debris flow-2. Intriguingly, the high momentum
remained concentrated symmetrically in the middle part of both the flows
(Fig. 3.2). Spatial variation of pressure appeared quite similar to height and thus
became redundant to be presented separately.

In a nutshell, it is important to note that the debris flows, close to Kedarnath
shrine, achieved a runout distance of 1.5-2 km and emptied their load into Saraswati
River which in turn would reach the Mandakini River. The simulated outputs
showcased that the debris flows are capable of contributing sufficient sediment and
debris load to the Saraswati River (Champati Ray et al. 2015). In addition to this,
satellite image analysis revealed that on the right bank of Mandakini, important
tributary streams, viz., Dudhaganga and Madu Ganga, also presumably dumped
debris into the Mandakini River. As a result of which, the carrying capacity of the
Mandakini (Saraswati) had reduced significantly resulting in diversion of flow to
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Kedarnath temple area and easternmost Paleochannel of Saraswati when GLOF
occurred on 17 June 2013.

3.5.1.2 Uttarkashi

The simulated model of Uttarkashi region reveals that the total release volume was
27,444 m>. The flow height varies from 1.69 to 0.28 m considering all three
branches. But it can be seen that the maximum flow height (1.69-1.41 m) is in the
right channel of debris flow. On the other hand, a sudden change in topographic
slope was observed in the left channel, and this could be a possible reason of sudden
change in the path of the material. The material started flowing from the release area
and went largely to the middle and right channel. So the average range of flow height
seen in the middle and right paths varies from 1.13 to 0.56 m. But a lower flow height
was observed in the left channel. The base of the slope was covered by the finer
materials of the debris flow, and most of the coarse fragments got deposited on
relatively gentler upslope areas (Fig. 3.5).

Model result provides a maximum velocity of 10.19 m/s (& 0.56 m/s) at the
initiation zone and also in the right channel. From the longitudinal profile, it is
evident that velocity of 10—6 m/s continued almost in every channel up to 400 m and
then suddenly decreases to 2 m/s at a distance of 430 m in the left channel. This
could be due to topographic flattening in that section; afterward it increased slightly
till 4 m/s and continued till the end. In other two channels, velocity of flow appears to
be intermediate ranging from 4 to 9 m/s which gradually decreases with height.
Pressure substantially decreases as the debris flow continues in the torrent from its
initiation zone. The highest pressure recorded at the initiation zone, i.e., 254.46 Kpa
(£ 2.3 Kpa), and the maximum momentum of 14.72 m?/s (£ 0.76 m?/s) were
observed in the right channel. Subsequently, there was a gradual decrease in
momentum from 400 m altitude, and then it reduces with a consistent value up to
the end of the channel. In the left channel, it was found that there was a decreasing
momentum from the beginning due to a flattening in the topography (Fig. 3.5).

3.5.1.3 Ukhimath

In the Ukhimath area, the total release volume was 37,837 m>. The maximum height
value was recorded to be 3.29 m (£0.33 m) near Mangali village and its connecting
road with Ukhimath bazar. According to the field information and photographs from
the secondary source, it is considered to be quite a good match. A sudden change in
topographic slope was observed near the hill edge of Mangali village which could be
the reason of sudden velocity decrease and consequent increase of height. However,
the longitudinal profile of the whole runout zone indicates that the height (0.5-0.7 m)
was relatively constant up to Chunni village, and the rest of the path shows very less
value ranging from 0.1 to 0.2 m with slight increase near the Mandakini River where
the height was approximately 0.3 m.
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Model result shows a maximum velocity of 12.9 m/s (£0.34 m/s) at the initiation
zone (Fig. 3.5). In view of close proximity to the source area, relatively higher flow
velocity was observed at Mangali village. From the longitudinal profile, it is evident
that a velocity of 10-12 m/s continued up to 400 m and then suddenly reduces to
2 m/s at a distance of 600 m. This could be due to the decrease in topographic slope.
Afterward, velocity again increased slightly near the Chunni village reaching 4 m/s.

Pressure substantially decreases as the debris flow continues in the torrent from its
initiation zone. But we have observed a sudden drop of pressure from a distance of
400 m up to the Chunni village (Fig. 3.5). Before the Mangali village, pressure varies
from 126 kPa to 189 kPa, and at Chunni village, it was 80-85 kPa. Estimation of
material pressure in a torrent is an essential for construction of check dam or
retaining wall in high-risk areas.

Maximum momentum of 30m?/s (+0.23 m?/s) was found near Mangali village due
to high velocity (Fig. 3.5). Subsequently, a gradual decrease in momentum was
observed up to 380 m and then reduced up to Chunni village and the distal part of
the flow. The maximum flow momentum recorded at Chunni village was 2-3 m?/s
(Fig. 3.5).

3.5.1.4 Maithana

From the altitude and velocity plots for the landslide, it was observed that the release
area of the sliding material is at 1120 m altitude, and the maximum velocity attained
by the sliding material was around 10.5 m/s (£0.78 m/s). From the two-dimensional
animations, it was observed that the velocity at the time of sliding ranged between
3 and 10.5 m/s; the height values were between 2.2 and 6.2 m. It was also observed
that there is a break in slope. Thus, for the portion of the slide below the slope break,
model shows maximum velocity.

3.5.2 Instrumental Validation of Shear Strength Parameters

RAMMS numerical simulation-derived models require cohesion (c¢) and frictional
coefficient for dry and liquid phases (¢ and &, respectively) for soil/debris as inputs.
Cohesion is independent of stress systems and is dependent more on geochemical
properties of the material. Frictional coefficient (static) for dry debris phase (u) is
related to the topographic slope by the rule of friction: tan ¢ = u (considering angle
of sliding equal to angle of repose). Thus, theoretically, the instrument derived and
modeled inputs of shear strength parameters have to be similar if the simulation is
correct and assumptions are within the range of error. To get the cohesion (c) and
angle of internal resistance (¢), direct shear instrument was utilized. Samples were
saturated to the maximum considering the then in situ saturation state in the field.
Results derived from direct shear instrument followed a Mohr-Coulomb failure
behavior, i.e., 7 = o tan ¢ + ¢, depicting a straight line in the cross-plot of normal
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Table 3.1 Shear strength parameters: input to model vs. instrument-derived outputs

Flow characteristics Shear strength parameters
Total Simulated
runout | flow Simulated Outputs derived from
Flow length height at velocity at | Inputs provided to direct shear
location (Km) base (m) base (m/s) | model instrument
Internal Internal
shear shear
Cohesion | angle Cohesion | angle
(c) kPa) (@) () () kPa) |(p) ()
Kedarnath |2 1-6 5-7 20-30 25-30 40.6 24
Uttarkashi | 0.7 5.5 5-25 35-40 25-30 57.13 25
Ukhimath | 1.2 6.2 2-13 25-30 28-35 20.12 33
Maithana | 0.6 22-6.2 |3-10.5 20-30 15-25 25.6 16

vis-a-vis shear stress (Fig. 3.4). As each model is frozen once, it approximates the
real debris flow and its p and @ are cross-checked with the instrumentally derived c
and ¢ values from the soil sample (Table 3.1). It is to be noted that when shear
strength model inputs in RAMMS model and instrument-derived outputs are com-
parable, then it is considered that simulation model validates well with the real-world
situation.

3.6 Conclusions

Two important outputs were derived by modeling of debris flow events in three
dimensions utilizing satellite images and other geo-engineering parameters. Firstly,
this work showcased successful simulation of selected debris flow events. The results,
in terms of spatial variation of important geophysical parameters, namely, velocity,
height, pressure, and momentum, are enriched by remotely sensed and ancillary earth
observation data products. This perhaps demonstrates the vast extent of utilization of
space technology-derived products. Secondly, it caters stakeholders to the critical
insight of the events and related consequences. This work reveals that the modeled
flow is capable of depositing enormous debris, which partially blocks and brings in a
change in flow capacity and/or path of Mandakini and the Saraswati rivers. With
additional water made available to the channels due to breaching of Chorabari Tal,
the original course of Mandakini was blocked by debris, allowing the lake discharge
and heavy rainwater flow along a Paleochannel, a rather easy alternate path through the
town. With a modified flow capacity/path owing to partial blockade of channels by the
debris, water and debris caused a maximum devastation inside the Kedarnath town.
Considerable velocity, height, pressure, and momentum were also obtained in case of
debris flows that happened in Ukhimath, Uttarkashi, and Maithana.
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Therefore, the following significant conclusions can be drawn from the study:

* Numerical simulation and flow modeling can be used for calculation of vital
physical flow parameters to help mitigation. The height of check dams should
always be more than the height of the estimated debris flow. The width of such
dam should consider the momentum and pressure of flow estimated at that
location.

* Modeled height, momentum, pressure, and velocity of debris flow can be used to
assess blockade of rivers and possible diversion and resulting inundation.

¢ Shear strength parameters used for a numeral simulation model can be validated
by laboratory instrumentation techniques.

* Future potential debris flows at nearby vulnerable locations can be modeled with
similar technical properties. Change detection in case of repeated flows can be
assessed with the help of such models.

* RAMMS-derived models neither consider side channel contribution nor assimi-
lation of mass due to en route erosion of the flow which presumably will increase
the volume. The simulated height and momentum thus are to be considered as
lower limit of the parameters, while the flow may have been more powerful in
reality.
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Chapter 4 )
Ionospheric Total Electron Content e
for Earthquake Precursor Detection

Gopal Sharma, P. K. Champati Ray, and Suresh Kannaujiya

4.1 Introduction

Understanding earthquake precursory phenomena based on ionosphere perturbation
is a fairly new field in geoscience today and has achieved promising success.
Scientists across the globe are now trying to learn insight about the physical and
chemical processes involved in the upper atmosphere and beyond during the earth-
quake preparatory period. One of such studies is based on global navigation satellite
system (GNSS) observations. Global Positioning System (GPS) is currently one of
the most popular global navigation satellite positioning systems widely available for
such society application. GPS has led to technical revolutions in the field of
applications like navigation as well as in upper atmospheric/ionospheric studies.
GPS signals from the satellites encountered the ionosphere before it is captured by
the receiver on the ground. In this process, the free electrons in the ionosphere affect
the propagation of the signals by changing their velocity and direction of travel. A
number of recent investigations have suggested that satellites and ground-based
facilities like that of GNSS may detect earthquake precursors a few hours or days
prior to the main event due to ionospheric perturbations induced by initiation of
earthquake process. The typical phenomenological features of ionospheric precur-
sors of strong earthquakes are summarised by Pulinets et al. (2003). The parameter
of ionosphere that produces most of the effects on radio signals is the total electron
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content (TEC). The TEC is defined by the integral of electron density in a 1 metre
square column along the signal transmission path. The ionosphere causes GPS signal
delays to be proportional to the TEC along the path from the GNSS satellite to a
receiver. The TEC measurements obtained from dual frequency GNSS receivers are
one of the most important parameters to characterise Earth’s ionosphere. The
changes in the Earth’s ionosphere can be used to derive the information about an
impending earthquake. Therefore, it is very important to monitor the TEC variation
due to tectonic deformation prior to an earthquake and its validation in real-world
situation.

4.2 Theory of Earthquake Preparation Mechanism
(Lithosphere-Ionosphere-Magnetosphere Coupling
Mechanism)

In the earthquake preparation zone, when rocks are under stress, electronic charge
carriers are activated, which are known as positive haloes. These positive haloes
leave the electrons and move to the surface as well as unstressed part of the rock.
These, in turn, ionise the lower atmosphere, and a lot of positive ions are generated
which are free to move through the troposphere up to the lower ionosphere where
they join with electrons. Depending upon the process of ionisation, the electrons
either deplete or increase as these are initially pulled by positive ions, thereby
leading to first decrease and then increase due to continuous flow of electrons.
This theory has been described in detail by a number of publications dealing with
hypothesis and experimental results (Grant et al. 2015; Freund 2011; Freund et al.
2009). In addition to this mechanical process, active geochemical processes can also
contribute. This includes release of radon and several other gaseous components.
The ionospheric precursor initiates with the formation of ion clusters resulting from
ion—molecular reactions and water molecule attachment to the finally formed ions in
the near-ground layer of the atmosphere (Pulinets 2004). Further, quasi-neutral
clusters are formed due to Coulomb attraction of positive and negative ion clusters.
This is called coagulation (Kikuchi 2001; Horanyi and Goertz 1990). The next stage
in the ionosphere perturbation is the generation of electric field. Before an earth-
quake, intensive gas is released as discussed earlier from the crust (mainly CO,) in
the earthquake preparation zone (Voitov and Dobrovolsky 1994). These gases play a
dual role; firstly by generating air motion, they create instabilities to stimulate
acoustic gravity waves, and secondly these air motions destroy neutral clusters
because of the weakness in Coulomb interaction force. As a result, the near-ground
layer of the atmosphere becomes richer in ions within the short time period.

The deviation in the total electron content (TEC) may be created in the ionosphere
depending on the electric field generated on the ground surface (Pulinets et al. 1998).
These deviation in electron concentration may be either negative or positive vis-a-vis
generated electric field direction. Additionally, the electric field penetrates without
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any decay to the higher levels of the ionosphere (D, E, F1 and F2) in the order of
increasing height due to the equipotentiality of geomagnetic field lines. In F-region
two main effects take place. Firstly, acoustic gravity waves are generated giving rise
to the small-scale density irregularities within the ionosphere (Hegai et al. 1997).
This occurs in the area of maximal conductivity. The other probable effect is the
intense irregularities of electron concentrations in the F2 region of the ionosphere
(Pulinets et al. 2003). These irregularities in the ionosphere can be detected by the
navigation satellites and ground-based GNSS receivers and ionosondes (Liu et al.
2004). Due to the complexity of particle motion and large-scale anomalies in the
F-region, propagation may be registered not just over the impending earthquake
epicentre but also may shift towards equatorial direction. At further heights (mag-
netosphere), one can expect irregularities along the geomagnetic field lines into the
magnetosphere where VLF emissions of different origins remain scattered which
results in increased levels of emission within the magnetic duct and change in the
shape of magnetospheric area due to plasma drift (Sorokin et al. 2000; McCormick
et al. 2002; Kim and Hegai 1997; Shklyar and Nagano 1998). The shape of the area
at magnetospheric heights will be elongated in the zonal direction proportionally in
the ratio of 1:3 for meridional and longitudinal sizes of the modified volume of the
magnetosphere (Kim and Hegai 1997; Larkina et al. 1989). Finally, this chain of
processes in the atmosphere and magnetosphere that originated from the near-ground
phenomena results in ionisation of the lower ionosphere which increases the electron
content in the D-region (Pulinets 2004).

4.3 Recent Advancement in GNSS TEC-Based Precursor
Study

Since the great Alaskan earthquake in 1964, many investigations on ionospheric
perturbations due to earthquakes have been presented (Blanc 1985). Numerous
studies show the TEC derived from GNSS/GPS modelling varies between 0 and
15 days in most of the cases before the occurrence of large-magnitude earthquake
(Sharma et al. 2017a, b; Singh and Chauhan 2008; Pulinets 2009; Liu et al. 2011).
These anomalies were interpreted either due to the influence of solar flare, geomag-
netic storm or earthquakes. The depletions and enhancements in TEC gradient
obtained were reported to be induced due to an earthquake in a number of events
such as M = 7.0 + global earthquakes (Yao et al. 2012), 12 January 2010 Mw 7.0
Haiti earthquake (Liu et al. 2011), 11 March 2011 Mw 9 Tohoku earthquake
(Dimitar et al. 2011), 21 January 2003 Mw 7.8 Colima earthquake (Dogan et al.
2011; Jhuang et al. 2010; Pulinets et al. 2005), 12 May 2008 Mw 8.0 Wenchuan
Earthquake and 17 August 1999 Mw 7.6 Izmit earthquake. Some of the recent
studies include statistical characteristics of seismo-ionospheric GPS TEC distur-
bances prior to global Mw > 5.0 earthquakes (1998-2014) by Shah and Jin
(2015), GNSS modelling for earthquake precursor studies for 25 April 2015 Nepal
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earthquake by Sharma et al. 2017a and investigation of ionospheric TEC precursors
related to the Mw 7.8 Nepal and Mw 8.3 Chile earthquakes in 2015 based on spectral
and statistical analysis by Oikonomou et al. (2016). These observed anomalies were
considered to be related to the seismic activity with no external effect from solar flare
or geomagnetic storm. The results from such analyses indicate lithosphere—iono-
sphere coupling within the earthquake preparation zone, and it is possible to monitor
using space-based observation system.

4.4 GNSS TEC Measurement for Precursory Signal
Detection

The slant TEC (TEC along the slant ray paths between a satellite and a ground
station) can be obtained from the code pseudo-range and frequency measurements
using dual frequency receivers (Blewitt 1990). For TEC applications for earthquake
precursor detection, slant TEC measurement is converted into vertical TEC
represented by vTEC, in el/m? with assumption of thin shell of ionosphere at
fixed height (Kersley et al. 2004; Pulinets et al. 2005; Ma and Maruyama 2003) as

vIEC = sTEC x cos 7, (4.1)
where
2(£112)*
sTEC = VM2 py _py, (4.2)
K(f12 = f2%)

sTEC is slant TEC, P1 and P2 are the code pseudoranges, fl = 1.57542 and
f2 = 1.2276 are the GPS frequencies and K = 80.62 (m’/s?) is a constant of the
plasma frequency to the electron density.

The zenith angle, 7/, is expressed as

RE
7 = arcsin (ﬁ), (4.3)

where RE is the mean radius of the Earth, «a is the elevation angle of the satellite and
h is the height of the ionospheric layer, which is 350 km in the present case.
Incorporating the satellite and receiver biases, vVTEC can be obtained as

VTEC = (STEC — bs — br)cosz’ (4.4)
where bs and br are the estimated satellite and receiver biases, respectively.

Various statistical methods can be used for identification of anomalous TEC due
to the earthquake preparation phenomenon; the behaviour of vTEC in most of the
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cases has been analysed by statistical method using boundary limit of 15 days
running median £ 1.34 running standard deviation (Liu et al. 2004; Sharma et al.
2017a). TEC values crossing these limits are considered as anomaly for impending
earthquake.

The TEC in the ionosphere is known to vary with solar activity, geomagnetic
storm, user location and pseudo-range elevation angle and has been studied widely
since decades (Buonsanto and Fuller-Rowell 1997; Fuller-Rowell et al. 1996;
Mendillo 1971). These factors result in deviation of electrons in ionosphere and
cause ionospheric delays in the GNSS/GPS signals which can be used to quantify the
electron count in the ionosphere. Therefore, while analysing the TEC as a precursor,
it is very important to analyse the effect of magnetic as well as solar flare to rule out
their possible contributions.

4.5 TEC Application for Earthquake Precursors
in the Himalayan Region

In this section, four case examples from Himalayan region are presented where
precursors from ground-based GNSS receiver have been detected prior to the
earthquake events. With GPS-derived time series, TEC variations over the time
window of 31 running days (15 days before and 15 days after the event) were
estimated around the earthquake within the earthquake preparation zone. Table 4.1
gives a catalogue which summarises the date of occurrence, epicentre, depth and
magnitude of the earthquakes considered for demonstrating the application of TEC
precursor in the Himalaya.

Table 4.1 Details of the earthquakes analysed and its relationship with TEC variation

Radius of | Consistent
EQ prep | anomaly
Date of Epicentre | Latitude |Longitude | Magnitude |zone observed
occurrence region (degree) | (degree) Mw) (km) before (days)

08 October Kashmir | 34.539 73.588 7.6 1853.53 6, high values
2005 crossing
upper bound
07 December | Murghob | 38.211 72.78 7.2 1247.38 4-5, low
2015 values cross-
ing lower
bound

25 April 2015 | Lamjung | 27.771 86.065 7.8 2259.43 0,1, 8, all high
(Gorkha) values cross-
ing upper
bound

11 May 2015 | Kodari 27.808 86.065 7.3 1377.20 1, low values
crossing
lower bound
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Fig. 4.1 TEC observation during Kashmir earthquake (2005) from IGS station KIT3 situated at a
distance of 786 km from the epicentre. Anomaly is detected when TEC value crosses upper or lower
bound as shown by dashed circles. Arrow indicates the earthquake day

4.5.1 Kashmir Earthquake, Mw 7.6

The Mw 7.6 Kashmir earthquake occurred on 8 October 2005. The vertical TEC
variations analysed from data at station KIT3 at a distance of 786 km from the
epicentre reveal strong positive pre-earthquake anomalies in 2 and 8 October (6 days
before the event and on the day of the event, respectively) as shown in Fig. 4.1,
highlighted by dashed circles. The details of the event are shown in Table 4.1.
Variations in 25 September and 2 and 8 October are observed as slightly negative
and positive pre-earthquake ionospheric anomaly as there is an abnormal decrease
and increase in GPS TEC values (Liu et al. 2001, 2002). These anomalies were
analysed vis-a-vis solar flare and geomagnetic storm activities with the aid of data
from NOAA which reveals no significant role on TEC variation. Thus, it could be
inferred that these negative and positive anomalies (enhancements) are ionospheric
precursors related to the earthquake. Negative anomalies observed in 12 and
13 October and positive anomalies (enhancements) observed on 16—17 October
2005 may be attributed to 20 intermediate (4.5 < Mw <5.6)-sized shallow earth-
quakes which occurred between 17 October 2005 and 29 October 2005 in the SE
direction of KIT3 station at a distance ranging from 720 to 800 km from earthquake
epicentres (USGS Earthquake catalogue).

4.5.2 Murghob Earthquake, Mw 7.2

The Mw 7.2 Murghob earthquake occurred on 7 December 2015 in Tajikistan. In
this case, low TEC value crossing the lower limit is observed in 2 and 3 December
4-5 days prior to the event from the data at IGS station TASH (Fig. 4.2). Addition-
ally, a pronounced peak (positive anomaly) in the vTEC was also observed on the
earthquake day during late evening. It is also inferred that the enhancement observed
in 22 December is due to the high-magnitude (Kp > 5) geomagnetic activity, hence
could not be considered as ionospheric precursors.
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Fig. 4.2 TEC observation during Murghob earthquake estimated from IGS station TASH. Anom-
alies are detected when TEC value crosses upper or lower bound as shown by dashed circles. Arrow
indicates the earthquake day
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Fig. 4.3 TEC variation during Lamjung (Gorkha) and Kodari earthquakes computed from CORS
station of NRSC/ISRO situated in Dehradun at a distance of 870 km. Anomalies are detected when
TEC value crosses upper or lower bound as shown by dashed circle. Arrow indicates the
earthquake day

4.5.3 Nepal Earthquakes

Continuous TEC observations were made using GNSS (GPS) data observed at a
distance of 870 km from the epicentre, within the earthquake preparatory zone
(Pulinets et al. 2005) to analyse the TEC variation prior to Mw 7.8 and Mw 7.3
2015 Nepal earthquakes. The details of the earthquake are summarised in Table 4.1.
GPS data for the period of 1 month acquired at Dehradun CORS of NRSC/ISRO was
analysed to observe TEC variations, Fig. 4.3.

Figure 4.3 shows the TEC time series for the duration of 1 month from 15 April to
14 May 2015 at Dehradun station. TEC values crossing the upper limit were
observed on the day of the main event, i.e. 25 April 2015. Besides this, TEC were
also observed to cross the upper limit on 17 and 24 April 2015. Consistently, TEC
values were exceeding the limits in 24 to 25 April, which could be inferred as
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precursor to the main event on 25 April 2017 of Mw 7.8. In respect to Mw 7.3 event
on 12 May 2015, low TEC values crossing the lower limit were observed on 11 May,
and high TEC values crossing the upper limit on 10 May 2015 were observed. These
observations are also considered to be attributed to the seismic event as a precursor
which were unaffected by both geomagnetic and solar flare activities.

4.6 Conclusions

Numerous modelling methods have already been attempted by various authors in
order to interpret anomalous state of the ionosphere during earthquakes. It is
assumed that there occurs a lithosphere—atmosphere—ionosphere coupling during
the seismic preparation time frame before large earthquakes. The potential mecha-
nisms which lead to seismo-ionospheric perturbations are the penetration of anom-
alous vertical electric field present above the earthquake hotspots into the upper
atmosphere and ionosphere, which further causes abnormality of electron density in
terms of total electron count. Although various scientists suggested these iono-
spheric perturbations as pre-earthquake anomalies and suggest deeper research to
understand the pattern and coupling mechanisms of earth’s lithosphere and iono-
sphere, the accuracy of time and place of its probable occurrence still remains a
subject of further research on ionospheric studies. The analysed ionospheric anom-
alies in this chapter associated with different (Mw > 7) earthquakes in Himalayan
region by examining the GPS-inferred total electron content variations also support
the theory of lithosphere—ionosphere coupling mechanism. Within the time window
of 31 running days around the earthquake, anomalous fluctuations in TEC were
observed in the form of enhancements and depletion within a range of 0-8 days prior
to all the earthquakes. These anomalies were cross-checked with the global solar
data in order to ascertain their causative effects. It reveals that TEC variation was
unaffected by these factors, thereby indicating that these variations in TEC values
were due to seismogenic causes. The enhancement observed for Kashmir earthquake
on 8 October 2005 and Nepal earthquake on 25 April 2015, i.e. on the day of the
main event, calls for a better approach to investigate the GPS TEC perturbations on
an hourly basis in the Himalayan terrain.
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Part 111
Water Resources

Summary

The Himalayan region, which is also known as the third pole, is regarded as the most
fragile hydrosphere particularly in view of climate change. Therefore, it is necessary
to assess its water resources, so that, policies may be drawn to preserve it for present
and future. The best way to carry out such assessment is to study hydrological cycle,
its processes and emulate them by adapting suitable modelling approach. The advent
of geospatial technology and improvement in computing capabilities are facilitating
the assessment of water resources under various scenarios for any region on the
globe. This chapter covers the application of remote sensing and geographical
information system in cyrosphere studies, hydrological modelling parameterization,
hydrological modelling approach and identification of hydro-meteorological
extremes.

The precipitation is considered as most important input to any hydrological
system and its modelling. The Northwest Himalayan (NWH) region, geographical
and topographical settings receive precipitation in both the forms snow and rainfall
which varies spatio-temporally in the region. The snow fall and its physical proper-
ties, are again very important from availability of water during lean period for all the
sectors (domestic, agriculture or Industry). Moreover, a large number of important
glaciers located in this region, those needs to be studied for their retreat and
shrinkage. However, the field measurements of these parameters and the mainte-
nance of field instruments installed in NWH region are very difficult due to its
rugged terrain and accessibility constraints. The region due its hydro-geological
setting is very prone to various disasters such as avalanches, flash floods and glacial
lake outburst flood. Recently, the region has experienced a number of such hydro-
meteorological disasters, which have cost human lives and economy. These condi-
tions in NWH region, even refrained researchers to develop or setup models for the
region before the advent of geospatial technology.
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The present section highlights the application of remote sensing and GIS in
assessing each of the hydrological process of the hydrological cycle and their
modeling. The region has unique cyrosphere, initially, the studies carried out on
snow physical parameters retrieval through optical and microwave remote sensing
data; snow melt modelling; and glacier dynamics using geospatial tools were
discussed. In the second article of the chapter, hydrological models, their types,
input requirements and capability has been provided with emphasis to NWH region
through case studies. The article stresses on model parameterisation and retrieval of
each parameter using remote sensing data. The case studies of the chapter highlights
water resources assessment through a physically based regional scale hydrological
model and probable impact of climate change on water resources of the region. The
next article discusses how precipitation can be retrieved using RS and GIS and their
validation using field data. The article mainly focuses on extreme rainfall events and
their spatio-temporal variation in the NWH region. These extreme events usually
turned to many hydro-meteorological disasters in the region. Therefore, in the last
article, the disasters that usually take place in the region are discussed. Further, their
modelling and mapping using the geospatial data have been illustrated through case
studies. Such modelling and mapping are very useful from mitigation and damage
assessment point of view. Moreover, various cause and effect kind of scenarios for
the region can be generated using these approaches. Overall, the chapter is a
comprehensive demonstration of water resources assessment and its management
in NWH region.



Chapter 5 )
Cryosphere Studies in Northwest Himalaya <o

Praveen K. Thakur, Vaibhav Garg, Bhaskar R. Nikam, and S. P. Aggarwal

5.1 Introduction

Himalaya is also known as the “third pole” of the Earth due to the presence of the
largest area and volume of seasonal snow and glacier ice outside the polar regions.
Most visible effects of climate change are found in this region (Immerzeel et al.
2010; TPCC-5 2014 WGII AR5 Section 28.3). The Indian states of Uttarakhand
(UK), Himachal Pradesh (HP) and Jammu and Kashmir (J&K) together constitute a
unique and rugged terrain of Northwest Himalaya (NWH). Cryosphere components
of NWH mainly consist of snow cover (SC), glacier ice (GI), frozen lakes and rivers
in winters and high-altitude water lakes and rivers in summer, glacier lakes (GL) and
a few stretches of permafrost regions. These cryospheric components provide fresh
water to Perennial Rivers of NWH such as the Beas, Ganges, Satluj and Indus by
melting of seasonal snow cover and glacier ice. This area has significant variations in
minimum to maximum elevation and temperature ranging from 74 m to 8611 m of
K2 and —40° in cold glacier areas to +40 °C in low hills and Tarai area. The major
accumulation of snow mass occurs in winter period during October to March due to
precipitation from NW disturbances of winter monsoon, and main melting takes
place during spring and late summer time during April to July. The last 2 weeks of
August to first week of September, generally, represents end of ablation season, and
during this time traditional snow line elevation (SLE), showing the minimum snow
line, coincides with equilibrium line altitude (ELA) of major glaciers (Huang et al.
2011, 2013). The inaccessibility, high relief and remoteness of these mountainous
regions make it very difficult to map and monitor cryospheric components using
traditional ground-based field instruments and surveying and mapping techniques. In
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this scenario, remote sensing with its large area coverage, multi-resolution spatial
and temporal scale, offers a unique opportunity to regularly map and monitor
cryospheric components as shown by many studies (SAC 2010; National Remote
Sensing Centre 2013). This chapter highlights remote sensing (RS) and geographical
information system (GIS)-based studies of major components of NWH cryosphere
such as seasonal SC, GI, GL and permafrost. This also includes subsections for
mapping, monitoring and quantification of SC, GI in NWH along with retrieval and
modelling of snowpack properties, snowmelt and glacier mass balance.

5.2 Northwest Himalayan Cryosphere

Himalayan cryosphere including that of NWH holds a very important role in Asia, as
it provides meltwater to major rivers of this region and also plays an important role in
modifying or controlling seasonal weather and climate. High albedo of snow and
glacier ice provides a direct feedback to overall weather system of this region and is
also most sensitive to any changes in seasonal weather patterns or long-term climate
change or external anthropogenic forcing such as forest fires, land use land cover
change and dust storms (Minnett 2014). This section is subdivided in two parts: in
the first subsection, description of snow cover and permafrost of NWH is given, and
in the second subsection, glaciers and glacier lakes of NWH are described.
Figure 5.1a, b shows the snapshot of NWH snow cover, permafrost and glacier
regions along with glacier lakes of Beas-Chenab river basin area, as seen in an

Fig. 5.1 (a) Parts of NWH in Beas-Chenab areas of Himachal Pradesh as seen in colour composite
(SWIR: Red; NIR: Green and Red: Blue) of Resoursesat-1 AWIFS image (04 Oct 2012), (b) Beas-
Chenab basins area as seen in RISAT-1 MRS SAR image (27 Sep. 2012)
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optical image of Resourcesat-1 AWIFS and radar image of RISAT-1 Medium
Resolution scan-SAR mode (MRS) of 2012.

This chapter highlights the major research work of IIRS Dehradun which has
been done in this field over the last 15 years. The entire chapter has been divided into
three main parts: in first part, snow cover area (SCA) and snow physical parameter
estimation using various remote sensing sensors and techniques such as optical-
based NDSI method for SCA mapping, SAR-based inversion models for SCA and
snow parameters, and hyperspectral data-based GI for snow grain size mapping have
been reported. In the second part, mapping, monitoring, glacier ice velocity and
thickness estimation have been reported. This section discusses the use of
SAR-based glacier classification, DInSAR and feature tracking-based glacier veloc-
ity estimation and laminar flow-based glacier ice thickness estimation in Gangotri
glacier. In the last and third section of this chapter, the hydrological modelling
approach for SCA and snowmelt runoff estimation and AAR-based glacier mass
balance methods are discussed.

5.2.1 Snow Cover and Permafrost of NWH

Snow cover area usually termed as SCA or snow cover extent (SCE) represents the
seasonal snow cover which falls during winters and melts during spring and summer
season and also permanent snow on high elevation and glacier areas of mountainous
regions in NWH. The minimum SLE can range from 1500 to 1800 m and varies
yearly. Remote sensing is essential and invaluable tool for mapping SCA in high
relief and rugged areas of NWH due to its large area coverage, temporal revisit and
data continuity. The basin-wise area along with long-term annual minimum and
maximum SCA of each basin is given in Table 5.1. Details of SCA mapping using
remote sensing are given in Sect. 5.3.1.

Permafrost can be defined as any ground- or sub-surface material (excluding
glaciers) that remains at or below 0 °C for at least two consecutive years (ACGR
1988; van Everdingen 1998). As both the atmospheric and ground temperatures are
closely coupled, permafrost warming is the effect of global climate change in many

Table 5.1 NWH major river basins along with minimum and maximum SCA

River basin with Total area | Maximum SCA in km? (% | Minimum SCA in km? (%
outlet point (km?) of basin area) of basin area)

Chenab Basin up to 22,493 15,590 (70%), varies from 5400 (24%), varies from
Akhnoor 65% to 72% 15% to 25%

Ganga Basin up to 23,177 9080 (46%), varies from 3800 (19%), varies from
Devprayag 45% to 52% 12% to 20%

Satluj Basin up to 22275 14498 (65%), varies from 4528 (20%), varies from
Bhakra Dam 56% to 68% 7% to 15%

Beas Basin up to 5278 2700 (51%), varies from 780 (14%), varies from
Pandoh Dam 40% to 54% 10% to 20%
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parts of the world (Vaughan et al. 2013). Limited estimates and studies on perma-
frost are done in NWH. Globally, Gruber (2012) has derived and analysed global
digital elevation model (DEM) along with global air temperature data derived from
global climate reanalysis (NCAR-NCEP) and from interpolated station measure-
ments (CRU TS 2.0) datasets to create a high-resolution estimate of global perma-
frost extent. Schmid et al. (2015) have made first-order assessment of permafrost
distribution maps in the Hindu Kush Himalayan region using rock glaciers mapped
in Google Earth with formulation of the ~1 km resolution Global Permafrost
Zonation Index (GPZI). Ishikawa et al. (2001) made an attempt to differentiate
rock glaciers from the discontinuous mountain permafrost zone in Kanchenjunga
Himalaya, Eastern Nepal. In NWH, recently in the study by Allen et al. (2016) in
mountainous areas of Kullu district, mapping of permafrost conditions is done by
applying a condition on modelled mean annual ground surface temperature
(MAGST) below 0 °C. This initial study showed that “permafrost may extend
down to 4200 m amsl in favourable instances, which compares favourably with
the observed lower elevation limit from the ca. 60 mapped rock glaciers in Kullu
district (interquartile range 4280—-4560 m amsl), and approximate lower limits to
permafrost distribution established in relation to the local 0°C (Mean Annual Air
temperature) MAAT isotherm” (Allen et al. 2016). Westermann et al. (2013)
completed the transient thermal modelling of permafrost conditions in Southern
Norway, and similar techniques can be applied in addition to MAGST-based GPZI
method in parts of NWH.

5.2.2 Glaciers and Glacier Lakes

Glacier and glacier lakes cover a large area of NWH, with total number of glaciers
and the total glacier ice-covered area in these three basins are 32,392 and 78,040 km?
, respectively, as per 2010 report by Space Application Centre (SAC) given to the
Ministry of Environment and Forest (SAC 2010). This Himalayan glacier inventory
was completed for the Indus, Ganga and Brahmaputra river basins at 1: 50,000 scale
using images of Indian Remote Sensing Satellite for the period 2004-2007
(SAC-2010) and is updated from previous glacier inventory by Raina and Srivastava
(2008). As per estimates of Central Water Commission (CWC) sponsored project
report by the National Remote Sensing Centre (National Remote Sensing Centre
2013), there are about 2028 glacial lakes and water bodies having water spread area
more than 10 hectare (Ha) in the Himalayan region catchment which contributes to
river flowing in India. Out of these 503 are glacial lakes and 1525 are water bodies.
After the 2013 Uttarakhand floods and Kedarnath GLOF, glacier lakes with area of
3 ha are also mapped using high-resolution remote sensing datasets of LiSS-4
Sensor.
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5.3 Mapping and Monitoring of NWH Cryosphere Using
Remote Sensing

The traditional remote sensing working in optical imaging principles, which mea-
sures the reflected electromagnetic waves in visible and infrared regions, can provide
spatio-temporal maps of snow cover and glacier ice at regional and global scale
(Kulkarni et al. 2010). These snow and glacier ice maps derived from optical remote
sensing are limited mainly to map surface extent only and have major limitation of
mapping Earth surface under cloudy and night-time conditions. These limitations of
optical imaging sensors during cloud cover and night-time and non-penetration in
snowpack can be solved by the use of microwave remote sensing using both passive
microwave radiometers and active microwave radars. The passive microwave pro-
vides near global and daily temporal coverage, but at the same time, it has low spatial
resolution (10-50 km), which makes it less useful for Himalayan region.

5.3.1 Snow Cover Mapping, Monitoring and Retrieval
of Snowpack Properties

5.3.1.1 Snow Cover Mapping Using Optical and SAR Remote Sensing

Time series of SCA maps is used for creating the snow depletion curves or SDCs,
which are further used in snowmelt runoff and other hydrological models for
estimation of river flow and flood disaster-related events (Thakur et al. 2016b).
Conventional maps of SCA in the Indian Himalayas have been prepared using
optical remote sensing data of Indian Remote Sensing Satellite (IRS), Resourcesat-
1 (Kulkarni et al. 2006 and 2010) and Moderate Resolution Imaging
Spectroradiometer (MODIS) (Jain et al. 2010). Recently, 16-day snow cover fraction
at 3 x 3 snow product has been made available from Indian Earth observation
portal, Bhuvan (National Remote Sensing Centre 2013), under the National Infor-
mation System for Climate and Environmental Studies (NICES). In majority of SCA
products, Normalized Difference Snow Index (NDSI) was first created by Dozier
and Marks (1987) and Dozier (1989) using the Landsat Thematic Mapper (TM) and
Enhanced Thematic Mapper (ETM+) spectral bands as:

NDSI = (Rg — RSWIR)/(RG + Rswir), (5.1)

where Rg and Rgwir are the reflectance in the green band 2 and short-wave infrared
SWIR band 5 (centre wavelengths, 0.57 and 1.65 pm), respectively (Dozier 1989),
of Landsat TM. Snow is usually present and mapped if the NDSI value exceeds 0.40
(Dozier 1989; Hall et al. 2002), but as shown in the study by Vogel (2002), optimum
threshold value of NDSI can have seasonal variations.
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1 5 0 10 Kilometers

Joshimath

Fig. 5.2 (a) Location map of Uttarakhand, India, with AWIFS image-based colour composite,
(b) Bhagirathi River Basin up to Uttarkashi, (¢) Alaknanda River basin up to Joshimath

The test basins of Alaknanda and Bhagirathi, shown in Fig. 5.2a, b, are used to
estimate SCA using AWIFS and MODIS. Based on the SCA mapping of the
Alaknanda River Basin, first maximum snow coverage is found on February
26, 2008 (3106 km?) and second maximum SCA in April 10, 2008 (2733 km?).
The minimum snow cover was estimated on November 11, 2008 (272 kmz). In the
year 2000, maximum accumulation was in April as 3766 km?. As the SRM model
needs daily snow cover area, the available 8 daily SCA was utilized for generating
daily SCA with the help of linear interpolation techniques. This approach can give
wrong estimates of the SCA by computing under- or overestimated SCA, especially
in case of fresh snowfall or sudden snowmelt in the intervening weeks. But this
interpolation method maintains good accuracy in matching overall trend of SCA at
seasonal timescale. Similarly, SCA mapping was done for the Bhagirathi basin
during years 2002 to 2007, with maximum SCA observed in March 2002 i.e.,
4200 km* and minimum SCA in September 2007 and SCA varied from 1600 to
1800 km? during October to December. Beas River basin with Thalot as an outlet
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Fig. 5.3 RISAT-1 MRS HV sample backscatter data, image composite, layover/shadow mask and
derived SCA for Beas River basin from MRS data for multiple dates of the year 2013

covering an area of 4883 km? is the main study area for SCA mapping using both
SAR and optical datasets. As per MODIS SCA data, minimum and maximum SCA
area during 2003-2006 varied from 7% to 91% for the entire Beas Basin and 3.89 to
90.61% for the Bhagirathi Basin from 2004 to 2006.

The SAR-based SCA mapping techniques have its roots in the knowledge-based
image classifiers (Pierce et al. 1994; Al Momani et al. 2007; Tso and Mather 2009;
Thakur et al. 2013), wherein SCE is calculated by applying thresholds to ratio of two
SAR images, one image of wet snow season and other reference image of October or
November time representing minimum snow. Further refinement in SCE is carried
out by applying using snow line elevation mask, which is derived from near date or
week MODIS SCA maps. The Radar Imaging Satellite-1 (RISAT-1) MRS data was
used in SCE mapping of Beas River basin up to Thalot and Bhagirathi River Basin
up to Uttarkashi (IIRS-2014, Thakur et al. 2016b).

Thakur et al. (2016b) showed that MRS data in HV polarization has better
backscatter range in snow/non-snow areas as compared to the RISAT-1 MRS HH
polarization data for the same area. It has been estimated that backscatter threshold
for HV MRS data sets varies from —8.0db to —18.0db as per conditions of snowpack
and snow season (winter, spring and monsoon). The SAR-based SCE maps of the
year 2013 for the Beas River basin were prepared using this approach (Fig. 5.3).

The original SAR image threshold based on SCE contained 11 to 38% wet snow,
and pixels were classified as non-wet snow or dry snow pixels. As the local time of
RISAT-1 MRS descending overpass is 6 A.M., this early morning overpass can
cause less area under wet snow category mainly during October to April time as
snowpack can still be under freezing conditions, similarly during May—-September
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Fig. 5.4 Eight-day maximum SCA in second week of February 2017 derived from MOD10A2
product

time with more area can come under wet snow due to initial melting of surface snow
layer. As SAR data threshold based on SCE maps mainly gives only wet snow cover,
the large area covered by dry snow is not classified as snow cover. To overcome this
limitation, the MODIS-/Landsat-based SCA at 8 daily or 15-day interval data was
utilized along with DEM to get snow line elevation (SLE) at the time of SAR data
overpass. This SLE mask is used to discard non-snow pixels and also to classify the
remaining dry snow pixels as final and total SCE of the study area. This approach is
used for total SCE (wet and dry snow) from RISAT-1. Overall SCE accuracy of
>95% with error of +/— 10% was achieved using this approach when compared with
nearest date or week SCE derived from MODIS optical image (Thakur et al. 2016b).

Recently, the Indian Institute of Remote Sensing (IIRS), Dehradun, has prepared
complete SCA map using 8 daily SCA product from MODIS MOD10A2 and
AWIFS 15-day SCA products for the entire NWH from 2001 to 2017 (Nikam
et al. 2017). Additionally, detailed SCA maps were analysed for all subbasins of
NWH (subbasins shown in Figs. 5.4 and 5.5) to derive snow depletion curves from
2001 to 2017. The unusual heavy snowfall of 2017 spring in many subbasins was
also analysed with long-term mean SCA data (Fig. 5.6). The results of this work are
also hosted in IIRS website (http://iirs.gov.in/content/sca-mapping-activity).
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Fig. 5.5 Temporal change in SCA during winter 2016-2017: (a) November 25-December
02 2016, (b) January 09-16, 2017, (c) February 10-17, 2017

0.70
e Fractional SCA of Major Sub-basins of NWH (2016-17)

©)
0.60 = Long-term Fractional SCA of Major sub-basins of NWH (2001-15)
b)

0.50
g o *)
i
£ o030

0.20

0.10

Time Period / Julian Day

Fig. 5.6 Comparison of fractional snow cover in NWH

5.3.1.2 Snow Physical Properties Retrieval Using Optical and SAR Data

“The mountain shadow, clouds and retrieval of physical properties of snow using
optical data remains major gap areas, and in these cases, Synthetic Aperture Radar
(SAR) offers a better alternative to estimate the snow and glacier dynamics param-
eters” (Thakur et al. 2012). SAR-based backscatter resulting from a snowpack is
generally modelled as a sum of backscatter coming from the air-snow surface
boundary, the volume scatter contribution of the snow layer and the scattering
component of the snow-ground interface (Fig. 5.7). To simplify the backscattering
from a snowpack, seasonal approach to snowpack can be used. In this approach, the
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Fig. 5.7 Backscatter from a typical snowpack

total backscatter from the wet snow or spring-summer season comes mainly from
surface and volume scattering only, and during dry snow or winter seasons, Snow-
ground interface scattering dominates in the total backscatter from snowpack. The
backscattering terms A, B and C of Fig. 5.7 are defined as (A) top surface backscatter
contribution of the snow-air interface, (B) volume backscatter contribution from the
snowpack and (C) backscatter component of the snow-ground interface.

The Beas River watershed up to Manali town, with an area of 350.21 kmz, and
nearby Rohtang area are the study areas for the comprehensive calibration and
validation of RISAT-1-derived snow parameters and snow grain size estimation
using hyperspectral Hyperion datasets as described in Sects. 5.3.1.2 and 5.3.1.3,
respectively (Fig. 5.8).

The main methodology used for the snowpack physical parameter retrieval using
SAR data is given in Fig. 5.9. Shi and Dozier (1995) inversion model was used for
retrieval of snow wetness using C-band SAR data of ENVISAT-ASAR, RISAT-1
and RS2 quad-pol data. This inversion model consists of the theoretical integral
equation model (IEM)-based backscatter models for simulating surface scattering at
snow-ground and air-snow interface, radiative transfer theory-based volume scatter-
ing models for main snowpack and finally SAR-based total backscatter-based
inversion models for dielectric constant inversion. More detailed description of the
models and used coefficients is given in Shi and Dozier (1995), and its application in
Manali watershed of Beas Basin is given in Thakur et al. (2012). The original
inversion model of Shi and Dozier (2000) was used for estimation of dry snow
density using L-band SAR data, and this model was modified for the C-band RISAT-
1 quad-pol data by changing the wave number, k, for C-band wavelength and
updating inversion model coefficients. This modified snow density model has been
named as modified Shi snow density inversion model (MSSDIM) (Thakur et al.
2012). Shi and Dozier (2000) give the full description of the original model and its
equations and its usage using ASAR data to part of Himalaya as given in Thakur
et al. (2012).

Shi and Dozier (1995) model was used for the calculation of wet snow permit-
tivity, and this model was tested with C-band SAR data of ASAR and RISAT-1 by
Thakur et al. (2012, 2016b). Snow wetness has a direct relationship with wet snow
permittivity that can be estimated using the following relations. The incremental
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Fig. 5.8 Study area location map with Manali sub-watershed of Beas River basin

increase in snow permittivity due to the presence of the water layer, A¢’, in the
permittivity was first given by (Hallikainen et al. 1986):

0.073m] 3!

Aé = 0.02m! 0 4 — v
2
' ' 1 (:/fw)

(5.2)

In this equation, f; is the frequency at which the permittivity is measured and
fw = 9.07 GHz is the relaxation frequency of water at 0 °C and is expressed in
percent. If the incremental increase A€’ is known (Eq. 5.3), an accurate estimate of
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Fig. 5.9 Flow chart for snow wetness and density retrieval using SAR-based inversion models

snow wetness, snow wetness m,, can be obtained by inverting Eq. 5.2 (Kendra et al.
1998). If the density of snow is known, then the base contribution to €’ represented
by the dry snow component €4, can be calculated; thus, the incremental increase in
wet snow permittivity is given by:

Ae;(mv) = e;(mv,p) - dis(p) (5.3)

SAR-based inversion model was used for dry snow permittivity retrieval, and this
dry snow permittivity was further used in the calculation of dry snow density using
Looyenga’s semiempirical dielectric formula (Looyenga 1965), which provides a
good fit to Polder and van Santen’s physical formula (Mitzler 1996):

g = 1.0 + 1.5995p, + 1.861p>, (5.4)

The radiometric and geometric calibration of the SAR multi-looked images was
completed using ASTER Global DEM (Fig. 5.10a) for ENVISAT-ASAR datasets.
The local incidence angle map (Fig. 5.10c) and calibrated backscatter image
(Fig. 5.10d) were generated during the calibration step. The area under snow wetness
classes 5 and 6 (410-15%) is very high in case of 30 March 2008 image (Fig. 5.11a),
and this gradually decreases from March to February. Similarly, the snow wetness
classes 1-2 (dry snow to 2% wetness) are decreasing from January to March images.
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Fig. 5.10 (a) DEM map of Manali watershed. (b) Aspect map of Manali watershed. (¢) Local
incidence angle map. (d) Calibrated SigmaOHH image (both for March 30, 2008)

Fig. 5.11 (a) Snow wetness map derived from March 30, 2008 ASAR-APS (HH/VV) data; (b)
snow density map for January 20, 2009

The increasing wetness values and decreasing dry snow area (January to March)
match well with the increasing trend of air temperatures from winter to spring period.
Snow density map of 20 January 2009 is shown in Fig. 5.11b. The ground obser-
vations of the mean snow density at Dhundi, Manali, during January 20 and
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Fig. 5.12 RISAT-1 FRS-2 quad-pol data with RGB stack and with layover/shadow mask (left side
panel), derived snow parameters for Manali watershed (top right) and Gangotri area (bottom right)
for February 23 and 25 2014

25, 2008, and January 20, 2009, varied from 0.09 to 0.15 g/cm’ and snow depth
varied from 235, 196 and 120 cm, respectively (Thakur et al. 2012).

The RISAT-1 quad-pol data based on snow wetness and snow density maps are
shown in the left side of Fig. 5.12. These inversion models are applicable to
incidence angle range of 25-70° for snow wetness and 10-70° for snow density.
The validation of derived snow density and wetness could be done for Manali
watershed along accessible points, and Gangotri glacier area validation could not
be done, as during winter access to this area is not feasible. Overall accuracy in terms
of R? for part of Manali watershed is found to be 0.72 and 0.74 for snow density and
snow wetness (Thakur et al. 2016b). The moderate values of R> can be attributed to
underlying forest and glacier debris/ice which affects the overall snow-ground and
volume scattering components. In addition to the use of dual pol and quad-pol
C-band datasets, full polarization SAR data was tested for snow physical parameter
retrieval (Surendar et al. 2015a, b; Leinss et al. 2014 and 2015), but these datasets
cannot be used for regular hydrological studies such as daily or weekly estimates of
snow parameters, mainly due to limited temporal scale of fully pol data and
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Fig. 5.13 Snow reflectance at varying grain sizes (Painter et al. 1998, 2003)

sub-daily to daily spatio-temporal variations of hydrological processes and param-
eters such as snow cover, snow depth, density, SWE and finally snowmelt. There-
fore, well-calibrated process-based land surface and hydrological models are
required to simulate these processes, and remote sensing-based snow parameters
can be used in data assimilation mode (Thakur et al. 2016b).

5.3.1.3 Snow Grain Size Mapping Using Hyperspectral Remote Sensing

Literature shows that reflectance decreases with grain size increase as snow ages as
shown in Fig. 5.13 (Painter et al. 1998, 2003). Also, the seasonal melting and
refreezing of snow causes ice grain to grow in clusters and behave as a large single
grain of snow. In this scenario, the traditional optical remote sensing can be updated
with hyperspectral remote sensing data and techniques, which has been used to map
snow grain size spatially very easily (Negi et al. 2010; Garg et al. 2014).

It has been seen that the snow grain size changes with snow age; simultaneously,
the reflectance decreases with increase in grain size. It can be seen in Fig. 5.13 that
with the increase in snow grain size, the reflectance at wavelength 1050 nm drops
very steeply. Using this information, Negi et al. (2010) developed a band rationing
technique for snow grain size mapping, named as grain size index (GI):

__Relectance (590 nm) — Reflectance (1050 nm)

GI
Relectance (590 nm) + Reflectance (1050)

Using this GI approach, grain size mapping of part of Beas Basin, Himachal
Pradesh, has been carried out by utilizing Hyperion data. The grain size map of the
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Fig. 5.14 Snow grain size mapping of part of Beas Basin, near Manali, Himachal Pradesh.
(a) February 13, 2015, (b) March 05, 2010

region is shown in Fig. 5.14. The important snow physical property, snow grain size,
is very important for hydrological modelling especially snowmelt runoff modelling
and climate change studies. With the advent of hyperspectral remote sensing, most
of these parameters can be derived at spatial extent temporally. It can be said that the
traditional methods of snow physical parameter measurements are difficult and time
consuming, whereas, the emerging hyperspectral remote sensing technique is pow-
erful tool for such studies especially for snow grain size.

5.3.2 Mapping and Monitoring of Glaciers, Glacier Velocity
and Glacier Depth

5.3.2.1 Glacier Mapping Using SAR Data

Mapping and monitoring of glacier are traditionally done with optical remote
sensing data and techniques, but SAR-based images can contribute significantly in
mapping and differentiating glacier facies as compared to optical-based VIR images,

mainly due to its all-weather, day-night and dry snow/ice penetration capability
(Rees 2006).
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Fig. 5.15 (a) MRS data temporal composite for Bhagirathi Basin with sample signature locations
and (b) SVM-based classified glacier radar zones

The first use of SAR data for glacier facies mapping in India was reported by
Kundu and Chakraborty (2015), but this approach did not try temporal SAR
composite for making glacier facies or radar zone maps. This multi-temporal sea-
sonal SAR data image composite-based glacier classification approach was tested
and proven by Thakur et al. (2016b). This study first created a multi-date
co-registered MRS image colour composite, in which three images of melt period
(April), late summer or peak ablation (August) and peak winter (January) are
assigned to red, green and blue colours, respectively (Fig. 5.15a). This SAR data
colour composite is able to identify and distinguish various snow and glacier radar
zones (Fig. 5.15a, b). The image interpretation of this colour composite is done with
reference to as reported in the literature by Patrington (1998), Rau et al. (2000) and
Rees (2006), i.e. dry-snow zone will have shade of dark grey (low backscatter
throughout the year, not observed in the present case of Gangotri glacier); the
percolation and wet-snow zones look white or light grey in the upper elevation
region of glacier and purple in the middle elevation zone and show blue colour at the
low elevation zone of glacier (these colours are depended on relative melting/
refreezing cycles at each elevation zone and season); and the bare ice or clean ice
zone looks greenish in colour (Rau et al. 2000; Rees 2006). This colour composite
image was used to create signature sets (given in Table 5.2) for classification of
glacier radar zones using support vector machine (SVM)-based supervised image
classifier (Thakur et al. 2016b).

The RISAT-1 FRSI1 data in hybrid polarization (RH/RV mode) data of February
18, 2014, for the main part of Gangotri glacier was utilized for creating Raney m-chi
(Raney 2007; Raney et al. 2012) decomposition (Fig. 5.16a) in PolSARpro 5.0
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Table 5.2 Signature set for select glacier radar classes of facies as mapped using MRS data

Signature stats (unit in db) Min Max Range Mean Std
Glacier radar class Early summer, April 2014
Bare ice —11.43 —6.34 5.09 —8.80 1.12
Middle percolation zone —7.58 —0.21 7.37 —3.61 1.36
Lower percolation zone —6.81 1.63 8.43 —-2.17 1.61
Debris glacier —9.28 —1.15 8.13 —5.28 1.52
Higher percolation zone —5.81 1.42 7.23 —1.80 1.36
Late summer, Aug 2014
Bare ice —10.91 —5.06 5.85 —7.69 1.18
Middle percolation zone —11.78 —5.09 6.69 —7.89 1.23
Lower percolation zone —12.04 —3.84 8.20 —7.74 1.59
Debris glacier —9.96 —1.46 8.50 —5.36 1.54
Higher percolation zone —9.01 —2.81 6.21 —5.49 1.22
Winter, Jan 2014
Bare ice —10.89 —4.85 6.05 —7.74 1.23
Middle percolation zone —7.59 —0.10 7.49 —3.43 1.40
Lower percolation zone —9.36 —0.35 9.01 —4.96 1.82
Debris glacier —6.23 1.66 7.90 —1.87 1.41
Higher percolation zone —6.05 1.15 7.21 —1.99 1.44

software. The Raney m-chi decomposition gave three major scattering components,
namely, surface or odd bounce, volume and double bounce scattering components
from glaciated terrain, which were further used for glacier radar zone identification
using supervised image classifiers (Thakur et al. 2016b). The glacier radar zone
classes and facies identified for creating signature sets (Fig. 5.16d) and SVM-based
image classification were debris-covered glacier ice, clean or debris-free bare glacier
ice, percolation/refreeze area, moraine ice, bare ice overlain by snow, wet snow and
supraglacial lakes (Fig. 5.16b, Table 5.3). The entire group of Gangotri and its
tributary glacier could not be covered for classification, as previously done with
MRS time series images, mainly due to the less swath and extent of FRS1 hybrid pol
data. The initial data from MRS-based composite and FRS-1 decomposition maps
were clipped with glacier extent boundary of the year 2014 to remove non-glacier
area and improve its overall classification accuracy. The RISAT-1 MRS or FRS-1
data based derived glacier radar zones are very useful in marking the peak ablation
snow line elevation or equilibrium line altitude, which further can be used for both
summer as well as winter, remote sensing based glacier mass balance methods, as
such information cannot be easily derived using optical remote sensing due to
persistence snow and cloud cover during peak winter and monsoon season
(Fig. 5.16c). The classified glacier radar zone accuracy assessment was completed
with the help of field ground truth collected during September 2014 near the snout of
Gangotri glacier and using cloud-free Google Earth images, resourcesat-1, 2 LiSS-
IIT and LiSS-IV images. RISAT-1 MRS-based glacier radar zone classification
accuracy was calculated at 0.92 and 0.86 for FRS-1-based classification. The main
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Fig. 5.16 Hybrid polarimetry (RH and RV)-based decomposition results for Gangotri glacier; (a)
Raney hybrid composition as RGB composite; (b) classified Glaciers facies using hybrid data; and
(c) sample image of same glacier as seen by optical remote sensing during peak winter and peak
summer ablation season in late monsoon (d) sample signature locations overlaid over hybrid FRS1-
based RGB

reasons for difference in accuracy of MRS- and FRS-1-based glacier radar zones are
the number of glacier radar zones for each classified map and associated
misclassification of debris-covered glacier ice, wet snow and bare ice wall to other
classes in case of FRS1 image (Thakur et al. 2016b). The classified glacier radar
zones can be used in glacier mass balance studies as they contain information about
the equilibrium line altitude (ELA) or the firn line (Engeset and Weydahl 1998;
Engeset and @degard 1999; Konig et al. 2001, 2002; Engeset et al. 2002). The
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Table 5.3 RISAT-1 FRSI image (18 Feb 2014) based sample signatures for Raney hybrid
decomposition scattering components for various glacier classes

FRS-1 Raney Stats (db) Min | Max Range Mean Std
Glacier radar class Even scattering, 18 Feb 2014

Bare ice —21.95 —1.30 20.65 —6.37 2.04
Moraine ice —26.54 —1.56 24.98 —6.08 2.02
Bare ice snow —20.38 2.00 22.38 —2.84 2.08
Percolation refreeze —22.26 0.26 22.52 —4.55 2.04
Debris glacier —22.79 0.94 23.73 —4.73 2.38
Wet snow —24.20 —2.24 21.96 —7.42 2.36
Supra glacial Lake —21.35 —1.64 19.71 —6.86 2.35

Diffuse scattering, 18 Feb 2014
Bare ice —6.64 —0.03 6.61 —-2.97 0.89
Moraine ice —5.73 —0.13 5.60 —2.75 0.85
Bare ice snow —4.01 3.48 7.49 0.43 0.95
Percolation refreeze —5.16 1.58 6.74 —1.36 0.87
Debris glacier —5.52 2.68 8.20 —1.25 1.30
Wet snow —6.76 —-0.70 6.06 —3.45 0.92
Supraglacial lake —6.48 0.22 6.71 -3.02 1.10
Odd scattering, 18 Feb 2014

Bare ice —27.05 —1.54 25.52 —6.87 2.17
Moraine ice —31.43 —-1.71 29.71 —6.63 2.19
Bare ice snow —26.14 2.28 28.42 -3.15 2.22
Percolation refreeze —24.37 0.08 24.45 —5.13 2.05
Debris glacier —22.62 1.31 23.93 —4.65 2.40
Wet snow —19.89 —-2.31 17.58 —6.69 2.01
Supraglacial lake —21.71 —1.05 20.66 —6.49 2.19

hypothetical line between the bare ice radar zone (BIRZ) and the adjoining wet snow
or Percolation-Freeze Radar Zone (PFRZ) is generally considered as the actual
transient snow line of a glacier (Rau et al. 2000). This well-marked line at the end
of the ablation period is often marked as an approximation of the ELA (Rau et al.
2000; Bindschadler 1998), and it is also considered as an indicator of climatic
variations and glacier mass changes. As per Rau et al. (2000), “In the years with a
positive mass balance of the glacier, the firn line at the end of the summer coincides
with the position of the ELA, and in years which are characterised by a negative
mass balance, firn from previous accumulation seasons might be exposed, leading to
the assumption of a too low ELA position.” Therefore, if we mark ELA from SAR
image-based classified glacier radar zone maps, it may lead to an overestimation of
glacier mass balance, mainly during years of negative mass balance. This presence of
a superimposed ice zone can cause uncertainties in the accurate determination of the
ELA from SAR imagery (Thakur et al. 2016b); in any case, the firn line position
derived from either optical- or SAR-based data sets provides climatological infor-
mation and can be considered as an approximation of the ELA (Rau et al. 2000). The
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transient boundary between PFRZ and BIRZ as discussed above shows the approx-
imate position of the firn line, which can be seen in Figs. 5.15b and 5.16b. In case of
the MRS-based glacier radar zones, only three radar glacier zones are created, where
some white or light grey areas which are visible in the MRS-based composite images
at higher elevations (Fig. 5.15a), which are originally part of percolation/refreeze
zone at high elevation, are clubbed with debris ice, ice wall classes in this study
(Thakur et al. 2016b). This approach provides an alternate, easy, fast and better
method to find glacier radar zones as compared to the earlier reported studies by
Kundu and Chakraborty (2015). The signature set for FRS1 Raney hybrid decom-
position scattering components for various glacier classes are shown in Table 5.3.

5.3.2.2 Glacier Velocity, Ice Depth and DEM Estimation Using Remote
Sensing and Modelling

Interferometric SAR (InSAR) and differential Interferometric SAR (DInSAR) tech-
niques have proven record of estimating glacier velocity (Joughin et al. 2010).
Interferometric methods were initially developed for measuring surface topography
using airborne systems (Graham 1974; Zebker and Goldstein 1986) and later
developed under Shuttle Imaging Radar (SIR) missions, where spaceborne topo-
graphic mapping with InSAR-based methods was completed for majority of the land
area of the Earth, except the polar regions (Gabriel and Goldstein 1988) and Seasat
(Li and Goldstein 1990). In the year 1991, the European Space Agency (ESA)
launched, European Remote Sensing, ERS-1 satellite in which one of the sensors
was C-band SAR. Goldstein et al. (1993) used this ERS-1 SAR data in InSAR mode
study of ice sheets and glaciers. InSAR techniques use the difference in range (line-
of-sight distance), A, from each SAR antenna to the point which is imaged on the
ground. InSAR techniques rely on the ability of SAR sensors to measure phase, ¢,
accurately. This phase of an individual complex SAR image is proportional to the
line-of-sight range from the antenna to the ground (Thakur et al. 2016a). Therefore,
with the availability of repeat-pass interferometric pair of images at radar wave-
length, A, the product of the first SAR image in single-look complex (SLC) format
with the complex conjugate of the second SAR SLC image yields an interferogram
with phase ¢ = 4nA/A. This phase, however, ranges from +x to -x, which gives rise
to the fringes visible in raw interferograms (Thakur et al. 2016a). In case the fringes
are well defined, phase unwrapping process is used to remove the modulo-2n
ambiguity (e.g. Goldstein et al. 1988). The interferometric fringe obtained after
removing the topographic effect (Fig. 5.17a) gives a clear identification of the
horizontal displacement into the flow direction of the Gangotri glacier and its
tributaries. A mean coherence of 0.36 (Fig. 5.17b) was recorded for the glaciated
area when using 25-26 March ERS-1/ERS-2 tandem pairs. Such values observed at
the period of a single day may be due to glacier movement, snowfall or to wet snow
and may even happen within a few hours (Strozzi et al. 1999; Negi et al. 2012). Mean
line-of-sight displacements into the range direction were equal to 9 cm day 1 and
14 cm day 1 during March 25-26, 1996 (Fig. 5.17c¢).
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Fig. 5.17 (a) Interferogram, (b) coherence image for ERS-1/ERS-2 inSAR pair of March 25-26,
1996, (c) displacement from ERS-1/ERS-2 for March 25-26, 1996, (d) slope map of
Gangotri glacier obtained from SRTM DEM, (e) displacement from PALSAR-2 inSAR pair of
22 March-19 April, 2015

ALOS-PALSAR-2 polarimetric InSAR data from March 22 to April 19, 2015,
was used for deriving the line-of-sight (LOS) velocity in Gangotri glacier, and its
mean value varies from 5.4 to 7.4 cm day ' (Fig. 5.17¢) during 28 daytime interval
for full glacier and main trunk glacier, respectively (Thakur et al. 2016a). This study
again highlighted the use of INSAR/DInSAR data for glacier velocity estimation,
nearly after 20 years from the last reported results from ERS-1/ERS-2 tandem pairs
(Thakur et al. 2016a). In this study, SRTM-x band 30 m DEM (Fig. 5.17d) was
utilized for initial co-registration and removal of topographic phase (Thakur et al.
2016a). The velocity from the earlier reported papers varies from 3.8 to 23.3 cm/day
in the accumulation region to 5.5-8.21 cm/day near the snout (Kumar et al. 2008;
Bhambri et al. 2012; and Gantayat et al. 2014).

Ice thickness calculation for Gangotri glacier is done using velocity values
derived from the COSI-CORR software (Fig. 5.18a, b). The basic premise behind
the model for thickness estimation follows the logic of basal shear stress and
velocities in “laminar flow” as described in Cuffey and Paterson (2010). Here the
model of a glacier is a parallel-sided slab of ice of thickness H on a rough plane of
slope a. No sliding of the slab is assumed on the plane, and the thickness of the slab
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Fig. 5.18 (a) Average magnitude of velocity for the years 1998-2002; (b) mean ice depth profile of
Gangotri glacier from time of analysis (1992-2014)

is much less than its length and width. The slab is perpendicular to the plane and of
unit cross section. The weight of the slab is pgH, where p is the density of ice, g is the
acceleration due to gravity and H is the height of the slab. The weight of the slab
along the surface will be countered by basal stress which will be equal to:

7, = pgHsina (5.8)

This is a very simple model for glacier movement when the layers of ice do not
move over each other. But in real-world scenarios, ice moves over each layer, and
hence velocity varies with depth.

Ice thickness was validated by TLS measurement at snout for nine points. These
were kept at a distance of 30 m to 100 m apart from each other (Fig. 5.19). The scan
of the area was taken and overlaid over the model output. This is then used to
measure the thickness of the ice from a stable rock visible in the scan and detached
from the main glacier, lying in the river bed. This rock was used as reference for the
thickness measurement which varied from 58 m to 67 m at snout validating the
model estimation of ice thickness at ~60 m (Bisht et al. 2015). Gantayat et al. (2014)
reported the maximum ice thickness as 540 m to 50-60 m as minimum at snout. This
is slightly different from the present study, where minimum ice thickness at snout is
estimated as 60—67 m and 650 m as maximum ice thickness in central part of main
Gangotri glacier. This difference can be attributed to different data sources with
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TLS s Laminar Flow

Fig. 5.19 Correlation between TLS ground measurements and laminar flow model at snout and the
actual scan of the snout during field visit (September 15-17, 2014)

high-resolution data such as IRS 1C/1D Pan Data and 90 m SRTM DEM-based
slope.

In the present study, velocity uncertainty on snow-free ground for IRS 1C/1D is
in the range of 0 to 0.351 m and a maximum of 1.5 m. Values for uncertainty of
surface velocity were fixed at 3.5 m/year based on observed values by Swaroop et al.
(2003). Scaling factor uncertainty was set at 0.1 (Gantayat et al. 2014). Creep factor
uncertainty was set at 8.24*10-25 (Farinotti et al. 2009a). Uncertainty over ice
density accuracy is taken at 90 kgm-3, i.e. 10% of the defined density used in the
study. Uncertainty in the slope estimation (Fig. 5.17d) using SRTM DEM is
calculated to be at 0.001. All the reported uncertainties are then added for uncertainty
in the volume estimation of the glacier which is reported to be 11.4% for the current
study, which shows a significant decrease of uncertainty by 7 %, as reported in an
earlier study (Gantayat et al. 2014). This is possible due to the use of high-resolution
imagery (5 m to 15 m as compared to 30 m) (Farinotti et al. 2009b) used for velocity
estimation and better vertical relative accuracy achieved from STRM DEM (&£ 10 m)
as compared to ASTER GDEM (+ 20 m).

In addition, TANDEM-X SAR-based co-registered experimental mode datasets
acquired in simultaneous mode provided an opportunity to obtain a high-resolution
DEM at a high accuracy with low phase ambiguity, which was caused in the past by
repeat-pass interferometry and atmosphere data. Figure 5.20 shows 2012 time series
of TanDEM-X-based DEMs for subset of Gangotri glacier area. An interferometric
coherence 0.80 is retained in most of this study region. It helps to avoid unnecessary
phase jumps, whereas the low coherence in areas with high penetration depth leads
to volume decorrelation.

The DEM obtained under such conditions introduces phase unwrapping errors in
noisy areas or contain ramps and other artifacts. Areas should therefore be excluded
from DEM generation if a specific threshold was reached for the coherence. The
obtained DEM of Gangotri glacier for the 9th of June, 1st of July, 23rd of July and
5th of September represents different height information during these periods
(Fig. 5.20). To obtain the height changes, differences between a day 1 DEM, a
DEM at the 22nd day and a DEM at the 44th day were analysed. Such differences
could be due to a mass change or to a vertical displacement between the acquisition
dates. The processed TanDEM-X DEM can provide an absolute vertical accuracy of
10 m with a maximum relative height error of 2 m (Kosmann et al. 2010); in our
case, the RMSE was estimated to be at 11.32 m using nine numbers of DGPS
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Fig. 5.20 TanDEM-X DEM for different period of 2012

observations near the glacier snout area during the 2012 field survey. In the present
study, an elevation change of +0.7 to —1.12m was estimated with mean value of
—0.12 m during 09 June to 01 July 2012 time period. During July 2012, The
elevation change ranges from 0.58 and — 1.06 m with a mean of —0.042 m, and
for July—September 2012, it is in a range of 0.83 and — 0.32 m with a mean of
0.09 m. As we observed from the analysis, the snow-covered area of glacier ice is
affected by phase decorrelation which also has considerable influence in error
propagation.
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5.4 Mapping and Modelling of Snow Cover, Snowmelt
and Glacier Mass Balance in NWH

This section highlights the advantages and limitations of remote sensing (RS)-based
methods for snow cover, snow parameters and glacier ice and shows the use of land
surface or hydrological models for simulation of these parameters. The advantages
of RS-based methods are large area and repeat coverage at daily to weekly timescale
and are discussed in detail in the previous sections. The major disadvantages of
RS-based methods are temporal resolution of such products, as snow cover, snow
depth, SWE and glacier ice, as these components can change at sub-daily to few
day’s time period, and accuracy of such RS products especially in mountainous
Himalayan terrain. In this scenario, well-calibrated land surface or hydrological
models can be used for simulation of these parameters at higher spatial and temporal
scales. The traditional hydrological models, which can be lumped, semi-distributed
or fully distributed physical models (Moradkhani and Sorooshian 2008), may or may
not have snowmelt or glacier melt runoff modules. If some of these models are able
to simulate the snowmelt, it can be done using either the energy balance models or
the temperature index models. In case of the energy balance-based models, the net
energy of a snowpack governs the production or freezing of melt water. This
technique accounts for a given time period, total incoming energy, outgoing energy
and the net change in the energy storage in a snowpack. This energy balance gives an
estimate of the net available energy, which can be used as the heat equivalent
required for snowmelt, or if it is negative, it will further freeze the snowpack
(Anderson 1976). The presence or absence of the cloud and vegetation cover also
affects the overall energy balance of a snowpack (Anderson 1976). In case of the full
energy balance models, we need well-distributed hydrometeorological data over the
entire study area to set up model and simulate the snowmelt runoff. The energy
balance models use the input hydrometeorological data such as rainfall, minimum
and maximum temperature and wind speed to simulate the snow cover, snow
density, snow depth, snow albedo and finally snowmelt at point, grid or watershed
scale. Whereas, the temperature index models requires less data, such as daily air
temperature and rainfall data along with basin or elevation zone wise degree day
factor and snow cover information to simulate the daily snowmelt runoff. As the
upper Ganga river basin has very few ground-based hydrometeorological data, the
present study of estimating snowmelt runoff has used temperature index modelling
approach. The brief overview of these snowmelt models is given in the section.
Snowmelt runoff model (SRM), developed by Martinec in 1975, is one of the most
popular temperature index-based snowmelt runoff models, which is used in upper
Ganga basin snowmelt study (Aggarwal et al. 2014). This model was initially
developed for small European basins but has been used in other parts of the world
in mountain basins of size varying from 0.76 to 122,000 km?* and any elevation range
(Martinec et al. 2007). The details of model structure are given in Martinec et al.
(1983) and its implementation for upper Ganga basin in Aggarwal et al. (2014).
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Fig. 5.21 Comparison of Beas basin daily average SCA from VIC modes and MODIS SCA

5.4.1 Mapping and Simulation of Snow Cover Using Remote
Sensing, Energy Balance Models and Data Assimilation

In this section, time series data from optical sensors such as MODIS, LANDSAT,
AWIFS/LISS-III and SAR data from RISAT-1 data for the years 2004—2006 and
2013-2015 are used to create remote sensing-based SCA maps, and these maps are
further used in snowmelt runoff models. This study has also used a grid-based land
surface model and variable infiltration capacity (VIC) model in energy balance
model to simulate SCA at daily 1-km grid scale for the Beas River basin. Detailed
SCA analysis is done with respect to its variations in elevation zones, aspects and
slope for test sites. The maximum and minimum snow cover has been estimated in
the months of March—April and August—September, respectively, for test river
basins of Beas and Bhagirathi basins. The SCA derived from remote sensing
(RS) based (optical and SAR) was compared based on VIC-simulated SCA maps,
and R? of 0.58 was achieved (Naha et al. 2016). The current estimates of SCA with
VIC global meteorological forcing data have given more SCA as compared to
RS-based SCA. The major advantage of modelling approach is that if meteorological
forcing data is correct, it will give accurate SCA and other snow products such as
snow depth and water equivalent at daily scale without any interruptions.

Main SCA mapping results from VIC model are shown in Fig. 5.21 as SCA
depletion curve from year 2003 to 2006. The input datasets used for simulation are
given in flowchart form in Naha et al. (2016), and some key parameter values for
simulation snow processes are as follows: minimum temperature at which rain can
fall in liquid form is taken as —0.5 °C and maximum temperature at which snowfall
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can occur is taken as +0.2 °C. Snow density is simulated using formulation given by
traditional VIC algorithm taken from Bras (1990). The main snow algorithm of VIC
model (Gao et al. 2009) is briefly described here. The snow model in VIC represents
the snowpack as a two-layer medium and solves an energy and mass balance for the
ground surface snowpack in a manner similar to other cold land process models
(Anderson 1976; Wigmosta et al. 1994; Tarboton et al. 1995; Gao et al. 2009).
Energy exchange between the atmosphere, forest canopy and snowpack occurs only
within the surface layer. The energy balance of the surface layer is (Andreadis et al.
2009):

WT's

7 =0ttt 0,+0, (54)

pwcs‘

where c, is the specific heat of ice (J kg-1 K-1, p,, is the density of water (kg/mB),
W is the water equivalent (mm), T is the temperature of the surface layer (°C), Q, is
the net radiation flux (W/m?), Q, is the sensible heat flux (W/m?), Q, is the latent heat
flux (W/m?), O,, is the energy flux advected to the snowpack by rain or snow (W/m?)
and Q,, is the energy flux given to the pack due to liquid water refreezing or removed
from the pack during melting (W/m?) (Gao et al. 2009). The detailed processes were
described in Andreadis et al. (2009) and Gao et al. (2009). VIC considers a grid
under snow only when it has some value of SWE else entire grid as non-snow grid
(Sheffield et al. 2003; Gao et al. 2009).

The correlation coefficient, RZ, between remote sensing-based MODIS 8-day
SCA product and VIC-simulated SCA, after applying the direct insertion (DI) DA
technique, is calculated as 0.73 with RMSE of +0.194 (19.4% SCA), as compared to
MODIS and original VIC-based SCA without any DA, which resulted in R of 0.58
and RMSE of 0.29 (29% SCA). The snow cover simulation accuracy in terms of R?
between MODIS SCA and VIC-based SCA, after applying the ensemble Kalman
filter (EnKF) DA technique, is 0.76, but it resulted in more RMSE of +0.231 (23%).
Further work is needed in the field of DA techniques to improve the model
background error and increase the number of ensemble members in case EnKF
DA techniques. Apart from this, the relationship between SCA and SWE needs to be
established using ground-based data, for proper DA implementation in VIC model.

5.4.2 Simulation of Snowmelt Runoff Using Temperature
Index and Energy Balance Models

The upper Ganga River Basin, with two subbasins of Alaknanda and Bhagirathi
rivers (as shown in Fig. 5.2a), is chosen as test site for testing and validation of the
temperature-based method of snowmelt runoff estimation. SRM model was used for
this study, with inputs from RS-based SCA, and the hydrological and meteorological
parameters from CWC and IMD were integrated for the snowmelt runoff and overall
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Fig. 5.22 Measured and simulated discharges of the Alaknanda River for the year 2000

discharge hydrograph computation from January 1 to December 31 of the year 2000
and 2008 (Aggarwal et al. 2014). In the SRM model, the main calculated and
calibrated parameters were lapse rate, critical temperature (Tcgyr), degree-day fac-
tors (a,), lag time, snow runoff coefficient (Cg), rainfall runoff coefficient (Cy),
rainfall contribution area (RCA) and X coefficient and Y coefficient, which are part
of recession coefficients (Martinec et al. 2007; Aggarwal et al. 2014). The calibrated
value of lapse rate varies from 0.65 to 0.75, critical temperature of 2.0°C, degree-day
factors estimated to be in the range of 0.35 to 0.65, lag time at 18.0 h, Cs and Cg
varied from 0.10 to 0.80, RCA from 0 to 1, X coefficient ranged between 0.90 to
1.02 and Y coefficient varied between 0.80 to 0.88 for the Bhagirathi river basin
(Aggarwal et al. 2014). The plot of the observed vs. estimated river flow, along with
linear regression equations for the year 2000 (Fig. 5.22), shows a coefficient of
determination, Rz, as 0.86 with volume difference of 0.14% for the year 2000. The
snowmelt simulation for the year 2008 was done as the validation of selected SRM
model parameters, where same set of parameters were applied. The validation
simulation of the year 2008 gave correlation coefficient (R?) of 0.84 which indicates
the validity of selected model and parameters (Aggarwal et al. 2014).

5.4.3 Glacier Mass Balance (GMB) Studies Using Remote
Sensing-Based Method

Bamber and Rivera (2007) completed a review of remote sensing-based methods for
GMB determination and classified remote sensing-based GMB method under three
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classes, namely, component approach, proxy measures of mass balance and geodetic
approach. The accumulation area ratio (AAR) method comes under proxy measures
of mass balance. AAR is considered to be one of the indicators of variations in
glacier mass balance and also climatic conditions. To estimate the glacier mass
balance by AAR, accumulation and ablation area needs to be mapped. The accu-
mulation and ablation zones of the glacier can be mapped by applying various
techniques on optical remote sensing data. Remote sensing data in multispectral
mode can be used to determine the end of summer snow line by differentiation
between (wet) snow and ice (Bindschadler et al. 2001). “Excluding the influence of
superimposed ice on the net mass balance, the transient snowline altitude (SLA) at
the end of the ablation season is a reasonable proxy for the ELA and can, therefore be
used to determine the AAR of the glacier” (Bamber and Rivera 2007). Kulkarni
(1992) has used field-based estimates of mass balance and AAR available from
1977-1978, 1982-1983 and 1976-1977 to 1983-1984 for Gara and Gor-Garang
glaciers, located in the catchment of Sutlej River, to develop the regression analysis
between specific mass balance (SMB) and AAR. This suggests a high correlation
coefficient, i.e. 0.88 and 0.96 with AAR values of 0.47 and 0.43, representing zero
mass balance for Gara and Gor-Garang glaciers, respectively. The same relation was
used along with remote sensing-based Landsat data to find AAR in Gara glacier.
Kulkarni (1992) estimated AAR values for the years 198687 and 1987-1988 as
0.57 and 0.16, respectively, for the Gara glacier, which showed that Gara glacier had
positive mass balance for the year 1986-1987 and negative mass balance for
1987-1988. Kulkarni et al. (2004) used AAR method for monitoring of glacial
mass balance in the Baspa basin using relation of AAR and specific glacier mass
balance of Gara and Gor-Garang glaciers developed by Kulkarni (1992). However,
the extrapolation of this AAR relation to other glaciers not sampled in the field is
problematic because this relationship is different from one glacier to another and
other uncertainties associated with this method of measuring glacier mass balance
from space (Berthier et al. 2007). This error in GMB can be due to variable climate
regime, different aspects of glacier, uncertainty due to getting optical- or SAR-based
remote sensing image at the time of maximum ablation time period, varying degrees
of debris depth and composition (Pratap et al. 2016).

Therefore, based on the latest field investigations for one of the bench mark
glacier, Chota Shigri glacier, specific mass balance between year 2002-2010 is
estimated by Wagnon et al. (2007); Ramanathan (2011) which is reported in
Himalayan Glaciology Technical Report as “Status report on Chhota Shigri glacier”
(Himachal Pradesh) (Ramanathan 2011). Chhota Shigri glacier is one of the long-
term and well-monitored glaciers (Dhobal et al. 1995). In 2002, the International
association of cryospheric science, previously named as the International Commis-
sion on Snow and Ice, selected this glacier as one of the benchmark glaciers in whole
Hindu Kush Himalayas. Chhota Shigri glacier (Fig. 5.23) is a compound valley-type
glacier which extends over 32.19°-32.28°N latitude and 77.48°-77.55°E longitude
and is located in the Chandra River basin of Lahaul and Spiti districts of Himachal
Pradesh in Western Himalayas. Its drainage basin consists of four tributary glaciers
and other small attached glaciers with total area of 34.7 km”. The length of the
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Fig. 5.23 (a) The Chhota Shigri Glacier in Lahaul and Spiti district of Himachal Pradesh as seen in
the LiSS-III image of IRS P-6 dated 27 July 2012. (b) Snow line altitude (SLA) for Chhota Shigri
Glacier for 1997, 1998, 2000, 2005, 2006, 2008, 2009, and 2010 derived from remote sensing and
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glacier is about 9 km which covers mainly with ice, debris, snow and debris along
with other glacier features such as supra-glacier streams and moulins are also visible
in lower ablation area.

The study uses this data and established a mathematical model between specific
mass balance (Y) and AAR as a following regression equation (Fig. 5.24)

Y = 0.0386 * AAR — 2.50 with R* = 0.95 (5.6)

This mathematical model was then used with the AAR derived from the remote
sensing dataset using NDSI and band ratio approach for estimation of specific mass
balance of study area. This model helps in the validation of the remote sensing-
based-derived AAR and mass balance with the ground data. The average mass
balance calculated from field data from 2005 to 2010 comes out to be —0.354 m
w. eq. AAR calculated with NDSI techniques estimated specific mass balance from
2005 to 2010 as —0.376 m w. eq. and AAR based on band ratio method estimated
SMB of —0.379 m w. eq. The average mass balance estimated by Eq. 5.6 using
NDSI and band ratio methods based AAR come out to be —0.47 m w. eq. The
correlation coefficient (R%) and RMSE between observed and estimated GMB comes
out to be 0.99 and 0.09 m w.eq. The AAR results are comparable with standard
glaciological based method used by Wagnon et al. (2007), where they have reported
annual specific mass balance of Chhota Shigri Glacier as —1.4, —1.2, +0.1
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and — 1.4mw.e. and AAR of 0.31, 0.31, 0.74, and 0.29 in 2002/2003, 2003/2004,
2004/2005 and 2005/06, respectively. This percentage error can further be reduced if
some more subpixel-based classification or higher resolution image or SAR image
during minimum snow line of ablation season is used in this area. The snowline
altitude (SLA) for these time series has been evaluated using DEM (Fig. 5.23). SLA
also has shown high variation during the period of 1997-2010. Figure 5.23 shows
the temporal variation of SLA on Chhota Shigri glacier for the given dataset. The
minimum SLA, i.e. 4783 + 43, is obtained from the year 2010 which shows a highly
positive mass balance. The requirement of the model used is based on the availability
of cloud-free satellite imagery and field data during minimum snow line time period.
The SLA used here is calculated based on the availability of cloud-free image, which
is the main limitation in this case study as most of the images are in the middle of
August time, whereas minimum snow line may have occurred 1-2 weeks after this
time. This has resulted in SLA to be less than the reported ELA (Wagnon et al. 2007)
for this glacier during common study time period of 2005 to 2010 with this study
estimating mean SLA of 4876 4+ 33 m and published reports (Wagnon et al. 2007;
Ramanathan 2011) giving mean ELA of 5033 m. Therefore, the use of SAR data
becomes very useful in finding SLA and ELA of glaciers as shown in Thakur et al.
(2016b).
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5.5 Conclusions

The cryosphere components of NWH form an integral part of this area as they store
and provide water for large number of population living in this area. Remote sensing
and GIS is one of the best tools for regular mapping and monitoring of these
cryosphere components due to its wide coverage and repeativity. Highlights of this
chapter are (a) SCA mapping including dry and wet snow from RISAT-1 MRS
datasets; (b) estimation of SCA for the entire NWH using MODIS and AWIFS data
from 2001 to 2017; (c) retrieval of the snow physical parameters such as snow
density and snow wetness using SAR-based inversion models; (d) classification of
major glacier radar zones such as bare ice zone, percolation-refreeze zone, debris
glacier, ice wall and supraglacial lakes using time series of SAR data and hybrid
polarimetric-based decomposition methods; (e) estimation of glacier ice velocity and
thickness using DInSAR and feature tracking and laminar flow-based methods;
(e) simulation of SCA using energy balance approach in hydrological models; and
(f) estimation of SMR for select subbasins and specific mass balance using AAR
method for bench mark Chhota Shigri glacier.

This information, derived from RS-based glacier radar zones, can be utilized for
estimating the glacier’s accumulation and ablation area, firm line and equilibrium
elevation line altitude of a glacier, and can further be used as input to annual summer
or winter glacier mass balance models (Thakur et al. 2016b). The results from the
research on glacier velocity show various effects of variation in glacier displacement
values during a single season and between independent seasons caused by aspect,
slope and elevation changes. Snowmelt runoff modelling for the river basins of
NWH is often hindered due to non-availability of detailed and accurate hydromete-
orological data. This can be partially avoided by integration of the remote sensing-
based SCA and DEM data and traditionally limited hydrometeorological data in
temperature index-based snowmelt runoff models. The use of elevation zone and
aspect map of the basin further improves the quality of SRM simulations. Addition-
ally, with calibrated reanalysis meteorological datasets, grid-based energy balance
snowmelt runoff models can be used to simulate the SCA and other snow parameters
to get full temporal and spatial coverage over NWH. Overall, the results shown in
this chapter can be used for snowmelt and glacier runoff modelling studies, and base
data and methodologies created in these works can also be utilized for various
cryosphere-related hazards such as snow avalanche modelling, glacier zones and
crevasse detection and monitoring in selected areas. There is an urgent need to
improve the overall field instruments in NWH, so as to collect timely and spatially
well-distributed data on weather, snow and glacier components, which will further
help in validating the remote sensing-based map products and also improve accuracy
of hydrological models.
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Chapter 6 )
Hydrological Modelling in North Western <z
Himalaya

S. P. Aggarwal, Vaibhav Garg, Praveen K. Thakur, and Bhaskar R. Nikam

6.1 Introduction

The Himalayas are one of the largest reservoirs of freshwater in the form of glaciers
and snow outside the Polar region (Mani 1981). There are around 32,392 glaciers,
covering an area of about 71,182 km? in the Indian part of the Himalaya (SAC 2011).
Among all, North Western Himalaya (NWH) has the largest area under seasonal and
perennial snow cover. This snow/glacier melt contributes significantly to perennial
rivers like the Ganga and the Indus during lean time. The Indus Basin is comprised of
Chennab, Jhelum, Rawi, Satluj and Beas River subbasins, whereas Upper Ganga
Basin is comprised of Bhagirathi, Alaknanda, Mandakini, Dhauliganga and Pindar
subbasins. Moreover, these basins have huge hydropower potential, which is a
matter of concern during lean period (Kasturirangan et al. 2013).

It has also been reported that most of Himalayan glaciers are in general state of
recession under changing climate condition as shown in Fig. 6.1 (Dobhal et al. 2004;
Kulkarni et al. 2007; Thayyen and Gergan 2010). Moreover, if these glaciers
continue to recede at the alarming rate, the availability of this huge freshwater will
be a matter of grave concern. In view of such changes, the development and rational
management of the water resources, an assessment of the quantity and quality of
available water are necessary. However, it is practically impossible to measure all the
components of the water balance or hydrological system due to large heterogeneity
and the limitations of measurement techniques. The only way to overcome these
limitations is hydrological modelling by extrapolating information from available
measurements.
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Fig. 6.1 The retreat of NWH glacier since the mid-nineteenth century (Bolch et al. 2012)
6.2 Hydrological Modelling Approach

Hydrological modelling is important from water resources planning, development
and management point of view. Hydrological modelling is a mathematical repre-
sentation of hydrological processes that are generally defined in terms of parameters
and states. The parameters represent physical characteristics of surface and subsur-
face, whereas states represent fluxes and storages of water and energy which
generally vary with time. Based on the problem to be addressed, the hydrological
modelling may have the following objectives:

* To carry out spatio-temporal extrapolation of field-based point measurement

* To enhance the fundamental understanding of existing hydrological systems

* To assess the impact of climate and land use land cover (LULC) change on water
resources

* To improve the existing models or to develop new models for current and future
water resource management

6.2.1 Types of Hydrological Models

The hydrological models can be classified based on their structure, spatial distribu-
tion, stochasticity and spatio-temporal applications. Based on the model structure,
the hydrological models may be classified as metric, conceptual, physics-based and
hybrid models. The very basic metric models characterise the system response from
the available historic data or observations (Wheater et al. 1993). These kinds of
models are also known as empirical models, and the best example for these types of
model is unit hydrograph theory developed for event-based catchment-scale simu-
lations of ungauged catchments (Sherman 1932). The most interesting development
in the field of metric models is the application of data-based mechanistic approach
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such as artificial neural networks (ANNs) and evolutionary algorithms in hydrolog-
ical modelling. ANNs were used extensively to study the behaviour of rainfall-
runoff processes just from available rainfall and runoff data. As these kinds of
empirical models are developed basically on historically observed input and output,
without considering the process of conversion explicitly, on the contrary, the
conceptual models are developed based on knowledge of the pertinent natural
processes that affect the input to generate the output (Wheater 2002). The structure
of these models is defined prior to actual simulation being undertaken (Wheater et al.
1993). The best examples for conceptual model are Stanford Watershed Model and
the kinematic-wave runoff model (Crawford and Linsley 1960; Subramanya 2008).
Physics-based models represent the component hydrological processes through the
governing equations of motion based on continuum mechanics. These kinds of
models are considered as most accurate; on the other hand, their data requirement
is high.

The models can further be classified based on space discretization criteria as
lumped or distributed. Lumped models consider the catchment as a single unit,
taking average of state variables over the entire catchment area (Beven 2001).
These types of models do not account for spatial variability in physical processes
and characteristics of the basin (Singh 1995). On the other hand, in the distributed
models, the basin is generally discretized into a number of elements (or regular
grids), and then the mathematical equations representing the physical processes are
solved for the state variables associated with each element (Singh and Frevert 2000).
As in such models, the state variables represent local average and the predictions are
distributed spatially. However, due to constraint of spatial scale of input data
available, generally the parameters are lumped over the element or grid; such type
of models are usually called semi-distributed hydrological models (Beven 2001). As
semi-distributed model requires less data and considers at least important features of
the catchment as compared to fully distributed model, these models are easy to
realise and may require less computational time (Orellana et al. 2008). The best
example of this kind of model is variable infiltration capacity (VIC) model.

Further, if the model simulates a single storm, it is regarded as event-based
models. The storm duration may range from few hours to few days. The widely
used Hydrologic Engineering Centre-Hydrologic Modelling System (HEC-HMS) is
one of the event-based models. On the contrary, a continuous model runs at longer
period, estimating basin response for entire time series comprised of both precipita-
tion and dry periods. There are many other types of models; the further details of
each type of models and their advantages and disadvantages can be found at Wheater
et al. (1993), Beven (2001), Singh and Woolhiser (2002), Wagener et al. (2004),
Singh and Frevert (2006) and Pechlivanidis et al. (2011).

The input data requirement and the accuracy/reliability of the model output vary
from model to model. The distributed physically based models are considered to be
more accurate among all. However, the data requirement of such models is huge with
higher accuracy in a distributed manner. On the other hand, it is nearly impossible to
practically collect the data on field required for the water resources assessment. In
such cases, geospatial techniques play a vital role to collect or extract the information
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at required temporal or spatial scale with reasonably good accuracy. The data
collected through remote sensing in regular spatial and temporal domain can easily
be incorporated into the hydrological models. These models can further be used to
retrieve or estimate the components of hydrological cycle. This helps in achieving
more accurate estimates of the hydrological cycle. In this chapter, the hydrological
components required to carry out water resources assessment of NWH region have
been discussed along with their retrieval from remote sensing data. A table of most
widely used hydrological models with their capabilities is shown in Table 6.1 below.
Further, the capability of VIC hydrological in studying water balance and impact of
climate change on hydrology of a basin is also investigated as shown in case studies
in subsequent sections.

6.2.2 Hydrological Model Input Parameterization Using
Remote Sensing Data

Precipitation/Rainfall

The precipitation means water in its all forms such as rainfall, snowfall, hail, frost
and dew, sleet, etc. that reaches the Earth from the atmosphere. The rainfall and
snowfall are the predominant form of precipitation generating stream/flood flow in
majority of rivers. Based on topography, physiography and climatology, the mag-
nitude of precipitation varies with time and space. Due to this variation, different
geographical regions face hydrological problems, either floods or droughts. Precip-
itation in terms of rainfall is usually measured as the depth, however, in the case of
snowfall, an equivalent depth of water (in mm). The precipitation is usually mea-
sured through rain gauge infield; however, it is recommended that the catchment area
per gauge should be small WMO (1974). The India Meteorological Department
(IMD) is making a lot of efforts to instal a large number of rain gauge across the
country as shown in Fig. 6.2.

It can be seen that the density of the rain gauge is less in NWH region of the India as
compared to other parts due to rugged terrain and difficult conditions. However, in
case of basin level water resources assessment study, it is required to have as many
as possible rain gauge in the basin. Therefore, in such a case, the remote sensing-
derived rainfall products may be best suited as remote sensing can provide spatio-
temporal rainfall data of any part on the globe.

Remote sensing can provide better spatial estimate of rainfall than conventional
point information of limited observations. The cloud movement and its pattern can
easily be observed by satellite images in visible (VIS) and infrared (IR) regions. The
useful information such as cloud depth and cloud droplet size, cloud-top temperature
and height from and cloud phase can easily be extracted from VIS, IR and water
vapour channels, respectively. Moreover, the brightness, pattern, texture, area,
shape, shadow and movement of cloud in these images can be correlated to rain
and its movement Gruber (1973). At present the following IR sensors, namely, the
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Fig. 6.2 Location of 1803 IMD rain gauges in India and their distribution. (Source: Rajeevan et al.
2005)

National Oceanic and Atmospheric Administration (NOAA), Geostationary Opera-
tional Environmental Satellite (GOES), European Meteosat, Russia’s Elektro-L and
India’s INSAT series, are currently operating. The IR image of globe from INSAT
3D along with water vapour image of India and its surroundings is shown in Fig. 6.3.

The simplest cloud indexing method was developed by Arkin (1979). In this
method each cloud type identified in the satellite image is assigned a rain rate level. It
was initially developed for National Oceanic and Atmospheric Administration
(NOAA) polar-orbiting satellites by the University of Bristol, which later found its
applicability for geostationary satellite data also. The techniques use the satellite
thermal IR measurements (10.5-12.5 pm) of cloud-top temperature; a threshold is
applied which is typically around —40 °C, below which it can be regarded as ‘rain’.
The cloud-top temperature and cloud motion vectors can easily be measured through
INSAT series imager and sounder as shown in Fig. 6.3.

The microwave technique has physically been considered as more direct tech-
nique in rainfall estimation as compared to VIS/IR method, as at these frequencies,
water droplets attenuate the upwelling radiation. The presence of hydrometeors
changes the magnitude of emission or scattering which is measured by microwave
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Fig. 6.3 (a) INSAT 3D IR image, (b) cloud vector motion of India, (¢) cloud-top temperature
image, (d) estimated precipitable water images of October 6, 2016, for India and its environment.
(Source: http://satellite.imd.gov.in/insat.htm)

sensors, either passive or active as compared to dry atmosphere. Based on the
frequency of upwelling radiation, the size and type of hydrometeors can be detected.
The common passive microwave imager frequency range is between 19.3 and
85.5 GHz, at which radiation interacts with the hydrometeors and water particles/
droplets either in liquid or frozen form. The sensor’s field of view (FOV) observes
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Fig. 6.4 (a) Precipitation over the Eastern United States and vicinity, from AMSR-E and (b) the
TRMM Microwave Imager (TMI), June 5, 2002

cumulative scattering and emission taken place simultaneously with radiation under-
going multiple transformations while interacting with the cloud column. At different
frequencies the passive microwave radiometers record brightness temperature of
cloud column which is then related to rain (McVicar and Bierwirth 2001; Nagarajan
2009; Khanbilvardi et al. 2015).

At present, the following passive microwave sensors on eight platforms are
usually used for precipitation estimation:

* Advanced microwave sounding unit (AMSU)-B (NOAA-15, NOAA-16, NOAA-
17, NOAA-18)

e The Special Sensor Microwave Imager (SSM/I) (DMSP 13, 14, 15) — NOAA/
NESDIS

¢ TRMM Microwave Imager

e The Advanced Microwave Scanning Radiometer for EOS (AMSR-E)

* WindSat (ocean only)

The precipitation estimates derived from the passive microwaves sensors, such as
AMSR-E and TMI, on-board National Aeronautics and Space Administration
(NASA) Aqua and TRMM satellites, respectively, are shown in Fig. 6.4. For
generating these precipitation estimates, the algorithms of Ferraro (1997) for
SSM/I, Ferraro et al. (2000) for AMSU-B and Kummerow et al. (2001) for TMI
are generally used.

Rainfall retrieval using SSM/I data adapting (Ferraro 1997) algorithm is given
below:

SI=ag+ aiTiov + @ Taoy + a3Taov” — Tssy (6.1)
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Fig. 6.5 Global rainfall estimates TRMM

R =a*SI*b (6.2)

where Sl is scattering index, R is rainfall rate, Txp is brightness temperature in given
frequency ‘x’ and polarisation ‘p’ and a and b are the empirical constants.

The Tropical Rainfall Measuring Mission, TRMM, is a joint mission between the
NASA and the Japan Aerospace Exploration Agency (JAXA) targeted to study the
tropical and subtropical rainfall launched in the year 1997. TRMM measurements
provide information on where the rainfall is occurring with its intensity including 3D
structure of storm and clouds. It is a non-sun synchronous satellite carries several
sensors, which are useful for landscape monitoring. The TRMM has Precipitation
Radar (PR), TRMM Microwave Imager (TMI), Visible Infrared Scanner (VIRS),
Clouds and the Earth’s Radiant Energy System (CERES) and Lightning Imaging
Sensor (LIS) payloads. The global three-hourly and weekly rainfall products by
TRMM are shown in Fig. 6.5; however, Fig. 6.6 shows accumulated rainfall in states
of NWH region by TRMM.

Built on legacy of TRMM, the Global Precipitation Measurement (GPM) mission
is an international partnership co-led by the NASA and JAXA. The mission aims on
the deployment of additional satellites in constellation of the GPM Core Observa-
tory. Together the constellation of these satellites provides next-generation
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Fig. 6.6 TRMM-based rainfall estimate of NWH states

observations of global precipitation from the space. The objectives of the mission are
to understand the horizontal and vertical structure of rainfall, its physical (micro and
macro) nature and latent heat associated with it; to develop and calibrate retrieval
algorithms for the radiometers in constellation; to provide sufficient number of
samples at global level to reduce uncertainties in short-term rainfall accumulations
significantly; and to extend its scientific and societal applications. The GPM Core
Observatory is carrying an advanced dual-frequency radar (Ku-Ka ranging from
13.6-35 GHz) and multi-frequency (10.7, 19, 22, 37, 85 GHz V&H) radiometer
system. It acts as a reference to unify precipitation measurements from all satellites
within the GPM constellation. The coverage of the GPM is shown in Fig. 6.7.

The GPM Core Observatory provides greater coverage of precipitation measure-
ments approximately between 65° north latitude and 65° south latitude including
both the Arctic and Antarctic Circle. The constellation of these satellites provides
global precipitation measurements at approximately every 3 h. With the help of this
integrated approach and unified dataset, the scientists will understand Earth’s water
and energy cycle better. It is expected that the observations from the GPM constel-
lation, combined with land surface data, will improve weather forecast models;
climate models; integrated hydrologic models of watersheds; and forecast of
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Fig. 6.7 GPM era coverage/3 h, CORE, DMSP-F18, DMSP-F19, Megha-Tropiques, GCOM-B1

hurricanes, landslides, floods, droughts, etc. Further details on various precipitation
retrieval algorithms can be found at Thakur et al. (2017).

Soil Moisture

Soil moisture plays a significant role in the energy exchange between the ground
surface and the atmosphere through evapotranspiration process. This root zone water
storage has important implications especially on agriculture sector, as it partitions
the precipitation water into infiltration and runoff. On field, it can be measured
through theta probe and different handheld sensors, but these instruments will
provide only point information. However, due to the capability of remote sensing
technique to detect small spatial variation over a large extent at frequent time
interval, this technique overcomes most of all field limitations. The surface soil
moisture estimation can be done using optical and thermal bands of electromagnetic
radiation (EMR). In the optical region, the changes in spectral signatures of the
surface need to be regularly studied with change in soil moisture. One could analyse
the changes in the spectral properties due to change in moisture or identify the bands
sensitive to moisture; the soil moisture can indirectly be measured. As the emerging
hyperspectral sensors provide spectral information at large contiguous narrow bands,
very recently, it has been exploited to simulate soil moisture (Finn et al. 2011;
Haubrock et al. 2008; Yanmin et al. 2010). The fine spatial resolution (~30 m) is a
major advantage of hyperspectral remote sensing data, but it is constrained by
availability of the continuous data. On the other hand, the change in thermal inertia
between dry and wet soil can easily be detected by thermal sensors. This information
can be interpreted to retrieve soil moisture of the land surface. However, the use of
this technique has the following limitations such as the coarser spatial resolution and
poor capability to penetrate through vegetation.
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As the soil moisture estimation requires subsurface information, therefore, it is
mostly being estimated using both passive and active microwave remote sensing
data. The presence of water content in soil changes its dielectric property, which in
turn affects brightness temperature and surface scattering properties. Various inver-
sion models have been developed to map soil moisture using these variations
(Dobson et al. 1985). It has been reported that the microwaves L-band (wavelength
15-30 cm), C-band (wavelength 3.8-7.5 cm) and X-band (wavelength 2.5-3.8) are
the most sensitive bands for soil moisture estimation (Wagner et al. 2007).

Passive microwave radiometers have large potential among other remote sensing
methods for the soil moisture measurement. The advantages of microwave measure-
ments are (1) directly sensitive to changes in surface soil moisture and (2) least
affected by clouds and (3) can penetrate moderate amounts of vegetation. Depending
on wavelength and soil wetness, these sensors can measure surface moisture up to
depths of 2-5 cm. The effect of soil moisture on the measured passive microwave
radiometer signal dominates over that of surface roughness; however, on the con-
trary, it is true for active microwave radars. The following high-frequency Earth-
imaging passive microwave radiometers, namely, the Scanning Multichannel Micro-
wave Radiometer launched on the Seasat and Nimbus 7 satellites, Special Sensor
Microwave Imager launched on the DMSP satellite series, TRMM Microwave
Imager (TMI), Advanced Microwave Scanning Radiometer on the Earth Observa-
tion System (AMSR-E) and Soil Moisture and Ocean Salinity (SMOS), have been
used extensively for soil moisture estimation. The capabilities of these higher-
frequency instruments are limited to soil moisture measurements over predominantly
bare soil and in a very shallow surface layer (<5 cm). The major disadvantage of
passive microwave soil moisture estimation is coarse spatial resolution. However,
the advantage is wider swath which helps to get frequent temporal images at every
4-6 days. The sample images of AMSR-E and SMOS global soil moisture products
are given in Figs. 6.8 and 6.9, respectively. The AMSR-E soil moisture (in g/cm?)
for September 10-12, 2009 is shown with few gaps in the data; even on merging
ascending and descending passes of AMSR-E, one cannot get soil moisture infor-
mation for the entire globe. To overcome these issues, ESA launched SMOS mission
with an aim of providing global maps of soil moisture, with accuracy better than
0.04 m/m every 3 days and with a space resolution better than 50 km.

The active sensors like synthetic-aperture radar (SAR) and scatterometers mea-
sure backscatter signals. A large number of algorithms have been used to derive soil
moisture from data acquired by SAR such as Seasat, Spaceborne Imaging Radar-C
(SIR-C), European Remote-Sensing (ERS) Satellite, RADARSAT, Environmental
Satellite (Envisat) and Advanced Land Observation Satellite (ALOS). Similarly, soil
moisture has been derived using scatterometer data of ERS, Advanced
SCATterometer (ASCAT) and QuikSCAT.

Later, researchers realised to exploit advantages of both the techniques’ passive
and active remote sensing through blending. For example, under the ESA’s Climate
Change Initiative (CCI), the ASCAT active microwave data were blend with the
passive microwave remote sensing data of Nimbus 7 SMMR, DMSP SSM/I, TRMM
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Fig. 6.8 AMSRE-based soil moisture map of India (September 10-12, 2009)

TMI and Aqua AMSR-E. The blended product of CCI soil moisture is available at
near global scale at 0.25° spatial resolution.

On a similar guideline, NASA recently launched Soil Moisture Active Passive
(SMAP) mission intended to provide global soil moisture at fine spatial resolution
with drought monitoring and prediction as its targeted application (Wardlow et al.
2012). As SMAP carries both L-band radar and L-band radiometer, it allows global
mapping of soil moisture at 10 km spatial resolution with 2—3 day revisit time. It can
provide soil moisture information under clear and cloudy sky conditions even under
a wide range of vegetation cover. The SMAP 3-day composite soil moisture
products cantered on April 15, 18 and 22, 2015, are given in Fig. 6.10. The soil
moisture is provided in volumetric terms (cm®/cm’). The blue colour in the map
indicates wet condition; however, red indicates dry.

However, major limitation of the microwave remote sensing data in soil moisture
estimation include depth over which soil moisture estimates are valid, consisting of
the top few centimetres at most. Exposed to the atmosphere, these upper few
centimetres of the soil moisture vary rapidly with response to rainfall and
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Fig. 6.9 SMOS global root zone soil moisture (in m*/m?) product of May 2016. (From European
Space  Agency, http://www.esa.int/spaceinimages/Images/2016/05/Root-zone_soil_moisture_
May_2016)
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Fig. 6.10 SMAP-derived global soil moisture of April 22, 2015 (https://podaac.jpl.nasa.gov/sites/
default/files/content/SmapSSS_SoilMoistureComposite.png)

evaporation, whereas for hydrologic, climatic and agricultural studies, such obser-
vations of surface soil moisture must be available for the complete soil moisture
profile in the unsaturated zone. In recent years, in order to overcome these issues and
to simulate the root zone soil moisture, attempts have been made to assimilate the
remote sensing-derived surface soil moisture with physically based distributed land
surface models (LSM). Nikam et al. (2015) assimilated AMSR-E-derived soil
moisture in physically based semi-distributed VIC LSM at 25 x 25 km grid scale
for simulating the root zone soil moisture. A similar attempt to assimilate SMOS soil
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moisture to simulate soil moisture at multiple depths using VIC LSM is done by
Lievens et al. (2015).

Evapotranspiration (ET)

ET represents the exchange of mass and energy between the soil-water-vegetation
system and the atmosphere (Senay et al. 2012). The long prevailing weather condi-
tions affect reference ET (ET,) through numerous variables such as radiation,
temperature, wind and relative humidity. Moreover, actual ET (ET,) is also affected
by land cover class and soil moisture at that particular duration. ET is one of the most
important parameters which govern the energy and mass transfer between the Earth’s
surface and atmosphere. It can be measured on field using instruments such as
lysimeter and eddy covariance, surface renewal and flux variance systems (French
et al. 2012). However, the measurement of ET using these techniques is constrained
to a very limited spatial coverage; moreover, they are expensive and require high
maintenance. In order to overcome these limitations, various ET estimation methods
based on climatological data have been developed, namely, FAO-56 Penman-Mon-
teith (FAO-56PM), Turc radiation, Priestley-Taylor, FAO radiation, Hargreaves and
FAO Blaney-Criddle (Kashyap and Panda 2001). The FAO-56PM has been widely
used and accepted; however, it requires huge climatic data at high spatio-temporal
scale for accurate estimation of ET. On other hand, remote sensing can provide
useful information on surface, radiation and climate at regular interval at large spatial
scale. Therefore, this technology has widely used for estimation of ET at varying
spatial and temporal scale. The ET estimation methods using remote sensing data
can be grouped into three: (1) vegetation indices based, (2) surface energy balance
based, and (3) the scatterplot between land surface and vegetation indices based
(Allen et al. 1998; Bastiaanssen et al. 1998).

Vegetation Indices (VI)-Based Method

The methods discussed above use certain multiplicative factor such as the crop
coefficient (derived based on particular crop and its condition) to estimate actual
ET from reference ET. The vegetation condition type, health, density and phenology
can easily be studied using remote sensing data adapting simple digital image
processing techniques. These information have further been used to derive multipli-
cative coefficients of indirect methods discussed above. The vegetation indices such
as normalised difference vegetation index, soil-adjusted vegetation index, leaf area
index, enhanced vegetation index and vegetative cover fraction are being used for
deriving vegetation-based ET coefficients using regression approach. As these
indices provide actual crop/vegetation condition and health, this approach has
been operationalized to generate global ET product using MODIS data (Mu et al.
2011). This ET product is freely available and can be used for any region on globe.

Surface Energy Balance-Based Methods

The energy balance models use land surface temperature (LST) as a primary
constraint in partitioning of available surface radiant energy between heat and
water flux (Senay et al. 2012, 2015). ET is highly dependent on energy available
to help these processes (evaporation and transpiration). The estimation of energy
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balance or available energy can be used to estimate ET. Various surface energy
balance methods have been developed and used for this purpose such as Surface
Energy Balance Algorithm for Land (SEBAL), Mapping EvapoTranspiration at high
Resolution with Internalized Calibration (METRIC), Surface Energy Balance Sys-
tem (SEBS), Atmosphere-Land Exchange Inverse (ALEXI), etc. Among these, the
SEBAL methods are the widely accepted and used method as represented by
Eq. (6.3):

JET = A(Rn — G) (6.3)

where AET is the latent heat flux (W/m?), Rn is the net radiation (W/m?), G is the soil
heat flux (W/m?) and A is the evaporative fraction and can be written as

A = JET/(Rn— G) = JET/(JET + H) (6.4)

where H is the sensible heat (W/m?) and (Rn — G) or (A\ET + H) is called net
available energy.

These relationships can be implemented even instantaneous moment to monthly
time scale. However, the assumption in estimation of A remains constant during the
entire time step.

Scatterplot-Based Methods

The scatterplot-based methods of ET estimation are a combination of both the LST-
and VI-based methods. It has been reported that a triangular or trapezoidal shape is
formed when remotely sensed LST and VI or albedo (o) derived from heterogeneous
areas is plotted in two-dimensional feature space (Petropoulos et al. 2009). These
methods identify relative theoretical boundary lines in the observed inverse relation-
ship between LST and VI or a, to estimate the A of energy balance or the ETo
fraction of VI-based methods. Further details on these types of models can be found
at Senay et al. (2012) and Thakur et al. (2017).

These parameters derived using geospatial techniques can easily be incorporated
in hydrological models as input to generate fluxes and states. Further, these states
and fluxes can be analysed to water resources assessment of the region of interest.
Apart from this, these parameters can also be derived adapting suitable hydrological
models taking inputs derived from remote sensing observations as discussed in
subsequent section.
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6.3 Hydrological Modelling: Case Studies
6.3.1 Water Balance Study of Entire NWH Region

In earlier days, the discharge in rivers, which is influenced by a large number of basin
characteristics, was calculated using statistical approaches due to limitation of land
surface parameters on spatial scale. With the advancement in remote sensing and
geographical information system (GIS) technique, it showed great potential in
providing relevant spatial data and parameters at the appropriate scale for the
development of physically based distributed models. These sophisticated hydrolog-
ical models can provide hydrological fluxes (e.g. runoff, ET, multilayer soil mois-
ture, groundwater) at any desired scale from hydrological component estimation
point of view. The improved computing capabilities helped to transform hydrolog-
ical modelling into finer scale soil-vegetation-atmosphere schemes, where one can
incorporate atmospheric components to improve upon estimation of hydrological
fluxes (Wood 1991; Abdulla et al. 1996).

The VIC, macro-scale hydrological model, is a semi-distributed model that works
at regular grid scale. It has been developed as soil-vegetation-atmosphere transfer
schemes (SVATS) by Liang et al. (1994). It has the following advantages over other
models: the sub-grid variability in soil moisture storage capacity, sub-grid variability
of LULC and consideration of base flow as a non-linear recession (Zhao et al. 1980;
Dumenil and Todini 1992). It can be run in different modes such as energy balance,
water balance and combination of both. Moreover, it has its own routing module to
route flow at desired outlet as simple linear transfer functions (Lohmann et al. 1996,
1998b). The details on VIC model may be found in Liang (1994), Liang et al. (1994,
1996), Nijssen et al. (1997), Lohmann et al. (1998a, b), Cherkauer and Lettenmaier
(1999), Maurer et al. (2001a, b), Lettenmaier (2001), Liang and Xie (2003),
Aggarwal et al. (2013) and Garg et al. (2017). The VIC model with two soil layers
was set up for entire NWH region using geospatial inputs. The analysis was carried
out at 5 x 5 km regular grid and the model was run in water balance mode. The
model was forced by daily meteorological forcing on rainfall, maximum tempera-
ture, minimum temperature and wind speed to estimate daily runoff, ET, etc. on each
grid cell independently. The derivation of input parameters for modelling in
geospatial domain is defined in the subsequent section.

One has to define land surface characteristics of each grid in the model as four
input files, namely, soil parameter, vegetation parameter, vegetation library and
meteorological forcings. The unique soil properties of each grid are described in
the soil parameter file. For the NWH region analysis, the primary soil properties for
particular grid were taken from the National Bureau of Soil Survey and Land
Utilisation Planning (NBSS&LUP) for corresponding/representative soil texture of
that grid. The NBSS&LUP soil map of the region was analysed in GIS platform. The
soil map generated for NWH region from NBSS&LUP database is shown in
Fig. 6.11. The other parameters such as field capacity, wilting point, saturated
hydraulic conductivity, porosity, etc. were calculated using pedo-transfer functions
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Fig. 6.11 Soil map of the NWH region

(Cosby et al. 1984; Rawls et al. 1998; Reynolds et al. 2000). The runoff generation
will also governed by topography; therefore, in the present study, the topographic
features (elevation and slope) of the region were derived from GTopo30 digital
elevation model available at 90 m resolution (http://edc.usgs.gov/products/elevation/
gtopo30/gtopo30.html) as shown in Fig. 6.12.

Vegetation parameter file generally defines the LULC classes present in the grid
and fraction coverage of each LULC class along with corresponding rooting depth as
suggested by Maurer et al. (2001a, b). The rooting depth is an important parameter as
shorter root crops and grasses will draw water from the upper soil layer for
transpiration as compared to deeper root trees that draw moisture from deeper soil
layers (Garg et al. 2017). The LULC database generated under Indian Space
Research Organisation- International Geosphere-Biosphere Programme (ISRO-
IGBP) Project on “Land Use and Land Cover Dynamics and Impact of Human
Dimensions in Indian River Basins™ available at 1:250,000 scale has been used to
identify the LULC classes present under the study region as shown in Fig. 6.13. The
properties such as LAI, albedo, roughness, displacement, etc. correspond to each
LULC class which vary with time; the seasonal variations in these parameters are
specified at monthly time scale as vegetation library file in the model domain. The
other parameters such as roughness length, displacement height, architectural
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Fig. 6.12 Digital elevation model of NWH region

resistance and minimum stomatal resistance for each LULC class were taken from
Global Land Data Assimilation System database (http://ldas.gsfc.nasa.gov/gldas/
GLDASmapveg.php).

Later, the VIC2L model was forced with observed meteorological data on daily
precipitation, daily minimum and maximum temperature and daily wind speed for
30 years (1985-2014) at daily time step. The forcing file for each year for each grid
has been generated from Indian Meteorological Department (IMD) gridded data
(Rajeevan et al. 2005; Pai et al. 2014) on rainfall (0.25° x 0.25°) and temperature
(1° x 1°). The long-term average rainfall map of NWH region is shown in Fig. 6.14.
The model results in flux files correspond to each grid with output on precipitation,
evaporation from canopy, evaporation from bare soil, transpiration from canopy,
baseflow and soil moisture for each soil layer. The methodology adapted in the
present study is presented in Fig. 6.15.

The grid-wise results were aggregated to evaluate the basin average hydrological
components as shown in Fig. 6.16. In this way, spatial information with respect to
hydrological components may be generated using suitable remote sensing-derived
input in geospatial environment. Such information can be utilised for better water
resource management, distribution among various sectors and policy making. India
is a developing country; therefore, the quantification of these hydrological
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Fig. 6.13 Land use land cover map of NWH region. (Source: ISRO-GBP LULC Project)

components is also subjected to change in LULC pattern and change in climatic
condition. The hydrological modelling approach can be best suited for these kinds of
assessments. The further attempts were made to analyse the impact of changing
climate on basins in NWH region which are discussed in subsequent sections.

6.3.2 Hydrological Modelling of a NWH Basin Under Future
Climate Change Scenario

The basin scale water resources assessment has been done for Beas River basin
which is part of major Indus Basin and located in NWH region using hydrological
modelling approach. The Beas River originates from Beas Kund near Rohtang Pass
at an elevation of 3960 m, and its basin covers an area of 20,303 km?> up to its
confluence with Satluj River near Harike Wetland in Punjab, India, with total
traverse of 460 km. However, in the present study, the part of basin up to Pong
Dam, with an area of around 12,417 km? which is located between longitudes 75°84’
E to 77°88’ E and latitudes 31°41’ N to 32°46' N and lies entirely in NWH region,
was analysed as shown in Fig. 6.17. Approximately, an area of 777 km? in this part
of basin is covered under permanent snow and glaciers (http://india-wris.nrsc.gov.
in). The remaining basin area receives water in the form of rainfall with maximum
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Fig. 6.14 Long-term average rainfall in the states falling in NWH region. (Source: IMD)

contribution during monsoon period (June—October); corresponding to it, maximum
discharge in the basin has also been observed.

In this study the VIC hydrological model as discussed above has been used to
simulate the impact of climate change on hydrology of Beas River basin. As it works
on grid basis, the general circulation model (GCM)/regional circulation model
(RCM) outputs can easily be incorporated in the model. For the calibration of the
model, the meteorological forcing on precipitation, maximum temperature, mini-
mum temperature and wind speed has been prepared using National Centers for
Environmental Prediction and the National Center for Atmospheric Research
(NCEP/NCAR) reanalysis data of period 1977-2006. However, for future climate
scenarios, the forcings on these parameters for period 2006-2100 were generated
from the ensemble of the Geophysical Fluid Dynamics Laboratory (GFDL) GCMs
downscaled for Southeast Asia region under Coordinated Regional Climate Down-
scaling Experiment by the Swedish Meteorological and Hydrological Institute
(WAS_GFDL_ESM2M_SMHI_RCAV2_DAILY) for radiation concentration path-
ways (RCP) scenarios of RCP4.5 and RCP 8.5 available at 0.44° resolution. The data
can be found at Earth System Grid Federation, ESGF’s data node at the National
Supercomputer Centre (NSC), Link6ping, Sweden (https://esg-dnl.nsc.liu.se/
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Fig. 6.17 Study area, Beas Basin up to Pong Dam in Himachal Pradesh state of India
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Fig. 6.18 (a) False colour composite image of Beas Basin, (b) LULC map, (¢c) DEM map and (d)
soil map of study area

projects/esgf-liu/). The topographic features of the basin were extracted from the
30 m resolution Cartosat-1 DEM available at (http://bhuvan.nrsc.gov.in/data/down
load/index.php?c=s&s=C1&p=cdv3rl&g=) as shown in Fig. 6.18c. The important
soil information has been derived for basin from the NBSS&LUP data as discussed
in the previous section (Fig. 6.18d). Similarly, the vegetation parameter and library
files were prepared based on ISRO-GBP LULC map of the year 2005 (Fig. 6.18b). In
the present analysis, the model was run in energy balance model as basin has large
SNOW cover area.

The climate data of future time period has been analysed, and it was observed that
temperature is showing an ever-increasing trend under both RCP 4.5 and RCP 8.5
scenarios. However, the trend of the precipitation is increasing under RCP 8.5,
whereas it is decreasing in RCP 4.5 scenario. It has already been studied that slight
change in these climatic parameters alters the hydrology of the entire basin. The
estimated water balance components (runoff, ET, baseflow) under each scenario are
shown in Fig. 6.19. It can be seen that almost all the parameters are showing
increasing trend. As precipitation is showing an increasing trend, the estimated
runoff is also showing an increasing trend; on the other hand, due to increasing
temperature, ET is showing an increasing trend in all the years under consideration.

As major part of the basin is snow fed and has large permanent snow cover area,
the trend in model estimated snow cover, snow depth, snowmelt and snow water
equivalent (SWE) has also been studied as shown in Figs. 6.20, 6.21, and 6.22. As
temperature throughout the period of analysis is showing increasing trend in both the


https://esg-dn1.nsc.liu.se/projects/esgf-liu/
http://bhuvan.nrsc.gov.in/data/download/index.php?c=s&s=C1&p=cdv3r1&g=
http://bhuvan.nrsc.gov.in/data/download/index.php?c=s&s=C1&p=cdv3r1&g=
http://bhuvan.nrsc.gov.in/data/download/index.php?c=s&s=C1&p=cdv3r1&g=
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Fig. 6.19 Trend of each water balance component under each climatic scenario

scenarios under consideration, it will reduce the amount of snowfall in the region
leading to reduction in snow cover. Therefore, in the study, a decreasing trend in the
snow parameters was found. It is estimated that around —4.5 m by the end of the
century. It is predicted that snowmelt runoff amount may decrease by around
350 mm in the years to come, whereas SWE is showing a decrease of around
280 mm. The hydrological modelling results show that remote sensing data and
GIS tools can provide platform to analyse water resources status on any part of the
globe even under future climate change scenario.
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Fig. 6.22 Change in snow water equivalent under each scenario for Beas Basin
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Chapter 7 ®)
Hydrometeorological Hazards Mapping, s
Monitoring and Modelling

Praveen K. Thakur, S. P. Aggarwal, Pankaj Dhote, Bhaskar R. Nikam,
Vaibhav Garg, C. M. Bhatt, Arpit Chouksey, and Ashutosh Jha

7.1 Introduction

Northwest Himalaya (NWH) has unique topographical and climate settings which
makes this area prone to various types of hydrometeorological hazards such as flash
floods, hail storms, glacier lake outburst floods, avalanches and mudflows. These
hazards have high probability of turning into natural disasters if proper planning of
natural resources, infrastructure and man-made structures is not done. Floods of June
2013 in Uttarakhand (Dobhal et al. 2013; Thakur et al. 2014) and 2014 floods of
Srinagar (Bhatt et al. 2016) are prime examples of such hazards turning into the
major disasters. Northwest Himalayan states in the last few years have experienced
large number of hydrometeorological disasters such as high-intensity precipitation,
cloud burst and subsequent flash flooding in downstream areas, snow avalanches,
glacier lake outburst floods (GLOF), hail storms, drought and rainfall-induced
mudflows (Kumar et al. 2015; Gupta et al. 2013; Kumar et al. 2012; Rana et al.
2012). This chapter gives an overview of various hydrometeorological hazards
which are reoccurring in NWH and provides insights in few such hazards by
providing some actual case studies related to such hazards.
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7.2 Snow Avalanches

“Avalanche, landslide, slumps, mudflows, rock falls — these are some of the terms
which are used to described movement of snow, soil and rocks under the influence of
gravity” (Bromhead 1986). In case of avalanche, it is a special case of movement of
snow under the influence of gravity. “Avalanche” (taken from the French) has a
broader meaning, standing for “a sudden and rapid movement of ice, snow, earth or
rock down a slope” (Ghinoi 2003). Snow avalanche can occur due to the failure of a
snowpack and presence of critical snow depth and topographical slope in a given
area (Malik 2009). Snow avalanche can start with the failure of snowpack at critical
slopes and failure occurring due to a cohesionless or cohesive material (Mears 1992).
Two components of gravity force acting on block (parallel and perpendicular to
slope), physical properties of block, angle of slope and surface properties determine
how shelf will move before block slides (McClung and Schaerer 2006). If force
parallel to slope exceed, friction created by perpendicular force leads to failure of
blocks.

Snowpack goes through three types of deformation, i.e. tension, compression and
shear. Tension comprises of two deformation components, i.e. creep and slide.
Movement of some snow layers downslope is called as creep, while movement of
whole snowpack along downslope is called as glide (Fig. 7.1). Compression acts in a
direction perpendicular to snow surface resulting in densification. Shear deformation
produces when snow grains move over each other. All these deformations induce
shear stress which is nonuniform over the snowpack (McClung and Schaerer 2006;
Logen 2005).

Avalanche area can be demarked using avalanche paths. Fixed locality along
which avalanche starts, moves and ends is called as avalanche paths. Based on slope
angle, avalanche paths can be divided into three main zones (Malik 2009).

Starting zone is located at a place where unstable snow fails and proceeds to move
further called as zone of origin or formation zone. Upper limit of avalanche origin is
defined by fracture line (catchment area) of slab avalanche and the point at which
snow starts to loose (Fig. 7.2). Lower limit of origin avalanche is nor well defined.
Different factors affecting formation zones are:

[ womzowtaL swoweack | [ mcumen swoweack |

1. Creep + 2. Glide = 3. Total metion

Fig. 7.1 Deformation components of the snowpack. (McClung and Schaerer 2006)
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Tree line

Fig. 7.2 A generalized avalanche path. (Malik 2009)

* Ground/forest cover: The type of forest (open/closed) will affect the wind,
precipitation, air temperature and radiation. The effect of forest cover is well
reported in Frey and Salm (1990).

¢ Slope dimensions and inclination (McClung and Schaerer 2006).

e Altitude.

* Crown and flank locations.

Transition zone between starting zone and runout zone where debris comes to rest
is called as zone of transition. It is also called as track. There are two types of tracks
according to the International Commission on Snow and Ice, i.e.:

Open Slope — consist of no lateral boundaries
Channel — includes gullies and other depressions

When the static friction angle and slope angle become equal, debris comes to rest,
the zone called as runout zone. Wide bench, valley bottom and a talus slope are some
of the characteristics of runout zone. Correlation is being made between avalanche
magnitude and runout distance with underconsideration of water content of snow as
an important parameter (Weir 2002). Terrain configuration, roughness coefficient of
avalanche path, mechanical properties of snow flow and mass of snow are important
determinants of extreme avalanche event runout distances (Mears 1992).
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\\ ALACHE SITES ALONG TRANSPORTATION CORRIDOR
(SOLANG TO DUNDI)
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Fig. 7.3 Avalanche-prone areas from Solang-Dhundi road in Manali watershed of Beas River.
(Malik 2009)

7.2.1 Mapping of Avalanche-Prone Areas

In one of the studies done at IIRS Dehradun, major avalanche-prone areas were
mapped using geospatial tools for part of Manali sub-watershed from Solang to
Dhundi (Fig. 7.3). In this work total of ten numbers of avalanche-prone site
(Table 7.1) were demarcated, and complete geodatabase was created (Malik 2009).

As it is seen in Fig. 7.3 and Table 7.1, two avalanche sites with name MSP 3 and
MSP 7 have the largest formation area. The MSP 7 site has also been selected for
construction of snow gallery, designed by SASE, Chandigarh, in which snow
avalanche passes over the snow gallery, vehicle traffic through the gallery and
stream flows below the gallery. In terms of steepest slope and more frequent
avalanche, MSP 10 has more frequent avalanches as compared to other sites
(Malik 2009). In addition, there have been reported studies by SASE where
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T‘fllt)lle 7.1 Avf:?lau‘ld;\fI site; Site name Area (km?)

th name prefix as Manali

\év(l)uth Portaﬁ (MSP) of new MSP10 0.207

Rohtang Tunnel MSP9 0.105
MSP8 0.157
MSP7 3.381
MSP6 0.229
MSP5 0.256
MSP4 0.349
MSP3 2.916
MSP2 0.174
Complied by Malik (2009)

geospatial tools were used to integrate various RS-GIS databases such as DEM, land
use/land cover (LULC) and published avalanche-prone sites to make final avalanche
hazard map for Gangotri Glacier using analytical hierarchy decision rules (Snehmani
et al. 2013).

7.2.2 Avalanche Modelling

The studied avalanche tracks are located on the proposed all-weather Manali-Leh
National Highway (NH-21) between Solang and Dhundi (see Sect. 7.2.1). The study
area lies between 32° 13’ 06” to 32° 24’ 00” N latitude and 77° 01’ 35" and 77° 17’
00" E longitudes. All these avalanche tracks have southeast-facing slope. These
tracks have been given name “Manali South Portal (MSP) 2 to Manali South Portal
(MSP) 10”. MSP is the name given to these avalanche sites because these sites are
laid on the south side of the proposed 9 Km tunnel from Dhundi to Koksar. Among
all the nine avalanche sites, MSP 7 was investigated in depth, as the site is involved
in frequent avalanche activities (Malik 2009). Another reason for study is that MSP
7 (19 Km from Manali Town on 32° 20’ N latitude and 77° 08’ 11” E longitude) has
the largest area among all other sites situated on the corridor (Malik 2009). It consists
of two main gullies (avalanche tracks) left and right side gullies, which are further
divided into three sub-gullies as shown in Fig. 7.4.

The annual precipitation (1990-2005) and mean annual temperature (1990-2005)
both are measured by the Snow Avalanche Study Establishment (SASE) at Bahang
(2192 ms.l.), Solang (2480 m.s.l.) and Dhundi (3050 m.s.l.). The climate of the
study area is of lower Himalayan zone, which is typically a climate of subtropical
zone or a zone classified as the zone of warm temperature, high precipitation and
short winter period of 4 months, i.e. December to March. It has been observed by
SASE that avalanche activities in this area are due to the unique topographical and
climatic settings of this area, which causes heavy snowfall in the critical slopes of
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In summer In winter

Fig. 7.4 Overview of MSP-7 avalanche site in Solang-Dhundi highway. (Malik 2009)

this corridor, which results in the formation and release of avalanches. The snow-
pack at the formation zone can develop weak layers due to melt-refreeze cycles, and
some weak layers can also form near the ground, which can give way or break at a
critical value of overburden pressure. Literature has shown that if snow depth ranges
from 150 to 200 cm, the snowpack at formation zones can fail at critical slopes. In
general, the avalanche warning bulletin is issued if snow depth of more than 100 cm
occurs in a snow storm for the given region (Malik 2009). It has been reported that
there are around 13 avalanche-prone sites along the Dhundi-Solang transportation
corridor. The terrain along the corridor is generally rocky, rugged and scree field.
The corridor generally has 100—150 cm of standing snow during the season. It is also
reported that the snow at formation zone is around 30% more than the observed at
Dhundi Observatory, which is at an elevation of 3050 m.s.l. The avalanche activity
usually starts when the standing snow crosses 250 cm mark at the observatory. It is
considered as 350 cm standing snow as critical. It is also observed that the temper-
ature remains in the range of 15 to —15 °C. It is noticed that in this region the
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Fig. 7.5 Methodology adopted for the simulation of snow avalanches. (Malik 2009)

overburden and precipitation intensity are the major causes of triggering avalanches.
In this region generally, the total snowfall varies from 12 to 18 m.

During the field investigation, it was found that study area between Solang and
Dhundi is densely forested and different types of trees and vegetation are present at
different elevation zones. The forest line on the mountains in the study area was
found between 3000 and 3500 m (Malik 2009). This study uses a simple method-
ology as shown in the Fig. 7.5.

The main input parameters required to run the RAMMS model are generated
using high-resolution remote sensing and elevation data, and in addition sensitivity
analysis is done for the case of elevation and friction parameters. Most sensitive
parameters, such as friction and critical snow depth, were calibrated with the help of
available ground information (Malik 2009), as the entire process of calibration relies
on good quality of historical and field information, and this was collected from
SASE for the present study. The runout modelling for the rest of snow avalanche
sites was then calculated with RAMMS by using the calibrated parameters (Malik
2009). The final calibrated input parameters such as Coulomb and turbulent friction,
curvature and velocity results for MSP7 are shown in Fig. 7.6.



146 P. K. Thakur et al.

Fig. 7.6 (a) Turbulent friction in m/s? (xi); (b) Coulomb friction coefficient (Mu); (c) Topo 6 m
DEM-based curvature; and (d) snow avalanche results (initial velocity) for MSP7 with 300-year
return period. (Malik 2009)

7.3 Flood

Floods in NWH are mainly caused by heavy rainfall or cloud burst and glacier lake
outburst or landslide blocked dammed water and subsequent dam break floods. As it
is evident from Table 7.2 and Fig. 7.7, NWH is one of the most hazardous areas in
terms of its susceptibility for avalanches, cloud burst-related flash floods, floods due
to extreme rainfall event during monsoon, landslide or glacier moraine-dammed lake
outburst floods, including some spells of drought and hail storms. In India, Indian
Meteorological Department (IMD) is the nodal agency for monitoring of weather
parameters and prediction of weather, monsoon and weather warnings.

7.3.1 Flood Inundation Mapping

Flood inundation in hilly areas is mainly restricted to nearby channels, and its water
spread is constrained by steep topography on both sides of river. Only in few cases
where floodplain lies in low areas there is possibility of deriving the flood inundation
from remote sensing data. Jhelum River in Jammu and Kashmir State of India is one
such river basin where we get frequent floods and water generally exceeds its banks
and inundates the surrounding areas as has been reported in floods of September
2014, March 2015 and April 2017 (Bhatt et al. 2016). Such areas can be easily
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Table 7.2 List of some of the major flood events, cloud burst and landside/GLOF-related events

in NWH
S. No. |Event type Date/duration Location
1 Monsoon-related extreme | September 1952 Various parts of HP
rainfall
2 January 19, 1975, March 1975 Spiti valley of Satluj, HP
earthquake-induced land-
slide-dammed lake burst
3 Cloud burst-induced flash | September 29, 1988 | Soldang, Satluj Basin, HP
flood
4 Cloud burst-induced flash | August 11, 1997 Chirgaon, Rohru tehsil, H.P
flood
5 Cloud burst-induced flash | July 22, 2001 Parts of Kullu dist., HP
flood
6 Monsoon-related extreme | July 31-August Soldang, Satluj Basin, HP
rainfall 2,1991
7 Monsoon-related extreme | September 4-5, Parts of Kullu valley, HP
rainfall 1995
8 Monsoon-related extreme | July 31-August Satluj Valley, HP
rainfall 1, 2000
9 Cloud burst-induced flash | July 23, 2001 Sainj Valley, Kullu, HP
flood
10 Monsoon-related extreme | July 17-19, 2001 Mandi District, HP
rainfall
11 Monsoon-related extreme | July 29-30, 2001 Chhota Bhangal and Baijnath,
rainfall Kangra District, HP
12 Monsoon-related extreme | August 9-10, 2001 | Moral-Danda peak, Shimla district,
rainfall HP
13 Monsoon-related extreme | August 21-22, 2001 | Ani subdivision, Kullu, HP
rainfall
14 Cloud burst-induced flash | July 16, 2003 Kullu district, HP
flood
15 Cloud burst-induced flash | August 7, 2003 Kullu district, HP
flood
16 Cloud burst-induced flash | August 15, 2007 Ghanvi, Shimla, HP
flood
17 Cloud burst-induced flash | August 7, 2009 Dharampur, Mandi, HP
flood
18 Cloud burst-induced flash | September 12, 2010 | Kharahal valley, HP
flood
19 Monsoon-related extreme | July 19-20, 2011 Manali, HP
rainfall
20 Monsoon-related extreme | August 15, 2014 Hamirpur, Mandi Dist., HP
rainfall
21 Cloud burst-induced flash | 2002 Ketgaon, UK
flood
22 Cloud burst-induced flash | 2004 Ranikhet, UK

flood

(continued)
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Table 7.2 (continued)
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S. No. |Event type Date/duration Location

23 Monsoon-related extreme | July 5-6, 2004 Chamoli, UK
rainfall

24 Cloud burst-induced flash | 2007, July 01, 2016 | Bastari, Pithoragarh, UK
flood

25 Monsoon-related extreme | August 67, 2009 Pithoragarh district, UK
rainfall

26 Cloud burst-induced flash | August 18, 2010 Kapkot, Bageshwar, UK
flood

27 Cloud burst-induced flash | July 21, 2010 Almora district, UK
flood

28 Monsoon-related extreme | September 14-15, Almora district, UK
rainfall 2010

29 Monsoon-related extreme | August 2-8, 2012 Bhatwari, Uttarkashi, UK
rainfall

30 Cloud burst-induced flash | September 13, 2012 | Ukhimath, Rudraprayag, UK
flood

31 Pre-monsoonal extreme June 15-17, 2013 Kedarnath, entire UK,
rainfall + Kedarnath
GLOF + cloud burst

32 Cloud burst-induced flash | August 1, 2013 Kapkot, Bageshwar, UK
flood

33 Monsoon-related extreme | August 07-08, 2015 | Dharampur, Mandi, HP
rainfall

34 Cloud burst-induced flash | July 1, 2016 Singhali, Pithoragarh, UK
flood

35 Cloud burst-induced flash | May 25, 2017 Bijrani, Almora, UK
flood

36 Monsoon-related extreme | June 23-24, 2005 Leh Nalla (Ganglass), J&K
rainfall

37 Monsoon-related extreme | July 31-August Leh Nalla (Ganglass), J&K
rainfall 1, 2006

38 Cloud burst-induced flash | August 5-6, 2010 Leh cloudburst, J&K
flood

39 Cloud burst-induced flash | June 08, 2011 Baggar, Doda, J&K
flood

40 Late monsoon-related 02-26 Jhelum and Chenab rivers, Srina-

heavy rainfall

September, 2014

gar, J&K and neighbouring down-
stream areas of Pakistan

Source: (IMD 2013; Thayyen et al. 2013; Kumar et al. 2015; media reports)

mapped using medium- to high-resolution synthetic aperture radar (SAR) data, as in
SAR images water causes specular reflection, giving less backscatter and dark
appearance in SAR.

Such study is shown in Fig. 7.8 where flood inundation map was created using
SAR data during 2014 excess late monsoon rains in Jhelum River (Bhatt et al. 2016).
The state of Jammu and Kashmir in North India experienced one of the worst floods
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Fig. 7.7 (a) Schematic of cloud burst or extreme-intensity rainfall events. (b) Spatial distribution of
flash flood and cloud burst. (Sources: Indian Meteorological Department (IMD) Centre, Shimla)

Fig. 7.8 Cumulative flood inundation spatial extent (cyan colour) and flood persistence observed
in Kashmir Valley between September 8 and 23, 2014. (Bhatt et al. 2016)

in the past 60 years, during the first week of September 2014. The incessant heavy
rainfall in the valley during 3rd—6th of September 2014 has led to the unprecedented
flood situation. This river can also get flooded due to heavy snowfall or rainfall in
early spring due to sudden melting and rain on snow-induced melting from winter
snowpack, as was reported in March 2015 and April 2017 floods.

Flood mapping and monitoring of the floods within the valley was done using
synthetic aperture radar (SAR) satellite images operating in C-band (5.35 GHz)
acquired from Indian Remote Sensing (IRS) RISAT-1 and Canadian Radarsat-2
satellites operating in C-band (Fig. 7.9). The study shows that all the districts lying
within the valley, i.e. Anantnag, Bandipora, Baramulla, Budgam, Ganderbal,
Kulgam, Pulwama and Srinagar, are vulnerable to flooding (Tables 7.3 and 7.4).
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Fig. 7.9 Overall flowchart
used for flood mapping,
monitoring and damage
assessment. (Bhatt et al.
2016)

Table 7.3 District-wise
inundated area

P. K. Thakur et al.

SAR Satellite Data
08-Sep-2014 RISATA
V-S4 ZUMRISATA
10-Sep-2014 Radlarsat-2
12-Sep-2014 RISAT-A
15-Sep-2014 Radarsat-2
17-5ep-2014 RISAT-A
20-Sep- 2014 RISAT-H
11-Sep- 2014 RISAT-1
22-Sep-2014 RISATA
23-Sep- 2014 RISAT-A

1

Extraction of Sigma Nought images

i
§

Pre Flood Mask
|

L
Refining of Inuncation Layers
Clump & Sieve

|
.

Generation of Single Bit Flood inundation Layers

T

Integration of inundation Layers
) ) 1
Maximum Fiood Inundation District Wise Villages
Flood Duration Fiood Marconed
S.No District Area (km”?)

1 Bandipora 148
2 Pulwama 102
3 Srinagar 100
4 Baramulla 89
5 Budgam 54
6 Anantnag 43
7 Kulgam 15
8 Ganderbal 6
Total 557

The flat topography of the valley does not allow quick draining of floodwaters. The
floodwaters persistence is observed to be greater in the central and northern part of
the valley, especially in Srinagar area which was inundated for more than 2 weeks

(Bhatt et al. 2016).
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Table 7.4 LULC c.lasses S.No Land use/land cover Area (km?)
under flood inundation ] Agriculture )
2 Horticulture 20
3 Built-up 67
4 Forests 3
5 Wastelands 21
6 Other 2
Total 557

7.3.2 Flood-Prone Area Mapping

Flood-prone area mapping in NWH remains one of the highest priorities of various
water agencies such as the Central Water Commission (CWC) and state disaster
management agencies. Flood-prone areas can be assessed using four methods, (a)
ground-based flood reports, (b) long-term time series of flood inundation maps
derived from remote sensing, (c) flood inundation simulation using 1-D/2-D hydro-
dynamic (HD) models of historical flood and various flood return periods (Horritt
and Bates 2002) and (d) flood plain and upland delineation by use of topographical
data. Original assessment of flood-prone area by Rashtriya Barh Ayog (RBA) — in
1980 — gave figure of 40 million hectares, mha, which has been revised to 49.815
mha as per the database maintained by CWC based on the flood damage data
reported by states for the period from 1953 to 2010. Remote sensing-based flood
inundation maps and DEM-based flood-prone areas also play an important role in
delineation of flood-prone areas (Rao et al. 1998). National Remote Sensing Centre
(NRSC) is the nodal agency in India for operational flood inundation mapping using
remote sensing. NRSC has released flood hazard or flood-prone area maps for some
states like Assam, Bihar and Orissa utilizing time series of flood inundation maps
from 1995 to 2015 (NRSC 2017). 1-D HD modelling for flood inundation mapping
and its comparison with RS-based flood maps has been used in earlier studies
(Thakur and Sumangala 2006; Hasan 2012; Dasgupta 2015). Topographical
approach-based flood-prone area assessment has gained popularity in recent times
as it provides an alternate approach for such studies by utilizing freely available
DEM data, is less time-consuming, can work in hydrological data-scarce situations
and can be applied to any geographical areas. In literature, three topographical index-
based methods have been reported to delineate floodplains and uplands. DEM
derived secondary topographical attributes such as Topographic Wetness Index
(TWI), Height Above Nearest Drainage (HAND) and Topographic Position Index
(TPI) (Beven and Kirkby 1979; Manfreda et al. 2014).

These methods have various advantages and disadvantages, and out of these three
methods, HAND methods have given better results for some of flood-prone basin of
NHW, and initial results of HAND-based flood-prone areas for part of Beas and
Ganga river basin are discussed here. Floodplain in literature corresponds to area
under flood with a particular return period. Return period takes account of variations
in flood volume and flood stage. Discharge and stage in a stream share a very
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complex relationship with major influences from local topography. Efforts have
been made to simplify the complexity of flood stage with the help of topographic
data available in the form of DEM. In HAND method, for each subbasin elevation
value of corresponding outlet cell (drainage cell) is subtracted from elevation value
of each cell of subbasin above the outlet and thus generates raster containing height
above nearest drainage values for all pixels. HAND value remains lower near valleys
and goes on increasing towards ridgeline (Nobre et al. 2011). Final flood-prone areas
are estimated by giving a suitable threshold for HAND value. Figures 7.10 show
results of this method for Ganga basin up to Haridwar and Beas basin up to Thalot,
with areas near Rishikesh, Uttarkashi, Kullu and Bhuntar highlighted separately.

7.3.3 Flood Flow and Inundated Area Modelling

7.3.3.1 Integrated Hydrologic/Hydraulic Flood Modelling in Upper
Beas River

The Landsat ETM+ data was used for preparing LULC map, and this LULC map
was used along with soil map (taken from the National Bureau of Soil Survey and
Land Utilisation Planning (NBSSLUP), Nagpur, with 1:5,00,000 scale) in GeoHMS
(HEC 2013) extension of ArcGIS for the curve number, CN map generation. This
CN method was used to calculate the initial loss from the total rainfall. The LULC
was also used to assigning the roughness coefficient along and across the surveyed
cross-section with the help of literature and field verification (Acrement and
Schneider 1989). In the HE-HMS model, the runoff was estimated using SCS unit
hydrograph and time lag method, and flow routing was done using Muskingum-
Cunge method (Thakur et al. 2008). The ortho-rectified image of Cartosat-1 was
used for mapping the elements at risk with the help of visual interpretation tech-
niques for the study area between Solang and Manlai town (Fig. 7.11). The ASTER
ortho-image and DEM were utilized to create the basin characteristics for Geo-HMS
model and also for the flood inundated modelling (hydraulic model) as simulated by
1-D MIKE 11 (DHI 2014a, b; Horritt and Bates 2002) and are shown in Figs. 7.11
and 7.12. Hydro-processing of this DEM is done in HEC-Geo-HMS to create
drainage lines, small subbasins, total subbasin area and other HEC-HMS model
input elements for the Beas River watershed up to Manali (Fig. 7.11).

The Beas River flood inundation maps were generated using MIKE 11
one-dimensional hydrodynamic (HD) model-based highest water level at each
cross-section along with the river reaches and DEM, and then the flood
inundation-affected area is calculated from Cartosat-1 ortho-images. This flood-
inundated area has less areal extent in 1999 as compared to the year 2000. The
heavy rainfall during monsoon of 1995 has caused one of the largest flash floods in
this part of river, where left bank of river side like part of SASE campus, BRO
campus, adjoining roads, etc. were fully inundated with a few (0.1-0.4 m) metres of
water level, depending upon the relative elevation of these sites. The highest water
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Floodplains Delineated by HAND Method for 3 m
Uniform flood in Ganga Basin

1) Whole Basin (above)

2 )Near Haridwar (Top Left)

3) Near Uttarkashi (Left)

Floodpl. Del d by HAND Method in
Beas Basin

1) Whole Basin {above)

2 )Near Kullu (Top Left)

3) Near Bhuntar (Left)

Fig. 7.10 (a) Floodplains by HAND method in Ganga basin. (b) Floodplains by HAND method in
Beas basin
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MANALI SUB-BASIN - ASTER DEM

Fig. 7.11 DEM along with location map of flood simulation stretch and river network overlaid
with surveyed river cross-sections

Fig. 7.12 Inundated areas in 1995, 1999 and 2000 (Palchan to Manali portion of Beas River)

level is taken for flood inundation area identification, and they were computed for
September 4, August 12 and July 1 in the years 1995, 1999 and 2000, respectively
(Fig. 7.12). Most of the flood events reported in this area are mainly due to heavy
monsoonal rainfall and cloud burst-related extreme rainfall, which results in flash
floods, landslides and damage to roads and other infrastructures. The total flood-
inundated area estimated for the year 1995 is 1.39 sz, out of which 1.03 Km? area
is river channel area (Maiti 2009). In the year 1995, a sudden cloud burst of
September 4 (103.2 mm rainfall in few minutes) resulted in large flood inundation
area, even outside the main river channel; the field campus of SASE and BRO, other
settlements (0.24 Km?), adjoining road (938.42 m), the bush (0.09 Km?) and orchard
(0.03 Km?) are shown to be affected (Table 7.5). The simulated flood inundation and
affected area is similar to that given by SASE officially at Bahang, Manali
(as interviewed during field work). This major flood of the year 1995 has resulted
in construction of 300 dykes/embankments along the road before (from head ward)
up to SASE campus. Additionally, one more 200 m long embankment (about 3 m
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Table 7.5 Flood-affected area and elements at risk derived from satellite-based LULC maps for the
flood of the years 1995, 1999 and 2000 (Maiti 2009)

Elements at | Flood-inundated area Flood-inundated area Flood-inundated area
risks (Km?) 1995 (Km?) 1999 (Km?) 2000

Bushes and | 0.09 0.09 0.09

trees

Orchards 0.03 0.03 0.03

Settlement 0.24 0 0

River 1.03 1.03 1.0

channel

Total area 1.39 1.15 1.12

Road length | 938.42 m 0 0

high) and concrete wall has been constructed beside the road and left bank of the
Beas River (Maiti 2009) (Table 7.5).

This study highlighted the use of hydrological models in the case of ungauged/
gauged Himalayan watersheds for flood peak estimation and use of this simulated
flood peak as boundary condition for 1-D HD flood models. The 1-D HD model
simulates the water level and discharge at every defined river cross-section and
which is combined with DEM to get the flood or water inundation at various flood
peaks.

7.3.3.2 Uttarakhand Floods and Kedarnath GLOF Modelling of 2013

The time period of June 14—18 of year 2013 witnessed one of the most devastating
floods in state of Uttarakhand and some parts of adjoining states of Himachal
Pradesh and Nepal (Rao et al. 2013.). The IMD-TRMM-based rainfall for this
duration is shown in Fig. 7.13a—d. The total rainfall during this June 2013 was
much more than normal by IMD (2013), and this amount precipitated mainly during
June 15-17, 2013. Total of 575 mm of rainfall was recorded at IMD Karanpur and
Dehradun Automatic Weather Station (AWS) during June 15 (00:30 h) to June
17 (08:30 h), 2013 (Fig. 7.14). The highest hourly rainfall of 54 mm was reported at
08:30 h on June 16, 2014. The initial study by Dobhal et al. (2013) has reported
rainfall of 326 mm from their AWS at Chorabari Lake, Kedarnath, during June
15-16, 2013. This heavy precipitation (rainfall + snowfall in higher areas) caused
one of the worst floods in state of Uttarakhand. Some of the devastated sites
(Rudraprayag to Kedarnath) were visited by faculty and students of IIRS in
September—October 2013 (Fig. 7.15).

This sub-section presents the hydrological and GLOF simulation of Kedarnath
area during June 15-17, 2013. The continuous high-intensity precipitation in the
entire state of Uttarakhand during this time period caused devastating flash floods.
First reported flood damages at Kedarnath and Rambara occurred on June 16 eve-
ning. This event was simulated using hydrological modelling system (HMS) model,
with input 3 hourly rainfall data, kinematic wave method for runoff transformation
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Fig. 7.13 IMD 0.5° daily gridded rainfall data during June 14-19, 2017, with highlight on NWH

and flow routing (Fig. 7.16). Mandakini River watershed up to Sonprayag was taken
for this simulation. The peak flood of 610 m?/s and 950 m®/s was estimated at
Rambara and Sonprayag, respectively, for Mandakini River. The second flood event
due to Chorabari Lake breach or GLOF was simulated for June 17, 2013, morning.
The resulting dam breach flood has been routed through Mandakini River channel
downstream covering Kedarnath, Rambara and Gauri Kund up to Sonprayag. River
channel was represented in the model by network file and cross-sections, which were
developed from high-resolution Cartosat-1 digital elevation model (DEM) with
vertical accuracy of 10 m in GIS environment using HEC-GeoRAS. Cross-section
interval has been taken as per the field readings. The altitude of the Chorabari Lake
measured in the field using differential GPS was 3855 m, and volume of the lake was
calculated using field observations of lake depth and area and comes out to be
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Fig. 7.14 IMD Karanpur and Dehradun Automatic Weather Station (AWS) during June
15 (00:30 h) to June 17 (08:30 h)

Fig. 7.15 Sites visited by faculty and students of IIRS in Sep—Oct 2013 (Rudraprayag to
Kedarnath)

4.35 Mm3. The measured breach width for the lake was 46.90 m. The side slope of
the lake was calculated as 0.76. The Manning’s roughness coefficient was taken as
0.040 considering the boulder beds and hilly terrain of Himalayan Rivers and large
debris flow associated with GLOF. The entire dam break simulation is done in DHI’s
MIKE 11 flood modelling software. MIKE 11 estimates the flood hydrograph of
discharge and water level/discharge time series at different cross-sections down-
stream of lake up to Sonprayag. Its hydrodynamic (HD) module is used for dam
break modelling. The peak discharge of 1127 m3/s and 1080 m3/s was estimated at
site 715 m and 1714.5 m d/s of lake. The site at 1714.5 m is near Kedarnath Temple.
The results of both the simulations (Fig. 7.17) were validated with post-flood field
survey and comparison of water/flood marks at various sites.
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Fig. 7.16 Hydrographs at Uttarkashi and Devprayag for June 14-17, 2013, with rainfall inputs
from TRMM 3B42 v.7 and WRF-simulated rainfall

Fig. 7.17 Sample of simulated river flow and flood inundation scenario with water levels for
stretch of Alaknanda River near Srinagar, Uttarakhand, during calibration stage July 2007

7.3.3.3 GLOF Scenario for Dhauliganga River and Impact
on Hydropower Projects

This sub-section highlights the use of the 1-D HD modelling for the simulation of
glacier lake outburst flood (GLOF) in Dhauliganga River of Alaknanda basin where
six hydroelectric (HE) power projects are under construction downstream of a major
glacier lake. This work used ArcGIS with HEC-GeoRAS extension for creating the
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Fig. 7.18 Location of the biggest glacial lake and hydropower projects over Dhauliganga River

river GIS database. Longitudinal and cross-section elevation values were derived
from the ASTER global digital elevation model and DEM created from interpolated
contour maps (Thakur et al. 2016).

Dhauliganga River, which is a major tributary of Alaknanda river basin, was
selected as the study area for estimating the glacier lake outburst flood hazard. The
head water catchment of the Dhauliganga River has many glaciers as well as few
glacier lakes. One of these glacier lakes has a moraine-dammed lake, which is
formed at snout of two merging glaciers, Raikhana Glacier and East Kamet at
altitude of 4663 m (Thakur et al. 2016). The total basin area of Dhauliganga River
is 4508 km? up to the last hydro pilot project, which is taken as outlet of this subbasin
(Jain et al. 2012). The potential risk lake of this ablation zone is popularly known as
Basudhara Tal and is also known as Kamet Base Camp with altitude of 4663 m, and
it forms the source point of the Dhauliganga River (Fig. 7.18, Thakur et al. 2016).
Figure 7.19 shows the main flowchart of the methodology adopted to complete this
work. The river flow data taken from the Central Water Commission (CWC) is used
as inflow hydrographs for defining the upstream boundary condition in MIKE
11 model. The LULC map and Manning’s roughness coefficient “N” values were
prepared using combination of LANDSAT TM and CARTOSAT-1 ortho-rectified
datasets and validated by the field observation. River cross-sections are updated
using the field observed actual river cross-sections with corrections for lateral width
and depth. Next, the 1-D HD simulations were carried in MIKE 11 model, which
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Fig. 7.19 Overall flowchart of GLOF modelling work. (Thakur et al. 2016)

gave output of water level and discharge at defined cross-sections of the selected
river (Thakur et al. 2016). The daily discharge, water level and rainfall data from
June 1, 2001, to May 31, 2002, were provided by the CWC, Dehradun, India, and
this data was used in the setting up of model simulation and calibration as the
upstream and downstream boundary conditions. Finally, the discharge data for the
year 2004-2005 at Joshimath site was used for the validation of the 1-D HD model
(Thakur et al. 2016).

The calibration of 1-D HD model was done from June 1, 2001, to May 31, 2002,
and validation was done for the year 2005 with 95% accuracy (Thakur et al. 2016).
The present work has used the 100-year return period flood ordinates of Joshimath
gauging site and used area distribution method for redistributing the lateral peak
flood flow in five sub-catchments of Alaknanda basin (Thakur et al. 2016). The
simulated GLOF flow peaks at downstream of the lake site, with the final lake breach
width of 40, 60 and 80 m, are 1394.28, 1552.04 and 1898.04 m3/s, respectively. It is
estimated from this study that the GLOF with 80 m final breach width can produce
the peak flood of 1575 m?/s at the project site 1 for GLOF only scenario and 3220 m’
/s at the site 6 for the scenario of GLOF plus 100-year flood (Fig. 7.20). The
maximum water level and depth as simulated by 1-D HD model for the CWC
gauging site at Joshimath were 1381.49 and 4.329 m, respectively, for the
100-year return period flood peak plus the GLOF event of 80 m final breach (Thakur
et al. 2016). This information on peak water level or depth and discharge is very
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Fig. 7.20 100-year flood peak and GLOF discharge at six project sites for different final breach
widths of GLOF scenarios (Thakur et al. 2016)

important for the hydropower project design discharge calculations (Thakur et al.
2016). As per the published report of the Tehri Hydro Development Company,
THDC, the calculated design flood value for the standard project flood, SPF, is
6700 m>/s, and probable maximum flood (PMF) is 10,840 m’/s at site 6 (Thakur
etal. 2016). These designed SPF and PMF discharge values are much higher than the
flood peak values calculated in the present study, where a combination of 100-year
return period flood (2300 m®/s) was considered along with GLOF scenarios. It is
further recommended that the approach used in the present case study can be
extended to include SPF and PMF values and combined with the flood hydrographs
from GLOFs and better resolution materials (DEM and river cross-sections), which
will help in creating better and accurate flood scenarios (Thakur et al. 2016).

7.4 Early Warning System for Hydrometeorological
Extremes in NWH

The flood early warning for any country is very important due to possible saving of
human life, minimizing economic losses and devising possible mitigation strategies
(Navalgund 2014; Thielen et al. 2009; Jorgensen and Host-Madsen 1997). IIRS and
ISRO have developed an integrated methodology to understand the process of
rainfall prediction and its resultant flooding in NWH region (Fig. 7.21). The meth-
odology can be divided into three steps. In the first step, present study uses 3-day
advance weather forecast in NWH using double nested domain of Weather Research
and Forecasting (WRF) model (9 km for outer domain and 3 km for inner domain)
for the entire monsoon of 2015 and 2016. The WRF-ARW model was run using the
National Centre for Environmental Prediction (NCEP), Global Forecasting System
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Fig. 7.21 Study area map for flood early warning with initial test subbasin as Ganga up to
Haridwar

(GFS) 0.25 degree and hourly data as initialization state files. The WRF outputs were
taken at hourly time scale and hosted on 3 hourly scale on IIRS website (http://dms.
iirs.gov.in). Based on historical and current Indian Meteorological Department
(IMD) 0.5 degree gridded daily rainfall data, validation of few events of
2013-2015 monsoon has been done. The simulation accuracy in prediction of
rainfall above 100 mm is found to be 60%, but overall pixel-wise correlation
coefficient R? is as low as 0.2-0.3.

In the second step, the forecasted precipitation of every 3 h is used in hydrological
modelling system (HMS) for flood hydrograph generation at various outlets of study
area. Currently, parts of Beas river basin, Upper Ganga basin up to Haridwar and
Yamuna basin up to Faizabad near Paonta Sahib are tested for near real-time flood
forecasting. Limited validation of simulated river flow hydrograph for Uttarkashi
and Joshimath sites has been done using historical data of 2005-2007 monsoon
provided by the Central Water Commission (CWC), and R2 of 0.6-0.7 was achieved
for two stations.

In the third step, the output of hydrological model in terms of flood hydrograph is
used for flood inundation scenarios along the river reaches using 1-D hydrodynamic
(HD) modelling to see which are under risk and come under flood inundation.
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Fig. 7.22 Domains for WRF simulations and Table 7.6: WRF physics schemes used for simulations

7.4.1 Success Stories

In 2015 monsoon, the flood event of August 05-08 in part of Beas river basin, Mandi
District of H.P. near Dharampur, and flood and landslide event at Pithoragarh and
Chamoli area during June 30, 2016, have caused very high damages. These events
were well forecasted in advance of 3 days by WRF-ARW model. Summary of
WRF-ARW options used in present study is given in Table 7.6 (Hong and Lim
2006), and domain details are given in Fig. 7.22. Figure 7.23 shows overall flowchart
of methodology used in this project and its implementation for one of flash flood
events of 2015 for part of Beas River watershed in Dharampur area of Mandi, H.P.,
India. Figure 7.24 shows WRF-ARW model-based forecasted accumulated rainfall
for two recent successful heavy to very heavy rainfall events of 2016 in Uttarakhand
and Himachal Pradesh. IMDs and IIRS rain gauge data (Table 7.6) were used to
validate August 05-06, 2016, event of HP, and it shows overall accuracy of 0.748
and difference of 30 mm with rain gauge data (Fig. 7.25).

7.4.2 Hydrometeorological Instrument Network in NWH

In the last 5 years, i.e. 2013-2018, IIRS have played a major role in installing
automatic weather stations (AWSs, 27 nos.), digital water level recorders (DWLRs,
6 nos., 4 at NWH; 1 planned at Maitri, Antarctica; 1 at Maithon Dam, West Bengal),
snowpack analyser (SPA, 1 at Dhundi, Manali), pressure-based SWE gauge-now
scale (SSG, 1 at Kothi, Manali), solar radiation sensors (27 at NWH and 1 at IARI,
Delhi), snow precipitation and snow depth gauges in various parts of Northwest
Himalaya (NWH) (Fig. 7.26), North India, and few other sites in India. A dedicated
rainfall simulator for hill slope hydrology experiments has also been established in
IIRS campus (Fig. 7.26). The data from few of these sites is available via mobile-
based telemetry systems on IIRS website (http://aws-dwlr.iirs.gov.in/), and this data
can be accessed via username and password for AWSs at every 5-15 min and
DWLRs at every half hour. Similar sites provide real-time data from SPA and
SSG. These datasets are essential for any water balance, hydrological modelling
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Fig. 7.23 Overall methodology pictorial flowchart and results of one of very heavy rainfall events
and subsequent simulated and actual floods in Dharampur, Mandi, H.P. (a) Hydrological model
setup for HMS; (b) simulated flood hydrograph from HMS as boundary condition to 1-D hydro-
dynamic model (MIKE 11); (¢) simulated inundation map from HD model; and (d) actual flood
inundation situation in Dharampur, showing the first floor of bus stand fully under floodwaters

and RS-based hydrological parameter calibration and validation studies. Some of
hydrological parameter maps generated using RS data and validated with such
ground data are shown in Fig. 7.26. In addition to above-mentioned permanent
field instruments, the department also utilizes the portable field instruments for
measurement of hydrological parameters such as digital current or flow metre for
river velocity, ThetaProbe for soil moisture, multi-parameter water quality Kkit,
turbidity metre, handheld GPS, snow probe for snow wetness and snow density
and laser distance metre with 2 km range.

7.5 Conclusions

The chapter highlights the integrated use of remote sensing and weather forecast and
hydrological and hydrodynamic models for mapping, monitoring and modelling of
climatic extremes in Northwest Himalaya. Avalanche-prone sites were demarcated
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Fig. 7.24 Recent successful rainfall forecast (June 30-July 01, 2016, for Pithoragarh and Chamoli
area of UK and August 05-06, 2016, for lower and middle hills of HP) using WRF model for NWH,
causing landslides and flash floods in these areas of UK and HP

Table 7.6 IMD and IIRS AWS rainfall data for August 05-06, 2016; 08:30 IST

Station Rainfall (mm) Station Rainfall (mm)
Gaggal 165.8 Kheri 98.8
Jogindernagar 157.6 Baijinath 80
Sujanpur Tira 155 Hamirpur 75
Nagrota Surian 145 Amb 71
Nadaun 135 Sunder Nagar 64.8
Dehra Gopipur 118 Bangana 64
Palampur 111.2 Ghamroor 63
Guler 105.5 Sarahan 57
Gohar 104.6 Bhoranj 52.5
Dharamshala 98.8 Pandoh 52
Bijahi 45.2 Bhota (IIRS) 65.8
Shimla 40.5 Kheri 98.8

Source: CWC, Chandigarh, via personal communication and IIRS hydrometeorological data
reception and management website: http://aws-dwlr.iirs.gov.in

using RS&GIS technique, and RAMMS model was being tested in Solan-Dhundi,
Manali area, for practical avalanche problems. Results of RAMMS depend upon
accuracy of input data which reflects topographical as well as meteorological
condition of area. Study shows that RAMMS can be applied in Himalayas with
wise selection of input parameters and ground validation. Flood inundation maps
were generated for Jhelum River using SAR imageries. Application of topographic
feature-based methods was discussed over conventional remote sensing and hydro-
logical/hydrodynamic modelling-based methods to delineate flood-prone areas in
case of hydrological scarce data situation. GLOF for Kedarnath flood 2013,
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Fig. 7.26 Location map of installed AWSs by IIRS in parts of HP and UK

Dhauliganga River scenarios and its impact on hydropower projects were simulated
using hydrodynamic modelling. Flood early warning system experimented in mon-
soon 2015 and 2016 for parts of Beas basin, Yamuna basin and Upper Ganga basin
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was discussed. The study showed that, despite the overall pixel-wise low accuracy of
weather forecast model, WRF-ARW in this case is able to correctly pick the high
rainfall events having more than 100 mm rainfall at medium time range of 3 days,
but comparison with other rainfall data products such as from IMD, INSAT or CPC
showed a poor pixel to pixel correlation as well as time lag of few hours to 1 day in
picking heavy rainfall. Results of these studies can be improved if near real-time
hydrometric data is provided by CWC or by state agencies. The accuracy of flood
inundation maps is highly dependent on input flow hydrograph as well as input
DEM. The actual river cross-section data is also needed to improve results of flow
routing and flood inundation. To support the modelling activities in NWH, IIRS has
also installed network of AWS, DWLR and snow sensors in various parts of NWH.
Overall this chapter gives glimpse of prefeasibility study, methodology and result
analysis procedure for hydrometeorological hazards mapping, monitoring and
modelling in NWH region.
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Chapter 8 )
Rainfall Characteristics over the Northwest <o
Himalayan Region

Charu Singh and Vidhi Bharti

8.1 Introduction

The Northwest Himalayan (NWH) region constitutes a unique geographical setting
with a complex interaction between atmosphere and topography. The region is also
the birthplace of many perennial rivers like the Ganges, Yamuna, Indus, Chenab, etc.
and their various tributaries. The precipitation processes in the region dominate not
only the geomorphological processes and terrestrial hydrological cycle but are also
highly relied upon for food and water availability, thus, playing a decisive role in the
socio-economic survival of millions of people inhabiting the basins of these rivers.
The precipitation pattern in this region is mainly controlled by two major atmo-
spheric circulations: Indian summer monsoon (ISM) lasting from June to September
and Western disturbances during the winter season from December to March. While
the Eastern Himalayan ranges receive precipitation mainly through monsoon rains,
the NWH receives both rainfall (liquid) and snow (solid) in summer and winter
season, respectively. The monsoon rains contribute roughly 75-80% to the annual
precipitation of the NWH and closely control the river discharge in the basins.
There are two major branches of ISM, namely, the Arabian Sea branch and the
Bay of Bengal branch. The western Himalayas primarily receive rainfall caused by
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moist air currents coming from the Bay of Bengal which has been deflected
westwards off of the Eastern Himalaya range. The monsoon onset occurs at around
first week of July at the foothills of the state of Uttarakhand. The north-western part
of the country is the last to receive the monsoon rains particularly Jammu and
Kashmir as the monsoon strength decreases from east to west along the path of its
travel (Basistha et al. 2007). The rainfall decreases westwards due to the increasing
distance from the moisture source and weakening of monsoon winds. The official
duration of monsoon season is considered 122 days starting from June 1st (Das
2002), although the date of actual monsoon onset may differ annually.

The strength of the monsoon does not remain uniform throughout the period;
instead, it undergoes strong intra-seasonal variations known as active and break
spells. Most parts of the Indian subcontinent receive good rainfall in an active phase.
However, these wet spells are interspersed with dry spells or break phases. During
the break spells, the axis of the monsoon trough shifts to the foothills of the
Himalayas resulting in excess rainfall over the NWH, while most of the country
becomes rainfall deficient (Kelkar 2007; Malik et al. 2011; Rajeevan et al. 2008b).
During the northern hemispheric winter, low-pressure systems originating over the
Mediterranean Sea travel all the way to the North and North-West India leading to
winter precipitation. These migratory systems are known as western disturbance as
they enter the country from the west (Pant and Kumar 1997). They are less intense
but are capable of reaching higher altitudes in the orogenic interiors resulting in
heavy snowfall in Jammu and Kashmir, Himachal Pradesh and Uttarakhand trigger-
ing cold waves in the North and Central India (Wulf et al. 2010). These are less
intense than convective monsoon rainfall and rarely induce heavy rainfall events.

The thermodynamics and orographic uplifting together are considered responsi-
ble for heavy rainfall events over the Himalayas. A paucity of precipitation data due
to the inaccessibility and topographical intricacy of the region have been the major
hindrances in the precise understanding of the precipitation characteristics of the
NWH. Satellite-based precipitation measurements were intended to circumvent the
spatial and temporal difficulties related to ground-based precipitation measurements.
However, measuring precipitation through satellites is a challenging task in itself as
satellite observations are temporally sparse (if measured by polar orbiting satellites)
and offer coarser spatial resolution hindering the detection of short-lived storms.
Additionally, satellites also have several errors related to observation, bias, data
quality and rainfall retrieval algorithms. The current satellite-based techniques for
precipitation estimation are inherently indirect measurements. Precipitation estima-
tion techniques predominantly revolve around cloud identification schemes and
schemes based on separating raining from non-raining clouds (Kelkar 2007; Kidder
and Vonder Haar 1995; Sumner 1988).

Tropical Rainfall Measuring Mission (TRMM), an international project of NASA
and JAXA, was designed to primarily observe rain structure, rate and distribution in
tropical and subtropical regions. TRMM was the first ever satellite mission dedicated
to measuring rainfall in order to understand the global climate system and also
carried the first space-borne precipitation radar (PR). The PR operates at 13.8 GHz
frequency and has the ability to record information on rain rate above 0.5 mm per
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hour. It is also able to separate out rain echoes for vertical sample sizes. It has a swath
width of 215 km with horizontal resolution at and off nadir 4.3 km and 5 km,
respectively. Alongside PR, TRMM has TMI (TRMM microwave imager) which
operates at 10.65 GHz, 19.35 GHz, 21.3GHz, 37 GHz and 85.5 GHz microwave
frequencies (Kummerow et al. 1998). The outline presented here is based on the
results derived from the analysis of TRMM 2B31 and 3B42V7 precipitation prod-
ucts. 2B31 is the merged product of level 1B of TMI and PR. This product provides
surface rainfall rate at a spatial resolution of 4.3 x 5 km, but its temporal resolution is
poor due to revisit time of 46 days. The satellite passes over the study region four
times a day but not precisely above the same location. 3B42V7 is the level 3 version
7 (released in 2012) product of TRMM Multi-satellite Precipitation Analysis
(TMPA) constructed by merging estimates from several passive microwave sensors
onboard low-Earth orbit satellites including the TRMM Microwave Imager, Special
Sensor Microwave/Imager, Advanced Microwave Scanning Radiometer-EOS,
Advanced Microwave Sounding Unit-B and NOAA (National Space Development
Agency of Japan Earth Observation Center 2001).

TRMM 3B42V7 has been prepared using high-quality (HQ) microwave estimates
which are calibrated and combined and then used in the generation of variable rain
rate (VAR) infrared (IR) estimates, followed by combining both the estimates and
providing the ‘best’ estimate of precipitation in each grid box at each observation
time. Further, the algorithm uses rain gauges indirectly to rescale the estimates to
monthly data (Huffman 2013 and references therein). The newly released version
7 of TRMM 3B42 data offers better precipitation measurements with substantially
lower bias even over the mountainous terrain and surpasses its predecessor versions
(Huffman et al. 2010; Prakash et al. 2015; Qiao et al. 2014; Zulkafli et al. 2014).

In this chapter, the various characteristics of monsoon rainfall over the NWH are
discussed. The main focus of the work is rainfall extremes which are frequent over
the topographically complex Northwest Himalayan region. The rainfall pattern
during monsoon months (JJAS: June, July, August and September) is discussed
here using TRMM 2B31 data set. The discussion on extreme rainfall events is based
on TRMM 3B42V7 rainfall data. Using the validation study of TRMM 3B42V7
with rain gauge data, the limitations of satellite products have also been discussed in
the end. The ground-based gridded daily rainfall dataset prepared and released by
India Meteorological Department (IMD) has been used in conjunction with satellite
data for the validation purpose. IMD gridded data is available at very fine spatial
resolution (0.25 x 0.25°) and has been developed using 6955 rain gauge stations in
India for the period of 1901-2013. Rajeevan et al. (2005) and Pai et al. (2014) can be
referred to for further details about the product. Digital elevation model (DEM)
version 4 of NASA’s Shuttle Radar Topography Mission (SRTM) has been
employed for the elevation data at spatial resolution of 3 arc second (~90 m).

In a climate change scenario, this study aims to contribute to the ongoing research
of extreme weather events over the topographically rich Northwest Himalayan
region. Spatial maps and temporal trends of extreme rainfall events would be useful
for the policymakers for disaster preparedness and management in the Himalayas.
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Fig. 8.1 (a) Study region comprises three states: Jammu and Kashmir (JK), Himachal Pradesh
(HP) and Uttarakhand (UK). (b) Elevation map (legend) of the study area resampled to 5 x 5 km
resolution as obtained from Shuttle Radar Topography Mission (SRTM)

8.2 Study Region and Methods
8.2.1 Study Region

The study area encompasses the northwestern part of the Himalaya mountain ranges
extending roughly from 28° N to 37° N and 72° E to 82° E. The political boundary
delineates three states — Uttarakhand (UK), Himachal Pradesh (HP) and Jammu and
Kashmir (J&K) — as shown in Fig. 8.1 along with the topographical variability of the
region. The NWH is home to some of the world’s highest peaks with altitude ranging
from ~170 to ~7861 m. The mountain ranges of the Himalayas can be geologically
divided into three major fold axes: the Greater Himalaya, the Outer Himalaya and the
Lesser Himalaya (Pant and Kumar 1997).

8.2.2 Methodology

High-resolution climatological rainfall pattern during monsoon season for the NWH
region has been prepared using TRMM 2B31 data set. It is available as per the
satellite passes. Orbital passes of 2B31 during the past 16 years (1998-2013) over
the NWH region have been processed for the monsoon season and are further
interpolated using nearest neighbour interpolation technique onto an equally spaced
grid of 5 x 5 km. Extreme rainfall events (EREs), the diurnal cycle of rainfall and
their relationship with elevation have been studied using TRMM 3B42V7 data set.
The detailed approach devised using 3B42V7 is illustrated in the following flow-
chart (Fig. 8.2).

EREs are identified based on the percentile method. The linear correlation
analysis has been carried out to determine the relationship between EREs and
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elevation using Karl Pearson’s coefficient of linear correlation and scatter plot. The
Pearson’s coefficient of linear correlation denoted as r is calculated as:

where

x=X-X;y=Y-Y.

Xy

r =
No, oy

o,= standard deviation of series X
o,= standard deviation of series Y
N = number of pairs of observations

The statistical significance of the linear trend is estimated using the student’s t-test.
The null hypothesis states the absence of trend (i.e. slope of the linear regression is
zero) with the alternate hypothesis stating that the slope is not zero.
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Fig. 8.3 Spatial distribution of the climatological rainfall over the study region. All the orbital
passes corresponding to TRMM 2B31 data have been integrated for the monsoon season from 1998
to 2013 to generate the high-resolution (5 x 5 km) rainfall map for the seasonal mean. The legend
shows the rainfall intensity in mm/h

8.3 Rainfall Patterns

A high-resolution map that can resolve the fine-scale structure of rainfall over the
Northwest Himalayan region is developed using TRMM 2B31 surface rain data
(at5 x 5 km) for 1998-2013 and is shown in Fig. 8.3. The highest amount of rainfall
during the monsoon season is observed over UK, followed by HP and J&K. The
high rainfall over UK is characterized by a distinct dual-band structure, which is not
seen over HP or J&K. This dual-band structure has been reported by previous studies
over the Himalayan region (Anders et al. 2006; Bookhagen and Burbank 2006;
Shrestha et al. 2012). It is worth noting that such fine-scale structure over UK cannot
be resolved by the coarser resolution rainfall data such as TRMM 3B42 (0.25
degrees) or IMD gridded data. Based on IMD gridded rainfall data set, the mean
season rainfall is approximately 1500 mm, 1200 mm and 800 mm for UK, HP and
J&K, respectively. However, the rainfall variability is highly heterogeneous within
the state of J&K as Jammu district receives up to 1200 mm average annual rainfall as
compared to Ladakh district which receives approximately 45 mm annual rainfall.
Overall, the study region receives almost 80% of its annual total rainfall during the
South-West monsoon season.
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8.4 Extreme Rainfall Events (EREs)

The NWH region is highly susceptible to EREs and cloudbursts due to its geography
and steep topography. The unpredictable weather fluctuations are typical in different
sectors of mountains leading to sudden outbursts of heavy rainfall (Nandargi and
Dhar 2011) followed by various hazards like flash floods, landslides, debris flows
and glacial lake outbursts (e.g. Leh in 2010; Manali in 2011; Rudraprayag in 2012;
Kedarnath 2013). Leh (2010) and Kedarnath (2013) disasters were one of the most
calamitous natural disasters in the history of India.

An ERE is a rare event, and the lack of a standard definition has produced many
definitions. The Intergovernmental Panel on Climate Change (IPCC) defines an
extreme weather event as ‘an event which is rare within its statistical distribution
at a particular place, usually as rare or as rarer than the 90th percentile’ (Tank et al.
2009). Researchers use different thresholds for the identification of EREs from the
statistical distribution of rainfall. Francis and Gadgil (2006) defined 150—-
200 mm day ' as threshold for their study on Indian west coast, whereas Goswami
et al. (2006) and Rajeevan et al. (2008a) classified 100 mm day ' as a heavy and
150 mm day ' as a very heavy rainfall event, respectively, for their studies over
Central India and all India. Goswami and Ramesh (2007) identified 250 mm day7l
as the threshold for the study of EREs over India, though excluding the NWH from
their study. Guhathakurta et al. (2011) defined 125-245 mm day ' as a heavy
rainfall and > 245 mm day ' as a very heavy rainfall event over India. Nandargi
and Dhar (2012) characterized rainfall >200 mm day " as a heavy rainfall event over
the NWH. The quantiles corresponding to the tail of the rainfall probability have also
been used to quantify EREs (e.g. May 2004; Krishnamurthy et al. 2009; Bookhagen
2010; Goswami et al. 2010; Malik et al. 2011). The World Meteorological Organi-
zation (WMO) advises a standard approach on the analysis of weather extremes and
defines extreme precipitation indices such as RX1day (maximum 1-day precipita-
tion), RX5day (maximum 5-day precipitation), RO5pTOT (precipitation due to very
wet days >95th percentile) and RO9pTOT (precipitation due to very wet days >99th
percentile) for systematic analysis (Tank et al. 2009). In most of the aforementioned
studies, either the NWH region was completely excluded or the studies featured
results based on limited datasets derived from in-homogeneously distributed rain
gauges. This section discusses the spatiotemporal patterns of EREs in detail based on
TRMM 3B42V7 dataset over the NWH. For the analysis presented here, the three
percentiles, namely, 98th, 99th and 99.99th, are defined as thresholds for the
identification of EREs.

8.4.1 Spatiotemporal Trend of EREs

The frequency distribution of seasonal daily rainfall for the NWH region (shown in
Fig. 8.4), as expected, portrays a (right) skewed distribution, i.e. the frequency of
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Fig. 8.4 Histogram of TRMM-derived daily rainfall for monsoon season of 1998-2013 for NWH
region. The number of events is shown in natural log scale. The rainfall amounts corresponding to
98th, 99th and 99.99th percentiles which are 36.6, 50.7 and 157.1 mm day_1 are shown in dashed
lines. (Figure and caption are from Bharti et al. 2016)

Table 8.1 Rainfall intensities (mm/day) associated with EREs for NWH and the states of
Uttarakhand, HP and J&K

98th percentile 99th percentile 99.99th percentile
Region (mm/day) (mm/day) (mm/day)
NWH 36.5 50.7 157.1
Uttarakhand | 59 74.7 179.9
HP 46.2 61.3 160.8
J&K 17.5 26.5 123.4

From Bharti et al. (2016)

rainfall events decreases gradually with increasing rainfall intensity. The magnitude
of daily rainfall for 98th, 99th and 99.99th thresholds has been evaluated as 36.6,
50.7 and 157.1 mm day ', respectively, for the NWH. Table 8.1 highlights the large
fluctuations in rainfall intensities associated with different percentiles for the states
separately. The maximum mean seasonal rainfall along with the maximum rainfall
intensities associated with all three percentiles is reported for Uttarakhand.
Spatially averaged maps (Fig. 8.5) depict the distribution of frequency of EREs
spatially that is associated with three categories: (1) 98th < daily rainfall <99th
percentile, (2) 99th < daily rainfall <99.99th percentile and (3) >99.99th percentile.
Typically, the frequency of EREs decreases with the increasing elevation and
becomes very low over high-altitude regions (>3000 m). The spatial distribution
of EREs is higher over the mountains of Uttarakhand as compared to the other two
states. This may correspond to the comparatively higher strength of the monsoon
winds in Uttarakhand which steadily decreases towards the northernmost state of
J&K. As expected, the frequency distribution of EREs has an inverse relation with
the higher percentiles. The easternmost district of Champawat (Uttarakhand) has
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Fig. 8.5 Spatial distribution of frequency of EREs over NWH for (a) frequency of EREs with
intensity > = 98th and <99th percentile, (b) same as (a) but for > = 99th and <99.99th percentile
and (c) same as (a) but for > = 99.99th percentile. (Figure and caption are from Bharti et al. 2016)
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Fig. 8.6 Rainfall intensities for each pixel/grid of NWH for (a) 98th percentile, (b) 99th percentile
and (c) 99.99th percentiles during the monsoon season of the period 1998-2013. (Figure and
caption are from Bharti et al. 2016)

notably witnessed the maximum frequency of EREs (total 5) exceeding 99.99th
percentile during the time period 1998-2013. In HP and J&K, EREs associated with
99.99th percentile have only been observed over low-altitude regions with <2000 m
elevation, unlike Uttarakhand. The leeward side of J&K receives very little rainfall;
consequently, the frequency of EREs associated with 99.99th percentile is also
insignificant. The large spatial distribution of frequency of EREs is mostly observed
over the foothills of the Himalaya.

Figure 8.6 depicts the spatial pattern of the rainfall corresponding to 98th, 99th
and 99.99th percentiles for the NWH region. As evident in above discussion, the
low-altitude regions feature stronger EREs. The elevation again displays a strong
association with the spatial distribution of the magnitude of EREs, especially for
98th and 99th percentiles. However, some discrepancies are realized. While some
regions having low mean seasonal rainfall experience EREs, other regions receiving
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steady seasonal rainfall rate almost never experience an ERE. For instance, cold arid
regions of the Himalayas like Kargil (J&K) and Ladakh (J&K), featuring mean
seasonal rainfall as low as 1.8 mm day ' and 1.3 mm day ', have witnessed rainfall
extremes of intensities 120 mm day ' and 101 mm day ', respectively. Further, no
noteworthy relation could be recognized at this point between EREs exceeding
99.99th percentile and mean seasonal rainfall of the corresponding year, e.g. the
highest frequency of EREs exceeding 99.99th percentile was registered in the year
2006 (out of all 16 years) when the average seasonal rainfall was below mean.
Besides, in the year 2010, very few EREs exceeding 99.99th percentile were
registered when the highest mean seasonal precipitation was recorded.

The presence or absence of any monotonic trend in interannual frequency vari-
ations of EREs cannot be established at this stage due to the limited sample size of
the satellite precipitation product. While the #-test results for all three cases combined
with linear regression analysis indicate an increasing trend of EREs at 1% signifi-
cance level (p-value ~ 0), the non-parametric Mann-Kendall test yields no momen-
tous trend for any of the categories of EREs even at 5% significance level.

8.4.2 Relationship of EREs with Altitude

The formation and movement of localized deep convective systems due to the
intricate interaction of moist flow with the windward ridges of mountains are
anticipated as the key reason for heavy orographic rainfall (Chow et al. 2013). The
heavy monsoon rainfall reception in the western Himalayan region is primarily
attributed to the deep and wide convective cores (Romatschke et al. 2010). Elevation
or mountain height has been found to be the most influential factor in rainfall
distribution out of various topographic parameters like slope, aspect, relief, etc.
(Duckstein et al. 1973; Whiteman 2000; Anders et al. 2006; Barry 2008; Houze
2012). Dhar and Rakhecha (1981) proposed a relation of a fourth-degree polynomial
between elevation and mean monsoon rainfall; however, the rain gauge distribution
was considerably heterogeneous. Based on the simulations study, Alpert (1986)
proposed a third rainfall maximum apart from two observed maxima in the
Himalayas — primary in the foothills, secondary located between 2 and 2.4 km and
a tertiary predicted at ~ 4 km in the Great Himalayas.

An inverse linear correlation between elevation with frequency (Fig. 8.7) and
intensity (Fig. 8.8) of EREs is extracted over the NWH. A strong negative correla-
tion of elevation with the frequency of EREs exceeding 98th and 99th percentile
thresholds and a weak negative correlation with EREs exceeding 99.99th percentile
can be observed. As observed in Fig. 8.7a and b, an inverse relationship between the
frequency of EREs and elevation further indicates the highest frequency of EREs at
foothills, i.e. <500 m altitude. EREs exceeding 99.99th percentile are nearly absent
over high-altitude regions with >3000 m elevation. The higher concentration of
ERE:s is at <3000 m altitude, which is consistent with the spatial distribution of EREs
(Fig. 8.5). However, a strong negative correlation between rainfall intensities
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(a) 98 percentile vs Elevation (correlation : -0.81) (b) 99 percentile vs Elevation (correlation : -0.79)

200

=-0.023"x + 1.1e+02
* y=-0.012"x + 57

< e

T

- s
W et o

0 1000 2000 3@2., at%q;upm} 5000 6000 7000

2000 3000 4000 5000 6000 7000

Elevation (m)
. (¢)99.98 percentile vs Elevation (correlation : -0.49
5:
§3- ¥ =-0.00014% + 0.64
g . e
| R "
T
0 - —
-1

0 1000 2000 3u'ooslm'ugn p "ﬁubo 6000 7000

Fig. 8.7 Correlation analysis between elevation and frequency of EREs for (a) >98th, (b) >99th
and (¢) >99.99th percentiles over NWH region for the past 16 years from 1998 to 2013. (Figure and
caption are from Bharti et al. 2016)
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associated with 98th, 99th and 99.99th percentiles and elevation suggests a distinct
inverse relationship between both. A strong negative correlation is noted between
rainfall intensity ranging from 20 to 80 mm day ' and up to 3000 m altitudes for all
three cases. But the same is not true with low rainfall intensity corresponding to
<20 mm day ' and elevation greater than 3000 m which do not correlate well
(marked in Fig. 8.8).

Further, an analysis of frequency distribution of EREs based on different eleva-
tion ranges of the NWH was performed. The plains and foothills (up to 500 m)
witness maximum frequency which decreases, though non-gradually, as one
advances towards the high-altitude ranges. The distributions of the frequency of
EREs exceeding 98th and 99th percentile are analogous for mountain ranges up to
2000 m altitude. However, the frequency of EREs exceeding 99.99th percentile
threshold declines steadily with elevation up to 2000 m with almost no occurrence
beyond >2000 m altitude, as only one such event is noted over 3000-4000 m altitude
ranges.

8.4.3 Diurnal Variations of Rainfall and Its Extremes

Diurnal variation of precipitation plays a significant role in modulating the mountain
climate systems. The diurnal cycles of mountain winds and solar insolation play a
major role in the set-up of necessary atmospheric conditions for precipitation in
mountains. Solar radiative heating produces thermally driven mountain winds which
are considered to be responsible for triggering convective systems over southern
slopes of the Himalayas (Zardi and Whiteman 2012 and references therein). Many
researchers have reported late night/early morning rainfall peaks over the Himalayan
foothills, while some suggested afternoon peaks (Barros et al. 2000, 2004; Basu
2007; Bhatt and Nakamura 2005, 2006; Houze 2012; Lang and Barros 2002;
Varikoden et al. 2012). Local circulations due to surface heating, triggering of
gravity waves, mountain-valley breeze circulations and propagation of mesoscale
convective systems are some of the processes that have been related to daily cycle of
precipitation over land (Biasutti et al. 2011; Dai 2001; Jr. Houze 2012; Liu et al.
2009; Nesbitt and Zipser 2003; Yin et al. 2011). The intensity and frequency of
precipitation vary considerably within a day over the Himalaya region due to
heterogeneous terrain characteristics and dynamic atmospheric conditions (Mao
and Wu 2012; Varikoden et al. 2012). Apart from synoptic scale circulations,
mountains experience a change in wind directions twice in a day. Therefore, as the
diurnal circulation becomes an intrinsic factor in the local climate system, it is
important to comprehend the diurnal variation of intensity and frequency of precip-
itation over the NWH region.

The spatial distribution of the climatology of 3-hour rainfall (Fig. 8.9) suggests
rainfall peaks over southwest and southernmost regions with <1000 m elevation
during early morning (0530) and midnight (0230) hours. This rain band becomes
weaker and shifts to higher-altitude regions (1000-3000 m) later in the day.
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Fig. 8.9 Spatial distribution of 3-hour (Local time) precipitation variations over the NWH

However, the rainfall peaks during the afternoon (1430) and evening hours (1730)
are less intense than late night — early morning peaks. Past studies attribute this
secondary peak to orographic rainfall, whereas the early morning to late night peaks
are thought to be due to the convergence of katabatic winds and warm-moist
monsoon winds coming from the southeast during monsoon (Barros et al. 2000;
Basu 2007; Sahany et al. 2010; Shrestha and Deshar 2014; Singh and Nakamura
2010; Varikoden et al. 2012). In the study of Nepal Himalayas, Barros (2004)
observed that this nocturnal peak is maximum only during monsoon season and
practically absent for the rest of the year. The rainfall peaks are strictly restricted to
altitude up to 3000 m in HP, but over Uttarakhand, afternoon peaks in rainfall were
identified even over few regions having >3000 m altitude (Bharti et al. 2014; Bharti
and Singh 2015a, b). Romatschke and Houze (2011) found the rainfall type to be
mostly convective over the western Himalayas, in contrast to the eastern ranges of
Himalaya (not a part of this study) where rainfall type is predominantly stratiform
during monsoon season.

The Himalaya mountain range, due to its steep topography, acts as a barrier and
assists in the mechanical uplifting of warm moist air within the atmosphere, thereby
promoting free convection and generating cumuliform clouds. This process often
occurs during the afternoon when mountain surface becomes warm enough to give
rise to atmospheric instability resulting in deep convective cores (Mao and Wu
2012). However, as the night progresses and the mountain surface cools down,
this convergence zone is shifted towards lower elevations and foothills. To summa-
rize, the primary rainfall maxima are observed at foothills (<1 km) during the early
morning hours (0530 LT), while the secondary maxima are observed during after-
noon hours (1430-1730 LT) for elevations ranging from 1 to 4 km. The intensity and
frequency of EREs typically follow the mean rainfall distribution pattern; however, a
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higher frequency of very heavy rainfall events (intensity >99.99th percentile) is
reported at night rather than during the morning hours (Bharti and Singh 2015a).
These results indicate that though EREs can occur at any time of the day, there is a
greater probability of occurrence during late night and early morning hours. It is also
speculated that regional urbanization may have significant impacts on the patterns of
rainfall and its extremes as observed in a case study of Dehradun city of Uttarakhand
(Bharti and Singh 2015¢), thus, further altering precipitation patterns at the regional
scale.

8.5 Satellite vs. In Situ Measured Rainfall

Although rain gauges are the standard method of measuring rainfall, their network is
sparse and uneven in the Himalayas. There have been regular efforts to expand and
maintain a homogeneous rain gauge network in the region by IMD. Another
recommended approach to study rainfall is through weather radars which are
extremely capable in providing precipitation estimates with high spatial and tempo-
ral resolution. Yet they are not suited over mountainous terrain due to limitations like
ground clutter and beam blockage. Satellites provide an effective way of estimating
rainfall with high space-time resolution, especially over the rugged topography
where installation and maintenance of ground-based measurement systems are
challenging. Generally, rain gauges are installed on valley floors in the Himalayas.
Therefore, the arithmetic average harbouring large biases may not be representative
of accurate rainfall distribution. Present remote sensing algorithms are not instru-
mental to provide reliable precipitation estimates at finer resolutions over the
mountainous region. Available satellite data with poor spatial resolution may not
resolve a mountain completely, particularly inept at distinguishing windward and
leeward slopes. Thus, missing the signatures of local transient storms and leading to
significantly large biases in the precipitation distribution. Errors due to the algo-
rithm, instrument, spatial sampling or geo-referencing are often introduced in
satellite-based products when converting received signals into rainfall measurements
(e.g. Krajewski 2007). Generally, these errors are challenging to eliminate but can be
accepted if they are insignificant in comparison to the estimates (Ebert 2007). Hence,
given various uncertainties in the satellite precipitation estimates, their validation
with in situ data is required before being employed in climate studies. But their
validation with rain gauges is not direct and is mired by several issues. IMD rain
gauges record precipitation at daily scales in general with hourly rainfall data
available only for few selected stations (Srivastava 2008). The satellite estimates,
however, are based on instantaneous snapshots captured from their orbits at certain
intervals in a day. Thus, spatiotemporal averaged satellite estimates are preferred,
and their reliability degrades at finer resolutions (Levizzani 2009). As both in situ
and remotely sensed estimates have their respective drawbacks, rain gauges are still
considered as the most reliable way for precipitation measurement, hence, is used as
the ground truth for the validation of satellite data in the present study.
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TRMM 3B42V7 is validated by monthly accumulated rain gauge measurements
in the algorithm itself. As discussed above, merging of satellite-gauge estimates on
any other sub monthly scale is limited by sparsely distributed gauge network and
biases in observational data itself (Huffman 2013). 3B42V7 is a merged microwave-
IR product and has shortcomings in both IR and passive microwave techniques. The
IR-based methods estimate the cloud top properties as the proxy for rainfall. Hence,
it has a high probability of overestimation by misidentifying cold non-precipitating
high clouds as rainy clouds (Kidder and Vonder Haar 1995; Lensky and Levizzani
2008; Petty and Krajewski 1996). Contrarily, although a passive microwave sensor
senses the raindrops more directly, yet it often underestimates total rainfall since it
can only detect convective rainfall from cumulonimbus clouds while overlooking
low stratiform rainfall (Levizzani 2009). Additionally, passive microwave sensors
cannot recognize warm rain and localized storm events (Zulkafli et al. 2014 and
references therein). Topography-based corrections are integrated into TRMM PR
estimates which also act as important input for the TRMM 3B42V7 precipitation
data (TRMM Precipitation Radar Team 2011).

Previous studies have proposed numerous validation and bias adjustment techniques
(Dinku et al. 2008; Gebregiorgis and Hossain 2015; Miiller and Thompson 2013), yet
most of them do not focus on reducing the biases in the tails of the distribution. Huang
et al. (2013) reported the inability of 3B42V7 to accurately capture the spatiotemporal
pattern of rainfall as well as extreme precipitation events due to its tendency to
underestimate rainfall peaks, in their detailed study of Beijing extreme rainfall event.
Further, Jamandre and Narisma (2013) noted that the accuracy of TRMM 3B42V6
estimates is driven by the geographical location and the amount of rainfall. However,
they concluded TRMM as a promising source for the study of extreme rainfall events
through their study over the Philippines. Based on a comprehensive comparative study,
Chen et al. (Chen et al. 2013) concluded that 3B42V7 performs better than its prede-
cessor (3B42V6) over China region. They also found 3B42V7 underestimating
low-intensity rainfall (<24 mm) and overestimating high-intensity rainfall (>100 mm).
Xia et al. (2015) incorporated topography-based precipitation correction in monthly and
annual 3B43V7 estimates for mountainous regions of China.

The importance of quantifying uncertainties and a deep understanding of error
properties for different elevation regions has been well acknowledged concerning
future improvements of satellite-based precipitation retrieval algorithms
(Gebregiorgis and Hossain 2015; Sorooshian et al. 2011). The spatial bias between
TRMM 3B42V7 and rain gauge- based estimates over the region is illustrated in
Fig. 8.10 for HP and UK. The satellite usually overestimates rainfall on elevation
ranges <3000 m but underestimates rainfall for altitudes >3000 m. However, the
range of overestimation is comparably smaller than that of underestimation.

A small positive correlation of ~0.23 is found between 3B42V7 estimates and
rain gauge-based IMD data for individual rainfall events, although, as would be
expected, the correlation becomes better (~0.67) for area-averaged precipitation
estimates. Further, 3B42V7 underestimates the frequency of actual rainfall events
with ~75% hit rate in the NWH. It is poor at identifying correct rain and no-rain
events with an accuracy of merely ~66%. Figure 8.11 shows the actual mean rainfall
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Fig. 8.10 Spatial bias of seasonal mean rainfall over Himachal Pradesh and Uttarakhand.
(Figure and caption are from Bharti and Singh 2015d)
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Fig. 8.11 Average IMD rainfall rates when TRMM 3B42V7 hits and misses. (Figure and caption
are from Bharti and Singh 2015d)
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rate as captured by IMD rain gauges when 3B42V7 hits (both satellite and gauge
capture rain) and misses (the only gauge captures the rainfall). Overall, 3B47V7
performs reasonably better for 1000-2000 m altitude-range but is poor for high-
elevation regions (>3000 m) in the NWH. Further analysis demonstrates unaccept-
ably large biases in 3B42V7 estimates of EREs corresponding to the 99.99th
percentile.

The rapid ascent of monsoonal branches originated from the Arabian Sea and the
Bay of Bengal due to steep terrain causes massive adiabatic liquid water production
in the Himalayas. The larger surface area and diurnal heating of the slopes of the
mountains further accelerate this process. The satellite easily misses the rainfall
caused by the convective clouds developed from the collision-coalescence process
having a warm base (>10°C), leading to an underestimation of rainfall in the NWH.
In addition to this, microwave radiometer algorithms have been found to underes-
timate heavy rainfall events caused by the shallow orographic systems (Shige et al.
2013).

The cirrus, cirrostratus and deep convective clouds usually dominate during the
South Asian monsoon (Tang and Chen 2006). Deep convective clouds are associated
with the highest optical thickness and produce heavy rainfall out of these three.
However, non-precipitating cirrus clouds also occur at high altitudes up to 18 km and
consist of ice crystals with cloud tops of —20° to —30 °C (Liou 2005). These cirrus
clouds can sometimes be misidentified by the sensors as raining clouds causing false
alarms and precipitation overestimation.

Although the type of precipitation whether it is convective or stratiform precip-
itation also dictates the actual rain rate, its determination using remotely sensed data
sets is still a challenging task (Levizzani 2009). In the relationship of radar reflec-
tivity and rain rate, the coefficients define different types of rain, e.g. convective,
stratified or orographic (Sélek et al. 2004). The monsoon winds primarily cause
convective rainfall in the mountains which are usually governed by latent-heat-
driven vertical circulations. It is noted by Medina et al. (2010) that the convective
systems containing intense convective echo which are originated from the Arabian
Sea region during monsoon season are released over the foothills of the Himalayas
due to orographic forcing. It is proposed that deep and wide convective cores bring
intense monsoonal rainfall in the western Himalayas (Mao and Wu 2012;
Romatschke et al. 2010; Romatschke and Houze 2011;); nonetheless, all precipita-
tion events are not of convective nature during the rainy season. The undulating
terrain of Himalayas is more of a sinusoidal type which also acts as an elevated heat
source. This heat source is believed to be responsible of producing various types of
convective systems ranging from small cumulus clouds to large mesoscale convec-
tive systems. Improvement in existing passive microwave radiometer algorithms by
incorporating orographic/non-orographic rainfall classification scheme (Shige et al.
2013) and inclusion of cloud microphysics in VIS/IR rainfall estimation techniques
will supplement better rainfall measurements over the NWH region.
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8.6 Conclusions

Being a region of intricate topography, the Northwest Himalayas exhibit a complex
spatial pattern of rainfall dominated by its geographical heterogeneity during Indian
summer monsoon. Since it has a poor network of ground-based rainfall measurement
systems, the remote sensing techniques have proven to be highly useful in the
precipitation study of inaccessible regions. A comprehensive synopsis of precipita-
tion characteristics over the region using NASA’s TRMM 2B31 and TRMM 3B42
provides a detailed insight of the rainfall structure over the region. A very high-
resolution rainfall dataset TRMM 2B31 unfolds a dual-band rainfall structure over
Uttarakhand in contrast to the other two states, viz., Himachal Pradesh and Jammu
and Kashmir. The in-depth analysis of rainfall with elevation and slope for selected
swaths reveals a strong interdependence. It is further speculated that these erratic
features of topography deprive high-altitude regions of rainfall and are largely
responsible for cold dry conditions. The absence of this peculiar dual rainfall band
in Himachal Pradesh and Jammu and Kashmir is attributed to non-existent two-step
topography and the presence of steep slopes closer to the mountain fronts. The dual-
band structure of rainfall is not evident in coarser resolution rainfall products such as
TRMM 3B42 and ground-based IMD gridded datasets. Numerical weather predic-
tion (NWP) models hardly resolve the orographic rainfall features; therefore, it is
suggested to run the NWP model at high resolution (e.g. 5 km or less) for the
development of better understanding of orographic rainfall processes in the rugged
mountainous terrain. Apart from this, elevation of mountains is suggested to be one
of the most influential factors in affecting the intensity of rainfall. Coarse resolution
rainfall datasets hardly resolve the mountain ridges correctly, and therefore it is
advisable to carry out sensitivity experiments of varying resolution which can
properly resolve the mountain for different elevation ranges. Such sensitivity exper-
iments with NWP models would also be useful in the improved understanding of
physics of orographic rain processes and prediction skills for extreme rainfall events
over the complicated topographic region.

Further, 3100 m elevation zone acts as the optimal breakpoint (5% significance
level) in the linear correlation between elevation and rainfall pattern. The satellite
has been found to usually under- and overestimate precipitation above and below
this altitude range. The analysis of rainfall extremes using TRMM 3B42 also
highlights the proclivity of the Northwest Himalayan region to extreme rainfall
events. The extreme rainfall events are identified using three thresholds equivalent
to 98th, 99th and 99.99th percentiles of the monsoon rainfall distribution over the
NWH region. It is also suggested that the thresholds corresponding to 98th and 99th
percentile may be taken as extreme and very extreme rainfall events, respectively,
whereas rainfall amount corresponding to 99.99th percentile may be considered as
the cloudburst event. The interannual trend analysis of frequency and intensity of
extremes does not yield any significant results. A considerable small sample size of
rainfall data is held accountable for the uncertainties in the trend results. The
spatiotemporal analysis further reveals a higher frequency of rainfall extremes
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commonly over the plains and foothills. However, the maxima are observed at
different altitude zones at state-level analysis.

TRMM 3B42V7 is a gauge-corrected product at monthly scale, yet the large
magnitude of biases implies a need for further improvements in the satellite algo-
rithm. The analysis also deemed TRMM 3B42V7 unfit for the study of very heavy
rainfall events corresponding to 99.99th percentile. Nevertheless, it can be used for
moderate to heavy rainfall studies after bias correction over the Northwest Himala-
yan region. The advent of Global Precipitation Mission promises improved satellite
precipitation estimates ameliorating our understanding of precipitation characteris-
tics over the Himalayan region in the near future. It is further suggested to develop
region-specific satellite-derived rainfall retrieval algorithms for the study of the
region-specific rainfall variations, as most of the available rainfall algorithms are
developed for the global region or for a larger domain. Therefore, they do not
represent the region-specific rainfall signatures accurately. Improved rainfall prod-
ucts developed using region-specific coefficients may be used to initialize NWP
models for better forecasting of the extreme rainfall events over the NWH.

Acknowledgements Work presented in this chapter is a part of the EOAM project. Authors
thankfully acknowledge the collaborator of this project Dr. V. Venugopal (CAOS, IISc Bangalore).
Thanks are due to Head MASD, Dean (Academics) and Director IIRS for the support and
encouragement. Ms. Sudeshna Purakait and Mr. Abhisek Das are thankfully acknowledged for
generating Fig. 8.1 and Fig. 8.3, respectively, of this chapter. The TRMM 3B42V7 and TRMM
2B31 data used in this effort were acquired as part of the activities of NASA’s Science Mission
Directorate and are archived and distributed by the Goddard Earth Sciences (GES) Data and
Information Services Centre (DISC). SRTM DEM is a product of CGIAR-CSI (http://srtm.csi.
cgiar.org/). We thank IMD for making the rainfall data set available for the research community.

References

Alpert P. 1986. Mesoscale indexing of the orographic precipitation over high mountains. Journal of
Climate and Applied Meteorology 25: 532-545.

Anders AM, Roe GH, Hallet B, Montgomery DR, Finnegan NJ, Putkonen J. 2006. Spatial patterns
of precipitation and topography in the Himalaya. Geological Society of America Special Pa:
39-53. DOL: https://doi.org/10.1130/2006.2398(03).

Barros AP. 2004. On the Space-Time Patterns of Precipitation in the Himalayan range: a Synthesis.
GAME CD ROM Publ. No. 11, TSAPB190ct04100318.

Barros AP, Kim G, Williams E, Nesbitt SW. 2004. Probing orographic controls in the Himalayas
during the monsoon using satellite imagery. Natural Hazards and Earth System Science 4(1):
29-51. DOI: https://doi.org/10.5194/nhess-4-29-2004.

Barros AP, Joshi M, Putkonen J, Burbank DW. 2000. A study of the 1999 monsoon rainfall in a
mountainous region in central Nepal using TRMM products and rain gauge observations.
Geophysical Research Letters 27(22): 3683-3686. DOI: https://doi.org/10.1029/
2000GL011827.

Barry RG. 2008. Mountain Weather and Climate, 3rd edn. Cambridge University Press: New York,
NY. ISBN: 13-978-0-511-41367-4


http://srtm.csi.cgiar.org
http://srtm.csi.cgiar.org
https://doi.org/10.1130/2006.2398(03)
https://doi.org/10.5194/nhess-4-29-2004
https://doi.org/10.1029/2000GL011827
https://doi.org/10.1029/2000GL011827

190 C. Singh and V. Bharti

Basistha A, Arya DS, Goel NK. 2007. Spatial Distribution of Rainfall in Indian Himalayas — A Case
Study of Uttarakhand Region. Water Resources Management 22(10): 1325-1346. DOI: https://
doi.org/10.1007/s11269-007-9228-2.

Basu BK. 2007. Diurnal Variation in Precipitation over India during the Summer Monsoon Season:
Observed and Model Predicted. Monthly Weather Review 135(6): 2155-2167. DOI: https://doi.
org/10.1175/MWR3355.1.

Bharti V, Singh C. 2015a. Diurnal variations of seasonal rainfall over the state of Himachal Pradesh
as observed by satellite data. ACRS 2015 - 36th Asian Conference on Remote Sensing:
Fostering Resilient Growth in Asia, Proceedings.

Bharti V, Singh C. 2015b. Influence of Elevation on Spatial and Diurnal Patterns of Orographic
Rainfall : A Case Study of Uttarakhand. Journal of Basic and Applied Engineering Research 2
(3): 202-205.

Bharti V, Singh C. 2015c. Characteristics of the spatiotemporal pattern of Extreme Rainfall event
over the state of Uttarakhand , India. ICUC9 - 9th International Conference on Urban Climate
jointly with 12th Symposium on the Urban Environment Characteristics.

Bharti V, Singh C. 2015d. Evaluation of error in TRMM 3B42V7 precipitation estimates over the
Himalayan region. Journal of Geophysical Research: Atmospheres 120: 12458-12473. DOIL:
https://doi.org/10.1002/2015JD023779.

Bharti V, Singh C, Damen MCJ, Turkington TAR. 2014. Some aspects of spatial distribution of
rainfall over Uttarakhand using satellite data. ISRS Proceedings 2014 :ISPRSTCVIIL
Mid-Symposium.

Bharti V, Singh C, Ettema J, Turkington TAR. 2016. Spatiotemporal characteristics of extreme
rainfall events over the Northwest Himalaya using satellite data. International Journal of
Climatology. DOI: https://doi.org/10.1002/joc.4605.

Bhatt BC, Nakamura K. 2005. Characteristics of Monsoon Rainfall around the Himalayas Revealed
by TRMM Precipitation Radar. Monthly Weather Review 133: 149-165.

Bhatt BC, Nakamura K. 2006. A climatological-dynamical analysis associated with precipitation
around the southern part of the Himalayas. Journal of Geophysical Research D: Atmospheres
111(2): D02115. DOLI: https://doi.org/10.1029/2005JD006197.

Biasutti M, Yuter SE, Burleyson CD, Sobel AH. 2011. Very high resolution rainfall patterns
measured by TRMM precipitation radar: seasonal and diurnal cycles. Climate Dynamics 39
(1-2): 239-258. DOI: https://doi.org/10.1007/s00382-011-1146-6.

Bookhagen B. 2010. Appearance of extreme monsoonal rainfall events and their impact on erosion
in the Himalaya. Geomatics, Natural Hazards and Risk 1(1): 37-50. DOL: https://doi.org/10.
1080/19475701003625737.

Bookhagen B, Burbank DW. 2006. Topography, relief, and TRMM-derived rainfall variations
along the Himalaya. Geophysical Research Letters 33(8): L08405. DOI: https://doi.org/10.
1029/2006GL026037.

Chen S, Hong Y, Gourley JJ, Huffman GJ, Tian Y, Cao Q, Yong B, Kirstetter PE, Hu J, Hardy J,
Li Z, Khan SI, Xue X. 2013. Similarity and difference of the two successive V6 and V7 TRMM
multisatellite precipitation analysis performance over China. Water Resources Research 49(12):
8174-8186. DOLI: https://doi.org/10.1002/2012WR012795.

Chow F K, Wekker S F D and Snyder B J (eds.) (2013) Mountain Weather Research and
Forecasting, Recent Progress and Current Challenges. Springer Atmospheric Sciences. ISBN
978-94-007-4098-3. DOI: https://doi.org/10.1007/978-94-007-4098-3.

Dai A. 2001. Global Precipitation and Thunderstorm Frequencies. Part I: Seasonal and Interannual
Variations. Journal of Climate 14(6): 1092-1111. DOI: https://doi.org/10.1175/1520-0442
(2001)014<1092:GPATFP>2.0.CO;2.

Das PK. 2002. Monsoons. National Book Trust. ISBN: 9788123711232.

Dhar ON, Rakhecha PR. 1981. The effect of elevation on monsoon rainfall distribution in the
Central Himalayas. Proc. Int. Symp. on Monsoon Dynamics. Cambridge University Press,
pp- 253-260.


https://doi.org/10.1007/s11269-007-9228-2
https://doi.org/10.1007/s11269-007-9228-2
https://doi.org/10.1175/MWR3355.1
https://doi.org/10.1175/MWR3355.1
https://doi.org/10.1002/2015JD023779
https://doi.org/10.1002/joc.4605
https://doi.org/10.1029/2005JD006197
https://doi.org/10.1007/s00382-011-1146-6
https://doi.org/10.1080/19475701003625737
https://doi.org/10.1080/19475701003625737
https://doi.org/10.1029/2006GL026037
https://doi.org/10.1029/2006GL026037
https://doi.org/10.1002/2012WR012795
https://doi.org/10.1007/978-94-007-4098-3
https://doi.org/10.1175/1520-0442(2001)0142.0.CO;2
https://doi.org/10.1175/1520-0442(2001)0142.0.CO;2

8 Rainfall Characteristics over the Northwest Himalayan Region 191

Dinku T, Chidzambwa S, Ceccato P, Connor SJ, Ropelewski CF. 2008. Validation of high-
resolution satellite rainfall products over complex terrain. International Journal of Remote
Sensing 29(14): 4097—4110. DOL: https://doi.org/10.1080/01431160701772526.

Duckstein L, Fogel MM, Thames JL. 1973. Elevation effects on rainfall: A stochastic model.
Journal of Hydrology 18(1): 21-35. DOI: https://doi.org/10.1016/0022-1694(73)90023-1.
Ebert E. 2007. Methods for verifying satellite precipitation estimates. In: Measuring Precipitation
From Space—EURAINSAT and the Future, edited by V. Levizzani, P. Bauer, and F. J. Turk,

pp. 345-356, Springer, Dordrecht, Netherlands

Francis PA, Gadgil S. 2006. Intense rainfall events over the west coast of India. Meteorology and
Atmospheric Physics 94(1-4): 27-42. DOLI: https://doi.org/10.1007/s00703-005-0167-2.

Gebregiorgis AS, Hossain F. 2015. How well can we estimate error variance of satellite precipita-
tion data around the world? Atmospheric Research. Elsevier B.V. 154: 39-59. DOL: https://doi.
org/10.1016/j.atmosres.2014.11.005.

Goswami BB, Mukhopadhyay P, Mahanta R, Goswami BN. 2010. Multiscale interaction with
topography and extreme rainfall events in the northeast Indian region. Journal of Geophysical
Research 115(D12): D12114. DOI: https://doi.org/10.1029/2009JD012275.

Goswami BN, V. Venugopal, Sengupta D, Madhusoodanan MS, Xavier PK. 2006. Increasing
Trend of Extreme Rain Events Over India in a Warming Environment. Science 314(December):
1442-1445.

Goswami P, Ramesh K V. 2007. Extreme Rainfall Events : Vulnerability Analysis for Disaster
Management and Observation System Design. Current Science 94(8):1037-1044.

Guhathakurta P, Sreejith OP, Menon PA. 2011. Impact of climate change on extreme rainfall events
and flood risk in India. Journal of Earth System Science. 120(3): 359-373.

Huang Y, Chen S, Cao Q, Hong Y, Wu B, Huang M, Qiao L, Zhang Z, Li Z, Li W, Yang X. 2013.
Evaluation of Version-7 TRMM Multi-Satellite Precipitation Analysis Product during the
Beijing Extreme Heavy Rainfall Event of 21 July 2012. Water 6(1): 32—44. DOI: https://doi.
org/10.3390/w6010032.

Huffman G. 2013. 3B42 Version 7 Web Description. [Available at http://trmm.gsfc.nasa.gov/3b42.
html.]

Huffman GJ, Bolvin DT, Nelkin EJ,Adler RF. 2010. Highlights of Version 7 TRMM Multi-satellite
Precipitation Analysis (TMPA). In: Proceedings of the 5th International Precipitation Working
Group Workshop, Hamburg, Germany, 11-15 October 2010.

Jamandre C A, Narisma GT. 2013. Spatio-temporal validation of satellite-based rainfall estimates in
the Philippines. Atmospheric Research. Elsevier B.V. 122: 599-608. DOI: https://doi.org/10.
1016/j.atmosres.2012.06.024.

Houze RA. 2012. Orographic effects on precipitating clouds. Reviews of Geophysics SO(RG1001):
1-47. DOI: https://doi.org/10.1029/2011RG000365.1.

Kelkar RR. 2007. Satellite meteorology. B S Publications ISBN: 81-7800-137-3.

Kidder SQ, Vonder Haar TH. 1995. Satellite Meteorology An introduction, Academic Press, ISBN:
0-12-406430-2.

Krajewski W. 2007. Ground networks: Are we doing the right things?, in Measuring Precipitation
From Space—EURAINSAT and the Future, edited by V. Levizzani, P. Bauer, and F. J. Turk,
pp. 403—417, Springer, Dordrecht, Netherlands.

Krishnamurthy CKB, Lall U, Kwon H-H. 2009. Changing Frequency and Intensity of Rainfall
Extremes over India from 1951 to 2003. Journal of Climate 22(18): 4737—4746. DOI: https://
doi.org/10.1175/2009JCLI2896.1.

Kummerow C, Barnes W, Kozu T, Shiue J, Simpson J. 1998. The Tropical Rainfall Measuring
Mission (TRMM) sensor package. Journal of Atmospheric and Oceanic Technology 15(3):
809-817. DOI: https://doi.org/10.1016/0273-1177(94)90210-0.

Lang TJ, Barros AP. 2002. An Investigation of the Onsets of the 1999 and 2000 Monsoons in
Central Nepal. Mon.Wea. Rev. 130: 1299-1316.


https://doi.org/10.1080/01431160701772526
https://doi.org/10.1016/0022-1694(73)90023-1
https://doi.org/10.1007/s00703-005-0167-2
https://doi.org/10.1016/j.atmosres.2014.11.005
https://doi.org/10.1016/j.atmosres.2014.11.005
https://doi.org/10.1029/2009JD012275
https://doi.org/10.3390/w6010032
https://doi.org/10.3390/w6010032
http://trmm.gsfc.nasa.gov/3b42.html
http://trmm.gsfc.nasa.gov/3b42.html
https://doi.org/10.1016/j.atmosres.2012.06.024
https://doi.org/10.1016/j.atmosres.2012.06.024
https://doi.org/10.1029/2011RG000365.1
https://doi.org/10.1175/2009JCLI2896.1
https://doi.org/10.1175/2009JCLI2896.1
https://doi.org/10.1016/0273-1177(94)90210-0

192 C. Singh and V. Bharti

Lensky I, Levizzani V. 2008. Estimation of precipitation from space-based platforms. Precipitation:
advances in measurement, estimation, and prediction 195-217. DOI: https://doi.org/10.1007/
978-3-540-77655-0.

Levizzani V. 2009. Satellite Clouds and Precipitation Observations for Meteorology and Climate.
In: Sorooshian S et al (ed) Hydrological Modelling and the Water Cycle. Springer Science
+Business Media B.V., 49-68.

Liou KN. 2005. Cirrus clouds and climate. Yearbook Sci. Technol., McGraw-Hill. 51-53.

Liu X, Bai A, Liu C. 2009. Diurnal variations of summertime precipitation over the Tibetan Plateau
in relation to orographically-induced regional circulations. Environmental Research Letters 4
(4): 045203. DOL: https://doi.org/10.1088/1748-9326/4/4/045203.

Malik N, Bookhagen B, Marwan N, Kurths J. 2011. Analysis of spatial and temporal extreme
monsoonal rainfall over South Asia using complex networks. Climate Dynamics 39(3-4):
971-987. DOL: https://doi.org/10.1007/s00382-011-1156-4.

Mao JY, Wu GX. 2012. Diurnal variations of summer precipitation over the Asian monsoon region
as revealed by TRMM satellite data. Science China Earth Sciences 55(4): 554-566. DOL: https://
doi.org/10.1007/s11430-011-4315-x.

May W. 2004. Variability and extremes of daily rainfall during the Indian summer monsoon in the
period 1901-1989. Global and Planetary Change 44: 83-105. DOI: https://doi.org/10.1016/j.
gloplacha.2004.06.007.

Medina S, Houze R A., Kumar A, Niyogi D. 2010. Summer monsoon convection in the Himalayan
region: Terrain and land cover effects. Quarterly Journal of the Royal Meteorological Society
136(648): 593-616. DOL: https://doi.org/10.1002/qj.601.

Miiller MF, Thompson SE. 2013. Bias adjustment of satellite rainfall data through stochastic
modeling: Methods development and application to Nepal. Advances in Water Resources 60:
121-134. DOL: https://doi.org/10.1016/j.advwatres.2013.08.004.

Nandargi S, Dhar ON. 2011. Extreme rainfall events over the Himalayas between 1871 and 2007.
Hydrological Sciences Journal 56(6): 930-945. DOI: https://doi.org/10.1080/02626667.2011.
595373.

Nandargi S, Dhar ON. 2012. Extreme Rainstorm Events over the Northwest Himalayas during
1875-2010. Journal of Hydrometeorology 13: 1383—1388. DOI: https://doi.org/10.1175/JHM-
D-12-08.1.

National Space Development Agency of Japan Earth Observation Center (Feb 2001), TRMM Data
Users Handbook. [Available at www.eorc. jaxa.jp/TRMM/document/text/handbook_e.pdf.]
Nesbitt SW, Zipser EJ. 2003. The Diurnal Cycle of Rainfall and Convective Intensity according to

Three Years of TRMM Measurements. Journal of Climate 16: 1456-1475.

Pai DS, Sridhar L, Rajeevan M, Sreejith OP, Satbhai NS, Mukhopadyay B. 2014. Development of a
new high spatial resolution (0 .25 ° x 0.25 ° ) Long Period ( 1901-2010 ) daily gridded
rainfall data set over India and its comparison with existing data sets over the region data sets of
different spatial resolutions and time period. 1(January): 1-18.

Pant GB, Kumar KR. 1997. Climates of South Asia. John Wiley & sons. ISBN: 0-471-94948-5.

Petty GW, Krajewski WF. 1996. Satellite estimation of precipitation over land. Hydrological
Sciences - Journal des Sciences Hydrologiques 41(4)(August): 433-452.

Prakash S, Mitra AK, Momin IM, Pai DS, Rajagopal EN, Basu S. 2015. Comparison of TMPA-
3B42 Versions 6 and 7 Precipitation Products with Gauge-Based Data over India for the
Southwest Monsoon Period. Journal of Hydrometeorology 16(1): 346-362. DOI: https://doi.
org/10.1175/JHM-D-14-0024.1.

Qiao L, Hong Y, Chen S, Zou CB, Gourley JJ, Yong B. 2014. Performance assessment of the
successive Version 6 and Version 7 TMPA products over the climate-transitional zone in the
southern Great Plains, USA. Journal of Hydrology. Elsevier B.V. 513: 446-456. DOLI: https://
doi.org/10.1016/j.jhydrol.2014.03.040.

Rajeevan M, Bhate J, Jaswal a. K. 2008a. Analysis of variability and trends of extreme rainfall
events over India using 104 years of gridded daily rainfall data. Geophysical Research Letters 35
(18): L18707. DOI: https://doi.org/10.1029/2008 GL035143.


https://doi.org/10.1007/978-3-540-77655-0
https://doi.org/10.1007/978-3-540-77655-0
https://doi.org/10.1088/1748-9326/4/4/045203
https://doi.org/10.1007/s00382-011-1156-4
https://doi.org/10.1007/s11430-011-4315-x
https://doi.org/10.1007/s11430-011-4315-x
https://doi.org/10.1016/j.gloplacha.2004.06.007
https://doi.org/10.1016/j.gloplacha.2004.06.007
https://doi.org/10.1002/qj.601
https://doi.org/10.1016/j.advwatres.2013.08.004
https://doi.org/10.1080/02626667.2011.595373
https://doi.org/10.1080/02626667.2011.595373
https://doi.org/10.1175/JHM-D-12-08.1
https://doi.org/10.1175/JHM-D-12-08.1
http://www.eorc
https://doi.org/10.1175/JHM-D-14-0024.1
https://doi.org/10.1175/JHM-D-14-0024.1
https://doi.org/10.1016/j.jhydrol.2014.03.040
https://doi.org/10.1016/j.jhydrol.2014.03.040
https://doi.org/10.1029/2008GL035143

8 Rainfall Characteristics over the Northwest Himalayan Region 193

Rajeevan M, Bhate J, Kale JD, Lal B. 2005. Development of a High Resolution Daily Gridded
Rainfall Data Set for the Indian Region. Met. Monograph Climatology No. 22/2005. National
climate centre, India Meteorological Department.

Rajeevan M, Gadgil S, Bhate J. 2008b. Active and Break Spells of the Indian Summer Monsoon.
NCC Research Report 7. National climate centre, India Meteorogical Department.

Romatschke U, Houze R A. 2011. Characteristics of Precipitating Convective Systems in the South
Asian Monsoon. Journal of Hydrometeorology 12(1): 3-26. DOI: https://doi.org/10.1175/
2010JHM1289.1.

Romatschke U, Medina S, Jr. Houze RA. 2010. Regional , Seasonal, and Diurnal Variations of
Extreme Convection in the South Asian Region. Journal of climate 23(2004). DOI: https://doi.
org/10.1175/2009JCLI3140.1.

Sahany S, Venugopal V, Nanjundiah RS. 2010. Diurnal-scale signatures of monsoon rainfall over
the Indian region from TRMM satellite observations. Journal of Geophysical Research 115
(D02103). DOL: https://doi.org/10.1029/2009JD012644.

Salek M, Cheze J, Handwerker J, Delobbe L, Uijlenhoet R. 2004. Radar techniques for identifying
precipitation type and estimating quantity of precipitation. Document of COST Action 717, WG
1 Task WG 1-: 1-51.

Shige S, Kida S, Ashiwake H, Kubota T, Aonashi K. 2013. Improvement of TMI rain retrievals in
mountainous areas. Journal of Applied Meteorology and Climatology 52(1): 242-254. DOLI:
https://doi.org/10.1175/JAMC-D-12-074.1.

Shrestha D, Deshar R. 2014. Spatial Variations in the Diurnal Pattern of Precipitation over Nepal
Himalayas. Nepal Journal of Science and Technology 15(2): 57-64. DOI: https://doi.org/10.
1007/s00704-008-0045-1.

Shrestha D, Singh P, Nakamura K. 2012. Spatiotemporal variation of rainfall over the central
Himalayan region revealed by TRMM Precipitation Radar. Journal of Geophysical Research:
Atmospheres 117(D22): n/a—n/a. DOI: https://doi.org/10.1029/2012JD018140.

Singh P, Nakamura K. 2010. Diurnal variation in summer monsoon precipitation during active and
break periods over central India and southern Himalayan foothills. Journal of Geophysical
Research: Atmospheres 115(12). DOI: https://doi.org/10.1029/2009JD012794.

Sorooshian S, Aghakouchak A, Arkin P, Eylander J, Foufoula-Georgiou E, Harmon R, Hendrickx
JMH, Imam B, Kuligowski R, Skahill B, Skofronick-Jackson G. 2011. Advanced concepts on
remote sensing of precipitation at multiple scales. Bulletin of the American Meteorological
Society 92(10): 1353-1357. DOI: https://doi.org/10.1175/2011BAMS3158.1.

Srivastava G. 2008. Surface Meteorological Instruments and Measurement Practices, Atlantic
Publishers Ltd., New Delhi.

Sumner G. 1988. Precipitation Process and analysis. John Wiley & sons, ISBN: 0-471-90534-8

Tang X, Chen B. 2006. Cloud types associated with the Asian summer monsoons as determined
from MODIS / TERRA measurements and a comparison with surface observations. Geophys-
ical Research Letters 33(February 2000): 2—5. DOI: https://doi.org/10.1029/2006GL026004.

Tank AMGK, Zwiers FW, Zhang X. 2009. Guidelines on Analysis of extremes in a changing
climate in support of informed decisions for adaptation.

TRMM Precipitation Radar Team. 2011. Tropical Rainfall Measuring Mission (TRMM) precipi-
tation radar algorithm, Instruction manual for version 7, Tech. Rep., JAXA/NASA, 170 pp.
[Available at http://www.eorc.jaxa.jp/TRMM/documents/PR_algorithm_product_information/
pr_manual/PR_Instruction_Manual_V7_L1.pdf.]

Varikoden H, Preethi B, Revadekar JV. 2012. Diurnal and spatial variation of Indian summer
monsoon rainfall using tropical rainfall measuring mission rain rate. Journal of Hydrology.
Elsevier B.V. 475: 248-258. DOI: https://doi.org/10.1016/j.jhydrol.2012.09.056.

Whiteman CD. 2000. Mountain Meteorology: Fundamentals and Applications, Oxford Univ. Press,
Inc., New York.

Waulf H, Bookhagen B, Scherler D. 2010. Seasonal precipitation gradients and their impact on
fluvial sediment flux in the Northwest Himalaya. Geomorphology 118(1-2): 13-21. DOL:
https://doi.org/10.1016/j.geomorph.2009.12.003.


https://doi.org/10.1175/2010JHM1289.1
https://doi.org/10.1175/2010JHM1289.1
https://doi.org/10.1175/2009JCLI3140.1
https://doi.org/10.1175/2009JCLI3140.1
https://doi.org/10.1029/2009JD012644
https://doi.org/10.1175/JAMC-D-12-074.1
https://doi.org/10.1007/s00704-008-0045-1
https://doi.org/10.1007/s00704-008-0045-1
https://doi.org/10.1029/2012JD018140
https://doi.org/10.1029/2009JD012794
https://doi.org/10.1175/2011BAMS3158.1
https://doi.org/10.1029/2006GL026004
http://www.eorc.jaxa.jp/TRMM/documents/PR_algorithm_product_information
https://doi.org/10.1016/j.jhydrol.2012.09.056
https://doi.org/10.1016/j.geomorph.2009.12.003

194 C. Singh and V. Bharti

Xia T, Wang Z-J, Zheng H. 2015. Topography and Data Mining Based Methods for Improving
Satellite Precipitation in Mountainous Areas of China. Atmosphere 6(8): 983-1005. DOI:
https://doi.org/10.3390/atmos6080983.

Yin S, Li W, Chen D, Jeong JH, Guo W. 2011. Diurnal variations of summer precipitation in the
Beijing area and the possible effect of topography and urbanization. Advances in Atmospheric
Sciences 28(4): 725-734. DOI: https://doi.org/10.1007/s00376-010-9240-y.

Zardi D, Whiteman CD. 2012. Diurnal mountain wind systems. In: Mountain Weather Research
and Forecasting, F. K. Chow, S. F. J. De Wekker, and B. Snyder Eds. Springer Atmospheric
Sciences. DOI https://doi.org/10.1007/978-94-007-4098-32.

Zulkafli Z, Buytaert W, Onof C, Manz B, Tarnavsky E, Lavado W, Guyot J-L. 2014. A Compar-
ative Performance Analysis of TRMM 3B42 (TMPA) Versions 6 and 7 for Hydrological
Applications over Andean — Amazon River Basins. Journal of Hydrometeorology 15:
581-592. DOLI: https://doi.org/10.1175/JHM-D-13-094.1.


https://doi.org/10.3390/atmos6080983
https://doi.org/10.1007/s00376-010-9240-y
https://doi.org/10.1007/978-94-007-4098-32
https://doi.org/10.1175/JHM-D-13-094.1

Part IV
Forest Resources and Biodiversity

Summary

Forests play a paramount role in maintaining ecological and environmental security.
Manifested as a diverse set of vegetation communities distributed across the eleva-
tion gradient, the forests in NWH cover the largest geographical extent. They house a
great variety of floral and faunal species with high degree of endemism. NWH is
recognised as one of the global biodiversity hotspots. The forests in NWH were
largely cleared earlier for agriculture and human habitation. In the recent decades,
the forests in NWH have been affected by chronic disturbances resulting from
overexploitation of forest resources, intensive grazing, landslide and landslips etc.
Forest degradation and fragmentation are causing impoverishment of species
populations and incidences of human-wildlife conflicts. Reports of early
flowering/fruiting in certain species, densification and upward expansion of vegeta-
tion and increasing incidences of forest fires are being attributed to altered climatic
regime in the region. Robust scientific approaches blended with technological inputs
are the key to innovate strategies for conservation and sustainable utilization of
forest resources and biodiversity in the region. Space-based observations in con-
junction with in-situ observations and geospatial modeling techniques are crucial for
the assessment and monitoring of forest resources and biodiversity in the region.
Over the years, researchers at the Indian Institute of Remote Sensing have applied
earth observation data and geoinformatics for scientific studies on different aspects
of forest resources and biodiversity in NWH. This chapter covers articles related to
assessment of biodiversity patterns including the changes expected in biodiversity
distribution due to climate change, web-based portals developed for biodiversity
data organisation and dissemination, wildlife habitat evaluation and inventory of
forest carbon pools and fluxes including emissions from biomass burning. The first
article describes an approach for characterizing and prioritizing biodiversity rich
areas at landscape level combining satellite remote sensing, field-surveyed data, and
landscape ecological principles in geospatial domain. How web-based information



196 IV Forest Resources and Biodiversity

system caters to the need of systematic archival, visualization and dissemination of
biodiversity data and associated knowledge specific to NWH is presented in the
second article. It also features web-based distributed server technology which allows
organisation involved in survey of bioresources and biodiversity in NWH to effec-
tively share their data with each other and to the users. Fourth article discusses
ecological niche modelling using climatic projections offers valuable insights into
the probable consequences of the climate change on forest species of region. Both
active and passive remote sensing technologies alongwith the in-situ measurements
offer promise for reliable estimation of standing forest biomass is discussed in the
next article. The source and sink status of climax sal forests and associated species
has been determined using eddy covariance measurements in conjunction with
satellite remote sensing. The last two articles discuss how the uncontrolled forest
fires are causing higher levels of emissions from the excessive biomass burning and
the utility of space data to study wildlife habitation.
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9.1 Introduction

Himalaya is one of the four biodiversity hotspots in India with high level of
endemism. The Himalayan arc, commonly referred to as ‘Water Tower’, spreads
from east of Afghanistan (Hindu Kush Region) to west of Myanmar through
Pakistan, India, Nepal, Bhutan, Tibet and China and is broadly divided into Hindu
Kush, Western, Central and Eastern regions representing nine of ten world’s highest
and youngest mountains. The sudden rise in height and its terrain complexity make
Himalaya environmentally, climatically, ecologically, physically, physiographically
as well as biologically unique fostering myriads of life forms, niches and habitats
with host of microclimatic conditions across 2500 km and up to 400 km in length
and breadth, respectively. The Himalaya supports a great variety of forest ecosys-
tems and other life forms, which vary ecologically, phytosociologically, architectur-
ally, physiognomically, functionally, etc. from east to west and from low to high
elevations. For millions of years, these forests have traditionally played a vital role in
conserving the environment and have provided the much-needed long-term ecolog-
ical security to the Indian subcontinent. The forest ecosystems are highly significant
to protect wildlife, soil development, erosion and conservation to sustain the liveli-
hood of mankind, to stabilize climate, to optimize water yield and to purify water
(Singh and Singh 1992). Northwestern Himalaya (NW Himalaya) is the western part
of the Himalayan arc. It is the farthest from sea and latitudinally much higher than
the rest of the Himalaya spreading NW to SE directions and has very diverse
phytoclimatic patterns quite dissimilar to the areas lying eastwards. Being a part of
the youngest mountain ranges of the world, these are very fragile ecosystems due to
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physiographic, edaphic and climatic conditions. Shivalik ranges, frontal Himalaya,
the youngest hill range in the world, are one of the biodiversity micro-endemic
centres in India. Present communication also includes frontal Himalaya (Shivalik
ranges) and Trans-Himalayan regions, ecosystems, biodiversity and their conserva-
tion issues.

The significance of biodiversity is well documented as it provides the essential
ecological services of maintaining our atmosphere, creating and maintaining soils,
sustaining hydrological cycles and controlling the world’s climate pattern (Sharma
et al. 1997). India being a party to Convention on Biological Diversity (CBD),
Ministry of Environment, Forest and Climate Change (MoEF&CC) is the nodal
ministry of the Government of India for all matters related to biodiversity conser-
vation. In 2014 MoEF&CC brought out the 5™ national report to the CBD updating
status, trends, threats to biodiversity and implications for human well-being (Mathur
et al. 2014a, b). Special habitats and threatened plants of Ladakh in NW Himalaya
India have been discussed by Rawat (2008).

Article 7 of the United Nations Convention of Environment and Development
and Agenda 21 requires signatory countries to identify and monitor components of
biodiversity vital for conservation and sustainable use. India has long and unique
history of institutionalizing inventory of national biological resources especially
their geographical distribution through National Biodiversity Authority (NBA),
Botanical Survey of India (BSI), Zoological Survey of India (ZSI), Forest Research
Institute (FRI) and Wildlife Institute of India (WII) for in situ conservation along
with the host of other university systems and other institutions and for ex situ
conservation such as National Bureau of Plant Genetic Resources (NBPGR) for
plants, National Bureau of Animal Genetic Resources (NBAGR) for animals,
National Bureau of Agriculturally Important Microorganisms (NBAIM) for cultures
of microorganism and National Bureau of Agriculturally Important Insects (NBAII)
for insects. India became the first country in the world to bring legislation through
Biological Diversity Act (BDA) in 2002 and Biological Diversity Rules (BDR) in
2004 for implementing the provisions of CBD (NBA 2004). National Biodiversity
Strategy and Action Plan (NBSAP) from 2000 to 2004 provided macro-level
policies and strategies for biodiversity conservation and sustainable development.
The mechanism of conservation has further been strengthened, and the responsibility
lies with the State Biodiversity Boards (SBB) and the State Forest Departments in
the country, steered by MoEF&CC. National Biodiversity Action Plan (NABP) in
2008 has proactively formulated action plans for 2011-2020 CBD Strategic Plan for
Biodiversity. India has also made significant progress in achieving 20 Aichi Biodi-
versity Targets (ABT) and Millennium Development Goals (MDG). MoEF&CC has
also updated NABP and identified the targets for 25 ministries/departments to
achieve and has emphasized the role of geoinformatics/geospatial technologies.

Traditionally and culturally societies in India understand the need and practice of
biodiversity conservation through sacred groves (Ramakrishnan 1998; Jaryan et al.
2010). Rodger and Panwar (1988) emphasized the planning of protected area
(PA) network. Since then India has shown immense commitment towards biodiver-
sity conservation through a good network of protected areas (PA) ~735 (July 2017).
These are in the form of 103 national parks, 543 wildlife sanctuaries, 73 conservation
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reserves and 45 community reserves throughout the country covering about 4.93%
of forests in addition to 18 biosphere reserves (ENVIS-WII 2017). It is being further
strengthened by the identification of Eco-Sensitive Zone (ESZ) around each of the
protected areas by the MOEF&CC. The ESZ is a buffer area around all PAs to work
as ‘shock absorbers’ outside buffer zones, and the MoEF&CC would regulate and
prohibit activities by law. The PA network also includes species-specific areas like
National Citrus Gene Sanctuary-cum-Biosphere Reserve, Baghmara Pitcher Plant
Sanctuary, etc., and also the declaration of 50 tiger reserves and 16 elephant reserves
is an example of intensive conservation efforts (ENVIS-WII 2017). NW Himalaya
has 65 PAs (16 national parks, 57 wildlife sanctuaries and 41 conservation reserves).
However, it is important to realize that each species, irrespective of its physical size
and position in trophic level or biological hierarchy, requires minimum/optimum
area for survival, reproduction (gene exchange), adaptation, evolution, etc. The area
of habitat required for each species is very specific and varies greatly, and our
knowledge is very limited and may be even scanty. To decide on the size of the
conservation area based upon the requirement of each species is a herculean task.
Therefore, of late, it has been realized that landscape level conservation planning is
more suited for long-term protection of biodiversity rather than single-species
conservation. BDA 2002 has now objectively focused on biodiversity conservation
in India. This was a historic event to regulate access to biological resources of the
country for equitable benefit sharing arising out of the use of biological resources
and also to conserve and use sustainably, and was institutionalized in the form of
National Biodiversity Authority (NBA), State Biodiversity Boards (SBB) and Bio-
diversity Management Committees (BMCs) in addition to State Forest Departments
and at national level MOEF&CC. The Act also emphasizes on the protection and
rehabilitation of rare, threatened and endangered species.

9.2 Climatological Diversity

The arc-shaped orientation of Himalaya from north-west to south and then to north-
east covering latitude from 26° 45’ to 37° 30’ N provides different phytoclimatic and
transition zones between very cold and xeric conditions with -45°C temperature and
10-70 mm annual precipitation in the NW Himalaya fostering cold desert to very
high temperatures, rainfall and humidity in the Eastern Himalaya supporting ever-
green forests. NW Himalaya experiences good amount of precipitation during
summer from south-east monsoon as well as in winter from the ‘Western distur-
bances’. The climate in the NW Himalaya is quite temperate — often referred to as the
extratropical mountain climate. Rainfall distribution varies from 331 mm in Srinagar
(Kashmir) to 4000 mm in Kumaon-Garhwal region. Rainfall and humidity reduce
from east to west and south to north with large annual and diurnal range of
temperature, which are more prominent towards the west than the central or eastern
parts of the Himalaya (Pangti and Joshi 1987).
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9.3 Ecosystem Diversity (ED)

NW Himalaya has very high ecosystem diversity with more than 34% of the
221 types/subtypes of the forests described in India by Champion and Seth (1968).
Sharma and Singh (2000) discussed in detail the ED in India. Major states like
Uttarakhand (UK), Himachal Pradesh (HP) and Jammu and Kashmir (J&K) have
65, 60 and 51 forest types, respectively, and of these 43 are common, clearly
suggesting that climatic conditions such as rainfall and moisture regulate the
ED. In this context, HP is unique as it is the meeting point of high rainfall in
south-east with moist deciduous forest to least rainfall in north and north-west
with dry cold desert (Lahaul-Spiti). Champion and Seth (1968) have not mentioned
about the occurrence of Lantana scrub in the region, but these impenetrable thickets
can now be seen throughout Shivalik and the degraded southern slopes of the outer
Himalaya as well as a replacement of local biodiversity. However, one may find
positive aspect in it, has the highest soil organic carbon (SOC) 1.37% in fully
invaded/degraded sites and 0.69% in uninvaded sites; and high nitrogen (420.5 kg/
ha) in invaded to 201.0 kg/ha in not invaded sites (Panwar et al., 2016). It is an
excellent soil binder, leaving aside very good habitat for wild cats, fodder for
ungulates, charcoal as minor forest produce, raw material for local furniture, etc.
Sal (Shorea robusta Gaertn. f.) is one of the timbers as well as ecologically important
species in NW Himalaya. Dyer (1872) reported its occurrence from Assam up to
Sutlej (River). Brandis (1874) and Duthie (1905) reported its distribution from
Assam to the Kangra Valley ascending up to 915 m (3000 ft.) and ... terminate
near the Beas River’. The latest surveys by Kapur and Sarin (1990) and Uniyal
(2002) have reported an occurrence to further west in Gahar Jito (Aghaar Baba Jito),
an extension from river Ravi to Trikuta Hills in J&K. It has also been recorded
beyond the river Sutlej near Amb in Himachal Pradesh (Roy et al. 2002b, Roy et al.
2006a). Sal is a very resilient species and grows in moist/hot-humid to dry/hot
conditions to very cold and freezing conditions (Brandis1874). It will be interesting
to study past and present distribution shift in view of perceived climate change.
There is a need to study these patches and climatic impacts on these. The initial
assessment of economics of ecosystems and biodiversity has been done by Parikh
et al. (2012), Arisdasan and Lakshminarasimhan (2016) in India and by Verma
(2000) in HP. Singh (2007) highlighted the role of biodiversity and ecosystem
services by the Himalayan forest.

9.4 Floristic Diversity

NW Himalaya is among the regions with high floristic diversity, which is
represented at various levels in biological hierarchy such as familial, generic,
species, sub-species, varieties, forma, alleles, genotypes, phenotypes, etc. Early
part of nineteenth century drew the attention of British army officers, doctors,
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foresters and explorers giving huge impetus to botanical explorations in India by
N. A. Wallich (1820-1829) in Eastern India and in NW India Dr. Stewart
1860-1861, Dr. Jameson (forester and surgeon), D. Brandis during 1863-1870
and J.D. Hooker (1856-1917), Col. R.H. Beddome (1865-1892), Col. C.B. Clarke
(1880-1889), C.W. Hope (1889-1904), J.D. Hooker (1850-1897), etc., and the
history is summarized by Burkill (1965). In post-independence era, in spite of
dozens of expeditions and hundreds of botanical and zoological explorations in
Himalaya, still there is a need to understand the biodiversity distribution patterns,
abundance, quantification and wilderness vis-a-vis human interventions, particularly
in inaccessible areas of NW Himalaya with the help of satellite Earth observation
(EO) data. Singh and Panigrahi (2005a, b) reported 48 new taxa of pteridophytes
from 1 district alone from Arunachal Pradesh, and discovery of dozens of new
records in Himachal Pradesh (Singh et al. 2003a, b) suggests the need for intensive
and planned surveys in Himalaya. About 47,513 (~11.4% of the world) plant species
have been reported from India (Singh and Dash 2014; Arisdasan and
Lakshminarasimhan 2016); and 19,395 taxa (~7% of the described species in the
world) provide maximum direct benefit to mankind (Singh and Hajra 1996;
Arisdasan and Lakshminarasimhan 2016). In India angiosperms are represented by
17,527 species (Arisdasan and Lakshminarasimhan 2016), and NW Himalaya has
~5000 species (Singh 1997a). Gymnosperms in NW Himalaya are represented by
23 species (48%) out 58 species reported from India (Singh and Mudgal 1997).

The maximum diversity is in genus Ephedra (eight species). The genus Juniperus
is represented by all (five) species reported from India. The genus-to-species ratio in
flowering plants in J&K is 1:3.5 against 1:5.6 in India, indicating high biological
richness (Singh and Uniyal 2002, Karthikeyan 2000). The microclimatic conditions
in NW Himalaya include four micro-endemic centres out of 26 in India. These are
facing threat for their very existence from developmental activities and for ‘good
life’. Singh et al. (2004, 2006) and Roy et al. (2006a) provided detailed account of
floristic diversity of Punjab Shivalik. In Himachal Pradesh Chowdhary (1999), in
Haryana by Kumar (1999), J&K by Singh et al. (1999), Punjab by Singh (1999) and
Uttar Pradesh by Uniyal et al. (1999).

9.5 Biodiversity Endemicity

NW Himalaya is one of the four mega-centres of endemism (E. Himalaya, W. Ghats,
W. Himalaya and Sundaland) in India. India has about 171 endemic genera of plant,
and nearly half (71) are found in Himalaya indicating the great influence of oro-
graphic, climatic and edaphic conditions. Nayar (1996) enumerated and regularly
updated status of the endemic plants in different biodiversity hotspot regions of India
(Sharma and Singh, 2000; Arisdasan and Lakshminarasimhan 2016). The region has
three microcentres of endemism: (a) Kumaon-Garhwal, (b) Lahaul-Himachal
Pradesh and (c) Kashmir-Ladakh. NW Himalaya is represented by 12 out of
71 genera endemic to Himalaya. It also has 125 wild relatives of crop plants and
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wild genetic resource for bioprospecting (Arora and Nayar 1991). Other than
angiosperms, NW Himalaya also has very high representation of other plant forms
such as conifers, pteridophytes, bryophytes, liverworts, fungi, algae and lichens. The
region has vast stretches of nearly pure formations of commercially very important
trees, viz. Cedrus deodara, Pinus roxburghii and Pinus gerardiana (whose seeds are
edible and which, with very restricted distribution, occurs in cold desert conditions),
and mixed coniferous forest of P. wallichiana, Taxus contorta, Abies pindrow, Picea
smithiana, etc. The genera like Juniperus and Ephedra have maximum genetic
diversity in this region. Out of eight species of Ephedra reported from India, seven
species and one variety are found in this region (Singh and Mudgal 1997). Similarly
Taxus contorta Griff. (Western Himalayan yew), well-known plant with
anticancerous properties, is found in this region. Nearly 215 genera and 751 species
of bryophyte (mosses) sensu stricto occur in NW Himalaya out of the total 342 gen-
era and 2000 species in India and 3 genera and 144 species are endemic to the region
(Vohra and Aziz 1997). The representation of liverworts in NW Himalaya is about
235 species in 77 genera, which is about 28% of the species in India (Singh and
Hajra 1996; Singh 1997b). NW Himalaya is considered as the centre of origin of the
family Rebouliaceae (Kachroo 1954). Similarly lichens, the bio-indicators of air
pollution, out of 2021 species in 248 genera reported in India, about 550 (27%)
species are endemic to NW Himalaya (Singh and Sinha 1997). Several important
species of lichens have medicinal and other economic uses in aromatic and cosmetic
industry, and are harvested from the wild. The region also harbours varied wealth of
edible mushrooms (Arisdasan and Lakshminarasimhan 2016). In Marchantiophyta
(liverworts) and Anthocerotophyta (hornworts), 930 species and infraspecific taxa
belong to 140 genera in the country of which 1 genus and 200 species are endemic to
the country. Of these 306 species belonging to 84 genera occur in NW Himalaya,
and 1 genus and 53 species are endemic to the region.

9.6 Genetic Wild Relatives and Bioprospecting Germplasm

NW Himalaya is a storehouse of wild plant genetic resource for bioprospecting for
agriculture (cereals, millets, pulses, oil seeds, etc.), horticulture (fruits, vegetables,
flowers, etc.) and economic (fibres, timber, spices, condiments, etc.) and medicinal
values (Anonymous 1991; Kala 2010). Some of the important bioprospecting
germplasm in J&K listed are the species of Avena, Hordeum, Pennisetum, Lathyrus,
Vicia, Cicer, Vigna, Malus, Prunus, Pyrus, Rubus, Brassica, Allium, Foeniculum,
etc. (Arora 1994) and Singh and Uniyal (2002). More than 675 wild plant species,
representing 384 genera and 149 families, are used by locals as food (Singh and
Uniyal (2002). The region shows the highest diversity (50.96%) of edible plants than
East Himalaya. The region also has maximum number of endemics (18 taxa) and
wild relatives of economic plants (39 taxa) (Samant and Dhar 1997). About 266 and
167 plants with economic and medicinal values, respectively, encountered during
stratified random sampling approach in J&K have been reported by Roy et al.
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(2011). These grow in normal to very harsh conditions, e.g. cold desert of Leh and
Ladakh and Lahaul and Spiti. Other important wild genetic resources of plants with
bioprospecting potential are species of Allium, Avena, Brassica, Cicer, Ephedra,
Taxus, Aconitum, Dioscorea, Podophyllum, Acorus calamus, Stevia rebaudiana
Bertoni, etc. and several species of Artemisia. Family Asteraceae is represented by
the highest number of medicinal plants. Genera Artemisia and Polygonum have the
highest number species of medicinal importance. Habitat-wise sandy-moist forest,
grassland and dry areas represent highest species richness of medicinal plants (Singh
et al. 2009).

Bioprospecting of germplasm is significant in view of biotechnological interven-
tions for societal benefits and sustainable product formulation in a growing economy
with high population like in India. The germplasm of the cold and tress tolerant
species such as Caragana jubata (Pall.) Poir. is being used for bioprospecting to grow
cereal crop like wheat in the higher Himalaya, and mass propagation of Podophyllum
hexandrum Royale (CSIR-IHBT 2017). Traditionally plant taxonomists and bio-
technologists have their own domain. However, the correct species identification is
of prime importance for any reporting on leads, active agents/molecules, etc. The
joint studies carried out by the Department of Space and Department of Biotechnol-
ogy from 1998 to 2010 (Roy et al. 2002a, b, ¢, d; Roy et al. 2011, 2012) in India have
collected geotagged data on plants (trees, shrubs, herbs, pteridophytes, etc.) including
medicinally and economically important plants from 16,000+ locations, and are
organized as Biodiversity Information System (BIS) (http://bis.iirs.gov.in/) and
Indian Bioresource Information Network (IBIN) (http://www.ibin.gov.in/). This
facilitates users to find the location of the plant(s) a priori to collect the desired
material. It saves time, cost and efforts to collect the germplasm. It also provides
information where else this is occurring. Additional information on the forest types
and known medicinal and economic uses are also compiled and provided.

9.7 Indicators of Climate Change in NW Himalaya

The ecosystem in Trans-Himalaya region and Shivalik ranges (Lower Himalaya) are
very fragile due to unconsolidated soil conditions, mostly sandy and steep slopes
with rugged terrain. It is not suitable for intensive agriculture. Normal and terrace
cultivation is being practiced. The growth of Betula plantations in Spiti valley is not
so good/healthy, but in the long run, it will contribute to the local environment and
alter local soil ecology and environmental set up and could be disastrous in view of
climate change. Mountainous range of Greater Himalaya acts as barriers not only for
the movement, seed dispersal or exchange of biodiversity or gene but also clouds
from south-west monsoon. Trans-Himalaya receive nil to scanty rainfall. In recent
past it has been observed that rainfall in Trans-Himalaya has increased. The soil in
this region is mostly sandy, and rainfall will lead to high soil erosion and change the
local ecosystem processes in the cold desert. The occurrence of isolated population
of relics of tall coniferous trees in desert near Gue settlement is implausible.
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Growing of apple orchards in Spiti valley is another indicator of changes. Growth
and exceptionally large size of vegetables in Leh region is worth noticing (Singh
et al. 2011).

9.8 Speciation: New Species at High Altitude

Global warming caused due to enhanced emissions of greenhouse gas from the
pre-industrial era of the mid-nineteenth century, is reported to cause fluctuations in
the ecotone between alpine pastures and barren land below permanent snow cover,
and alpine scrub pasture and tree line (IPCC 2007; Chaudhary and Bawa 2011;
Shrestha et al. 2012; Singh et al. 2012; Agnihotri et al. 2017). Since climate is one of
the governing factors of species presence/absence, occurrence and endemicity, the
change in climatic conditions and environmental setup will allow migration, adap-
tation as well as speciation. Genera belonging to advance and highly evolved
families such as Asteraceae, Poaceae, Fabaceae, Orchidaceae, Rosaceae,
Boraginaceae, etc. have adapted to grow in very harsh conditions (extreme coldness,
very dry, etc.) in Greater Himalaya as well as Trans-Himalaya. There is urgent need
to mark permanent sample plots near the mouth of receding glaciers, tree lines, close
to permanent snow cover, etc. for taxonomic inventory and phytosociological
characterization and monitoring the migration of species due to potential climate
change. The primitive group of plants such as certain algae, bryophytes and lichens
are sensitive and resistant to extreme temperatures and high UV. Cold desert regions
of J&K have highest UV radiation, and one might find plant which may be grown on
Mars in low temperature and pressure and high UV radiation and wind, the most life
limiting factors.

9.9 Issues for Biodiversity Conservation

In India the population explosion (human as well as animal), urban and rural sprawl
and industrialization after independence have resulted in large-scale changes in land
use/land cover (LULC) and therefore, the challenge of biodiversity conservation has
increased manifold. The population density of human in HP has increased from
109 to 123 persons/km?; in Uttarakhand from 159 to 189 persons/km?”; in Haryana
from 478 to 573 persons/km?; 1.74 person/annum, in Punjab from 484 to 551 per-
sons/kmz; and in Jammu and Kashmir from 46 to 56 pe:rsons/km2 from 2001 to 2011
(Census, 2011). This increase is despite a large out-migration of hill population to
the plains especially in Uttarakhand (Mamgain and Reddy 2015) and J&K (Dabla
2014). The natural landscapes have been modified which have resulted in the
fragmentation of forests accompanied by poor species composition and invasion of
non-native and alien species. Hence, the resultant landscape mosaics are a mixture of
human-managed and natural patches, which vary in size, shape and arrangement.
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Therefore, it has been realized that one must move from single-species conservation
to the scales beyond individual sites and levels of organization, i.e. landscape.
Understanding spatial pattern of landscape is vital as it covers various levels of
biological hierarchy, from ecosystems to species and genes, which are crucial for
biodiversity conservation. Disturbance and/or deforestation are expected to increase
with time for want of more and more arable land, for industries and other infrastruc-
ture development. It will further cause anthropogenic pressures, resulting in the
fragmentation of landscape. Fragmentation of forests or habitats is considered as the
biggest threat to species loss (Hunter 1995). It is the greatest threat to biodiversity
and is the chief cause of species extinction (Wilcox and Murphy 1985). Degradation
in the Himalayan forests and its adverse repercussions on the environment have
attracted considerable attention recently (Singh and Singh 1985). Frequent fires in
NW Himalaya in chir pine forest cause loss of nitrogen which makes site unsuitable
for other species to grow (Singh et al. 1984).

It will be interesting to study the impact on local biodiversity in abandoned fields
and ghost villages especially in terms of invasive and alien species. Local Eco Task
Force can contribute significantly in the forestation of these lands. It may have
positive impact on biodiversity since dependency on forest resources may reduce
because source of income becomes ‘money order’. However, it needs to be studied
further. However, it can be an alert to anthropogenic pressure on natural resources
for less local requirement. However, ever-increasing demand for more road network
and other infrastructural requirement; pilgrimage, e.g. Char Dham Yatra in
Uttarakhand, and site degradation, over-exploitation of medicinal plants from the
wild, etc. are causes of worry. Tourism is one of the important income-generating
activities for local population in the NW Himalaya. Development of infrastructures
such as resorts, hotels, widening of the road, new roads, new settlement, etc. puts
pressure on the local resources and increasing man-animal conflict in the region. A
very large number of micro- to macro-hydel projects have caused extinction of local
population of several species. There is selective mass harvesting of local plants,
e.g. Polygonum sp., for fodder from wild from plateau Kibber village in Spiti valley
of HP.

Ownership issue in Punjab Shivalik is proving to be detrimental to biodiversity
conservation. More than 95% of the Punjab Shivalik forested land has private
ownership. Efforts of the government to maintain vegetation cover in the private
lands have been successful to a large extent, but the right to harvest forest lies with
the owner. Large stretches of wilderness have been replaced with nearly impenetra-
ble Lantana camara thickets, not allowing to regenerate indigenous species. There is
a lot of demand of land for industrial requirement. It has also been reported that
L. camara is extending to subtropical and subtemperate regions also. Being unaware
of the consequences of uncontrolled tourism is creating havoc to the local biodiver-
sity in and around the shrines in Kedarnath (Uttarakhand), Amarnath (J&K), etc.
After Kedarnath tragedy in June 16-17, 2013, large-scale clearing of alpine scrub
communities like Berberis (a highly medicinal shrub), Cotoneaster (tufted with
horizontal branches protects soil), Lonicera, Rhododendron and the host of other
wild genetic resources representing climatic climax has been done to pitch tents for
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pilgrims, civil administration, hospital, shelter huts, new path, hotels and to build
new helipads between Bhim Vatika, Lincholi, and Kedarnath without analysing the
consequences or environmental impact assessment. This is in addition to vegetation
loss due to landslides. It is strange why this has not caught the attention of
conservationist and agencies responsible for protecting the biodiversity such as
MOoEF&CC, State Forest Department, State Biodiversity Board and host of NGOs
working in the area. However, in spite of such activities the State Forest Departments
and Central Agency of MoEF&CC deserve applaud for having biodiversity from
underdeveloped and poverty-ridden society in a highly populous country.

9.10 Biodiversity Conservation Efforts in NW Himalaya

Although a number of studies on biodiversity of NW Himalaya were carried out at
community level (Saxena and Singh 1982; Tiwari 1998; Joshi and Tiwari 1990),
however, studies using landscape ecological parameters as basis for diversity ana-
lyses are few. The first landmark study to objectively characterize terrestrial biodi-
versity and prioritize forest ecosystems/landscapes for conservation planning at
landscape level in NW Himalaya was carried out jointly by the Department of
Space and Department of Biotechnology, Government of India (Roy et al. 2000;
Roy et al. 2002a, b, c, d; Singh et al. 2003a,b; Chandrashekhar et al. 2003;
Chandrashekhar et al. 2004; Singh et al. 2004; Roy et al. 2006a, 2011; Thakur
et al. 2011; Roy et al. 2013). NW Himalaya has very good, unique and threatened
faunal diversity as well. Recently a wild goat from Central Asian region has been
sighted in Uttarakhand. Efforts have been made for habitat characterization for in
situ conservation such as hangul in J&K (Ahmad et al. 2009), tigers, co-predators
and prey species (Jhala et al. 2011) and management effectiveness evaluation
(Mathur et al. 2011). Focus has always been on angiosperms and ‘glamorous’ animal
species.

9.11 Gaps in Conservation Management

PA area network aims to conserve high-quality, unique and representative habitats
across the country. Areas in PA network are in Jammu and Kashmir (19), Punjab
Shivalik (2), Uttarakhand (13), Himachal Pradesh (33) and Haryana Shivalik (10).
Majority of these are animal-centric and are delineated without detailed scientific or
biodiversity surveys, not to mention about modern tools, technology and methods.
And it is because of these we are faced with man-animal conflict issues in many
regions. In NW Himalaya the forest landscape has overall good connectivity despite
non-recommended land-use practices such as agriculture on more than 30° slopes.
Bird’s eye view of satellite data overlaid by PA network boundaries indicates that
there are gaps in the conservation management. NW Himalaya has a good network
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of about 119 PAs of the 735 in the country. Excellent PA network exists in tropical
forest ecosystems. An analysis of the PAs indicates that tropical forest ecosystems
dominated by moist and dry Sal forests and mixed moist and mixed dry deciduous
forests are well represented in low to high mountainous ecosystem and terrain
complexities. Due to high terrain complexity, orography, drainage and springs
coupled with the variability in microclimatic conditions create very unique habitats
and niches. Ecosystems in subtropical and temperate climate are not optimally
represented. This is ‘gap’ in biodiversity conservation and management. This calls
for scientific surveys and decision based on recent scientific data/documentation.
Despite poaching of wild animals, it is heartening to note that the population of ‘star
species’ like tiger, elephant, leopard, bear, etc. has increased as is indicated by
Animal Census reports and increasingly more animals are straying outside the
protected areas for finding their own territory or food, and thus coming in conflict
with human p