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Preface

The book entitled Renewable Energy and its Innovative Technologies presents the
innovative scientific research works evaluated by scientists, academicians, research
scholars, and students and presented in the International Conference on Energy,
Materials and Information Technology held at Amity University, Jharkhand, India,
on December 23–24, 2017. Remove fossil fuels from the human equation and
modern industrial civilization would cease to exist. The transformation to a fossil
fuel civilization occurred more rapidly than any other changes in energy regimes in
world history. Power generation through various renewable energy resources is the
most promising challenge in the present day. From solar energy to wind energy and
from biomass energy to hydro energy, all the areas are equally required to be
explored with a more effective way, to make them the most reliable alternatives to
the fossil fuel energy. This book aims at all those who are interested in physical and
technical principles of promising ways to utilize various renewable energies. It will
be designed to cover all the promising renewable energies and their related tech-
nologies, viz. wind energy, solar energy, biomass energy, to address a multidisci-
plinary scientific aspect of education in this subject. The main focus of this book
will be to assemble the important scientific research works going on in this field and
find ways for their application through interdisciplinary manner. All the con-
tributing authors of this book have provided innovative and important data and
parameter sets for the utilization of major possibilities of renewable energies which
allow for an economic and environmental assessment. Such an assessment enables
us to judge the chances and limits of the multiple options in utilizing renewable
energy sources.

Ranchi, Jharkhand, India Jayeeta Chattopadhyay
Ranchi, Jharkhand, India Rahul Singh
Patna, Bihar, India Om Prakash
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Site-Specific Vulnerability Assessment
of Buildings Exposed to Rockfalls

Aditi Singh, Shilpa Pal and D. P. Kanungo

Abstract A landslide is one of the most common hazards occurring in mountainous
region in response to a number of natural and anthropogenic processes. In particular,
South Asian nation including India is the worst hit by landslides. Thus the vulner-
ability assessment towards landslides becomes an important aspect, as it pose risk
to human life, environment, buildings, and infrastructures. From the perspective of
natural and engineering sciences, vulnerability is defined as the degree of loss, or
damage to a set of element at risk within the affected area due to landslides. It acts as
a primary component in the evaluation of landslide risk, and its accurate estimation
is necessary in making a reasonable prediction of the landslide consequences. The
present paper aims to produce a framework for assessing the physical vulnerability
of building exposed to rockfall using the empirical formula proposed by Li et al.
(Landslides 7(2):125–134, 2010 [3]) in terms of resistance offered by building and
the intensity of rockfall. The proposed methodology permits to obtain an estimate
of vulnerability of buildings when hit by three different intensities (low, medium
and high) of rockfall. Finally, application of this proposed framework is illustrated
through a case study from Chamoli district, Uttarakhand (India).

Keywords Landslide · Rockfall intensity · Resistance factor
Physical vulnerability

1 Introduction

Landslide are the most common natural hazards affecting large parts of India, espe-
cially the Himalayas, the Northeastern ranges, the Western Ghats, the Nilgiris, the
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EasternGhats and theVindhyas. Themost vulnerable to landslides are theHimalayas
and Western Ghats regions. Therefore, the built-up areas in these regions are also
affected by landslides on a variety of spatial and temporal scales [1]. The damage
to built environment such as buildings and other vital infrastructures (bridges, dams,
etc.) due to the occurrence of rapid landslides (e.g., debris flow) and generally rock-
falls can bemost severe causing complete destruction of buildings within the affected
area. Slow-moving slides may also lead to damaging impact in the affected area [2].

Therefore, it is necessary to consider a methodology that analyzes the magni-
tude of damage due to landslide occurrences in order to assess the consequences of
landslide impact on humans and their activity since the methodologies to assess a
building’s vulnerability subjected to rockfalls are scarce. Therefore, a framework has
been proposed for assessing the vulnerability of buildings exposed to rockfall based
on the empirical formula proposed by Li et al. [3]. The present paper focuses on the
previously developed methodology to assess physical vulnerability of buildings in
the mountainous region using rockfall intensity and the resistance offered by build-
ing has been done. Li et al. [3] proposed a quantitative model for vulnerability of
structures based on landslide intensity and the resistance of exposed elements, but
the developed model was limited to only debris flow type of movement. To overcome
this limitation, a new methodology has been proposed specifically for rockfall type,
to study the impact of different intensities on the buildings. Further, the method-
ology has been illustrated by studying six buildings located on Chamoli district of
Uttarakhand state.

2 Vulnerability of Buildings Due to Rockfall Impacts

A rockfall is generated by the detachment of a rock volume from the slope that
falls, rolls, and bounces along its trajectory and may occur singly or in clusters.
Rockfalls can be very destructive due to high velocities and there high energies that
can reach during their downslope propagation [4]. Nevertheless this loss can vary
for small to medium-sized events. Thus, the houses, roads, and bridges constructed
in mountainous areas which are exposed to the danger of rockfalls may suffer from
significant structural and non-structural damage. Although many methods exists for
the analysis of the stability of rocky slopes [5], but the vulnerability assessment
of buildings due to rockfalls is poor through empirical relations which results in
uncertain loss predictions [6]. Empirical evaluations are mostly quantified without
differentiating between typological classes for assessing rockfall vulnerability [1, 7].
Mavrouli and Corominas [8, 9] and Mavrouli et al. [10] presented a method for the
assessment of vulnerability of reinforced concrete (RC) buildings. However, these
results cannot be generalized and transferred to different structural typologies from
the studied ones, as the structural performance of a building depends on various
factors such as geometry, materials, and the load-bearing system of the elements.

Heinimann [11] andUzielli et al. [12] presented a vulnerability value for buildings
at regional scale according to the typology. Dai et al. [13] proposed a general frame-
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work for the classification of the physical vulnerability of buildings to landslides,
at a global and site-specific scale, taking into account their individual characteris-
tics (such as age, nature, and type). The methodology requires past event data for
the statistical analysis. During the Fiumelatte event, Agliardi et al. [7] proposed a
vulnerability function for rockfalls based on observations and back analysis of the
damage of individual buildings.

Several rockfall events in Andorra have been reported by Corominas et al. [14,
15], during one such event of 1997, a block of 25 m3 volume penetrated the slabs
of a residence building, ending down to its basement. Further, the building did not
suffer any extensive damage. Another such event occurred in 2004, Segovia, Spain,
when boulders fell on the roof of the Fuencisla Sanctuary [16]. Additionally various
events of landslide have been registered at Hong Kong [17], Canada [18] and United
States [19, 20]. Since, empirical or heuristic approaches for the quantification of
the vulnerability, requires historical recorded data for rockfalls, which are rarely
available. Implementation of numerical and analytical models can be an appropriate
alternative for the quantification of vulnerability.

3 Description of Method

According to UNDP/UNESCO 1982 [21], four main groups of methods exist for
assessing the level of vulnerability of a structure: (i) categorization methods, which
is based on the typological classification of structures into typological classes; (ii)
inspection and empirical (rating)methods,where numerical value is attributed to each
structure; (iii) analytical methods, based on the analysis of a structure depending on
the resistance offered at an hazard event; and (iv) experimental methods, includes
tests for the determining the structural properties of the whole structure and its
components. In this study, a framework has been developed taking into account
method (i), (ii) and (iii). These three methods are integrated together to assess site-
specific vulnerability of buildings exposed to rockfall.

The very first step is to categorize different typologies of building. Since, every
country follows their unique structural typology, constructionmaterial, and construc-
tion techniques depending on the geomorphological and geological conditions of that
particular area. In India, the most common type of structural typology in Himalayan
region is reinforced concrete, brickmasonry and stonemasonry. Second step involves
the inspection of the structure and then assigning numerical value to each structure
using rating (empirical) methods, therefore the buildings are first inspected and then
numerical value is assigned based on the rating scheme developed. In the third step,
resistance of buildings is calculated using an empirical formula. Finally, by integrat-
ing all three steps vulnerability of the buildings is calculated.
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4 Proposed Framework to Assess Vulnerability
of Buildings Exposed to Rockfall

Taking into account the previous work of Li et al. [3], a framework has been proposed
to assess the building (physical) vulnerability exposed to rockfall. Li et al. [3] defined
physical vulnerability (PV) as a function of landslide intensity (I) and resistance
ability (R) of the buildings to withstand the threat. The modified equation is given as
follows:

PV � f (I, R) �

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

2 I 2

R2
I
2 ≤ 0.5

1 − 2(R−I )2

R2 0.5 < I
R ≤ 1.0

1.0 I
R > 1

(1)

where I is the rockfall intensity,R is the resistance of the buildings exposed to rockfall.
Physical vulnerability (PV) is non-dimensional and quantified on the scale of 0 (i.e.,
no loss) and 1 (i.e., total loss or complete destruction). During rockfall the building
might experience some structural and non-structural damages and the impact may
vary depending upon the intensity and resistance offered by the building.

4.1 Rockfall Intensity

There are several parameters to quantify magnitude such as velocity, volume, depth,
run-out, and area extent to quantifying the magnitude of a landslide. However, it is
considered that there is onemagnitudevalue for a landslide event, but infinite intensity
values. For example impact energy, average velocity, or depth of potentially erodible
soil zones can be used to express intensity [22]. For simplification, in this study
intensity values have been proposed on the scale of 0 and 1 based on the scheme
developed by Lateltin et al. [17] (who considered rockfall intensity, I parameter in
terms of kinetic energy in his study). Hence three levels of intensity are considered in
this study as I1, I2, and I3 referring to low, medium, and high intensities respectively
as shown in Table 1.

Table 1 Proposed values of rockfall intensity

Rockfall intensity Intensity� I Kinetic energy, E Proposed values

Low I1 <30 KJ 0.2

Moderate I2 30–300 KJ 0.6

High I3 >300 KJ 1
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4.2 Resistance of Buildings

The resistance of a building reflects its capacity to withstand a landslide action
of varying impact [3]. There are several factors (or an indicator) that affects the
resistance of a building such as building typology, construction techniques, number
of floors, state of maintenance etc. In literature many researchers such as Heinimann
[11], Bell and Glade [14], Spence et al. [23], Papathoma-Köhle et al. [6], Zêzere
et al. [24], Silva [25] have proposed a wide range of indicators for the resistance of
structures.

Hence, in this study four primary structural parameters (or indicators) have been
considered and resistance factors have been proposed for each indicator (as shown
in Table 2) based on the literature survey.

(i) Structural typology: It is one of the important key factors in assessing vulnera-
bility of buildings exposed to landslides [5]. A post-event surveywas conducted
in Italy after a catastrophic landslide. The results after survey showed about
60% of the buildings were made of stone and 40% made of masonry were
destroyed. However, those made of concrete were not destroyed [13].

(ii) Construction quality: Safety of occupants residing in the building is directly
dependent on the construction quality. Construction quality may be hampered
due to poor construction practices, low quality material, improper design, or

Table 2 Proposed resistance factor assigned to structural indicators

Structural indicators Categories Resistance factors

Structural typology (R1) ξ1

Brick masonry 0.3

Stone masonry 0.6

Reinforced concrete 1

State of maintenance (R2) ξ2

Damaged 0.2

Distressed 0.4

Good 0.8

Excellent 1

Construction quality (R3) ξ3

Low 0.2

Medium 0.5

High 1

Number of floor(s) (R4) ξ4

3 1

2 0.5

1 0.2
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poor workmanship. Therefore it is an important parameter for assessing phys-
ical vulnerability [1].

(iii) State of maintenance: It is another important parameter for all the structural and
non-structural components. Since it provides resistance to buildings in reducing
the impact of landslides. In this study, state of maintenance is expressed in five
classes as: very poor, poor, medium, good, very good.

(iv) Number of floors: The number of floors (or storeys) in a building also plays a
crucial role in deciding the response of buildings to landslides. In the Indian
Himalayas, the maximum three floors of buildings are observed. Hence, in
this study three different floors were distinguished as Ist Floor, IInd Floor, and
IIIrd Floor. Here, in case of rockfall we assumed that the top-most floor of the
building will suffer more damage due to the impact of unstable fragments of
rocks than those having two or more floors. However, in case debris flowwhich
can be rapid landslides, taller buildings having three or more floors are likely
to suffer less damage than low-rise buildings (i.e., one floor). This is due to the
fact that intrusion of material in low-rise building is easy through the openings
than in the high-rise buildings.

Thus resistance of the buildings exposed to landslide can be quantified using the
empirical formula used in the study by Li et al. [3], as shown in Eqs. 2 and 3.

R �
(

ns∏

i�1

ξi

)1/ns

(2)

where resistance factors are expressed as ξ i which is a non-dimensional quantity; ξ i

is the ith of ns ≥1, contributing to the definition of various parameters used in the
study.

Hence, the resistance of buildings (R) based on these four parameters can be
quantified as follows:

R � (ξ1 · ξ2 · ξ3 · ξ4)
1/4 (3)

5 Case Study

The application of themodifiedmethodology has been illustrated by analyzing physi-
cal vulnerability of six buildings in theChamoli district (Uttarakhand, India). Figure 1
shows an assumed landslide scenario in theGopeshwar Township ofChamoli district,
which is prone to rockfall type of landslide. At first the buildings exposed to rockfall
(highlighted in blue color) in the study area were inspected and then the resistance
rating is assigned to each indicator based on their severity. Four structural indicators
namely structural typology (R1), state ofmaintenance (R2), construction quality (R3)
and number of floors (R4) having resistance factors ξ 1, ξ 2, ξ 3, and ξ 4 respectively
were recorded during survey of each building to assess their total resistance. Each
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Fig. 1 Study area showing the rockfall zone and the buildings studied (highlighted in blue color)
for assessing the physical vulnerability

Table 3 Resistance factor of buildings obtained from the study area

Building ID ξ1 ξ2 ξ3 ξ4 Resistance, R

1 1 0.8 1 0.5 0.80

2 0.3 0.8 0.5 0.5 0.49

3 0.6 0.2 0.2 1 0.39

4 1 0.8 0.5 1 0.80

5 0.6 0.2 0.2 1 0.39

6 0.6 0.2 0.2 1 0.39

Table 4 Physical vulnerability of the buildings for three different rockfall intensities (PV1—at low
rockfall intensity; PV2—at medium rockfall intensity and PV3—at high rockfall intensity)

Building ID Resistance R PV1 PV2 PV3

I 0.80 0.13 0.88 1

2 0.49 0.33 1 1

3 0.39 0.53 1 1

4 0.80 0.13 0.97 1

5 0.39 0.53 1 1

6 0.39 0.53 1 1

building under study was assigned a building ID and resistance factor corresponding
to each parameter and the total resistance of the building, thus obtained is shown in
Table 3. The total resistance of the building is calculated using Eq. 3.

Further, the results of physical vulnerability (shown in Table 4) of each building
at three different intensities is obtained using Eq. 1.
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Fig. 2 Resistance of six buildings considered in the study area

6 Conclusion and Discussion

The potential physical loss of buildings when they are affected by large moving
masses of debris or rock fragments of some intensity is referred to as physical vul-
nerability of buildings. Relatively limited methodologies exists based on analytical
approach for the quantifying physical vulnerability of buildings (in context to its
resistance and intensity) which are subject to actions due to unstable slope and land-
slides when compared to other components of quantitative landslide vulnerability
assessment [19]. In this paper, a framework has been proposed for assessing the
physical vulnerability of buildings exposed to three different intensity of rockfall.
The resistance of the buildings plays a significant role in reducing the impact of rock-
fall, since stronger structures (in context to appropriate structural typology, good state
of maintenance and construction quality, etc.) will lead to comparatively less dam-
age in case of landslide. Therefore, the proposed framework has been illustrated by
studying six buildings in the rockfall zone. The output of the weighted vulnerability
ranges from 0 (i.e., no loss) to 1 (i.e., complete loss).

To test the proposed framework six buildings exposed to rockfall zone were ana-
lyzed. The resistance of the buildings was determined after field survey and physical
vulnerability is quantified at three different intensities. Figure 2 shows the resistance
of each building andFig. 3 shows the physical vulnerability (PV) of buildings exposed
to rockfall at three different intensities (PV1: physical vulnerability at low intensity,
PV2: physical vulnerability at medium intensity and PV3: physical vulnerability at
high intensity). From the results, it is observed that as the rockfall intensity increases,
there is an increase in vulnerability of buildings. However, it must be noted that the
vulnerability may be reduced if higher resistance is offered by structural indicators
to the buildings.

Thus, the vulnerability of buildings in rockfall prone areas provides an objective
parameter from the perspective of cost–benefit analysis for the protection interven-
tions. The proposed vulnerability assessment framework is designed to be applied
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Fig. 3 Plots showing physical vulnerability (PV) of buildings exposed to rockfall at three different
intensities (PV1: physical vulnerability at low intensity, PV2: physical vulnerability at medium
intensity and PV3: physical vulnerability at high intensity)

on a site-specific scale in areas affected by rockfall activity (from low to moderate)
by assessing vulnerability of each and every building (individually), in the case of a
single block impact on it. However, in this study only four structural indicators are
included, for calculation of resistance. In the future work, more structural parameters
need to be included to determine the overall resistance offered by the buildings.
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To Study the Influence of Insurance
Policy on the Agriculture Field
and Indian Economy: Concept Paper

Yashwant Kumar and Pravin Kumar Singh

Abstract India is an agriculture-dependent country. Agriculture has gone through
two major revolutions, the Mechanical revolution, and the Science revolution (often
known asGreenRevolution). Even then, the systemof our agriculture is improper and
dotted by corruption. These problems directly affect on our farmers—they lose poten-
tial profit and are burdened with debts, leading to suicide, which is counterproductive
to our economy, and wastage to our energy resources. This paper introduces a new
concept on the central system of agriculture by providing insurance to farmer. In this
methodology better utilizes the existing benefits and Indian government’s Yojanas
will implement to the farmer. The best use of the benefits will depend upon the con-
dition of the particular farmer. Each farmer will facilitate with an insurance policy.
Besides of this policy, the various information of the farmer regarding their farming
conditions will be stored by the government and further the essential requirement
will provide to the greedy farmer. By help of this methodology following benefits
will create:

• The farmer’s lands and crops would be insured, hence reducing their troubles, and
lowering farmer suicide rate.

• An advisory board would help educate the farmers and help deal with problems.
• It would make the government aware of the condition of the nation in terms of the
production, and the fertility of the soil of the country.

• The government would be provided with extensive data on the total production
of a year, the total land being used for production, and the status and quality of
various regions of the nation, along with other statistics.

• Better management would also help in knowing a more accurate investment struc-
ture which would be required in the agricultural sector.
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1 Introduction

Agriculture is the leading sector in terms of employment and livelihood in India,
half of Indian employees engaged in farming as the primary occupation. For many
industries, agriculture is still a significant contributor of raw materials. The future
of Indian agriculture will be the technology-intensive. The current economy shows
that, one-fifth of agriculture system in GDP is reduced from one-half of the GDP
with respect to the time of Independence of India (1947). Development of modern
and advance technologies will be very vital to achieve a higher rate of agricultural
growth to avail and fulfill the needs of increasing population. Agriculture is the pillar
of India’s economy. Rural households of more than 58% depend on the agriculture
[1] because it is the main source of income and living. But India is facing various
problems in agriculture sector, this happens possibly because of a lack of governance,
improper infrastructure, irrigation problems, corrupted middlemen, etc [2].

Indian Government is providing various beneficial Yojana’s to the farmers but
still the proper contribution of various schemes are not provided to farmers even a
proper data on the agricultural sector is not available to the Indian Government, for
example the data regarding the area of land being utilized for farming, or how much
the final production of crops can be expected is not available and due to this a proper
implementation of various schemes is not much success full [3].

1.1 Research in Indian Agriculture

Though research and survey wise in post-independent India, the agriculture con-
fronted many challenges and simultaneously bagged many achievements, even
though the daunting challenges are still persisting like low productivity before the
huge population (consumer) [4, 5]. Another mounting problem is institutional mis-
management, i.e., even after surplus agro yield, the chase between balanced economy
and people’s poverty is continuously widening. This shows that the policy-related
decisions and its implementation, both are handicapped and thus the farmers are
not benefited. In fact the policy reforms should be prone to efficient investment for
uplifting rural infrastructure, irrigation, research and development in agriculture,
education, and health of rural people.

Right policy and right public investment for enhancing agriculture should be prone
to research and development of technological arena for the agro growth in India. Truly
saying as the primary sector (agriculture) will develop automatically, the chances of
growing tertiary sector will be certain. Under such thoughtful umbrella evidence,
say that (TFP) Total Factor Productivity which was the main engine of agricultural
growth during 1980s has been showing down today. There are, in few cases, negative
growth also like after super investment and research, India moved successfully in
Green Revolution (abundant food) but it still has been housing one-fourth of world’s
hungry and poormass and 40%ofworld’smalnourished children andwomen [6]. The
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latest report of NSSO-2005 reveals that 40% Indian farmers are so acutely threatened
in the Agro-Arena, therefore they are deciding to relinquish their job, occupation, or
profession of farming [7–9]. Really, its alarming situation for India (Fig. 1).

Undoubtedly agriculture is the largest sector for the livelihood in India, especially
in the rural areas. It also contributes a significant figure to the Gross Domestic Prod-
uct (GDP). Even then, the system of our agriculture is improper. For holistic rural
development, India needs to focus on sustainable agriculture which is based on rural
employment, food security, environmentally sustainable technologies etc.

Fig. 1 Agricultural map of India. Source Google India [10]
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1.2 Agriculture Financing

According to NSSO 70th round report, non-institutional channels are playing a key
role in source of credit as nearly 40 and 26% of loans came from informal sources
and by moneylenders respectively. Marginal landholding households undergo with
only 15% of their loan from institutional sources like government, cooperatives, and
banks (Fig. 2).

Day-by-day government is making ease policies to connect with the framers as it
is seen by the improvement in terms of institutional coverage. But it need more. For
the betterment of agriculture of India government is making lots of Yojna to enhance
the system. But the implementation of various schemes is not proper which is failing
to provide the actual benefits to every farmer. There are various factors are cause of
lacking in the implementation of various schemes:

1. Poor way of advertisement of various agriculture schemes
2. Improper guideline
3. Corruption
4. Lack of data about the implementations of schemes, etc.

The present research work is focusing on the concept of providing insurance
policy which includes the registration to the each farmer of India to overcome the
above-described problems. The present concept paper has following objectives:

1. Registration of farming Land and farmers card and Insurance to the farming land.
2. To provide Crop security, Soil checkup and making marketing hub.
3. To facilitate Government Kendra at every block level in each district for farmers

which are govern by the central and state bodies.
4. To provide employment for skilled and unskilled labors.
5. To make a proper Information sector for 24 h help care.

Fig. 2 Loans for agriculture [11]
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2 Methodology

Registration of the land provides a Farmer’s Card to individual farmer, based on the
ownership of the land on which farming has to be done and registered in name of the
owner of the land. The registration process will proceed with following steps:

• The Farmer’s Card will be linked with the Aadhar Card (of the owner of the land),
the mobile number of the owner of the land, an email of the owner of the land (if
present), and the owner’s respective bank account. So that government can reach
to the farmer directly. The registration process will free for the farmers.

• Farmers have to submit each documents related to his/her land, along with few
quality of pictures of the empty farmland should be provided. The process of
registration should be made such that it can be done offline as well as online.

• After registration process a Farmer Card will be provided to each farmer, these
cards contain all the information regarding the farmer’s personal detail, farmer’s
land and other conditions.

• The embedded chip would hold information about the area of the land being used
for cultivation, source of irrigation, along with other details mentioned later.

• Insurance policy covers various beneficial aspects for the farmers, it covers all
natural disasters—all natural actions which can harm the crops it covers all the
natural calamities, fire, accidents, diseases, and such.
Every season the farmers have to pay the Insurance Charge, these charges will
depend on type of crop, geographical condition of location, previous yield data of
that land or locality, disaster years in the specified area and the indemnity level of
yield crop, and would have to be paid every time when farmers plants a new set
of crops.
The insurance claim would, in the least, cover all the expenses (seeds, fertilizers,
labor, etc) provided by the farmer. If the farmer is being funded from a loan then
the insurance policy will help to the farmer, at least, to cover the loan redeemed.

As concluded, the purpose of the Farmer’s Card is to serve as a verification of identity
for the insurance, to help and simplify the process of insuring the lands of the farmers,
and to help the process of claiming insurance money.

Figure 3 shows the flow chart of the system which have to be considered for the
concept of insurance policy.

In this system, the highest authority is occupied by the central government. Under
them falls the state government, under which will be the district. Each district has a
block, whose jurisdiction will be managed by the block level Krishi Kendra.
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Fig. 3 Flow chart of the system

The Krishi Kendra contains five distinct departments. The first, Registration and
Insurance Department, which will be responsible for registration, insurance, and
everything related to it. The second is the Soil Checkup Lab Department, which will
be responsible for checking the condition and quality of the soil and reporting it to
the farmers.

The third is the IT, Technical, and Human Resource department. It will be respon-
sible for educating the farmers about how modern technology can aid them and
provide the aid and will also serve as a hub for hiring skilled and unskilled laborers,
drivers, machineries and such.

The forth is the Market Hub, which will be responsible for everything related to
trading and will allow the farmers to purchase fertilizers and other products.

The fifth is the Help and Educational Guidance Department. It will be responsible
for answering any queries the farmers might have and would act as a help desk.
It would also help in educating farmers about how to intelligently farm and about
modern techniques and technology related to farming.
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2.1 Procedural Steps for Insurance Policy

Figure 4 shows the procedural steps to be followed, following are the detail of the
steps:

(I) First of all the farmer will have to register with their local Kendrya. During
registration they will provide all data about their land. Also, they have to inform
about the frequent problems related to agriculture that they used to face during
the particular session, also they have to give the common requirements for their
agricultural needs, so that the frequent problems will be easily identified by the
government. The farmers should also inform the Kendrya about their average
household consumption of common crops.
Benefits include

1. Government will have data about amount of land being used for cultivation
and an approximate quantity of yield that will be produced.

2. Government will have an idea about the problems being faced on a local
level and hence those problems can be dealt with quickly and efficiently.

(II) Before every new plantation, the farmers will have to declare the type/s of crops
which will be planted.
Benefits include

1. The government can expect the produce that will be harvested.
2. The government can also prepare for the required fertilizers beforehand.

(III) The farmers would have to provide a sample of their soil to the Kendrya. The
Kendrya will test the soil for its nutrient levels and for pH, along with other
common tests. This has to be done before every new batch of crops is planted.
Also, all the information regarding the soil and landwill be saved on the Farmer’s
Card.
Benefits include

1. It will tell about the requirements, if any, of the land, hence giving a better
yield and quality products.

2. It will tell about which crops are more suitable for that specific plot, since
most farmers do not have that technical knowledge.

(IV) To help the Kendryas; universities, agricultural colleges, agricultural depart-
ments and other such institutions, if available nearby, should help in analyzing
the soil samples if the workload is excessive.
Benefits include

1. The students, or the participants,will get research opportunities and extracur-
ricular tasks.

2. The students will get an exposure to the workings of the outside world, will
be introduced to new concepts, and will also have the opportunity to learn
about and improve the agricultural sector.
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Fig. 4 Procedural steps and concepts for insurance policy

(V) The farmer, having obtained all data in a simplified manner, will be suggested
fertilizers and other products that should be used to improve the quality of land
and soil.
Benefits include
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1. It would increase overall produce of the land, and in turn of the nation.
2. It would increase the efficiency of our lands and farmers.

(VI) All the data regarding the suggestions will be stored on the Farmer’s Card, and
hence the farmer can take the card to a government authorized outlet to purchase
products like fertilizers and such.
Benefits include

1. This would reduce corruption in the market, since most fertilizers are sold
by corrupt middlemen.

2. Efficiency would be increased since farmers would have data about exact
amount of fertilizers required.

3. Since the products will be provided by the government, the quality of the
products will have a standard, hence increasing the produce.

(VII) Since all data will be stored on the Farmer’s card, it’ll help reduce corruption.
That is explained in the following points:

1. First, the data submitted by the Kendrya regarding the requirements of the
soil and land will be stored online on a database.

2. The outlet providing the products will also be supplied the products in accor-
dance to the demand, which can be coordinated with the help of the database.

3. Since both data is to be equal, the outlet is disabled from selling the products
in black; since doing so would show a difference in the database. Hence,
corruption would be eliminated.

(VIII)The farmerwill have to take a sample of the soil and a sample of the growing crop
for verification and for a regular checkup of the quality of soil, hencemaintaining
the quality of the harvest.
Benefits include

1. The condition of the soil will be known to the Kendrya, hence any discrep-
ancies in the quality of the soil can be dealt with in a timely manner.

2. If the farmer has not mixed the adequate amount of fertilizers, either due to
human error or to gain a monetary advantage, the Kendrya will be informed
and can take appropriate actions.

(IX) The farmers should inform the Kendrya about the approximate produce that
will be harvested around one month before the harvest. This will enable the
government to know the total produce of a certain product. Hence having this
data would allow the government to better do the following:

1. Have a better data about the quantity of crops that need to be stored in
government warehouses, and how much has to be in the market, and how
much can be exported for economical benefits.

2. The government can set up a standard rate for different varieties of crops.
3. The government can be pre-informed about which sections will have extra

produce and which can face a shortage of crops, hence can better manage
distribution of crops on a national scale, which leads to a stable market.
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(X) The trading panel, set up in the Kendrya, will be a great asset to the farmers.
The farmers will have a central hub where they can trade their crops with the
governments. Also, in accord with the aforementioned points, the farmers will
have a standard rate at which they will be able to sell their produce. Also, they
will be better off with selling at a standard rate. Along with that, the farmers will
have an assurance that their produce will be sold to the government, hence their
products will not be wasted.

(XI) Skilled and unskilled laborers, and drivers, can register with the Kendrya to offer
paid services. Also, people or corporations can register with the Kendrya to offer
machineries at a rental cost.
Benefits include

1. This would help drive employment rate up and also prove better for the
economy.

2. The farmers would have a central location to hunt for laborers andmachiner-
ies.

3. The farmers will not have to face unfair prices.
4. Laborers will get a fair price for their work and will have a steady seasonal

employment.

3 Conclusion

An introduction of this new system would immeasurably helpful for the farmers.
Current problems faced by farmers, like debt, depression, and suicide, could be
vastly reduced due to the implementation of this concept. By implementing the
central system including quality products and tools, a strong work force will help to
drive up the production of crops while also benefiting the economy (Table 1).
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Table 1 Concluded the benefits to the farmers by introducing the insurance policy

System Benefits

1. Registration and insurance • The farmer’s lands and crops would be
insured, hence reducing their troubles, and
lowering farmer suicide rate

• An advisory board would help educate the
farmers and help deal with problems

• It would make the government aware of the
condition of the nation in terms of the
production, and the fertility of the soil of the
country

• The government would be provided with
extensive data on the total production of an
year, the total land being used for production,
and the status and quality of various regions
of the nation, along with other statistics

• Better management of the agricultural sector
would inevitably result in an increase in the
GDP of the country

• Better management would also help in
knowing a more accurate investment
structure which would be required in the
agricultural sector

• Better management would also help lessen
wastage of food and crops

• It would help the government in better
management of import and export of crops

• The new system would help boost the
economy by providing various jobs in
various sectors

• It would also provide opportunity for
learning and applying skills by students

• Nation-wide implementation of this system
would require the government to build a
better infrastructure for the agricultural
sector

• A better infrastructure would mean that
people would be more inclined towards
joining the agricultural sector

• It would help build a more direct channel
between the farmers and the government,
making it easier for the farmers to receive
subsidy, and various other government
services

• It would also help remove the middleman,
lessen corruption in the agricultural sector,
and help safeguard the farmers from
corruption
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Physical Properties of Dewatered Waste
Sludge from Textile Processing
Wastewater Facility for Construction
Material Application

Md. Tousif Rahman and Nadim Khandaker

Abstract Bangladesh is the leading manufacturer of readymade garments in the
world. To feed this industry there are about three thousand textile fabrics processing
facilities. These facilities treat their generated wastewater by biological treatment.
Biological waste stabilization generates substantial bio-solids that are separated out
and dewatered before final disposal. One of the dilemmas this vital industry is facing
is how to safely dispose the generated dewatered solids. Towards finding a sustainable
solution we have systemically characterized the dewatered solid waste from one of
the world’s largest towel processing facility to see its possible application in the
construction sector for safe sequestration. We have looked at properties such as
water/moisture content, ash content, specific gravity, particle size analysis, liquid
limit, liquidity index, and presence of chromium, cadmium and sodium chloride.
The result of analysis showed that heavy metal is not of concern although the sludge
has high sodium salt content. The waste sludge has high water content, high volatile
fraction, low specific gravity, and low dry density. As a result, it will reduce the unit
weight and compressive strength of the clay bricks if added directly as an additive
but adding this waste sludge in mix proportion can be a good solution to produce
clay bricks and thus finding a sustainable waste sludge disposal method for the textile
industry of Bangladesh.

Keywords Textile ·Waste activated sludge · Construction material

1 Introduction

In the last decade Bangladesh economy has grown steadily with an average gross
product GDP growth of 6% [1]. The economic development is mostly lead by the
textile and garments industries. Bangladesh has become the third largest garment
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and textile producer and exporter in the world. The garments sector now accounts
for about 77% of the country’s foreign exchange earnings [2]. But this rapid indus-
trialization is causing some serious environmental problems. One of the major con-
cerns is the disposal of solid waste. Textile mill uses enormous quantity of water
and chemical for day to day operations such as washing, bleaching, and dyeing.
The wastewater generated from this process cause a significant pollution hazard and
makes the treatment of discharged wastewater a priority. The wastewater is treated
using both physicochemical and biological process which generates waste sludge.
The generated waste sludge has to be disposed of in a benign way that is not harmful
to the environment. Landfill is not an option in Bangladesh where there are no clas-
sified industrial waste landfills. One disposal idea is to apply the textile generated
sludge as construction material additive. Construction industries consume materials
that are naturally occurring such as clay, sand, gravel, cement have to be obtained by
mining of natural resources with a cost to the environment.

The use of sludge as a construction and building material not only converts waste
into useful products but also helps reduce the consumption of natural resources and
thus reduce the environmental impact associated with its mining. Many researchers
have established that, oven-dried sludge from domestic wastewater treatment plant
and sewage ash can be used as an additive in buildingmaterials [3–6]. In this paper,we
are reporting on an experimental program in characterizing the waste sludge from
a wastewater treatment plant that receives wastewater generated from the largest
terry towel manufacturing facility in Bangladesh. The treatment plant has a design
capacity to treat 6000m3 of generatedwastewater per day.Theplant produces roughly
100 kg/day of waste sludge from its extended aeration activated sludge treatment
process. The sludge is thickened, polymer added, and dewatered in a press.

The sludge cake is for the time being stored in house in awalled room. The primary
objective is to evaluate physical and chemical parameters of the sludge and compare
it to other wastewater treatment sludge published in the literature looking at its
application as additive in clay brick production which are then used for construction.
The end result is that we can suggest whether this waste sludge from the textile
processing wastewater treatment plant can be used as a safe additive in brick making
thus finding a benign way to dispose the generated sludge.

2 Materials and Methods

The textile factory produced three tons ofwaste sludge permonth. This sludge usually
packed in a 40 kg sack and stored in the waste storage facility. For this research, 300 g
of waste sludge was collected from 30 different sacks. From each of these 30 sacks,
around 10 g of sample was collected and then mix together to make a representative
sample.

The representative samplewas analyzed to determine the suitability for application
as construction material. A number of tests have been performed: water content, ash
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content, particle size analysis, specific gravity, density and presence of chromium,
cadmium and sodium chloride.

Water contentwas determined for thewaste sludge by at 105 °C in an oven for 24 h.
The moisture content test procedure was followed by ASTMD2216 [8]. Hydrometer
test for particle size analysis was conducted following ASTM D 422 [9]. Specific
Gravity was determined by conducting test following ASTM D 854 [10]. Ash and
volatile content was determined by firing the sample in a muffle furnace at 550 °C
for 30 min as per Standard Methods, American Public Health Association [11].
Chromium and Cadmium was measured using atomic adsorption spectrophotometer
after digestion of the ash fraction of the sludge using 10% nitric acid for 48 h. pH
and salinity was measured using HNNA probe and meter.

3 Results and Discussion

Bangladesh a leading manufacturer of readymade garments relies heavily on its
textile processing industries to provide their fabrics and yarn. The textile processing
is a water-intensive process that generates wastewater which has to be treated before
discharge. The wastewater treatment process generates both primary clarified sludge
and bio-solids generated from the activated sludge treatment process. The generated
sludge has to be disposed of in a benignway. In this experimental program,wedefined
the characteristics of waste sludge generated from the largest terry towel industry in
Bangladesh. The sludge of concern is from there extended aeration systemwhich has
been dewatered and stored. Figure 1a shows the representative waste sludge collected
from the facility.

We conducted test to determine the water content, specific gravity, particle size
and ash content, to find out the properties of the waste sludge. To identify heavy
metal and salinity, test was conducted to determine presence of cadmium, chromium,
and sodium chloride. Acidity or alkalinity was determined by doing pH test. The

Fig. 1 a Picture of representative waste sludge. b Picture of waste sludge ash
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Table 1 Physical properties of the textile factory generated waste sludge

Property Value

Samples from Terry towel textile
factory, Bangladesh

Samples from textile industry
CETP from Tamilnadu, India [6]

Color Dark Greenish Brown

Appearance Watered fine solids Agglomerated fine solids

Specific gravity 1.04–1.06 2.32

Dry density 1040–1060 kg/m3 2320 kg/m3

Average particle size 0.018±0.02 mm 0.295 mm

Average water content 88±3.98%

Volatile fraction 94±4.02%

Ash 6%

pH 5.68±0.05 10.5

Cadmium Not detected 5.6 mg/kg

Chromium Not detected 358 mg/kg

Sodium chloride 1.9%

objective was to identify the properties of the waste sludge and to compare the
results with similar published research in order to evaluate the possibility of using
this waste sludge as an additive in clay brick production. The comparative evaluation
is summarized in Table 1.

The representative sample which was collected from the Terry towel factory,
Bangladesh was dark greenish in color compare to the brown colored sludge col-
lected from Textile Industry CETP in Tamilnadu, India [6]. Specific gravity and dry
density for the representative waste sample was found in the range of 1.04–1.06 and
1040–1060 kg/m3 whereas waste sludge from Tamilnadu textile CETP was found to
be 2.32 and 2320 kg/m3 respectively [6]. The low specific gravity and dry density of
the waste sludge observed if added as an additive in the clay brick production will
reduce the unit weight of the material and thus reduce the strength of the brick.

It is also observed that, the representative sludge sample had 88% water content,
94% volatile fraction, and 6% ash content. Which implies that, adding waste sludge
as an additive to the clay brick may exceeds the shrinkage limits and thus reduces
the compressive strength of produced bricks [6]. So to minimize this effect, Baskar
et al. [6] suggested that, the waste sludge can be added in mix proportion to produce
quality clay bricks.

It is very significant that, no heavy metal such as cadmium and chromium was
detected in the representing waste sludge sample. So, using waste sludge from the
representative sample as an additive for clay brick will not have any negative impact
in the environment. But substantial amount of sodium chloride was detected in the
representative sample which indicates that the sodium chloride residues will cause
expansion in the produced brick [7]. According to Ibrahim et al. [7], the presence of
sodium chloride underneath the fired clay brick and mortar surface did not cause any
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large effect but the bonded fired clay brick exposed to sodium sulfate was visibly
cracked due to the expansion of mortar joints. In this paper, we did not determine the
presence of sodium sulfate in the waste sludge but for the future work it is suggested
that, the presence of sodium sulfate need to check before using waste sludge as an
additive for clay brick.

4 Conclusions

The results showed that, the waste sludge from terry towel textile industry can be
used as an additive to the clay brick, which eventually will help to regenerate the three
tons of waste sludge produced by the textile factory. For future scope, it is suggested
that more tests be preformed to find out the optimum proportion of waste sludge
and clay to produce quality bricks that satisfy the industry standards. Although no
heavy metals were present in the sludge, high concentration of sodium chloride in
the sludge is of concern and calls for judicious application when mixing with clay
to produce bricks.
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Multilevel Inverter with Optimal
Reduction of Power Semi-conductor
Switches

Bidyut Mahato, Sudhanshu Mittal, Saikat Majumdar,
Kartick Chandra Jana and Paresh Kumar Nayak

Abstract Multilevel Converters is the most emerging topic of research now-a-days
due to its enormous various industrial applications like cement factory, ceramic
industry, aerospace applications, marine applications and many more. Besides this
multilevel inverter enables the usage of renewable energy sources i.e. wind, pho-
tovoltaic, fuel cells that can be easily interlinked to a multilevel converter system
for the higher power rating applications. In this paper, a novel 9-level and 17-level
single phase multilevel inverter has been designed, analyzed, described, and verified
in MATLAB/Simulink environment. The prototype model is developed in labora-
tory and the simulated results of 9-level inverter is confirmed by the corresponding
experimental results. In this paper, the comparison chart between the proposed topol-
ogy and some recent proposed topologies (both the symmetrical and asymmetrical
topologies) has been included as well in relations of the total number of power
semi-conductor devices, driver circuits, DC supply sources/capacitors and the total
components required.

Keywords Power electronic switches · Power converter · 9-Level inverter
Pulse width modulation

1 Introduction

Due to the energy shortage, the integration of renewable energy sources to the elec-
tricity grid becomes an interesting research topic nowadays. The number of renew-
able energy sources and distributed generators is increasing very fast which also
brings some threats to the power grid [1]. In order to maintain or even to improve
the power supply reliability and quality of the power system with distributed gener-
ation, it is necessary to have some new strategies for the operation and management
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of the electricity grid. The multilevel inverter (MLI) output power quality improves
with more voltage level with lesser total harmonic distortion (THD) thus being used
in various applications [2]. MLI has massive benefits above a classical two-level
converter that uses high switching frequency pulse-width modulation (PWM) such
as staircase waveform quality, common-mode voltage (CMV), switching frequency
and input current. The current rating or the voltage rating of the multilevel inverter
becomes a compound of specific switches and thus the power rating of the inverter
can surpass the limit executed by the individual switches [3]. There are three univer-
sally employed topologies for the multilevel inverter called diode-clamped inverter
or neutral-point clamped, capacitor-clamped or flying capacitor, and cascaded multi-
level inverter [4–6]. Various applications for different power ranges has been reported
in [7–9] and amongst these topologies, the cascaded H-bridges (CHB) multilevel
inverter is appreciated as the supreme topology for the renewable energy as the sep-
arate DC sources that it needs can be easily fed by the PV arrays, fuel cells or wind
turbines [10, 11]. In addition, in order to compensate the fluctuation of the output
power of the PV arrays and wind turbines, several energy storage devices can also
be incorporated into the system. Furthermore, since the number of DC sources can
be chosen arbitrarily, it is convenient to increase the level of the output voltage and
output power. To increase the voltage levels, simply the power switches is increased
along with the DC sources/capacitors, gate driver circuits makes the circuit more
complex and costlier [12]. So, reducing the power switches becomes a great chal-
lenge for the multilevel inverters for the researchers. Various recent reduced switch
topologies [13–27] have been compared with the topology proposed in this paper.
Different symmetrical topologies [13–25] as well as asymmetrical topologies [13,
19, 20, 26, 27] are discussed in terms of number of employed power switches.

A novel reduced switchmultilevel inverter is proposed that can be designed for any
desired levelswith optimumnumber of required switches. The proposed topology can
be designed for both symmetric and asymmetric values of DC sources/capacitors. A
9-level/17-level symmetric has been designed and tested in MATLAB. A hardware
set-up is designed in laboratory and the simulation results are verified by corre-
sponding experimental results. Level shifted pulse width modulation is employed
to generate switching pulses and the real-time pulses is fed to power switches
using the real time simulator dspace1103. In addition, various recent proposed sym-
metric/asymmetric voltage topologies are compared correspondingly with proposed
symmetric/asymmetric topology.

2 Reduced Switch Proposed Structure

The generalized circuit diagram of the proposed single phase multilevel inverter is
depicted in Fig. 1. Integrated gate bi-polar transistor (IGBTs) are the power semi-
conductor switches that have been employed in the overall circuit topology. There
are only two unidirectional switches named S5 and S4 whereas all the other remain-
ing switches used in the topology are bi-directional switches. S2 is the switch being
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Fig. 1 Generalized structure of proposed topology

connected at left-hand side between the middle point of switches S1 and S3 whereas
S7 is the switch being connected at the middle point of right-hand side between the
switches S6 and S8. S1, S3 and S6, S8 are the left-hand side and right-hand switches
respectively that remains fixed with their positions throughout the generalized topol-
ogy in spite of increasing voltage levels. S4 and S5 are the switches that remains fixed
at the top-most point and the bottom-most point for any desirable voltage output lev-
els. Switch S2 is further bifurcated as upper and lower switches where S2un indicates
the nth upper-switch and S2ln indicates the nth lower-switch as extended on both the
upper and lower sides of switch S2. Switch S7un represents the nth upper-switch and
switch S7ln represents the nth lower-switch as extended on both the upper and lower
sides of switch S7.

One upper switch (S2u1) with one lower switch (S2l1) of left-hand side and one
upper switch (S7u1) with one lower switch (S7l1) of right-hand side is required to
obtain the next output voltage level. Several capacitors are needed to achieve the
stepped output voltage. The voltage across the capacitors are also differentiated as
the left-hand side (V l) and the right-hand side (Vr) of the proposed circuit topology.
Capacitor Voltages, V lu (left-hand upper) & V ll (left-hand lower) are the capacitors
voltage on the left-hand side whereasV ru (right-hand upper) &V rl (right-hand lower)
are the capacitors voltage on the right-hand side are theminimumnumber of capacitor
voltages required to obtain a minimum number of voltage levels in the proposed
configuration as depicted in Fig. 1. V lun, V lln and V run, V rln are the nth capacitors
voltage of left-hand upper, left-hand lower side as well as right-hand upper and
right-hand lower side of the proposed circuit topology respectively.

In the proposed topology, both the symmetrical and asymmetrical configurations
are feasible depending on the capacitor voltage ratio. On the left-hand side, all the
input capacitor voltages (both the upper-side as well as the lower-side) can be fed
by a DC source. Similarly, the input capacitor voltages on right-hand side (both
upper-side as well as the lower-side) can be fed by a DC source. Therefore, only two



34 B. Mahato et al.

Fig. 2 Single phase
proposed
symmetric/asymmetric MLI
structure

(a) 9-level symmetrical inverter.

(b) 17-level asymmetrical inverter.
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input supply is required (one for left-hand side and other for the right-hand side) to
synthesize the stepped staircase voltage waveforms.

Figure 2a, b shows the proposed symmetrical and asymmetrical configuration
that has been well explained elaborately. In Fig. 2a, proposed symmetrical con-
figuration having all the capacitor voltages starting from the left-hand upper side
(Vlu, Vlu 1 . . . Vlun), left-hand lower-side voltages (Vll, Vll1 . . . Vlln) and the capaci-
tor voltages starting from the right hand upper-side (Vru, Vru1 . . . Vrun), right hand
upper-side (Vrl, Vrl1 . . . Vrln) will be of same voltage magnitude as shown below in
Eq. (1),

Vlu, Vlu1 . . . Vlun � Vll, Vll1 . . . Vlln � Vdc

Vru, Vru1 . . . Vrun � Vrl, Vrl1 . . . Vrln � Vdc (1)
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Fig. 3 a Proposed 49-level
inverter. b Proposed 97-level
inverter
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(b) Proposed 97-level Inverter

For the asymmetrical configuration as shown in Fig. 2b, magnitudes of the capac-
itor voltages will be of different magnitudes. There will be two different voltage
magnitudes on either two sides (left-hand side and right-hand side) of described
topology. The optimal value of capacitor voltage magnitude for the asymmetrical
proposed configuration is shown below as in Eq. (2),

Vlu � Vll � 3Vdc

Vru � Vrl � Vdc (2)

The next achievable voltage levels is 49-levels using 10 bi-directional and 2 uni-
directional switches as depicted in Fig. 3a. Similarly, the next achievable voltage
levels is 97-levels using 14 bi-directional and 2 uni-directional switches as depicted
in Fig. 3b. Therefore, it can be concluded that to obtain the maximum voltage levels
in asymmetrical configuration, the value of voltage magnitude on one side (either
left-hand or right-hand) of the shown topologywill depend on the number of increase
of power switches as mentioned above. The magnitude of all the voltage sources on
the right-hand side will be V dc whereas the magnitude of all the voltage sources on
the left-hand side will be the total sum of the voltage sources on the right-hand side
(5V dc for 49-level and 7V dc for 97-level).
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For a symmetrical topology, the minimum number of voltage levels obtained is 9-
level. In terms of power semi-conductor switches (unidirectional or bi-directional),
there are overall eight switches (S1, S2, S3, S4, S5, S6, S7, S8) being involved to
generate a 9-level inverter where three of them i.e. S1, S2, S3 are employed on left-
hand side and S6, S7, S8 are used on right-hand side of the proposed topology. In
terms of employed capacitor voltages, there are overall four capacitors having voltage
magnitudes as V lu, V ll, V ru, V rl being involved to generate a 9-level inverter where
two of capacitors having voltage magnitudes as V lu, V ll are employed on left-hand
side and two of capacitors having voltage magnitudes as V ru, V rl are used on right-
hand side respectively. Thereby, an enhancement in required number of switches
as well capacitors to achieve higher voltage levels will not affect the connecting
terminals (connecting positions) of the overall eight switches (S1, S2, S3, S4, S5, S6,
S7, S8) and overall four voltage sources (V lu, V ll, V ru, V rl).

To obtain the next output voltage level, both the parameters i.e. switches and the
voltage sources required to be increase in some fixed ratio. For example, 17-level is
the next output voltage level obtained in asymmetrical configuration that requires the
addition of four switches i.e. S2u1, S2l1 in left-hand side and S7u1, S7l1 in the right-
hand side along with the four capacitors having voltage magnitudes as V lu1, V ll1 in
left-hand side and V ru1, V rl1 in the right-hand side. Thus, it is observed that for both
the symmetrical and asymmetrical proposed configuration, four switches and four
input DC voltage sources is required additionally to the previous proposed topology
to achieve next output voltage level. Minimum number of voltage levels obtained in
an asymmetrical topology is 17-level and the voltage level obtained next to 17-level
is 49-level and so on. The calculation of the voltage levels has been analyzed and
shown in Sect. 4.

3 Modes of Operation

The control strategy of the proposed topology is implemented using pulsewidthmod-
ulation technique where carrier signals and a sine signal is taken as reference signals
are compared to generate the switching pulses for the power switches employed in
the configuration. Among variousmodulation techniques such as phase shifted PWM
[28], nearest level control (NLC) [29], space vector PWM (SVPWM) [30] the level
shifted PWM (LS-PWM) is used to develop the pulses in MATLAB and is fed to the
real-time simulator dSPACE 1103. Generation of voltage steps at different modes of
9-level inverter has been described below as well. Nevertheless, switching table and
switching pulses for 9-level inverter (symmetric voltage ratio) as well as 17-level
inverter (Asymmetric voltage ratio) has been incorporated as well. All the modes
generating different voltage levels are depicted in Fig. 4 and explained as below.

Mode 1: In this mode, two bi-directional switches S3, S8 and one unidirectional
switch S4 are switched on along with all the capacitor voltages of left-hand side (V lu,
V ll) and right-hand side (V ru, V rl) to generate +4V dc.
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Fig. 4 Various modes with
different voltage level
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Mode 2: In this mode, two bi-directional switches S2, S8 and one unidirectional
switch S4 are switched on with the capacitor voltage of left-hand side (V lu) and
right-hand side (V ru, V rl) to generate +3V dc.
Mode 3: In this mode, two bi-directional switches S1, S8 and one unidirectional
switch S4 are switched on along all the capacitor voltages of right-hand side (V ru,
V rl) to generate +2V dc.
Mode 4: In this mode, two bi-directional switches S2, S6 and one unidirectional
switch S4 are switched on along with the left-hand side capacitor voltage (V lu) to
generate +V dc.
Mode 5: In this mode, two bi-directional switches S1, S6 and one unidirectional
switch S4 are switched to generate ‘zero’ V dc. This mode has not been shown in
Fig. 3.
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Table 1 Switching table for proposed 9-level inverter

Modes Conducting switches
1�ON; 0�OFF

Output phase voltage
V lu, V ll �Vdc
V ru, V rl �VdcS1 S2 S3 S4 S5 S6 S7 S8

1 0 0 1 1 0 0 0 1 +4Vdc

2 0 1 0 1 0 0 0 1 +3Vdc

3 1 0 0 1 0 0 0 1 +2Vdc

4 0 1 0 1 0 1 0 0 +Vdc

5 1 0 0 1 0 1 0 0 0

6 0 0 1 0 1 0 1 0 −Vdc

7 1 0 0 0 1 0 0 1 −2Vdc

8 1 0 0 0 1 0 1 0 −3Vdc

9 1 0 0 0 1 1 0 0 −4Vdc

Mode 6: In this mode, two bi-directional switches S3, S7 and one unidirectional
switch S5 are switched on along with the right-hand side capacitor voltage (V rl) to
generate −V dc.
Mode 7: In this mode, two bi-directional switches S1, S8 and one unidirectional
switch S5 are switched on along with the right-hand side capacitor voltages (V lu, V ll)
to generate −2V dc.
Mode 8: In this mode, two bi-directional switches S1, S7 with one unidirectional
switch S5 are switched on along with the capacitor voltage of left-hand side (V lu,
V ll) and right-hand side (V rl) to generate −3V dc.
Mode 9: In this mode, two bi-directional switches S1, S6 and one unidirectional
switch S5 are switched on along with all the capacitor voltages of left-hand side (V lu,
V ll) and right-hand side (V ru, V rl) to generate −4V dc.

It can be easily noticed that Tables 1 and 2 shows the conducting switches for
the different modes of proposed symmetrical 9-level and asymmetrical 17-level
inverter. Though, the number of switches are same for both the cases, number of
levels obtained is more in asymmetric magnitude voltage distribution of capacitors
rather than the symmetric magnitude voltage distribution of capacitors. Similarly,
the pulse pattern or the nature of gate pulses found in Figs. 5 and 6 for the proposed
symmetrical 9-level and asymmetrical 17-level inverter are different for the same
power semi-conductor switches in either of the cases. All the switching pulse pattern
is added from the simulated model tested in MATLAB/Simulink environment.
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Table 2 Switching table for proposed 17-level inverter

Modes Conducting switches
1�ON; 0�OFF

Output phase voltage
V lu, V ll �3Vdc
V ru, V rl �VdcS1 S2 S3 S4 S5 S6 S7 S8

1 0 0 1 1 0 0 0 1 +8Vdc

2 0 1 0 1 0 0 0 1 +7Vdc

3 1 0 0 1 0 0 0 1 +6Vdc

4 0 0 1 1 0 0 1 0 +5Vdc

5 0 1 0 1 0 0 1 0 +4Vdc

6 1 0 0 1 0 0 1 0 +3Vdc

7 0 0 1 1 0 1 0 0 +2Vdc

8 0 1 0 1 0 1 0 0 +Vdc

9 0 0 1 0 1 0 0 1 0

10 0 1 0 1 0 1 0 0 −Vdc

11 1 0 0 0 1 0 0 1 −2Vdc

12 0 0 1 0 1 0 1 0 −3Vdc

13 0 1 0 0 1 0 1 0 −4Vdc

14 1 0 0 0 1 0 1 0 −5Vdc

15 0 0 1 0 1 1 0 0 −6Vdc

16 0 1 0 0 1 1 0 0 −7Vdc

17 1 0 0 0 1 1 0 0 −8Vdc

4 Comparison with Other Topologies

Various recent reduced switch topologies proposed in topologies [13–27] have been
studied in terms of total required number of switches (N sw),driver circuits, DC supply
sources/capacitors, main diodes, clamping diodes, unidirectional switches, bidirec-
tional switches, total components count and output voltage levels. All the aforemen-
tioned parameters are presented in Table 3 in terms of total number of switches (N sw)
for comparing the effectiveness of the proposed inverter with some existing topolo-
gies proposed in recent years by researchers throughout the globe. The generalized
formulae are presented to make the calculations of the mentioned parameters simple
for any number of required switches. Nevertheless, the proposed symmetrical struc-
ture are compared with the existed symmetrical reduced switch topologies and the
proposed asymmetrical MLI are compared with the existed asymmetrical reduced
switch topologies in Tables 3 and 4 respectively.

The proposed 9-level inverter is further verified by plotting the graph between the
required number of power switches and the corresponding voltage levels generated
as shown in Fig. 7. Moreover, Fig. 7a indicates the graph between the required
number of power switches and the corresponding voltage levels for symmetrical
topology whereas Fig. 7b shows the graph between the required number of power
switches and the corresponding voltage levels for asymmetrical topology. It is clearly
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Fig. 5 Pulse pattern of each power switches in proposed 9-level inverter

understood from both the graphs (Fig. 7a, b) that the proposed topology founds better
for both the aspects i.e. symmetrical as well asymmetrical topology. Table 5 shows
the various stages of the proposed symmetrical as well as asymmetrical topologies.
As mentioned in Table 5, stage-I comprises of 8 power switches (2 unidirectional
and 6 bi-directional) generating 9-level for symmetrical configuration and the same
number of required components generating 17-level for asymmetrical configuration
(DC voltage ratio values). Stage–II implies the required number of power switches
next to previous required power switches. 12 power switches (2 unidirectional and 10
bi-directional) and 8 DC sources are needed for generating next achievable voltage
levels thereby producing 17-level for symmetrical and 49-level for asymmetrical
topology and thus all the required number of components and their corresponding
voltage levels can be easily calculated from the generalized equation provided in
Table 3 (for symmetrical topologies) and Table 4 (for asymmetrical topologies).



Multilevel Inverter with Optimal Reduction of Power … 43

Ta
bl
e
5

V
ar
io
us

co
m
po
ne
nt
s
re
qu
ir
ed

fo
r
pr
op
os
ed

sy
m
m
et
ri
ca
la
nd

as
ym

m
et
ri
ca
lM

L
I
at
di
ff
er
en
ts
ta
ge
s

Pr
op

os
ed

sy
m
m
et
ri
ca
lM

L
I

Pr
op

os
ed

as
ym

m
et
ri
ca
lM

L
I

B
i-
di
re
ct
io
na
l

sw
itc

he
s

U
ni
-

di
re
ct
io
na
l

sw
itc

he
s

C
ap
ac
ito

rs
/is
ol
at
ed

D
C
so
ur
ce
s

O
ut
pu
tv

ol
ta
ge

le
ve
ls

B
i-
di
re
ct
io
na
l

sw
itc

he
s

U
ni
-

di
re
ct
io
na
l

sw
itc

he
s

C
ap
ac
ito

rs
/is
ol
at
ed

D
C

so
ur
ce
s

O
ut
pu
t

vo
lta

ge
le
ve
ls

St
ag
e-
I

(N
sw

�
8)

6
2

4
9

6
2

4
17

St
ag
e-
II

(N
sw

�
12
)

10
2

8
17

10
2

8
49

St
ag
e-
II
I

(N
sw

�
16
)

14
2

12
25

14
2

12
97

St
ag
e-
IV

(N
sw

�
20
)

18
2

16
33

18
2

16
16
1

St
ag
e-
V

(N
sw

�
24
)

22
2

20
41

22
2

20
22
1



44 B. Mahato et al.

9-level inverter.
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Fig. 6 Pulse pattern of each power switches in proposed 17-level inverter

5 Experimental and Simulation Results

The proposed 9-level symmetrical topology is simulated and executed using level-
shifted PWM as control technique with considering the mentioned parameters such
as magnitude of all the four DC sources as V lu �V ll �V lu �V ll �40 V, R �50 �,
L�100 mH at a 50 Hz fundamental frequency and operating at switching frequency
of 3 kHz generates 160 V output stepped voltage. The simulated result has been
incorporated in Fig. 8 where the output stepped voltage and%THD of stepped output
voltage (phase voltage) is shown. The prototype model of the proposed multi-level
inverter is established in the laboratory using dSPACE-1103 platform. Components
employed for prototype model are as follows:
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Fig. 7 aGraph indicating number of switches (N sw) versus number of output voltage levels (L)with
existed topologies for symmetrical configurations. b Graph indicating number of switches (N sw)
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Fig. 8 Output voltage and
%THD of output phase
voltage of proposed 9-level
symmetrical Inverter
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(a) IGBT—Maker name—CT60AM.
(b) An opto-isolator TLP250 is used as driver.
(c) Isolated DC sources having magnitude as V lu �V ll �V lu �V ll �40 V
(d) R �50 �, L �100 mH.

Figure 9a, b shows the experimental results of output voltage (160 V) of pro-
posed symmetrical 9-level inverter for 3-cycles and 1-cycle respectively at Mi �1
(Modulation Index).

6 Conclusions

The recent work proposed a 9-level single-phase inverter configuration employing
the optimal number of components. The lesser number of power switches to gen-
erate the larger output voltage levels is described and compared with some recent
reduced switch topologies. The proposed topology is simulated in MATLAB and the
prototype of same is developed in the laboratory for symmetrical 9-level inverter. To
verify the effectiveness of proposed MLI for both cases i.e. symmetrical and asym-
metrical topologies, various other reduced switchMLI topologies are compared with
the proposed topologies and found better in each corner regarding the total number
of components, number of levels. Nevertheless, the generalized formulae for the pro-
posed topology as well as the other compared reduced switch papers are incorporated
as well.
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(b) Hardware result of voltage and current (1-cycle) of pro posed 9-level Inverter.

(a) Hardware result of voltage and current (3-cycles) of the

Fig. 9 Hardware results of 9-level proposed inverter
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Enhancement of Fatigue Life
of TIG-Welded Joint by Friction Stir
Processing

Ajaya Bharti and Hariom Tripathi

Abstract In the present work, Aluminium alloy sheets graded as Al6061 having
6mmthicknesswereTIGwelded as a butt joint. In order tomodify themicrostructure,
the joint ofwelded sampleswere subjected to friction stir processing (FSP). The effect
of FSP on the microstructure in the welded and heat affected region (HAZ) was
characterized by optical microscopy. Further, the mechanical strength, hardness and
fatigue life was determined through mechanical test, hardness test and fatigue test.
The fatigue life tests were performed at constant amplitude loading by taking stress
ratio equals to zero. It has been found that the FSP increases the tensile strength
approximately 5–13% whereas hardness 5–10%. Similarly, there has been found
approximately 30–60% improvement in fatigue strength. It is attributed that such
kind of changes were found due to grain refinement in the welded region and its
vicinity. Other reasons might be due to the modification in geometry of weld toe.
It has been observed that the weld defects like porosity, hot cracking and lack of
wetting have been also reduced.

Keywords Al6061 · TIG · Friction stir processing · Heat affected zone
Fatigue strength

1 Introduction

The Aluminium and its alloys are extensively used in automotive parts, structural
components, aerospace parts and railways [1], because they have good corrosion
resistance, high specific strength, high toughness and better formability. Though, the
Aluminium and its alloys are generally difficult to weld. Therefore, TIG welding
is largely used in joining Aluminium and its alloys. The welded samples generally
have some drawbacks [2, 3] like the presence of porosity, distortion, lack of wetting,
residual stresses and hot cracking due to which their welding strength decreases,
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especially on the application of cyclic load. In the butt welded joint, toe of welds is
the critical zone for fatigue strength, due to geometrical discontinuity and large stress
concentration. There are several techniques by which one can improve the fatigue
behaviour of TIG-welded samples, such as re-melting, hammering and shot peening
[4, 5].

It has been observed that the mechanical strength of metals, alloys and compos-
ites can be enhanced by the refinement of grain of metals and alloys. Further, the
refinement of grain can be done by the Severe Plastic Deformation (SPD) techniques
[6–10]. The Friction Stir Process (FSP) is one of the most important SPD techniques
which are used for producingultrafinegrainmaterials. TheFSPappears as a substitute
for traditional methods (hammering, re-melting) for enhancing mechanical strength
of the welded specimen. The FSP modifies the existing and localized microstructure
and hence produces the better mechanical properties. Recently, FSP emerged as an
alternative process to improve fatigue behaviour of TIG-welded region. The Friction
stir processing (FSP) [11–14] is used formicro-structuralmodification and enhancing
mechanical strength, which is based on the principal of friction stir welding (FSW).
In 1991, the FSW technique was first applied by Welding Institute Cambridge (UK)
[15–18]. It is a solid state welding technique used for joining soft materials like Alu-
minium and its alloys. The optimization of the FSP parameters [19, 20] and design of
tool can control the microstructure within the processed region and thus the desired
mechanical properties.

There are very limited literatures available and have been focused on the effect
of FSP on the mechanical and microscopic behaviour of TIG-welded Aluminium
alloys. Therefore, the objective of present research work is to determine the fatigue
behaviour of TIG butt welded Al6061 alloy before and after the FSP. Additionally,
tensile strength, hardness profile, microstructural properties and XRD analysis were
also identified to verify the fatigue life behaviour.

2 Experiments

2.1 TIG Welding and FS Processing

The alloy Al6061 rolled plates having size 6×200×90 mm were used for experi-
mental work. The plates of the alloy were solution treated at temperature 520 °C for
2 h to nullify the previous history of material and to have single phase in the mate-
rial. The detail of the chemical composition of the Al6061 Aluminium was found as
shown in Table 1.

The solution-treated plates were TIG-welded using welding machine (make: TIG
ARC300) as a single ‘V’ butt joint as shown in Fig. 1. The filler material used was
ER4043, having 2 mm diameter wire, and welds were shielded by pure argon. The
welding parameters and chemical composition of ER4043 were taken as per the
reference [21]. The TIG welds were produced normally in the direction of rolling
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Table 1 Chemical
composition Al6061
Aluminium

Elements Mg Si Ti Mn

Weight
(%)

1.2 0.6 0.04 0.07

Zn Fe Cr Cu

0.09 0.4 0.2 0.2

Rest is Aluminium

Fig. 1 Geometry and
dimension of joint
(dimensions in mm)

in a single pass, joining two plates of 200×90×6 mm, with width of 90 mm on
each side, as illustrated in Fig. 1. The root of first weld was cleaned with the help
of grinding machine before second weld bead deposited on back side of first weld
to obtain a completely penetrated butt weld. TIG-welded region in small slice 20×
180 mm of Al6061 Aluminium alloy strip is as shown in Fig. 2.

After the TIG welding of Aluminium alloy Al6061 plates, friction stir post-
processing of TIG-welded plates were performed on vertical milling machine, by
holding the TIG-welded plates on the milling machine bed. The friction stir process-
ing were performed both sides of welded plates. There was some burrs formation on
the processed zone which was removed by the help of machining. The FSP tool, as
shown in Fig. 3, was rotated at the speed of 635 rpm and 120 mm/min using vertical
milling machine to make sure 3 mm of effective penetration of pin inside the welded
zone.

2.2 Microstructure Characterization and Testing

In order to investigate the change in themicrostructure ormorphology due towelding
and friction stir processing, the samples were extracted from the different regions like
base material (BM), heat affected zone (HAZ), welding region (WR) of the welded
and FSP-processed samples. These samples were prepared for optical microscopy
as per the ASTM E3 [22].

To investigate the change in the Micro-hardness, Tensile strength and Fatigue
life behaviour samples were prepared according to ASTM 384 [23], ASTM E8 [24]
and ASTM E466 [25]. The micro-hardness test was carried out according to on the
polished sample surface by the help of Vickers micro-hardness tester. For drawing
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Fig. 2 a TIG-welded region in Al6061 alloy plates b TIG-welded region after grinding and pol-
ishing

Fig. 3 Geometry of FSP
Tool and real tool

hardness profile indents were taken by the application of 0.2 kg load for 10 s dwell
period. To plot the hardness curve minimum of 25 indents were taken.

Tensile testing was carried out on a servo-hydraulic UTM machine (make: BISS,
India) having 25 kN load capacity using 1mm/min as a testing speed Fatigue test was
also performed on a servo-hydraulic UTM machine. The Aluminium alloy solution
treated, welded plates, welded and FSP processed were extracted into the small slices
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of 20×200mm, transversely for tensile and fatigue life testing. The Fatigue life tests
were performed by applying the Sinusoidal load at frequency 20–25 Hz, stress ratio
(R) equal to zero and stress range 70–260 MPa. The results of fatigue test were
plotted on stress range versus the number of failure cycles (S-N) curves, all test were
performed at room condition.

3 Results and Discussion

3.1 Microstructure

In order to make morphological analysis of TIG-welded samples before and after
friction stir processing, micrographs obtained by optical microscope are illustrated
in Fig. 4a–e. The BM consists of elongated grains in the direction of rolling, as illus-
trated in Fig. 4a, with an average size of the grain in the range of the 85–120 µm
in the direction of rolling, measured with the help of Heyn-linear intercept method
[26]. In HAZ, there was slightly distorted microstructure obtained as illustrated in
Fig. 4b. The weld region is formed by approximately equiaxed grain as illustrated
in Fig. 4c, with an average size of the grain in the range of the 100–130 µm, due to
uniform cooling at the centre of the layers. Figure 4d–e illustrates the microstruc-
ture observed after TIG welding followed by friction stir processing. There was a
large grain refinement observed in the HAZ and welded zone after FSP as shown in
Fig. 4d and e, respectively. The average size of grain in the range of 4.5–10 µm and
11.5–16.9 µmwere observed within the heat affected zone and welded region (WR)
respectively, which was measured by the intercept method as mentioned earlier.

3.2 Hardness

The micro-hardness test results of welded and welded followed by FSP regions are
shown as Fig. 5. The indentations were made in the three regions, i.e. welded, HAZ
and base materials. This image shows that there is a significant reduction in Vickers
hardness value in the HAZ and welded pool region, because coarsening of grains and
dissolution of strengthening precipitates within the welded and heat affected zone
take place. However, there are some hardness peaks obtained in the welded zone due
to some particle precipitation during the cooling. Before processing the hardness
test values of the base material (16–17 mm from the weld bead centre) obtained in
between the range of 101–112 HV and for heat affected zone and welded pool region
it was obtained in between the range of 65–84 HV. After the welding and FSP, there
is approximately 5–10% increase in hardness values obtained within the HAZ (in
between 6 and 16mm from theweld bead centre) andweld pool region (−5 to 5mm).
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Fig. 4 Opticalmicroscope images of TIGwelds at 200× a basematerial plate (BM),b heat affected
region (HAZ), c welded region (WR) d HAZ+FSP e WR+FSP

The regions with an increase in hardness in FS processed zones are attributed to the
grain refinement or plastic deformation induced by the FSP.

3.3 Tensile Strength

The tensile strength tests results of welded samples and Welded followed by friction
stir processing are shown inTable 2. This table also shows thewelding efficiency [27].
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Fig. 5 Hardness profile of
TIG welded and TIG+FSP:
BM-base material;
HAZ—heat affected zone;
WPR—weld pool region

Table 2 Tensile properties of ST, ST+TIG, ST+TIG+FSP

Specimen type Yield strength
(MPa)

Ultimate strength
(MPa)

Elongation (%) Weld efficiency

ST 252 311 19 –

TIG 157 202 8 64.95

TIG+FSP 163 217 13 69.77

The tensile strength of solution-treated material showed yield strength of 252 MPa
and ultimate strength of 311 MPa. On the other hand, TIG-welded plates showed a
yield tensile strength and ultimate tensile strength of 157 and 202 MPa respectively.
It means weld efficiency is obtained less than one. There is approximately 36–40%
reduction in tensile strength for TIG-welded joints as compared to solution-treated
samples. This may be due to the presence of welding defects and reduction in strain
hardening.

The welded followed by FSP samples shows a small enhancement in tensile
strength and strain than that of the TIG-welded sample. However, it has less strength
and strain than that of the solution-treated material. The welded followed by FSP
sample showed a yield tensile strength and ultimate tensile strength of 163 and
217 MPa respectively. This increase in tensile strength is due to the removal of the
welding defects and the grain refinement.

3.4 Fatigue Properties

Similar to tensile tests, the fatigue tests results of base material, i.e. solution-treated
(ST), TIG-welded and TIG followed by friction stir processed samples was sub-
jected to cyclic loading. For each kind of samples, the results were plotted between
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Nominal stress range (�σ nom) and the number of failure cycles (N f). This curve is
known as Wohler curve (S-N curve). It is observed from the S-N curve that there is
approximately 40–60% decrease in fatigue strength of TIG-welded samples relative
to base material samples in between 104 and 106 numbers of cycles; this is due to
weld defects and stress concentration at the weld toe. From the Wohler curve it is
observed that after FSP there is a significant increase in fatigue resistance of TIG-
welded samples. The FSP-welded samples shows approximately 30–60% increase
in fatigue strength as compared to TIG-welded samples. However, fatigue strength
of TIG+FSP samples remains lower relative to base material samples.

The main causes of enhancement in fatigue life by friction stir processing are the
modification in geometry as a result of the increase in the radius of curvature, lack
of wetting and modification in the microstructure. The FS Processing mainly retards
the crack initiation step due to micro-structural modification.

4 Conclusion

In this present work, it is concluded that the TIG welding reduces the tensile strength
aswell as fatigue strength of thewelded plate as compared to basematerial. However,
with the FS processing of welded region, the tensile strength as well as fatigue
strength can be improved due to reduction of the grain size and removal of defects
caused due to welding.
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Exergy Analysis and Irreversibility
of Combustion Process of an Auxiliary
Boiler for Marine Application

Jitendra Singh Pal, S. N. Sapali and T. R. Anil

Abstract Auxiliary boiler is used on board vessels for the purpose of steam gen-
eration. In marine vessels where boiler is running on liquid fuel for the combustion
purpose, the irreversibility leads to exergy loss and high operating cost. This exergy
analysis of auxiliary boiler (10.5 bar capacity) constitutes a good working tool to
access the thermodynamic quality of a system. This study reveals the thermody-
namic condition of the system by following a chain of events like irreversibility,
degradation of the energy, and loss occur. Numerical analysis of burner for the mass
fraction and temperature gradient is carried out for viscous dissipation, heat con-
duction, mass diffusion, and chemical reaction. It suggests 15% better optimization
of the systems and rational operation of the installation than the existing system by
exergy addition, exergy losses, and exergy consumption on the measured operating
data and the thermodynamic state of the plant components. It reveals that the rate of
exergy destruction by chemical reaction can be reduced when the flame temperature
is high. This analysis of the auxiliary boiler will contribute to an exergy analysis of
combustion process, identification of irreversibility leading to highly energy efficient
boiler operation and design modification.

Keywords Exergy · Irreversibility · Optimizer · Preheating of air · Mass fraction
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1 Introduction

The purpose of marine boiler is to produce steam to drive turbo-generator and cargo
pumps, heating of fuel and lubricating oil for purification purpose, cabin heating,
tank heating, fire-fighting, and other service needs. A marine steam boiler is highly
reliable in operation since sea-going vessels usually make long voyages without
stopping at a port. In this study the Model RX 4 of Thermax make installed in ship-
in-campus Training Ship Prabhu-Vidhya is used for the energy and exergy analysis.
It is a once through, water tube boiler with reverse flame technology in which the
water passes along the tubes only once and gets completely evaporated. The Furnace
section of the boiler contains a membrane coil where fuel is burnt. This coil is
housed in a jacket assembly consisting of inner jacket and outer jacket. Pressure jet
burner is mounted on the top cover of the outer jacket. Apart from the main boiler
section, economizer, and heat optimizer are provided before the feed water pump.
Economizer is a shell and tube heat exchanger and optimizer is tube in tube-type
heat exchanger. The necessary fuel handling system is also provided along with the
boiler. Fuel is burnt is the membrane coil by the pressure jet burner using the air from
combustion air fan. At the outlet of the boiler, the flue gas is exhausted through the
economizer to recover further heat from the flue gas. Water from the feed water tank
enters the economizer through the optimizer before entering the feed water pump.
The economizer outlet is again connected to the optimizer. By this water circuit, the
temperature of water entering the feed water pump is maintained below 80 °C which
is the maximum temperature the reciprocating pump can withstand. This boiler is
working on Light Diesel Oil (LDO), which is supplied by a gear pump having an
output capacity of 2000 L/h against 50 psi delivery pressure. One mesh type filter of
80×80 mesh is provided just at the outlet of the main storage tank.

2 Literature Review

Moran [1] gives the definition and second law efficiencies for efficient energy use.
As per him the availability is the maximum work that can be extracted from the
combined system of control mass and environment as the control mass passes from a
given state to the dead state. Availability, symbolized by A, is an extensive property
calculated by

A � (E −U0) + P0(V − V0)−T0(S − S0), (1)

where E (=U +KE+PE), V , and S denote, respectively, the energy, volume, and
entropy of the control mass at the given state and U0, V 0, and S0 are the same
properties when the control mass is at rest at the dead state.

The second law efficiencye is a ratio of Availability out in product to Availability
in [2]. Another class of second law efficiencies is composed of task efficiencies. Task
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efficiency is the ratio of the theoreticalminimum input required by the first and second
laws to accomplish some task to the actual input for a particular means.

Kotas [3] explained that the irreversibility inherent in the adiabatic combustion
process corresponds to a large proportion of the original exergy of the fuel. To reduce
this irreversibility a reduction in the rate of increase in entropy is required, which is
always associated with an increase in the maximum temperature of the products and
it can be achieved by isochoric combustion, oxygen enrichment and preheating of
the reactants.

The chemical exergy of liquid fuels:

(2)

3 Exergy Analysis

3.1 Chemical Exergy

Refer Fig. 1, this RXA-04 of Thermax, three pass, reverse flue, coil-type steam gen-
erator installed in training ship Prabhu-Vidya is studied for the second law analysis
and identification of irreversibility present with numerical analysis of burner.

The fuel used is light diesel oil of the following chemical composition by mass:
c �0.871, h �0.133, s �0008, o �0 and the net calorific value of the fuel is�
42800 kJ/kg. The chemical exergy of this fuel is calculated by the Eq. (2) [4]:

Fig. 1 Auxiliary boiler
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As this light diesel oil contains no moisture and the effect of sulfur is included in
correlation:

(3)

′E0 �45,704kJ/kg is the chemical exergyof the light diesel oil used for combustion
purpose.

3.2 Air Heating Increases Available Exergy

Cold air from the combustion air fan is passed through the annulus space between
inner and outer jacket to pre-heat and in recover heat from the flue gas. At the outlet of
the boiler, the flue gas is exhausted though the economizer. For the constant pressure
process and unit mass of the air being compressed by air fan is as follows [5]:

Wmax � Cp
[
(T2 − T1) − T0 log T2/T1

]
(4)

The parameter of the auxiliary boiler state that we have T 0 �295 K, T 1 �308 K,
T 2 �458 K, Cp �1005 J/kg °C. Thus Wmax � 3.11 × 104 J/kg.

The total heat added isCp [(T 2 − T 1)]�15×104 J/kg. So the increase in unavail-
able energy is (15 − 3.311) × 104 J/kg�11.689×104 J/kg. It shows that the heat-
addition process causes an increase in both the available and unavailable energy of
the air.

3.3 The Second-Law Efficiency and Irreversibility
of Auxiliary Boiler

In this RX 4 Auxiliary boiler, heat is transferred from the products of light diesel oil
combustion to the steam. The temperature of the products of combustion decreases
from 900 to 450 °C, while the pressure remains constant at 0.1 MPa. The average
constant pressure specific heat of the product of combustion is 1.09 kJ/kg K. The
water enters into the water tubes at 130 °C and leaves at 200 °C.

The ratio of the mass flow of products to the mass flow of water

Mprod/MH2O � (he − hi)H2O/(hi − he)prod

Mprod/MH2O � 4.67474 (5)

The increase in availability of the water is, per kilogram of water,
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(6)

The decrease in availability of the products, per kilogram of water is

(7)

(8)

Therefore, the second-law efficiency is,

N2nd law � 748.09/1618.6089

N2nd law � 0.3740

The process irreversibility per kilogram of water is,

(9)

4 Numerical Analysis of Burner

A Pressure jet burner is mounted on the top cover of the furnace section of this RX 4
model auxiliary boiler. Mesh generation on the burner and furnace section with the
hexahedrons wall-adapted is carried out with Ansys18.1 code. The numerical model
of the burner is studied by two-step chemical reaction and the property value based
on temperature gradients, mass fraction and species concentration.

The kinetic parameters are illustrated in Fig. 2, which reveals that the CO2 con-
centration is more on the tip of the nozzles. As the temperature increases in the
furnace the good oxidation takes place. It is understood that the low concentration
species are not responsible for the entropy generation. The structure of a laminar non-
premixed flame predicted which shows that the highest temperature zone is located
in the burner port area [6].

Figure 3 illustrates the temperature contour at the tube outer walls which shows
the temperature variation. The fuel droplets from the pressure jet burner mix with
the hot air within the combustion chamber. The drops are heated up as results of
convective heat transfer and temperature radiation of the hot chamber walls.

Figure 4 indicates that the C8H18 mass fraction is distributed evenly in the whole
combustion chamber, due to good atomization and mixing with air.
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Fig. 2 CO2 Mass fraction distribution

Fig. 3 Temperature contour of tube walls on the auxiliary boiler

5 Conclusions

Exergy analysis of the auxiliary boiler reveals that the second law efficiency is
increased by heating the combustion air; refer Table 1. The exergy loss or irre-
versibility is highest in this auxiliary boiler among the other auxiliary used on board
ship. The major observations relating to the reduction of irreversibility in auxiliary
boiler is as follows [7]:

(a) The chemical exergy identified is ′E0 �45,704 kJ/kg for the light diesel oil used
for combustion purpose.
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Fig. 4 C8H18 mass fraction of the auxiliary boiler

Table 1 Irreversibility and its remedies in the auxiliary boiler [8]

S. No. Components Irreversibility generation Remedial action

1 Cascade tank Temperature difference of cold
feed water and hot condensate
water

Pre heating of feed water

2 Economizer and
optimizer

Temp difference, non uniform
gradient
Pressure drop and low heat
transfer

Use as low as possible driving
force
Use as uniform gradients
Reduce number of baffles
Optimize flow velocity

3 Steam
condenser

Thermal difference
Air in system.

Use of nucleate boiling
Purging to be followed

4 System valves Pressure drop Fully opened or shut

5 Furnace A chemical reaction for
oxidation of the light diesel oil
An internal heat transfer
between high temperature
products and unburned reactants
A physical mixing process

Preheating of air
Use as low driving force as
possible
Mix it as uniformly as possible
Make it as gradually as possible

6 Blower High air temperature Use of intercooler

(b) The increase in unavailable energy is 11.689×104 J/kg by preheating of the
combustion air.

(c) The auxiliary boilerN2nd law efficiency is�0.3740 and irreversibility is I/MH2O

�870.5189 kJ/kg H2O.
(d) Chemical reaction and physical transport processes are the sources of

irreversibility in combustion. All chemical reaction is thermodynamically
reversible.
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Thermoeconomic Modelling and Analysis
of Energy Conversion System:
Intercooled Recuperated Gas Turbine

Mithilesh Kumar Sahu, Tushar Choudhary and Sanjay

Abstract Global increase in population growth and improved living standards leads
to an increase in energy demand that too at a lowest possible cost. This increased rate
of energy demand challenges the energy engineers for effective energy production at
minimum possible cost. In this regard, an analysis of power utilities from both per-
spectives, i.e. fuel efficiency and cost effectiveness becomes necessary to predict the
thermodynamic and economic performance of energy systems. In the present work,
intercooled recuperated gas turbine cycle-based power utility has been conceptu-
alized and the same has been thermoeconomically analysed by using the ‘Average
Cost Theory’ approach. The present article deals with the mathematical modelling
of each and every component of cycle and the so obtained results are analysed on
the basis of effect of key operating parameters (compressor pressure ratio, turbine
inlet temperature and ambient temperature) on thermodynamics and economics of
the investigating power utility. The analysis reports that during summer seasons, the
decline in plant-specific work can be seen up to 10% for increase in ambient temper-
ature by 20 °C, while for base case parameters (rpc �30, TIT�1500 K, ηAC �88%
and ηGT �90%), the plant-specific work, total cost rate and exergetic efficiency for
investigating cycle being are 600 kJ/kg, 23.61 $/h and 48.29%, respectively.
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Nomenclature

c Cost per unit of exergy ($/MJ)
Ċ Exergetic cost flow rate ($/h)
cp Specific heat at constant pressure (kJ/kgK)
ĊD Cost rate of exergy destruction ($/h)
ĊL Cost rate of exergy loss ($/h)
ĊT Total cost flow rate ($/h)
ĊF Cost rate of fuel exergy of component ($/h)
CF Average fuel cost per exergy unit of component ($/MW)
ĊP Cost rate of product exergy of component ($/h)
CP Average product cost per exergy unit of component ($/MW)
Ċf Cost rate of fuel supply ($/h)
cf Cost of fuel supply ($/MJ)
Ė Exergy flow rate (MW)
ĖD Exergy destruction rate (MW)
Fsa Correction factor to account actual blade surface
f Exergoeconomic factor
G Constant in cost equations
h Specific enthalpy of the stream (kJ/kg)
LHV Lower heating value of fuel (MJ/kg)
Ic Intercooler
ṁ Mass flow rate (kg/s)
N Number of hours of plant operation per year
p Pressure (bar)
p0 Reference or ambient pressure (bar)
rpc Compressor pressure ratio
Rc Recuperator
T Temperature (K)
T 0 Reference or ambient temperature (K)
yD Exergy destruction ratio (%)
yL Exergy loss ratio (%)
Z Purchase cost associated with the component ($)
Ż Investment cost flow rate ($/h)

Greek Symbols

ηAC Compressor isentropic efficiency (%)
ηGT Gas turbine isentropic efficiency (%)
ϕ Maintenance factor
f Exergoeconomic factor
r Relative cost difference
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ε Exergetic efficiency (%)
η Efficiency (%)

Subscripts

0 Reference environment
a Air
C Compressor
CC Combustion chamber
D Destruction
e Exit
f Fuel
g Gas
GT Gas turbine
i Inlet, stream
k Component number
L Loss

Acronyms

BGT Basic gas turbine
C Compressor
CC Combustion chamber
CRF Capital recovery factor
GT Gas turbine
HPC Higher pressure compressor
IcRcGT Intercooled recuperated gas turbine
LPC Lower pressure compressor
TIT Turbine inlet temperature

1 Introduction

The starting work in thermoeconomic field has been cited during the 60s but note-
worthy development and advancement took place at the early 90s. Thermoeconomic
examination of energy systems turns out to be the center of attraction for researchers
after the introduction of CGAM problem [1]. The CGAM problem is well-known
gas turbine-based cogeneration problem in the field of thermoeconomic analysis,
and the CGAM problem is named after the names of scientists Frangopoulos [2],
Tsatsaronis [3], Valero [4] and Von Spakovsky [5] who compared their approach of
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thermoeconomic analysis and optimization for analysis of gas turbine-based cogen-
eration system. da Gama Cerqueira et al. [6] have thermoeconomically analysed the
cogeneration cycle by four different practices and reported the importance of divi-
sion of exergy in its components (chemical, mechanical and thermal). Kwak et al.
[7] have reported the exergy and thermoeconomic analysis of power plants by the
help of computer programme developed through modelling. Colpan and Yesin [8]
have analysed the combined cogeneration systems with the help of energy, exergy
and thermoeconomic analysis and conveyed the advantage of system with extraction
condensing steam turbine compared to back-pressure steam turbine systems. Sahoo
[9] reported the exergoeconomic analysis and also introduces an evolutionary pro-
gramming technique of thermoeconomic optimization for cogeneration power cycle.
In the field of thermoeconomic analysis, Kim [10] introduces the ‘wonergy’ concept
of thermoeconomic analysis and the methodology has been validated with the help
of CGAM and other cogeneration problems. Seyyedi et al. [11] have proposed a new
technique for thermoeconomic optimization named as structural optimization tech-
nique and stated that it has a rapid convergence compared to other methodologies.
Ahmadi et al. [12] reported an extensive exergy-based economic and environmen-
tal impact analysis, and also presents the optimization of several combined cycle
power plants. Bakhshmand et al. [13] have exergoeconomically analysed and opti-
mized a triple-pressure combined cycle power plant. Vandani et al. [14] reported the
effects of fuel (natural gas and diesel) on environment in the operation of combined
cycle power plants. On analysing the literature till date, it suggested that most of the
investigators have adopted the same well-known CGAM problem for applying their
methodologies. In view of this literature gap of thermoeconomic modelling and anal-
ysis of cooled complex, gas turbine-based power plants is obtained. In this regard, the
presented work aims to thermoeconomically analyse the complex gas turbine cycle
(Intercooled Recuperated Gas Turbine Cycle). The distinctive feature of this work
is that complex gas turbine with blade cooling has been adopted for analysis which
provides new directions to this field. In earlier work of author’s [15–22], they have
thermoeconomically investigated the effect of operating parameters on other com-
plex gas turbine cycle-based utilities for different energy application. The schematic
illustration of intercooled recuperated gas turbine featuring air film blade cooling is
shown in Fig. 1.

2 Mathematical Modelling

Thermoeconomic investigation of IcRcGT cycle has been performed by modelling
the various components of the cycle with the help of mass, heat, energy, exergy and
cost balance equations. The ‘Average Cost Theory’ approach has been considered for
cost calculation of each stream of the cycle fromwork of Seyyedi [11]. The operating
parameters for the base case cycle have been taken from the author’s earlier work
[18] and presented in Table 1.
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Fig. 1 Schematic
illustration of intercooled
recuperated gas
turbine-based power utility

Table 1 Operating parameters for analysis of the proposed cycle

Parameter Symbol Adopted value Unit

Gas properties cp � f (T ) kJ/kg K

h � ∫ T
T0
cp(T)dT kJ/kg

Compressor Isentropic efficiency (ηAC) 88 %

Mechanical efficiency (ηmech) 98.5 %

Compressor pressure ratio 30 –

Intercooler Pressure drop (air stream) 2.0% of pentry bar

Pressure drop (water stream) 2.0% of pentry bar

Effectiveness 0.92 –

Recuperator Pressure drop (air stream) 5.0% of pentry bar

Pressure drop (gas stream) 3.0% of pentry bar

Effectiveness 0.75 –

Combustion
chamber

CC efficiency (ηCC) 99.5 %

Pressure loss (ploss) 2.0% of pentry bar

Lower heating value (LHV) 42.0 MJ/kg

Fuel pressure 1.5 * pcc bar

Gas turbine Isentropic efficiency (ηGT) 90 %

Exit pressure 1.08 bar

Blade temperature of turbine (Tb) 1150 K

Turbine inlet temperature (TIT) 1500 K

2.1 Air/Gas Model

The specific heat of air and flue gases is taken as temperature-dependent parameter
and related polynomials for the same are given as under:

Polynomial for cpa and cpg taken from work of Touloukian and Tadash [23]
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cpa � 1.023204 − 1.76021 × 10−4T + 4.0205 × 10−7T 2 − 4.87272 × 10−11T 3

(1)

cpg � [
15.276826 + 0.01005T − 3.19216 × 10−6T 2

+ 3.48619 × 10−10T 3 + x0
(
0.104826 + 5.54150 × 10−5T

−1.67585 × 10−8T 2 + 1.18266 × 10−12T 3
)]

/V (2)

The important thermodynamic properties are evaluated as under

h �
T∫

T0

cp(T )dT (3)

θ �
T∫

T0

cp(T )
dT

T
(4)

s � θ − R ln

(
p

p0

)

(5)

E � h − T0 · s (6)

2.2 Compressor Model

The required equations to determine the unknown state points and to compute the
performance are as under

poptimim � √
pi · pe (7)

Te � Ti

{

1 +
1

ηAC

[(
pe
pi

) γa−1
γa − 1

]}

(8)

ẆLPC � ṁ i · (he − hi) (9)

ẆHPC � ṁe · he +
∑

ṁcool, j · hcool, j − ṁ i · hi (10)

where mcool, j h j denotes the heat contents of the coolant (air stream taken out from
the compressor unit for blade cooling to avoid failure of blade material).

2.3 Intercooler Model

Implementation of intercooling technique in between the two compressors saves
some compression work which ultimately results in an equivalent increase in plant-
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specific work. In this work, surface type intercooler is utilized to reduce the tem-
perature of compressed air by exchanging heat with the cooling medium mostly
water.

The effectiveness of intercooler is given by

εic �
(
Tic,a

)
in − (

Tic,a
)
out(

Tic,a
)
in − (

Tic,w
)
in

(11)

The energy balance gives

ṁ ic,a · cp,a · εic
{(
Tic,a

)
in − (

Tic,a
)
out

} − ṁ ic,w · cp,w
{(
Tic,w

)
out −

(
Tic,w

)
in

} � 0
(12)

2.4 Recuperator Model

The effectiveness of recuperator is given by

εRc �
(
TRc,a

)
out −

(
TRc,a

)
in(

TRc,g
)
in − (

TRc,a
)
in

(13)

The energy balance of recuperator gives

ṁRc,g · cp,g · εRc
{(
TRc,g

)
in − (

TRc,g
)
out

} − ṁRc,a · cp,a
{(
TRc,a

)
out −

(
TRc,a

)
in

} � 0
(14)

2.5 Combustion Chamber Model

In combustion chamber, there are various types of losses. In this work, the losses are
taken care by considering a pressure drop loss and supplied exergy loss during its
operation.

ṁe � ṁ i + ṁf (15)

ṁf · LHV · ηcc � ṁe · he − ṁ i · hi (16)

ṁf � [ṁ i · he − ṁ i · hi]
[ηcc · LHV − he]

(17)

ṁg � ṁa + ṁf (18)

pe � pi(1 − �pcc) (19)

where �pcc � 0.02.
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Fig. 2 Air film cooling of turbine blades

2.6 Cooled Gas Turbine Model

The mass of coolant bled from compressor (ṁcool) is given by Sanjay et al. [24] and
schematic diagram for air film cooling has been presented in Fig. 2.

ζ � ṁcool

ṁg
� (

1 − ηiso,air
) Sti · Sg
εcool · t · cosα

∗ cpg
(
Tg,i − Tb

)

cp,cool
(
Tb − Tcool,i

) ∗ Fsa (20)

ṁe � ṁ i +
∑

ṁcool,j (21)

Te � Ti

⎧
⎨

⎩
1 − ηGT

⎡

⎣1 −
(
pi
pe

) 1−γg
γg

⎤

⎦

⎫
⎬

⎭
(22)

ẆGT �
(
ṁ ihi +

∑
ṁcool, j hcool, j − ṁehe

)
∗ ηmech (23)

Ẇnet � (ẆGT − ẆHPC − ẆLPC) ∗ ηalternator (24)

2.7 Economic Model

In economic evaluation, the primary objective of the process is to identify the numer-
ous sources of cost involved. In power plant capital investment in purchasing equip-
ment, operating and maintenance cost and fuel used for operation are such cost
sources [18].

Governing equations for PEC (Z) are shown in Tables 2 and 3.

Żk � Zk · CRF · ϕ

N
(25)

Ċf � cf · ṁf · LHV (26)

ĊT � cf · ṁf · LHV +
n∑

k�1

Żk (27)
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Table 2 Equations for calculating the PEC (Z) for the components [11]

Component Purchase cost equation

Compressor ZC �
(

G11·ṁa,i
G12−ηAC

)(
pe
pi

)
ln

(
pe
pi

)

Intercooler ZIc � G51

(
ṁa,i{(hIc,a)i−(hIc,a)e}

U (�TLM)

)0.6

Recuperator ZRc � G51

(
ṁg,i{(hRc,g)i−(hRc,g)e}

U (�TLM)

)0.6

Combustion chamber ZCC �
(

G21·ṁa,i

G22− pe
pi

)

(1 + exp(G23 · Te − G24))

Gas turbine ZGT �
(

G31·ṁg,e
G32−ηGT

)
ln

(
pi
pe

)
(1 + exp(G23 · Ti − G24))

Table 3 Component-wise constants (Table 2) to determine purchase cost of components [11]

Component Constants used in the purchase cost equation

Compressor G11 �39.50 $/kg/s; G12 �0.9

Intercooler G51 �2290 $/m1.2; U �0.018 kW/(m1.2 K)

Recuperator G51 �2290 $/m1.2; U �0.018 kW/(m1.2 K)

Combustion chamber G21 �25.65 $/kg/s; G22 �0.995; G23 �0.018 K−1; G24 �26.4

Gas turbine G31 �266.3 $/kg/s; G32 �0.920; G33 �0.036 K−1; G34 �54.4

2.8 Cost Model

The cost rate equations [25] for different streams are as below

Ċi � ci · Ėi � ci(ṁ i · ei) (28)

Ċe � ce · Ėe � ce(ṁe · ee) (29)

Ċw � cw · Ẇ (30)

Ċq � cq · Ėq (31)

The generalized equation of cost assignment is as under

∑

e

Ċe,k + Ċw,k � Ċq,k +
∑

i

Ċi,k + Żk (32)

The auxiliary equations for both (compressor and expander) are taken from Tsat-
saronis work [26].
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2.9 Performance and Evaluation Model

The following governing equations are used to compute the thermoeconomics of
presented cycle [25]:

Total cost rate

ĊT � cf · ṁf · LHV +
6∑

i�1

Żk (33)

Exergetic efficiency

ε � ĖP

ĖF
× 100 (34)

Average product cost per exergy unit of component

cP,k � ĊP,k

ĖP,k
(35)

Average fuel cost per exergy unit of component

cF,k � ĊF,k

ĖF,k
(36)

Cost rate of exergy destruction

ĊD,k � cF,k · ĖD,Tot (37)

Relative cost difference

rk � cP,k − cF,k

cF,k
(38)

Exergoeconomic factor

fk � Żk

Żk + ĊD,k
(39)

3 Result and Discussion

A computer programme in MATLAB software has been developed to determine
the values of chosen exergoeconomic parameters (mass flow rate of fuel and blade
coolant, plant-specific work, energy efficiency, exergetic efficiency and total cost
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Table 4 State properties and exergy rate of IcRcGT cycle for base case (rpc �30, TIT�1500 K,
ηAC �88% and ηGT �90%)

Stream No. Mass flow rate
(kg/s)

Temperature
(K)

Pressure (bar) Enthalpy
(kJ/kg)

Exergy (MW)

1 1 288 1.0132 0 0

2 1 501.67 5.6227 220.0910 0.2007

3 1 305.09 5.5103 17.1893 0.1436

4 0.9637 530.41 30.396 251.0934 0.3458

5 0.9637 678.49 28.8762 418.0740 0.4327

6 0.9923 1500 28.2986 1608.767 1.3033

7 1.0285 727.85 1.08 510.8627 0.1895

8 0.0266 530.41 30.396 251.0934 0.0095

9 0.0096 428.78 15.7605 143.3018 0.0024

10 0.0285 288 42.4480 42,000 1.2439

11 – – – – 0.2200

12 – – – – 0.2328

13 – – – – 1.0628

14 – – – – 0.6007

15 0.25 288 1.0132 62.7 0.0004

16 0.25 466.26 1.0132 807.8402 0.0492

17 1.0285 602.66 1.0476 264.2974 0.0901

rate). The exergoeconomic analysis of IcRcGT cycle is presented through different
illustrative graphs and tables. Tables 4, 5 and 6 represents the results obtained from
MATLAB code and have data related to stream report, exergy analysis and cost
analysis, respectively.

Figure 3 shows the variation of exergetic efficiency and total cost rate with com-
pressor pressure ratio for fixed TIT (1600 K) and with turbine inlet temperature for
fixed rpc (30). Figure 3 shows that with increase in rpc the exergetic efficiency curve
slightly rises and then for higher rpc it shows decreasing trend because for higher rpc
the increase in fuel consumption due to intercooling dominates over saving in com-
pressor power. The total cost rate increases with rpc, as higher rpc results in higher
investment cost rate as well as higher fuel cost rate.

ForTITvariation, exergetic efficiency shows increasing trend from1500 to 1600K
temperature range, this behaviour of curve is a result of dominating effect of increase
in specific work over increase in fuel requirement. The rising curve of cost rate is a
result of higher investment cost to acquire advanced blade cooling and blade material
for gas turbine as well as due to higher fuel cost rate.

Figure 4 depicts the variation of energy efficiency and plant-specific work for
varying rpc at fixedTIT and for varyingTIT at fixed rpc. The curve of energy efficiency
shows the same trend as for exergetic efficiency with increasing rpc due to the same
reason as explained in Fig. 3. The increase in plant-specific work is a result of saving
in compressor work due to the intercooling of air between the LPC and HPC.
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[Ė
L
]

E
xe
rg
y

de
st
ru
ct
io
n
ra
tio

(%
)[ y D

�
Ė
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Ż
+
Ċ
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Fig. 3 Effect of rpc and TIT on exergetic efficiency and cost rate

The specific work and energy efficiency variation with TIT for fixed rpc is also
presented in Fig. 4. The increase in TIT leads to higher plant-specific work. The
curve of energy efficiency for varying TIT (fixed rpc) resembles the trend of exergetic
efficiency curve for varying TIT (fixed rpc).

In the presentwork, efficiencies (energy and exergy efficiency) obtained are higher
compared to conventional gas turbine cycles due to innovative cycle incorporating
intercooling (which improves the plant-specific work) and recuperation (which tends
to lower the fuel requirement). The chosen operating parameters are in line with what
would be the best operating parameters for the IcRcGT cycle keeping in mind that
the higher value of rpc cannot be adopted.

Figure 5 depicts the variation of fuel and coolant flow rate with varying rpc and
TIT. On observing graph, it can be seen that as rpc increases the fuel requirement
get increased which is against the general concept of GT cycles. This nature of
curve is due to the application of intercooler and recuperator, as in recuperator the
exit stream of compressor is heated from turbine exhaust which temperature gets
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Fig. 4 Effect of rpc and TIT on specific work and energy efficiency

decreased with increase in compressor pressure ratio. The higher rpc results increase
in coolant temperature which ultimately decreases the cooling effectiveness, so a
higher amount of coolant is required for higher compressor pressure ratios which
can be seen in shown Fig. 5. The variation of fuel and coolant flow rate for increasing
TIT is in line with the concept of heat transfer as to get higher temperature more
amount of heat need to be supplied which leads to higher fuel flow rate while higher
TIT demands for more number of stages to be cooled with higher coolant flow rate.

Figure 6 depicts the effect of ambient temperature on exergetic efficiency and total
cost rate. As ambient temperature increases the plant-specific work gets decreased
while the fuel requirement also get decreased but due to the dominating effect of
plant-specific work over lower fuel flow rate overall effect of decreasing efficiency
has been achieved. In case of total cost rate, the saving in fuel results lower fuel cost
rate while investment cost rate is increased for higher ambient temperatures. The
overall effect formed for total cost rate is of decreasing nature.



84 M. K. Sahu et al.

Fig. 5 Effect of rpc and TIT on fuel and coolant flow rate

The higher ambient or reference (dead state) temperature results decrease in poten-
tial of doing work that is shown in Fig. 7 as ambient temperature increases the plant-
specific work decreases. The curve of energy efficiency shows the similar trend as
of exergy efficiency due to the dominating effect of decrease in plant-specific work
over decease in fuel flow rate.

Figure 8 represents the variation of fuel and coolant mass flow rate with ambient
temperature. On observing the figure, it can be seen that higher ambient temperature
leads to lower fuel requirement as at the end of recuperation, the temperature is
increased with increase in ambient temperature. The higher coolant requirement is a
result of higher temperature of available coolant that leads to more amount of coolant
to be bled for blade cooling due to lower cooling effectiveness.
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Fig. 6 Effect of ambient temperature on exergetic efficiency and total cost rate

Fig. 7 Effect of ambient temperature on plant-specific work and energy efficiency



86 M. K. Sahu et al.

Fig. 8 Effect of ambient temperature on fuel and coolant flow rate

4 Conclusions

Based on thermoeconomic standard and average cost theory approach, IcRcGT-based
power utility featuring air film cooling of turbine blade has been analysed and the
important conclusions drawn from the analysis are as follows:

• The IcRcGT cycle for the base case (rpc �30, TIT�1500 K, ηAC �88% and ηGT

�90%) offers energy efficiency and exergetic efficiency as 50.08 and 48.29%,
respectively.

• Total cost rate of intercooled recuperated GT cycle is 23.61 $/h for base case while
the plant-specific work is 600 kJ/kg.

• The behaviour of thermoeconomic parameter (exergetic efficiency, total cost rate,
plant-specific work, energy efficiency, fuel and coolant flow rate, etc.) with cycle
operating parameters (compressor pressure ratio, turbine inlet temperature, ambi-
ent temperature, etc.) will turn out to be a useful tool for predicting the behaviour
of performance parameter for given set of operating parameter.

• The deliberated article may become the helpful source for researchers working on
GT-based power utilities as well as for power utility developers. The methodology
presented here helps them to identify the cost formation resources and exergy
destruction areas for basic as well as for complex cooled gas turbine cycles.
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Fresh Water Algae: A Best Option
for Renewable Energy Generation

Neetu Singh and Binod Kumar Choudhary

Abstract Sustainable use of natural resources is key principle in present environ-
ment. It requires maximum utilization with minimum environmental impact. Use of
Freshwater algae is better option for this. Freshwater algae are photosynthetic lower
plants having 50% of oil content in their weight. By simple reactions, algae pro-
duce carbohydrates, lipids, and proteins in heavy stock over shortest period of time.
These products are further converted into bioethanol, biodiesel, and many more use-
ful products. This study deals with biofuel production from the microalgae collected
from River Baldi, Doon Valley, Uttarakhand. Some common species are Nitzschia
sp., Chlorella sp., Cladophora sp., Zygnema sp., Spirogyra sp., Microcystis aerugi-
nosa, Oscillatoria limnetica, Navicula sp. 19.5% of lipid was obtained from 0.758 g
dry wt m−2 microalgal biomass harvested from River Baldi by using soxhlet extrac-
tion method by using chloroform:methanol (2:1) as solvent. Extracted algal biomass
was hydrolyzed in the form offermentable sugar which was converted into 58%
bioethanol. Algal biomass was utilized for biofuel production, in biotreatment to
treat waste water and as biofertilizer to enhance crop production. Hence, Microalgae
have 3B role (Biofuel; Biotreatment; Biofertilizer). The results shows that biofuel
derived from freshwater microalgae act as better substitute to fossil fuels in future.
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1 Introduction

Sustainable development of fuel production is requirement of present world. Reduc-
tion in the use of fossil fuels will reduces the amount of pollutants produced [1]. This
target can be achieved by using renewable fuels. Scientific world moving towards the
production of renewable alternative energy sources because fossil fuel going to be
exhaust in future. Algal biofuel receives a lot of attention among the existing renew-
able alternatives to fossil fuels because 25% of global energy requirements could
be supplied by algal biomass and biomass is also source of various food additives,
chemicals and pharmaceuticals [2].

Algae are photosynthetic organisms that convert sunlight, water and carbon diox-
ide to algal biomass. Freshwater algae act as best raw material for energy generation
because it has triple role: (a) activity of bioremediation of wastewater; (b) generating
biomass for biofuel production; (c) act as biofertilizer in agricultural field. [3–6].
Recently, biofuel derived from algal biomass have gained much more interest than
plant-based oils due to their high growth rate, high lipid content (20–75% by weight)
than Jatropha curcas and rapeseed [7, 8] and growth of algal biomass requires very
less land [9]. However, no attempt has been made so far on the freshwater algae col-
lected from River Baldi. Therefore, the present study conducted on the production
of biofuel from freshwater algae. This study will focus on

1. Analyzing water quality, collection of algal biomass and identification of algal
species

2. Lipid extraction from the harvested algal biomass
3. Conversion of extracted lipid into biofuel
4. Release of fermentable sugars from the remaining residue of lipid-extracted

biomass
5. Estimation of total yield of bioethanol (Biofuel).

2 Materials and Methods

2.1 Water Quality Measurement, Collection,
and Identification of Algal Biomass

Freshwater algae biomass was collected from mountain River Baldi is a major tribu-
tary of the Song River in Doon Valley, Uttarakhand, India (Fig. 1) during the month
of November 2016–February 2017, when the density and diversity of algal biomass
is high. Water quality and Algal biomass was collected according to [10–14].



Fresh Water Algae: A Best Option for Renewable Energy Generation 91

Fig. 1 Study area location
map

2.2 Lipid Extraction

Bligh and Dyer [15] method was used for lipid analysis. Lipid extraction was done
using soxhlet method. In this method 25 g of collected algal biomass was analyzed
with 250 ml of chloroform: methanol (2:1) for 6 h in soxhlet system. A biphasic
medium of water and chloroform was formed. The layer of chloroform containing
extracted lipidswas carefully collected upon volatilization of chloroform. Theweight
of oily extract was weighed and counted as oil content (% DW).
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2.3 Transesterification, Fatty Acid Profile, and Biofuel
Properties

Transesterification of extracted lipids into fatty acid methyl esters (FAMEs) done
by methanolic sulphuric acid (6%) [16]. The FAMEs were analyzed using gas
chromatography-mass spectroscopy (GC-MS) and using helium (1 mL/min) as car-
rier gas. 1 µL of lipid sample was injected and analyzed [9].

2.4 Acid Hydrolysis and Sugar Fermentation

Single-step hydrolysis method used for acid hydrolysis. 25 g lipid-extracted algal
biomass was mixed with 250 mL of HCl and H2SO4 at 3 (1, 5, and 10%) different
concentration. Hydrolysates were neutralized with 10MNaOH to pH 7 after cooling.
Centrifugation of hydrolysates was done at 8000 rpm for 15 min. The supernatant
was used for sugar and other analyses. For the fermentation, 0.5 g of dry yeast
was added as inoculum to 100 mL of supernatant. Fermentation was carried out for
7 days at 32 °C and pH 5 with 150 rpm. Product further used for determination of
Bioethanol concentration by colorimetrically using potassium dichromate method
[17]. The maximum theoretical ethanol yield was calculated.

The maximum theoretical ethanol yield was calculated as follows:

Ymax(%) � Ethanol produced in reactor(g) × 100

Initial sugar in the reactor(g) × 0.511

3 Result and Discussion

3.1 Water Quality, Algal Biomass Quantity,
and Identification of Algae

The water quality of any aquatic ecosystem indicates the density, diversity, and com-
position of biotic components of that ecosystem [18, 19].Water quality of River Baldi
is given in Table 1. Maximum dissolved oxygen was recorded during November to
February (Winter season). It may due to high photosynthetic rate of algal commu-
nities that result in higher dissolved oxygen which results in high productivity of
algal biomass [20]. Chlorella vulgaris, Oscillatoria limnetica, Microcystis aerugi-
nosa, Nitzschia sp. Spirogyra sp., Cladophora sp., Zygnema sp. were the major algal
species that have biofuel generation potential (Table 2) were identified during the
study period. Total 0.758 g dry wt m−2 of algal biomass harvested from River Baldi
to estimation of biofuel production potential.
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Table 1 Water quality of
Baldi River, Doon Valley
(mean± standard deviation
obtained) during the period
from November
2016–February 2017

Parameters Water quality data

Water temperature (°C) 13.38±2.09

Transparency (m) 0.17±0.11

Water velocity (m s−1) 0.29±0.13

Conductivity (mS cm−1) 0.40±0.03

Turbidity (NTU) 36.52±33.42

pH 7.65±0.24

Dissolved oxygen (mg L−1) 8.51±1.32

Alkalinity (mg L−1) 52.25±9.09

Chlorides (mg L−1) 11.98±1.75

Calcium (mg L−1) 164.00±17.36

Magnesium (mg L−1) 81.58±16.47

Total hardness (mg L−1) 245.58±33.21

Nitrates (mg L−1) 0.08±0.08

Phosphates (mg L−1) 0.04±0.02

Sodium (mg L−1) 9.50±0.88

Potassium (mg L−1) 3.91±0.41

Table 2 Oil content of
harvested algal species on dry
weight basis

Algal species Oil content (% dry
weight)

Reference

Chlorella vulgaris 28–32 [21]

Oscillatoria limnetica 11 [22]

Microcystis aeruginosa 30 [22]

Nitzschia sp. 45–47 [21]

Cladophora sp. 3.5 [23]

Zygnema sp. 8.3 [23]

Spirogyra sp. 7.2 [23]

3.2 Characterization of Fatty Acid Methyl Esters (FAMEs)

Triglyceride (extracted lipids) was converted into FAMEs (Fig. 2). Total amount of
19.5%of lipidwas obtained from the harvested freshwater algal biomass. TheFAMEs
were analyzed using gas chromatography-mass spectroscopy (GC-MS) (Fig. 3)
revealed that major fatty acids that was obtained were saturated fatty acid (C16:0).
Some of mono saturated fatty acids were also identified (C16:1, C18:1, and C20:1)
During soxhlet extraction, thermo-degradation of long chain polyunsaturated fatty
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Fig. 2 Transesterification process (conversion of extracted lipids into FAMEs)

Fig. 3 GC-MS analysis of fatty acid methyl esters (FAMEs)

acids takes place resulting in number of fatty acids [24]. Fatty acids (C16:1; C18:1
andC18:2) are considered asmajor substitute for algal biofuel production [25].Major
composition of fatty acids were represented in Table 3.
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Table 3 Fatty acid composition of wild algal biomass by using different solvents

Solvent Fatty acid composition (wt%)

C16:0 C16:1 C18:1 C20:1

Chloroform:Methanol (2:1) 45 12 20 4

Table 4 Release of fermentable sugars by single-step hydrolysis

% of acid used HCL (mean±S.D.) H2SO4 (mean±S.D.)

1 11.02±0.5 12.08±0.8

5 68.14±1.2 86.08±2.1

10 206.18±2.2 228.06±0.5

*Weight of sugars�mg/g algae [26]

3.3 Release of Fermentable Sugars

Single-step hydrolysis method used for acid hydrolysis. Lipid-extracted algal
biomass was further utilized for release of fermentable sugars when mixed with
250 ml of HCl and H2SO4 at 3 (1, 5 and 10%) different concentration (Table 4).

H2SO4 andHCl are considered as powerful agents for hydrolysis of cellulose [26].
The total yield of 19.5% of lipid was calculated from dry algal biomass. Conversion
of algal biomass into fermentable sugars was estimated to 38.5%. Hence, total yield
of bioethanol was recorded 58% of total harvested algal biomass.

4 Conclusion

This paper deals with the concept of generation of renewable energy used in the
production of biofuel from freshwater algal biomass. 19.5% of lipid was extracted
from algal biomass. Further, fermentable sugars converted into biofuel. The theoret-
ical yield of conversion of total harvested algal biomass to bioethanol was estimated
and found to be 58.0%. Algae serves as better tool for biofuel generation because
they are economical, effective and easy growing. Algae fixed carbon dioxide from
atmosphere that lowers CO2 level, used for waste water treatment as they absorbs
harmful pollutants which can be removed from water by harvesting them, do not
need entire land and extra mechanical work for their growth. In agricultural country
like India, algae considered as best substitute for replacing fossil fuel into renewable
fuel.
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Discharge Machining of Al-SiC Using
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Abstract Nowadays, Al-SiC metal matrix composites are replacing conventional
materials in aerospace and automobile applications because of their superior char-
acteristics. However, present manufacturers are facing various challenges during
machining these advanced, hard-to-cut materials. One alternative method suitable
in such situation is electrical discharge machining which employs series of discrete
sparks that melt and vaporize the material irrespective of the hardness. The objec-
tive of present experimental investigation is to estimate and develop comprehensive
mathematicalmodels for selected performance parameters such as, surface roughness
(Ra), and overcut (OC) with the five input machining parameters such as low voltage
current, high voltage current, pulse-on time, pulse-off time and flushing pressure
through response surface methodology. Thereafter, the significance of the developed
models have been verified through analysis of variance. Results showed surface finish
improves with the increasing pulse-off time and flushing pressure whereas, overcut
decreases with the increasing high voltage current but reverse effect obtained with
pulse-on time. In end of the discussion, a multi-objective particle swarm optimiza-
tion (MOPSO) algorithm has been employed for simultaneous optimization of muli-
responses which provides helpful guidance for governing the machining parameters
to enhance accuracy of the electrical discharge machined components and a con-
firmation test is performed at the optimized parameter setting for copper and brass
electrodes respectively to validate the result.
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1 Introduction

Electro discharge machining (EDM), perhaps is the oldest and most widely used
non-traditional machining process for electrically conductive materials which are
very difficult-to-cut in traditional machining methods. In recent days, Al-SiC metal
matrix composite is an imperative engineering material, used to attain the high per-
formance because of its high stiffness and strength to weight ratio in addition to high
temperature resistance. Hence, it has been attracted many researchers and engineers
to investigate on it, due to its growing ranges of applications in the field of aerospace,
military, die making industries and sports equipment. Machining of MMCs like Al-
SiC composites on EDM is challenging due the presence of nonconductive and high
melting point reinforcement particles that slows down the process and introduces
additional complexity [1]. In recent past attempts are made to evaluate the machin-
ability properties of Al-SiC by EDM process.

When the manufactures are dealing with multiple conflicting objectives, mod-
elling technique helps in enhancing the efficacy of machining process. Although
some theoretical models require simplifications, assumptions and approximations
for approaching real machining process, do not consider any undesirable deficiency
in the process. Therefore, analytical solutions cannot be easily extended to practical
usage [2], and for this reason adequatemodelling is essential to do quality predictions
in a function of operating conditions. The model development by RSM and ANN are
convenient methods for product as well as process improvement and have received
considerable attention by the researchers in the last two decades.

Moreover, owing to the complicated behaviour of the machining processes, where
a few distinctive and opposing goals must be optimized, at the same time the mono-
objective optimization techniques don’t allow to find the comprehensive ideal cutting
conditions value which fulfils all the execution attributes in machining; hence the
multi-objective optimization has turned into an undeniably vital and challenging
assignment [3–6]. For sure, it offers most prominent measure of data with a specific
end goal to settle on a choice on choosing process parameters in machining pro-
cess. Amid all the optimization techniques, the particle swarm optimization (PSO)
has explored as an effective and reliable tool in advanced computing technology for
the outline of high-quality frameworks as it gives a straightforward, proficient, and
well-organized way to optimize output, for example, performance, cost, and quality.
The optimum parametric combinations for EDM process by approaching with PSO
technique would help to accomplish a common goal of improving machining per-
formance. A number of investigators have been employed methods which include
statistical and analytical approach using RSM [7–14] for mathematical modelling in
order to predict the responses and PSO [15–19] for multi-response optimization in
order to control the process parameters during electric discharge machining process.
The present research focused on process modelling and multi-response optimization
during electrical discharge machining of Al-SiC MMC using statistical approach
such as response surface methodology (RSM) followed by, computational approach
like particle swarm optimization (PSO).
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Table 1 Process parameters and levels

Control
parameters

Symbols Units Levels

−1 0 +1

Low voltage
current

A A 5 10 15

High voltage
current

B A 1 1.5 2

Pulse-on time C µs 100 200 300

Pulse-off time D µs 10 20 30

Flushing
pressure

E kg/cm2 0.2 0.4 0.6

2 Experimental Procedure

To accomplish the objective of the proposed research work low voltage current, high
voltage current, pulse-on time, pulse-off time and flushing pressure are considered
as major process variables, whereas the technological response characteristics are
surface roughness and overcut. The different process parameters and their levels are
shown in Table 1. Employing the selected parameters (five) with of each having
three different levels, a well-sequential design layout was established based on Box-
Behnken design of experiments (BBDOEs) in order to perform the EDM operation.
For sequenceof experiments, a design layoutwith corresponding experimental results
are presented in Table 2.

The computer numerical control electrical discharge machine (EDM), model:
ECOWIN PS 50ZNC with positive polarity for electrode and servo head (constant
gap) was utilized to perform the experimental trials. Commercial grade EDM oil
(paraffin oil) was used as dielectric fluid. The machining is executed on Al-SiC
metal matrix using a cylindrical shape of 9 mm diameter copper as electrode mate-
rial. The elemental composition of the workpiece material (here, Al-SiC) is pre-
sented in Table 3. The surface finish (Ra) followed by, radial overcut (OC) of the
machined component are measured by utilizing roughness tester (make: Mitotoyo,
model: Surftest SJ-210) and coordinate measuring machine (make: ZEISS, model:
MC850), respectively. The schematic view of experimental work and methodology
proposed in the current study, is presented in Fig. 1.
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Fig. 1 Layout of experimental setup and methodology presented
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3 Results and Discussion

3.1 Model Prediction Using RSM

The results of response characteristics, i.e. surface roughness (Ra) and radial overcut
(RO) which were obtained in accordance of BBDOEs, were analysed in Minitab16
software through response surfacemethodology (RSM), developed themathematical
model to find-out the best fit of correlation between the two responses of themachined
component with the pre-cited input machining parameters. Regression equations in
the form second order (i.e. quadratic model) for each of the responses (Ra, OC) are
presented by;

Ra � 4.193 + 0.13684A − 0.3209B + 0.17606C − 0.39694D − 0.545E − 0.32375AB

− 0.392AC − 0.57185AD + 0.12725AE + 0.10975BC + 0.76265BD − 0.1955BE

− 0.09075CD − 0.11775CE − 0.391DE + 0.56215A2 − 0.1271B2 + 0.31852C2

+ 0.0472D2 + 0.04643E2

R-Sq � 83.81%, R-Sq (adj) � 70.31% (1)

OC � −2.59527 + 0.13952A + 1.44673B + 0.00552C + 0.01864D + 1.88699E − 0.03714AB

− 0.00029AC − 0.00202AD + 0.01775AE − 0.00053BC − 0.00409BD − 0.89075BE

+ 0.00004CD + 0.00213CE + 0.02110DE + 0.00036A2 − 0.19287B2 − 0.00001C2

− 0.00017D2 − 1.79526E2

R-Sq � 70.34%, R-Sq (adj) � 46.61% (2)

The statistical analysis of developedmodels forRa andOCare presented in Table 4
by employing ANOVA in order to check its adequacy and validity. The F value of the
model for surface roughness (Ra) and overcut (OC) are 6.21 and 2.96 respectively,
which shows the excellent significance of model because of lower magnitude of F
table value (2.08). Moreover, it can be clearly noticed that the quadratic models are
significant as the P-value is below 0.05. The ‘lack-of-fit’ P-value of 0.138 for Ra and
0.821 in case of OC (over 0.05), are non-significant concerning the pure error, which
is excellent for perfect fitting of the model.

The different surface plots (see, Fig. 2) of surface roughness (Ra) are analysed
with the most significant variables, i.e. low voltage current, pulse-off time, flushing
pressure. It is noticed that Ra value decreaseswith the increase of pulse-off time along
with flushing pressure and mid-value of low voltage current. Figure 3 illustrates the
surface plot of overcut (OC) with low voltage current, high voltage current and pulse-
on time, which have been found the most significant parameters. It is noticed that
OC decreases with increase of high voltage current but opposite trend occurs with
the increase of pulse-on time. It is also observed that OC increases with increasing
low voltage current, but it is minimum at high voltage current.
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Table 4 ANOVA for surface roughness and overcut

Source DOF Seq SS Adj SS Adj MS F P Remarks

(a) Results of ANOVA for surface roughness model

Regression 20 18.4543 18.4543 0.972271 6.21 0.000 Significant

Linear 5 10.2416 9.9629 1.99258 13.41 0.000 Significant

A (low
voltage
current)

1 1.2117 1.4857 1.48569 10.00 0.004 Significant

B (high
voltage
current)

1 0.3162 0.2651 0.26506 1.78 0.194

C
(pulse-on
time)

1 0.4960 0.4960 0.49597 3.34 0.080

D
(pulse-off
time)

1 3.4654 2.0337 2.03369 13.69 0.001 Significant

E (flushing
pressure)

1 4.7524 4.7524 4.75240 31.99 0.000 Significant

Square 5 3.6574 3.8308 0.76615 5.16 0.002 Significant

A2 1 0.1448 0.1335 0.13346 0.90 0.353

B2 1 2.6092 2.5858 2.58545 17.40 0.000 Significant

C2 1 0.5025 0.8696 0.86962 5.85 0.023 Significant

D2 1 0.4004 0.0167 0.01671 0.11 0.740

E2 1 0.0007 0.0185 0.01848 0.12 0.727

Interaction 10 4.5553 4.5553 0.4553 3.07 0.012 Significant

A * B 1 0.4193 0.4193 0.41926 2.82 0.106

A * C 1 0.0482 0.0482 0.04818 0.32 0.574

A * D 1 1.8465 1.8465 1.84652 12.43 0.002 Significant

A * E 1 0.1529 0.1529 0.15288 1.03 0.321

B * C 1 0.6147 0.6147 0.61466 4.14 0.053

B * D 1 0.7091 0.8599 0.85993 5.79 0.024 Significant

B * E 1 0.0648 0.0648 0.06477 0.44 0.515

C * D 1 0.0329 0.0329 0.03294 0.22 0.642

C * E 1 0.0555 0.0555 0.05546 0.37 0.547

D * E 1 0.6115 0.6115 0.61152 4.12 0.054

Residual
error

24 3.5658 3.5658 0.14858

Lack-of-fit 18 3.1354 3.1354 0.71419 2.43 0.138

Pure error 6 0.4304 0.4304 0.07173

(continued)
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Table 4 (continued)

Source DOF Seq SS Adj SS Adj MS F P Remarks

Total 44 22.0201

(b) Results of ANOVA for overcut model

Regression 20 0.375631 0.375631 0.18782 2.96 0.006 Significant

Linear 5 0.059647 0.118106 0.023621 3.73 0.012 Significant

A (low
voltage
current)

1 0.000027 0.067997 0.67997 10.73 0.003 Significant

B (high
voltage
current)

1 0.009039 0.067296 0.067296 10.62 0.003 Significant

C
(pulse-on
time)

1 0.029318 0.042642 0.42642 6.73 0.016 Significant

D
(pulse-off
time)

1 0.008691 0.005100 0.005100 0.80 0.378

E (flushing
pressure)

1 0.012572 0.019900 0.019900 3.14 0.089

Square 5 0.099902 0.100204 0.020041 3.16 0.024 Significant

A2 1 0.018982 0.000698 0.000698 0.11 0.743

B2 1 0.004829 0.019221 0.019221 3.03 0.094

C2 1 0.032242 0.052177 0.052177 8.23 0.008 Significant

D2 1 0.000002 0.002350 0.002350 0.37 0.548

E2 1 0.043847 0.044728 0.044728 7.06 0.014 Significant

Interaction 10 0.216081 0.216081 0.021608 3.41 0.006 Significant

A * B 1 0.034484 0.034484 0.034484 5.44 0.028 Significant

A * C 1 0.082398 0.082398 0.082398 13.00 0.001 Significant

A * D 1 0.040844 0.040844 0.040844 6.45 0.018 Significant

A * E 1 0.001260 0.001260 0.001260 0.20 0.659

B * C 1 0.002841 0.002841 0.002841 0.45 0.509

B * D 1 0.001344 0.001344 0.001344 0.21 0.649

B * E 1 0.031737 0.031737 0.031737 5.01 0.034 Significant

C * D 1 0.006790 0.006790 0.006790 1.07 0.310

C * E 1 0.007259 0.007259 0.007259 1.15 0.295

D * E 1 0.007123 0.007123 0.007123 1.12 0.299

Residual
error

24 0.158406 0.158406 0.006336

Lack-of-fit 18 0.103384 0.103384 0.005441 0.59 0.821

Pure error 6 0.055022 0.055022 0.009170

Total 44 0.534037
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Fig. 2 Parametric influence on surface roughness (Ra)



Parametric Optimization of Surface Roughness and Overcut … 111

Fig. 3 Parametric influence on overcut (OC)
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3.2 Multi-response Optimization Using PSO

Particle swarm optimization (PSO) technique optimizes group activity with inputs
from individual groupmembers or particles about respective duration of time to com-
plete the certain problem. This technique is employed as naturally socio-biological
colony of organisms like a cluster of birds, fish, swarm of ants, etc. In this case, the
particles correct their respective paths in accordance with the path traversed by the
particle consuming minimum time to complete the work in order to meet the target
in the quickest possible manner collectively. Normally, PSO algorithm involves with
the following steps: (i) generating velocity profiles for the assemblage of particles
based upon the minimum andmaximum value of the input parameters, (ii) correcting
velocity of each particle by iteration with respect to its position, (iii) computing the
value of fitness function, and (iv) updating the indices pbest and gbest for the parti-
cles signifying individual effort and tem effort, respectively. Meanwhile, if Si0 is the
starting point and Vi0 is the speed profile of the ith particle, then the generation of
cluster of particles are initiated by the following equations:

Si0 � Smin + rand (Smax − Smin) (3)

Vi0 � Position/Time � Smin + rand(Smax − Smin)

�t
(4)

Vi (t + i)

(Velocity of particle i at time t + i)
+
WVi (t)

(Current motion)

+
pbesti (t)−Si (t)

�t

(Particle memory influence)
+

gbesti (t)−Si(t)
�t

(Swarm influence)
,

(5)

where, Smax and Smin are the upper and lower limit of input parameters, respectively
and �t is the design space time. With the help of generated particles, the fitness
function is used to evaluate the next iteration, i.e. personal best, pbest and global best,
gbest. The updated velocity profile of the particles is given by,

Si (t + 1) � Si (t) + Vi (t + i) (6)

and

wi�wmax − wmax − wmin
imax

, (7)

where, wmax and wmin are the maximum and minimum inertia weights, respectively
and imax is the maximum number of iterations. It is necessary to evaluate the fit-
ness values of all particles by updating the position and velocity profile of every
particle. Such current fitness value is compared with pbest and gbest values, until ter-
mination criteria is met, i.e. representing input parameters as the optimal settings.
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Table 5 Deviation of results between the experimental and predicted optimal

Tool and model
type

A B C D E Ra OC

Copper Predicted 10 2 100 30 0.2 4.775 0.139

Experimental 10 2 100 30 0.2 5.16 0.152

Error 8% 9%

Fig. 4 Convergence curve for PSO algorithm

In the present study, initial swarm size of 50, constants namely cognitive and social
scaling parameters (C1 and C2) as 2 with maximum number of iterations of 200, and
inertia weights of 0.9 and 0.4 for wmax and wmin, respectively are considered as spe-
cific parameters for particle swarm optimization (PSO). The iteration is performed
as well as the optimization result for the predicted output is shown in Table 5. It can
be seen from Fig. 4 that PSO improves the optimal condition by reducing the number
of iterations.

Finally, an additional experiment is performed with the optimal configuration
(suggested by PSO) in order to validate the predicted responses at optimal exper-
imental conditions, are listed in Table 5. As can be seen, the experimental result
obtained by confirmation test, matches the predicted results obtained by PSO fairly
well with a realistic degree of approximation; hence the optimality of the machining
condition can be validated. From the analysis of SEM micrograph shows that the
machined surface during machining using the predicted optimal parametric combi-
nation, shown in Fig. 5.
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Fig. 5 SEM image illustrating cracks and pores on the machined surface

4 Conclusions

Themajor objective of the experimental investigationwhichwas to study the effect of
pre-cited process parameters on technological response characteristics (Ra and OC)
of electrical dischargemachiningwhilemachining onAl-SiCMMC.The conclusions
based on the experimental results are summarized as follows:

• Low voltage current, pulse-off time, and flushing pressure are significant parame-
ters in affecting surface roughness. The Ra decreases steadily by increasing both
pulse-off time and flushing pressure.

• The most influential parameters on overcut are low as well as high voltage current,
and pulse-on time. The OC can be lowered by applying high voltage current with
long pulse durations.

• Empirical models proposed for the technological response characteristics such as
surface roughness and overcut have R-Square values close to one and P-value less
than 0.05, which ensured the greater statistical significance with excellence of fit
for the model.

• The optimum values of parameters that gives minimum Ra and OC are found to
be 15 A (low voltage current), 2 A (high voltage current), 100 µs (pulse-on time),
30 µs (pulse-off time), and 0.2 kg f/mm2 (flushing pressure).

• The suggested multiple approaches (experimental, statistical, and computational)
are reliable methodologies for improving EDM process and can be used in model
predictive control, real-time process monitoring, and optimization in different
machining process.
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Biogas Plant Slurry Dewatering
and Drying Using Hybrid System:
A Review

Sujeet Kumar and Om Prakash

Abstract India is the largest milk producing country in the world as well largest
animal stock in the world. Wastes generated from animals is the challenge to the
society as a whole. In this paper the slurry coming out from biogas plant is used for
dewatering and drying has been discussed. The work carried out bymany researchers
has been collected and discussed. The tables and charts has been drawn from the
collected data and comparison has been made. The solid cake after dewatering can
be used as a natural fertilizers for our agricultural land and major society problem of
biogas plantwaste can be solved by suitable use of dewatering and drying technology.

Keywords Wastes · Dewatering · Drying · Belt filter press · Centrifuge

1 Introduction

India is having one of the highest animal stock in the world. It is also the highest
milk producing country. The waste of the animals like dungs and urine are the one
of the great problem to the society, but if we will see the contents in dungs and urine
we realize that it is one of the most valuable products which can be converted so
easily as fertilizer for the use of plants which is food of animals and comleting the
cycle. Fertilizers is very essential for the plantswhich has to be supplid to the animals.
So the waste from the animal is feed for the plants. Therefore it is challenge to the
technocrats and researchers how efficiently we can convert the sludge to valuable
products that is Energy and feed to the plants (Fig. 1).
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Fig. 1 Diagram for the
processing output

Sludges are the mixture of liquid and solid like municipal waste, biogas plant
wastes. Dewatering is the process of removing water without evaporation with the
use of strainer [1] (Fig. 2).

Due to increase in demandof energy for transportation andother purposes, demand
of biogas has also increased [2]. Handling of the biogas residual slurry is very dif-
ficult, so slurry has to be treated properly. Biogas residual Slurry after drying (i.e.,
dewatering) is very useful in many purposes. It can be reused as natural fertilizer and
land filling. Sludge treatment and proper disposal are very important for the safety of
environment and living creature. The use of solar energy having tremendous amount
of energy will reduces the consumption of conventional sources of energy and also
improves the drying efficiency of theBiogas Plant slurry dewatering system.With the
use of solar dryer, the drying time can be reduced to approx. 65% compared to open
sun drying [3]. Slurry from biogas plant is going as a waste due to improper drying
technology. But the designed hybrid system can utilise this slurry which will be eco-
nomical and easy to handle. In market a lot of fertilizer is available which is very
costly and also harmful to the plants. Compost slurry is very good alternative to the
fertilizers which increase the soil fertility without large expenses. When biogas plant
slurry disposed in open environment it increases the pollution in the environment. By
drying, pollution can be also controlled. Improper handling of slurry causes water,
air and land pollution. Sludge dewatering is used to reduce the moisture content of
the sludge (Figs. 3 and 4).

Fig. 2 Belt press dewatering [5]
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Fig. 3 Centrifuge dewatering [5]

Fig. 4 Solar dryer dewatering [9]

2 Technologies Used for Dewatering and Drying of Biogas
Sludge

2.1 Different Dewatering Technologies Used for Sludge
Drying

I. Belt Filter Press Dewatering
II. Centrifuge Dewatering
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2.1.1 Belt Filter Press Dewatering

Belt filter press consist of two or in some cases three filtering belts that move towards
each other forming a closed loop envelope. Sludge is initially dewatered under grav-
ity and then squeezed between the two belts in rollers. Dewatering is achieved in
two steps: filtration and pressure squeezing between two rollers. Filtration occurs
at the initial gravity drainage zone where no pressure is exerted to sludge. In fil-
tered water, the sludge solids content is not more than 6–10% [4]. Thereafter, pro-
gressively increasing the pressure, trapped water within and between sludge parti-
cles is some more removed. After both processes finally we can achieve dewatered
sludge with solids content between 15% to 25% [4].

2.1.2 Centrifuge Dewatering

Centrifuge Dewatering is used to separate the solid sludge with different densities
by spinning action which causes the separation of water from the slurry. Centrifuge
Dewatering consumes a large power input [5].

2.2 Drying Technology

2.2.1 Solar Sludge Dryer

The solar dryer a newly developed system utilized solar energy to dry the sludge by
evaporation. Dewatering using solar energy consume less power with low initial cost
but it takes more time to dry as compare to other methods.

3 Findings of Different Researchers

Moss L and P.E. [6] shows the solid capture ability of different dewatering and drying
technologies and 92–97 percentage of solid cake remains after drying as shown in
Table 1, Chart 1 and Table 2, Chart 2 respectively. Water removed by belt filter press
technique is highest up to 87% and by electro dewatering technique only up to 63%
of water is removed.

Khoiyangbam et al. [7] explained the Nutrient content of animal fresh excreta
before drying and after drying is not diminishing as shown in Table 3, Chart 3 and
Table 4, Chart 4 respectively.

Mamais [4] had done comparison between two most dominant technologies in
sludge dewatering which are belt filter press and centrifuges dewatering as shown in
Table 5. Initial cost and energy consumption in belt filter press is less than centrifuge
dewatering, but total cost of centrifuge dewatering is less as compared to belt filter
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Chart 1 Solid capture in
different technologies
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Table 1 Solid capture in different technologies [6]

Percent capture Centrifuge (%) Screw press (%) Electro dewatering
(%)

Northwest WRF 97 94 92

South WRF 96 95 95

Eastern WRF 92 97 93

Table 2 Solid cake content in different technologies [6]

Region Belt Filter
Press (%)

Centrifuge
(%)

Screw press
(%)

Rotary fan
press

Electro
dewatering
(%)

Northwest WRF 14 23 21 – 39

South WRF 13 20 17 14% 37

Eastern WRF 15 21 20 17% 43
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Table 3 Nutrient content of animal’s fresh excreta and slurry residues before dewatering and drying
(% on oven dry basis) [7]

Materials N P2O5 K2O Ca Mg

Pig dung 2.27 3.1 1.8 0.21 0.54

Cow dung 1.74 1.7 0.6 0.37 0.53

Horse dung 1.07 2.1 3.6 0.26 0.49

Camel dung 1.51 0.35 1.8 0.70 0.69

Poultry
excreta

2.17 2.0 4.2 2.28 1.39

Chart 3 Nutrient content of
animal’s fresh excreta before
dewatering
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Table 4 Nutrient content of animal’s fresh excreta and slurry residues after dewatering and drying
(% on oven dry basis) [7]

Materials N P2O5 K2O Ca Mg

Pig dung 2.20 3.4 2.0 0.23 0.59

Cow dung 1.92 1.9 0.66 0.40 0.58

Horse dung 1.34 2.2 3.9 0.28 0.52

Camel dung 1.60 0.38 2.0 0.76 0.75

Poultry
excreta

2.32 2.3 4.8 2.59 1.58

press dewatering because of high use of polymers to separate the additional water
from the slurry in case of belt press dewatering. Table 5 comparision of belt press
and centrifuges dewatering

Uchiyam [8] explained the variation of pressure and dewatering amount of sludge
with time in Belt Press Dewatering technique as shown in Figs. 5 and 6. From these
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Chart 4 Nutrient content of
animal’s excreta after
dewatering
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Table 5 Comparision of belt press and centrifuges dewatering

Parameter Belt press dewatering Centrifuges dewatering

Moisure content removed More (83–85%) Less (77–79%)

Polymer addition More Less (25%)

Energy consumption Less More

Initial cost Less More

Total cost |/TON (100 h/week) 8056 6384

Total cost |/TON (50 h/week) 8208 6232

Total cost |/TON (30 h/week) 11,172 8664

figures one can say that as the dewatering amount of sludge increases, pressure also
increases.

4 Result and Discussion

From Chart 1 one can say that solid captured using different technology, centrifuge
is the best for Northwest slurry and screw press is best for Eastern whereas for south
west screw press and electro are giving the same results.

Chart 2 shows that the solid cake content obtained from slurry by different tech-
nique, the belt filter press is best for south, eastern and northwest because it remove
more content of water. Press rotary fan is equally good for south slurry and eastern
region.
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Fig. 5 Dewatering amount
versus time [3]

Fig. 6 Dewatering pressure
versus time [3]

In Chart 3 the nutrients content of different animal dungs before dewatering and
drying has been compared. From the Chart 4 one can say that the poultry excreta
containsmore potassiumoxide (K2O) and nitrogen (N)whereas the pig dung contains
more Phosphorus pentaoxide (P2O5),

Chart 4 shows that the Nutrients contains of different animal dungs after dewa-
tering and drying. From this chart one can see that there is no effect on nutrition
contents after dewatering and drying.
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5 Conclusions

Analyzing the report and data of many researchers at the end one can say that dewa-
tering and drying of slurry will help to solve the problem of society. The solid cake
coming out from the dewatering and drying is one of the valuable product to the
society.

References

1. Chen G, Lock Yue P, Majumdar AS (2006) Sludge dewatering and drying
2. AmbarishK, Faiz, R (2014) System analysis of de-watering process for treating biogas digestive.

Linköping University, Sweden
3. Yuana G, Hongb L, Xua L, Tangc W, Wanga Z (2014) Experimental investigation of a solar

dryer system for drying carpet
4. Mamais D, Tzimas A, Efthimiadou A, Kissandrakis J, Andeeadakis A (2009) Evaluation of

different sludge mechanical dewatering technologies. J Residuals Sci Technol 6(1)
5. EPA (ed) (2000) Centrifuge thickening and dewatering. United States Environmental Protection

Agency, Washington D.C.
6. Moss L and P.E. Trends in dewatering, December, 2012
7. Khoiyangbam RS,Gupta N, Kumar S (2011) Biogas technology towards sustainable develop-

ment
8. Uchiyam S (2001) Filter press type dewatering. Patent application publication, 30 March 2001
9. Heliantis process diagram natural sludge drying, biosolids (2018) Reduce the quantity of

dewatered sludge using solar radiation

Om Prakash is a Professor in the Mechanical Engineering
Department, National Institute of Technology, Patna, India. He
received his Ph.D. from Indian Institute of Technology, Delhi.
His research area of interest is Power Plant, Heat and Mass
Transfer, Thermal Engineering and Energy.



Equations of State for Various
Dimensional Hard Hyper-sphere Fluids

Sumit Kaur, Binay Prakash Akhouri and Praveen Singh

Abstract We confirm the observations of Luban and Michel [Phys Rev A41:6796
(1990)] in five and Santos et al. [J Chem Phys 120:9113 (2004)] in seven dimensions
that the equation of state fits the computer simulation data nearly as well as any other
proposed form of equation of state for hard hyper-sphere fluids. We also confirm the
observations of Song, Mason, and Stratt [J Phys Chem 93:6916 (1989)] that their
theoretical predictions in terms of pair correlation functions in all the dimensions fits
the computer simulation data very well.

1 Introduction

1.1 Equations of State for Hard Hyper-Spheres

The study of hard sphere systems with more than three dimensions (hard hyper-
spheres) is a very convenient and a general test for theoretical and computational
techniques. An impressive study of this can be seen in references [1–12]. If we intend
to construct a new equation of state, it is essential to have an accurate knowledge
of virial coefficients. These coefficients form the bed-rock of theory of fluids at
low and medium densities. A large variety of approaches have been employed for
knowing these virial coefficients and constructing equations of state. In some of the
approaches, there are a large number of virial coefficients which have been derived
and defined in order to get high accuracy [4–12], while there are other approaches
that are capable of attaining accuracy by using lesser number of virial coefficients,
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but with one of the deepest physical understandings and applications. The virial
coefficients are the sum of cluster integrals represented by diagrams [13]. Virial
coefficients beyond B10 are difficult to calculate as the number of diagrams required
for specification show abnormal increase. There are many ways of deducing and
drawing inferences from the derived virial coefficients. Some of these assumptions
are based on the facts that the higher virial coefficients depend on the lower ones.
This inference is drawn on the basis of the assumption that the compressibility factor
can be expressed in the form.

Z � Pn(η)

Qm(η)
(1)

Here Pn and Qm are polynomials of order n and m, respectively, whose coef-
ficients are combinations of known virial coefficients. These virial coefficients are
also used to fix the polynomial structure for both, the numerator and denominator as
in case of Padé approximants [13, 14]. We can expand Eq. (1) into the Taylor series
and hence obtain the higher virial coefficients. Also, if we come to know the virial
expansions of the compressibility factor in terms of number density, we can calculate
the thermodynamic properties of fluids. We can also solve the problem of getting an
exact equation of state for any fluid if we are able to determine the coefficients of
infinite virial series expansion of the compressibility factor in powers of the density
[13], i.e.,

Z � P

ρkBT
� 1 +

∞∑

n�2

Bnρ
n−1 (2)

In Eq. (2), Bn is the virial coefficients of the series expansion, Z is the compress-
ibility factor, P is the pressure, ρ is the number density, kB is Boltzmann’s constant,
and T is the absolute temperature. As stated earlier, if the exact values of all the virial
coefficients are known, then an accurate equation of state for any fluid can exactly
determined. But the irony is that the above equations of state have only a few best
known virial coefficients. So in order to make virial expansion converge rapidly, we
have a method to propose some approximants which should be based on the fact that
the series expansion of the proposed approximants must reproduce a given number
of the known virial coefficients. The most widely used and commonly in practice are
the Padé approximants. Padé approximants are quotients of polynomials in terms of
the density or the so called packing fraction y. The packing fraction is in turn the frac-
tion of space (σ/2)D and is covered by the hard-spheres, i.e., y � ρvD(σ/2),where,
σ is its diameter and vD is the volume of a D-dimensional sphere of radius σ/2.
If, vD(σ/2) � π D/ 2/

[
Γ

(
1 + D

/
2
)]

(σ/2)D and, therefore, y may be expressed as
y � ρπ D/ 2/

[
�

(
1 + D

/
2
)]

(σ/2)D � π D/ 2/
[
�

(
1 + D

/
2
)]

(1/2)Dρ∗, Here, �(x)
is the gamma function and ρ∗ � ρσ D is the reduced density. By introducing
bn ≡ Bn/

(
vDσ D

)n−1 � 2(D−1)(n−1)Bn/B
n−1
2 in Eq. (2), we get Eq. (3) expressed in

the form below:
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Z � 1 +
∞∑

n�2

bn y
n−1 (3)

Now we can get the value of the third virial coefficient (n � 3) by the relation [2,
15]

B3

B2
2

� 2
B3/4(D/2 + 1, 1/2)

B(D/2 + 1/2, 1/2)
, (4)

where, B(a, b) � �(a)�(b)/�(a + b) is the beta function and Bx (a, b) is the incom-
plete beta function given by Bx (a, b) � ∫ x

0 ta−1(1 − t)b−1dt ; Re(a) > 0, Re(b) > 0
and0 ≤ x ≤ 1.Here, both B2 and B3 are positive definite for arbitraryD. FromEq. (4)
B3/B2

2 � 5/8 for D � 3, B3/B2
2 � 4/3 − 3

√
3/2π for D � 4, B3/B2

2 � 53/128
for D � 5, and B3/B2

2 � 11/50 for D � 7.

1.2 Equation of State of Hard Hyper-Sphere in Arbitrary
Dimension Using Pair Correlation Function

The pair correlation function [13] describes the variation of number density of par-
ticles as a function of distance from a reference particle. All particles are assumed
to be in a spherical shell dR that surrounds the reference particle. If there are N
particles contained in a region of size V (which is the volume in D-dimension) then
the average number density ρ is given by N/V . Function G(R) is then used to find
the probability of observing a particle at R, when it is given that a particle is placed
at the origin. This is given by ρG(R)dR. We find here that ρG(R) behaves as a local
density becausewhenG(R) is zero, there are no particles in dRwhereas it is observed
that if G(R) is 1, the number of particles in dR is determined by the average density.
Also the structure of pure fluids is determined by the pair correlation function. So
the equation of state in D-dimensional form for pair correlation function at contact
[13] is

Z � 1 − (βρ/2D)

∫
G(R)R[∂U (R)/∂R]dR (5)

In the above equation, dR is the D-dimensional differential volume element. Also
this equation has been expressed as the sum of “ideal gas part” and “the part caused
by particle interaction”. The pair potential of the interacting part (for D-dimensional
hyper-sphere) is represented as

U (R) �
{

∞, R < σ

0, R ≥ σ
(6)
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In the derivations of equation of state phenomena, Mayer and his co-workers [13],
made use of the following function

f (R) � exp[−βU (R)], (7)

where, β � 1/kBT .
We know that in an ideal system, where there are no interactions, the Mayer

f -function vanishes everywhere. Also it is a fact that the stronger the interactions,
U (R), the larger are the absolute value of f . The pair correlation function may be
expanded in powers of density. These assumptions prove very handy and important
in giving the idea of cluster expansion and diagrams too. If we apply chain rule to
Eq. (7), we can obtain the relation of the form as given below,

∂ f (R)/∂R � [∂ f (R)/∂U (R)][∂U (R)/∂R] � −β exp(−βU (R))[∂U (R)/∂R]
(8)

The Mayer function when considered for hard hyper-spheres is given by,

f (R) �
{
0, R < σ

1, R > σ
(9)

Therefore, for hard hyper-spheres f (R) � −1 for R < 1 and f (R) � 0 for
R > 1, which is the Unit step function or Heaviside step function and it can be
defined as the integral of the Dirac delta function and hence as a result its derivative
is also the Dirac delta function. We can then replace ∂ f (R)/∂R by δ(R − σ) and
rearrange terms to obtain:

∂U/∂R � − exp[βU (R)]δ(R − σ)/β (10)

Hyper-spherical coordinate in D-dimensional space are shown in Fig. 1. Here the
hyper-spherewith radius R is defined by x2+y2+z2+· · · � R2.We can also construct
the volume VD(R) by adding infinitely thin spherical shells of radius 0 ≤ r ≤ R.
Expressing this in the equation form, VD(R) � ∫ R

0 SD(r )dr . The volume and surface
area of D-dimensional hard hyper-sphere are VD(R) � π D/2RD/�(1 + D/2) and
SD(R) � D π D/2RD−1/�(1 + D/2), respectively.

As per the definition the differential volume element dR is given by the surface
area, SD−1 times dR. The surface area of a D-dimensional hyper-sphere is [13]

SD � Dπ D/2RD−1

�(1 + D/2)
(11)

Now if we substitute the value of ∂U (R)/∂R in Eq. (5) from Eq. (10) we get,

Z � 1 +
(ρ/2)π D/2G(σ )σ D

�(1 + D/2)
(12)
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Fig. 1 D-dimensional hard
hyper-sphere

The second virial coefficient B2 can be given [4–13] by,

B2 � π D/2σ D

2�(1 + D/2)
(13)

This leads to an expression for the equation of state in all dimensions as

Z � 1 + ρB2G(σ ) (14)

Based on the Carnahan-Starling equation of state [20], a theoretical equation for
G(1), using the mean field theory, was derived by Song, Mason and Strat [16] and
that can be conveniently written as

G(1) � 1 − αy

(1 − y)D
, (15)

where, y is the packing fraction and G(1) is the pair correlation function for σ � 1.

y � B2ρ
∗

2D−1
(16)

and

α � D − 2D−1 B3

B2
2

. (17)

Here, B3/B2
2 can be determined by using Eq. (4). The values of G(1) for five-

and seven-dimensional hard hyper-sphere have been calculated by taking different
values of packing fraction y and are tabulated in Table 1. The computer simulations
as done by many researchers [1–14, 23] for 5-D and 7-D are also summarized in
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Table 1. The compressibility factors corresponding to reduced densities for a hard
hyper-sphere fluid are given in the same table for comparison of various equations
of state defined in text both for 5-D and 7-D.

2 Aim of the Work

We have a binary aim set up for our work. The first aim is to test the accuracy for a
set of equations of state for hard hyper-spheres in 5-D and 7-D. The second aim is
to test the accuracy with the help of an equation for pair correlation function that is
based on Carnahan-Starling equation of state. This test for accuracy was done with
the computer simulation data. Such methods of Computer simulation data are very
common reference tools that are used to test the validity of numerous proposals for
the formation of equations of state in D-dimensions. The computer simulation data
for 5-D is on the basis of the work done by Luban and Michel and that for 7-D it is
based on the work performed by Santos et al.

2.1 Test of Accuracy for a Set of Equations of State in 5-D
and 7-D Hard Hyper-sphere

The need of our work is to establish authentic and worthy conclusions about the
validity of the analytical expressions that are proposed for the compressibility factor
of the hard sphere fluid. So in order to establish the validity we have considered four
different equations of state [Colot-Baus [15] (CB), Song-Mason-Stratt [16] (SMS),
Luban-Michel [17] (LM), and Maeso-Solana-Amorós-Villar [18, 19] (MSAV)]. In
the process of establishing the accuracy of these expressions and also to check their
validity for calculating the compressibility factor we had to tally and confirm the
results got from the available simulation data given by Luban-Michel in 5-D and
Miguel Robles, Marinano Lopez de Haro and Andrew Santos [23] in 7-D. The
exact values of the first four virial coefficients are B1 � 1, B2 � 16, B3 � 106
and B4 � 311.18341(2) and that of the reduced virial coefficients are b2 � 64,
b3 � 901.12 and b4 � 4378.

2.1.1 Colot-Baus Equation of State

Colot and Baus obtained the following two simple expressions for the equation of
state by rescaled (truncated) virial expansion:

Z � 1 + (B2 − D)y + [B3 − B2D + D(D − 1)/2]y2

(1 − y)D
(5−D) or (7−D) (18)
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2.1.2 Song-Mason-Stratt Equation of State

An equation of state that was given by Song, Mason-Stratt as

Z � 1 + B2y
1 + (B3/B2 − D)y

(1 − y)D
(5−D) or (7−D) (19)

2.1.3 Luban-Michel Equation of State

This was one of the most accurate proposals that could be given by Luban and
Michels for entire densities range of computer simulation data for the fluid phase
of hard-spheres and also for four-and five-dimensional hard hyper-spheres. It was a
combination of the first four virial coefficients and included two adjustable constants
determined from computer simulation data. The analytic expression has the form

Z � 1 +
B2{1 + [(B3/B2) − η(y)(B4/B3)]y}

1 − η(y)(B4/B3)y + [η(y) − 1](B4/B2)y2
(5−D) or (7−D) (20)

Luban and Michels observed that the computer simulation data for D � 2 − 7
shows a linear approximation, ζ (y) � p+qy to the simulation results for each dimen-
sionality with coefficients that were obtained by a least-square fit;. The values of the
adjustable parameters were found to be p � 1.07416,−5.81 and q � 0.35096, 88.2
in five- and seven dimensions respectively. In Figs. 2 and 3 we have plotted graphs
showing variations between the compressibility factors Z in y-direction and the
reduced density ρ∗ in x-direction.

2.1.4 Maeso-Solana-Amorós-Villar Equation of State

Rescaled Padé approximants proposed by Maeso et al. are given by Eqs. (21) and
(22) as

Z � 1 + u1y + u2y2

(1 − y)D(1 + v1y)
(D � 5) (21)

where u1 � (776 − B4)/36, u2 � (5476 − 11B4)/36 and v1 � (380 − B4)/36.

Z � 1

(1 − y)D
B2 − D + [D(D + 1)/2 + B2(B2 − D) − B3]y

B2 − D − [B3 − B2D + D(D − 1)/2]y
(D � 7) (22)

Note: While plotting Fig. 3 in seven dimensions the value of reduced virial
coefficient,b have been substituted for B in Eqs. (18)–(22). i.e., B should be replaced
by b. A sudden drop in compressibility factor is observed at ρ∗ � 1.95 or y � 0.0720
in 7-D. This can be interpreted as the indications of freezing transition.
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Fig. 2 • Represents the computer simulation data [7, 21, 22] in 5-D

2.2 Test of Accuracy Using Pair Correlation Function

Atheoretical equationusingmeanfield theorywasderivedbySong,Mason andStratt,
for G(1) based on the Carnahan-Starling equation of state as shown in Eq. (15). Pair
correlation function for various dimensions is calculated and plotted as Fig. 4. This
shows the variation of pair correlation function with packing fraction i.e., 1/G(1)
versus y. The symbols represent the results obtained by computer simulation for var-
ious D-dimensional hard hyper-sphere and the solid line represents results obtained
from Eq. (15) for various D-dimensions. It can be observed that the theory of Song,
Mason and Stratt reproduces the simulation data much closely with the observations.

3 Conclusion

The results of the simulations are used to assess the merits of various proposals that
have been made in the literature of equation of state [5–20]. It has been found that the
Luban and Michel Equation of state is still one of the most accurate over all density
range. The computer simulation data also confirm the theory of Song, Mason and
Stratt [16]. We are in excellent agreement with previously published result for the
considered dimensions.
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Energy and Exergy Analysis of Solid
Oxide Fuel Cell Integrated with Gas
Turbine Cycle—“A Hybrid Cycle”

Tushar Choudhary and Mithilesh Kumar Sahu

Abstract The available waste heat at the gas turbine exhaust has enough potential
which can be utilized by integration other thermal systems with the gas turbine cycle.
Solid oxide fuel cell (SOFC) is one such promising system that can perfectly been
integrated with gas turbine power cycles. In this work, a hybrid power cycle has been
developed by integrating recuperative gas turbine cycle with the fuel cell, i.e., SOFC.
Through successful thermal integration, the thermal efficiency of conventional gas
turbine cycle has enhanced by around 70–80%.This can only be achieved by effective
utilization of available waste heat at gas turbine exhaust. The performance of hybrid
cycle has been examined from the thermodynamic analysis, i.e., energy analysis
and exergy analysis. From the detailed parametric analysis, the influence of turbine
inlet temperature, air flow rate, compression ratio, etc. are seen. The thermodynamic
performance characteristics of a developed hybrid cycle are compared with the avail-
able literature, which shows good agreement. The results obtained from energy and
exergy analysis are employed to evaluate the thermodynamic losses in each cycle
component and to estimate the work potentials of the fluid streams as well as heat
interactions. It has been observed that by increasing turbine inlet temperature (TIT),
the performance of hybrid cycle can be increased significantly. In addition to this,
the exergy destruction within SOFC decreases as air flow rate increases, whereas in
combustion chamber the exergy destruction tends to increase.
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Nomenclature

A Active surface area (cm2)
E Voltage (V)
Eo Ideal cell voltage at standard conditions (Volts)
exchemical Exergy of fuel (chemical) (kJ/kg)
exphysical Exergy of fuel (physical) (kJ/kg)
ex Specific exergy (kJ/kg)
Ex Exergy destruction rate (kW)
F Faraday constant (C)
h Enthalpy (kJ/kg)
j Current density (A/cm2)
jo Exchange current density (mA/cm2)
Sgen Entropy generation rate (W/K)
LHV Lower heating value (J/mol)
ṁ Mass flow rate (kg/s)
P Pressure (bar)
Q̇ Heat transfer rate (kW)
R Universal gas constant (J/mol K)
T Temperature (K)
TIT Turbine inlet temperature (K)
UF Fuel utilization ratio
W cell Power output of cell (W)
Ẇ Power (kW)

Greek Letter

η Efficiency
ε Effectiveness

Subscripts

c Compressor
dest Destruction
f Fuel
gen Generator
cell, fc Fuel cell
rc Recuperator
GT Gas turbine
PT Power turbine



Energy and Exergy Analysis of Solid Oxide Fuel Cell … 141

1 Introduction

The growing need of energy sustainability, dependency over fossil fuel, avoid the
continuing climate are only be accomplished by alternative energy technologies.
There is wide range of alternative energy technologies; one such technology is the
solid oxide fuel cell (SOFC). This class of fuel cell is the most promising technol-
ogy which produces a substantial quantity of high-quality heat and energy at high
temperature. Therefore, it can be employed more fittingly in hybrid power genera-
tion systems, such as gas turbine (GT) based power generation systems. Integrating
SOFC with gas turbine cycle leads to efficient power generation along with ultra-
high efficiency [1]. This is because of integration of two or additional power cycles
in one system, i.e., fuel cell and gas turbine. SOFC is an electrochemical energy
conversion device which converts the chemical energy of fuel and air into electrical
energy through electrochemical reaction at high temperature. Thus, it is effluent at
high temperature which makes it an appropriate candidate for integration with gas
turbine cycles [2]. Apart from these, SOFC has various attributes such fuel flexibility,
internal reforming, available in various size and shapes, solid state design, high effi-
ciency, nearly zero emission, etc. Thus, it has extensive applications in residential,
industries, aerospace, and automotive sector [3–8]. Consequently, SOFC technology
has gained considerable interest of researchers across the globe, various designs,
integration schemes, computational and experimental works have been reported and
are discussed in the literature [9–18].

Choudhary et al. [3] integrate SOFC with cogeneration system for residential
purpose. In their work CFD analysis of SOFC model has also carried out using
COMSOL. Moreover, parametric analysis has been performed and concludes that
concerning to thermo-economics internal reforming is beneficial over the external
reforming system.

Moussawi et al. [4] conducted 4 E analyses with multi-objective optimizations
technique for SOFC-CCHP system modeled for residential building. They adopted
two operation strategies i.e. on-grid base load operations and off-grid following
electrical load. Their system under on-grid base load operation yields maximum
energy and exergy efficiencies of 65.2 and 45.77% respectively andminimum system
cost rate of 22.2 cents/kWh.

Palomba et al. [5] for industrial purpose SOFC based for tri-generation systems
is presented for simulating the gasification-SOFC and the whole system ASPEN and
TRNSYS has been used. Three different configurations have been presented and
the configurations are differing for the cold production and heat back-up system.
They conclude that all configurations are energy efficient and have 50% less CO2

emissions.
For aerospace application, Choudhary et al. [3] integrate SOFC with gas turbine

hybrid System for aircraft power generation in unmanned aerial vehicle (UAV).
They achieved overall thermal efficiency of 62% which is significantly higher than
conventional gas turbine based system. For automotive purpose, Rajashekara et al. [7]
presented the comparative study of the SOFChybrid vehicle strategies for automotive
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propulsion applications, they discussed the feasibility and challenges occurred during
hybridization and compared the performance characteristics of the system.Dimitrova
et al. [8] presented an environomic design of SOFC integrated electric vehicles. Their
innovative SOFC module has capability to extend the range of vehicle over 600 km
and cuts CO2 emission by environomic optimization.

To maintain even temperature distribution within fuel cell stack, Al-Qattan et al.
[9] presented a novel stack design which reduces spatial variation of current and
temperature of fuel cell stack. For maintaining the heat generation within the stack,
an evenly fuel distribution system has also been presented. Ding et al. [10] fab-
ricated a novel SOFC stack by employing cone shaped tubular design which are
connected in series. Their fabricated stack is powered by moist hydrogen and at
800 °C, 1.78 W cm−2 of maximum power density has been achieved.

Mahisanan et al. [11] analyzed the SOFC based oxyfuel combustion systems with
the recycling of anode and steam. It has found that anode recycling delivers superior
performance and has high electrical efficiency and concludes that anode recycling is
perfect integration scheme with gas turbine.

Chen et al. [12] presented a novel control strategy for a SOFC-GT system includ-
ing anode and cathode recirculations. They found that using the developed control
scheme the temperature of anode and cathode channel can effective been controlled
and helpful in avoiding huge temperature gradient in fuel cell. Worall et al. [18]
experimentally utilizes the micro-tubular SOFC waste heat, for dehumidification
and cooling purpose. Their proposed tri-generation scheme can be used in building
application. Their proposed scheme has electrical efficiency of 11% and regenerator
efficiency of around 37%.

In the author previous work [13–15] a novel hybrid cycle has been developed
by integration SOFC with cooled gas turbine. Where air film cooling technique has
been adopted to cool the gas turbine blades and a unique performance map was
plotted. Moreover, 2nd law optimization have also been carried out by using entropy
generationminimization (EGM). Apart from this integration, computational analysis
[16, 17] of anode supported SOFC has also been carried out using COMSOL.Where,
performances of SOFC were examined under steady and transient mode.

The main objective of this work is to perform comparative thermodynamic per-
formance analysis between conventional GT cycle and SOFC-GT hybrid cycle. The
energy and exergy analyses performed in this work, using energy and exergy model
of each component are used to estimate the performance characteristics of the cycles.
Moreover, the impact of operating parameters i.e. compression ratio (rp) and turbine
inlet temperature (TIT) on performance parameter such as exergy destruction and
thermal efficiency were analyzed.
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2 Thermodynamic Model Solid Oxide Fuel Cell-Gas
Turbine

In this section mathematical modeling of SOFC-GT hybrid cycle have been pre-
sented. For analysis Black box approach was adopted to simulate the mass and
energy balance equation of each component of the hybrid cycle. There are 6 compo-
nents in the hybrid cycle i.e. low-pressure compressor, recuperator, fuel cell (SOFC),
after burner, gas turbine, power turbine. The same can be seen in Fig. 1 which shows
the schematic of SOFC-GT hybrid cycle and conventional GT cycle.

2.1 Compressor

From 1st and 2nd law the efficiency (1st and 2nd), Power generated, Exergy Destruc-
tion for compressor is given as

ηc � h2s − h1
h2 − h1

(1)

Ẇc � ṁ1(h2 − h1) (2)

Exdest,c � ToSgen,c (3)

Fig. 1 Schematic of SOFC-GT hybrid cycle and conventional GT cycle
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ηII,c � ṁ3(ex2 − ex1)

Ẇc
(4)

2.2 Recuperator

In recuperator effectiveness, Exergy destruction and efficiency is given as

ε � T3 − T2
T7 − T2

(5)

ṁ2(h3 − h2) � ṁ7(h7 − h8) (6)

Exdest,Recup � ToSgen,Recup (7)

ηII,Recup � ṁ3(ex3 − ex2)

ṁ7(ex7 − ex8)
(8)

2.3 Gas Turbine

From 1st and 2nd law the efficiency (1st and 2nd), Power generated, Exergy Destruc-
tion within gas turbine is given as

ηGT � h5 − h6
h5 − h6s

(9)

Ẇc � ẆGT (10)

Exdest,GT � ToSgen,GT (11)

ηII,GT � ṁ5(h5 − h2)

ṁ5(ex5 − ex6)
(12)

2.4 Power Turbine

ηPT � h6 − h7
h6 − h7s

(13)

ẆPT � ṁ6(h6 − h7) (14)

Exdest,PT � ToSgen,PT (15)

ηII,PT � ẆPT

ṁ5(ex6 − ex7)
(16)
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2.5 Solid Oxide Fuel Cell

In fuel cell electrochemical reaction takes place at anode and cathode interface and
releases a pair of electron which is been collected through applied load.

CH4 + 2O2 → CO2 + 2H2O (17)

Using Nernst equation, the electrical potential developed within the fuel cell is
calculated by Eq. (18), which constitutes the partial pressures of electrochemical
reaction which includes partial pressure reactants and products [19].

E � Eo +
RT

8F
ln

[
PCH4 PO2

2

PCO2 PH2O
2

]
(18)

Within fuel cell, due to presence of irreversibility’s decreases the Nernst potential.
These irreversibility’s are of three types i.e., concentration, activation and ohmic. The
details of these losses are examined in [16, 17].

Vcell � E − �Vlossess (19)

�Vlossess � VActivation + VOhmic + VConcentration (20)

Ẇcell,DC � Vcell j AcellNstack (21)

Applying 1st and 2nd law in the mass balance, exergy destruction and 2nd law
efficiency for fuel cell is computed by using Eqs. (22)–(24)

ṁ3h3 + ṁfc ·UF · LHV + ṁfc · (1 −UF) · LHV � Ẇcell,DC + ṁ4h4 (22)

Exdest,cell � ṁ3ex3 + ṁfcexphysical + ṁfcUFexchemical − ṁ4ex4 − Ẇcell,DC (23)

ηII,cell � Ẇcell,DC

(ṁfc exphysical + ṁfcUF exchemical) − (ṁ4 ex4 − ṁ3 ex3)
(24)

In the similar way the mass balance, exergy destruction and 2nd law efficiency
for combustor is computed by using Eqs. (25)–(28)

ṁ5h5 + Q̇losses � (ṁ3 + ṁfcUF)h4 + Q̇comb (25)

Q̇losses � LHV(ṁcombUF + ṁfc(1 −UF)) (26)

Ṡgen,comb � ṁ5s5 − ṁ4s4 − (ṁs)fuel,comb +
Q̇losses

Tsurr
+
Q̇comb

Tcomb
(27)

Exdest,cell � (
exphysical + exchemical

)
ṁf,comb

+ ṁ4ex4 + ṁ f c(1 −UF )exchemical

− ṁ5ex5 −
(
1 − T1

Tadiab

)
Qlosses (28)
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ηII,comb � (ṁ5ex5 − ṁ4ex4)

ṁfc(1 −UF)exchemical + ṁf,comb
(
exchemical + exphysical

) (29)

Finally, for analysis complete mass balance, exergy destruction, entropy genera-
tion and 1st and 2nd law efficiency of complete cycle is given by Eqs. (30)–(36)

ṁ4 � ṁ3 + ṁfcUF + ṁfc(1 −UF) (30)

(ṁ1h1 − ṁ8h8) +
(
Q̇comb − Q̇losses

) � (
ẆPT + Ẇcell,DC

) − (ṁfcUFLHV) (31)

Ẇcycle � ηinvẆcell + ηgenẆPT (32)

Q̇comb � Q̇comb + (ṁfcUFLHV) (33)

ηcycle � Ẇcycle

Q̇total
(34)

Exdest,cycle � ṁ1ex1 + ṁf
(
exchemical + exphysical

) − ṁ8ex8 − Ẇcycle (35)

ηII,cycle � Ẇcycle

ṁ f
(
exchemical + exphysical

) (36)

3 Methodology

The governing equations of each component of hybrid cycle have been solved in
MATLAB.Using energy and entropybalance equations, the temperature andpressure
at each inlet and outlet of component have been calculated. The stepwise calculations
of output parameters have been detailed in the flow chart Fig. 2 and the operating
parameters of hybrid cycle are given in Table 1.

4 Results and Discussion

The thermodynamic performance of developedSOFC-GThybrid cycle has been eval-
uated through simulated the thermodynamicmodel of each components inMATLAB.
Separate results have been evaluated for Brayton regenerative cycle and SOFC-GT
cycle and comparative analysis have been made on the basis of 1st and 2nd law of
thermodynamics and are detained in Table 2 and the validation of the present work
has also been done and mentioned in Table 3 and it finds that the obtained result
showing agreement with the work of Haseli et al. [20] and Tse et al. [21].
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Table 1 Main simulating
parameters of hybrid cycle
(SOFC-GT)

Simulating parameters Values

Cycle inlet pressure 101.35 kPa

Ambient temperature 288 K

Inlet temperature GT 1250 K

Adiabatic temperature 250 K

Pressure ratio 4

Compressor efficiency, ηc 81%

Combustor efficiency, ηcomb 98%

Gas turbine efficiency, ηGT 84%

Power turbine efficiency, ηPT 89%

Generator output AC 0.95

Utilization factor of air 0.25

Fuel utilization factor 0.85

SOFC stack temperature 1273 K

Current density 300

Eo 1.01 (V)

Cell area 834 (cm2)

Faraday 96,496 (Columb/kmol)

R (8.314 kJ/kmol K)

Normal density—j 0.04

Specific resistance—j0 2×10−3

Recuperator effectiveness 0.8

LHV methane 50,050 (kJ/kg)

Pressure losses recuperator 4%

Pressure losses stack SOFC 4%

Pressure losses combustor 5%

Table 2 Comparison of
thermal performance of
conventional GT (Brayton) an
SOFC-GT cycle

Result parameters Conventional GT
cycle

SOFC-GT cycle

Thermal efficiency of the
cycle (%)

30.10 62.16

Power to drive
compressor (kW)

716 716

Entropy generation
within the cycle (kW/K)

1.97 2.097

Total power generation
within the cycle (kW)

488.30 2524
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Fig. 2 Process flow chart
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Table 3 Validation of present work with the other researcher

Result of parameters Haseli et al.
[20]

Tse et al. [21] Present

Compression ratio (rp) 4 4 4

Gas turbine inlet temperature (K) 1250 1250 1250

Thermal efficiency of the plant (%) 60.55 59.40 62.15

Exergy efficiency (%) 57.90 – 58.15

Exergy Destruction (kW) 1360. – 1441.0

Specific power compressor (kJ/kg) 175.00 174.00 173.66

Generator specific power (kJ/kg) 146.00 158.00 172.76

SOFC specific power (kJ/kg) 437.00 440.00 491.94

Net specific power (kJ/kg) 583.90 598.00 600.20

Total power generated (kW) 2419.30 2457.40 2524.00

Air flow rate (kg/s) 4.123 4.110 4.123

Combustor, fuel flow rate (kg/s) 0.0172 0.0177 0.0166

SOFC fuel flow rate (kg/s) 0.0626 0.0645 0.0645

Fig. 3 Effect of ambient
temperature on
thermodynamic efficiencies
and net specific power

4.1 Effect of Ambient Temperature

The impact of ambient condition, mainly temperature on the hybrid cycle has been
examined. Figure 3 illustrates the consequence of ambient temperature on specific
power and thermal efficiency of hybrid cycle. It has seen the thermal efficiency and
exergetic efficiency linearly decreases. This is mainly due to the fact that in colder
weather the compressor consumes less power, which results in higher power output
and thermal efficiency.
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Fig. 4 Variation of turbine
inlet temperature on specific
power and thermal efficiency
of hybrid cycle

4.2 Effect of Turbine Inlet Temperature (TIT)

Figure 4 shows the trend of hybrid cycle specific power and thermal efficiency with
respect to variation in turbine inlet temperature. The thermal and exergetic perfor-
mance of hybrid cycle decreases eventually as TIT increases. Whereas, the opposite
trend (increasing) is seen for the specific power as on increasing TIT. From the
analysis, it has found that additional heating of hybrid cycle working fluid (gas)
subsequently after fuel cell in combustor (afterburner) is not fruitful. Therefore, a
combustor is used as after-burner to burn the utilized fuel from the fuel cell.Moreover,
the combustor is also useful when the plant is operated under a part-load condition
for producing certain power output.

4.3 Effect of Compression Ratio (rp)

The comparative performance between conventional GT cycle and SOFC-GT hybrid
cycle in terms of energy thermal and exergy efficiency at the same operating condi-
tions is represented in Fig. 5. From the graph, it is seen that at compression ratio 6,
the optimal performance has been archived. The performance of hybrid cycle is supe-
rior as compared to conventional GT cycle due to having higher power consumption
by the compressor is compensated by the fuel cell at higher compression ratio in
the hybrid cycle. Whereas, performance concerning to energy (thermal efficiency)
and exergy (energy efficiency) the hybrid cycle has 25.6% and 27.8% superior to
conventional GT cycle.
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Fig. 5 Comparative
performance between
conventional GT cycle and
SOFC-GT hybrid cycle in
terms of energy thermal and
exergy efficiency

5 Conclusions

In this article thermodynamicmodeling of SOFC-GThybrid cycle has been presented
along with energy and exergy analysis. The present work has been validated by
comparison with previous work of other researcher Hasel et al. [20] and Tse et al.
[21] and the results are within acceptable range. On comparing the performance of
proposed hybrid cycle with conventional regenerative Brayton cycle, hybrid cycle
yields 71% superior performance.

The optimum performance has attained at 1250 K turbine inlet temperature (TIT)
and 6 compression ratio (rp). From the analysis, it can conclude that exergy and
thermal efficiency are the strong functions of turbine inlet temperature. As both, the
performance parameter reduces as TIT increases. This decrease in thermal and exergy
efficiencies is evident from the cycle compression ratio (rp) 6when the cycle is at opti-
mum (maximum) efficiency. Also, exergy destruction rate of hybrid cycle increases
correspondingly as compression ratio and Turbine inlet temperature increases.More-
over, the specific power of the hybrid cycle improves by the increasing TIT, ampli-
fies as TIT increases. However, the performance regarding specific power can be
improved by increasing TIT.
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Abstract In this work, plastic oil derived from the kaoline catalyzed pyrolysis of
waste polypropylene plastics are used as alternate fuels alongwith diesel inCI engine.
The performance characteristics of the plastic oil blended with 10, 20, 30, 40, and
50% diesel are analyzed and compared with diesel fuel operation. Experiments have
been carried out to analyze the Energy and Exergy characteristics of diesel engine
fuelled by plastic oil blended diesel fuel. The energetic and exergetic performance
of waste plastic oil blended diesel is found higher than the diesel fuel operation.

Graphical Abstract The schematic diagram explains the consumption of air-fuel
mixture fed to a diesel engine and extraction of useful work from the engine. It also
quantifies different losses of energy in different media associated with the engine
during power generation.
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Intake Air            Plastic oil

Heat loss to Coolant

Work Output

Heat loss to ambient

Exhaust Gas

Diesel Engine

Keywords Catalytic pyrolysis · Waste plastics · Plastic oil · Diesel · CI engine
Energy analysis · Exergy analysis

Nomenclature

ma Mass flow rate of air inducted into the combustion chamber under
normal ambient conditions (kg/s)

ṁf Mass flow rate of fuel mixed with air to maintain a required A/F ratio
for ease of combustion (kg/s)

W Shaft work produced in BHP
ṅF Molar rate of the fuel
hp and hr The enthalpies of the products and reactants permole of the fuel respec-

tively
ΔH Enthalpy change due to a change of state at a constant composition
nout and nin correspond to the relevant coefficients in the reaction equation
H 0

f Enthalpy of formation
LHVfuel Lower heating value of the fuel (kJ/kg)
Ėxa Exergy flow rates of inlet air
Ėx f Exergy flow rates of fuel
Ėxg Exergy flow rates of gas
Ėxw Exergy flow rates of shaft work generated
Ėxc Exergy flow rates of heat transfer to coolant and surrounding air
Ėxdes Rate of destructed exergy
Cp,a Specific heat capacity of air
Pa Pressure of the intake air
Xi Mass fraction
Cp,g Specific heat capacity of exhaust gas generated from engine
T g and Pg Temperature and pressure of exhaust gas generated from engine
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Ẇ The net work rate
ω Angular velocity
T Torque

1 Introduction

The extensive uses of fossil derived fuels are considered unsustainable as such fuel
resources are destined to deplete and cause environmental hazards during their uses
[1]. Hence, many investigators have been trying to explore various alternate energy
resources and improve efficiency of energy consuming device to sustainably meet
the growing global energy demands while minimizing the environmental pollutions
[2]. On the other hand, the disposal problems of waste plastics and its sustainable
utilization is becoming more and more significant in the present scenario. The cat-
alytic pyrolysis of plastic waste to liquid fuel is one of the remarkable ways to recycle
the plastic waste and the plastic pyrolysis oil has the matching characteristics and
requisition with that of diesel, and thus acts as a substitute of diesel oil in terms of
engine performance and energy output [3].

The engine performance in terms of energy output can be understood through
energy and exergy analysis. Study on the energetic and exegetic performance of
diesel engine under different operational conditions is reported in the literature [4].
Energy analysis done based on the first law of thermodynamics is not sufficient to
understand the sustainability of fuel as the limitations of second law of thermody-
namics is not considered. However, another quantity exergy being calculated based
on the both first and second laws of thermodynamics is closely related to the con-
cept of renewability and sustainability. Exergy analysis is a robust technique for
understanding the unsteadiness of a thermodynamic system for energy conversion.
Currently, it has become a popular technique to manage with the problems related to
the widespread utilization of different energy resources and their subsequent envi-
ronmental issues [5]. Exergy analysis is also used by researchers to evaluate and
optimize the performance of internal combustion (IC) engines running on different
(non-renewable and renewable fuels and their blends) fuels [6–9] and extensively
reported recently and summarized as follows.

Canakci andHosoz studied the performance of a four-cylinder turbocharged diesel
engine using different biodiesels and petro diesel fuel and compared the performance
based on their exergy analysis [10]. The energy and exergy analysis of a diesel engine
running with diesel, soybean oil methyl ester, and high-oleic soybean oil was done
by Caliskan et al. [11]. Da Costa et al. investigated the performance of a dual-
fuel diesel engine running on natural gas and diesel [12]. Exergetic performance
assessment of a diesel engine running on oliveepomace oil biodiesel, diesel fuel,
and their mixtures was reported by Lopez et al. [13]. Aghbashlo et al. reported the
improvement of exergetic performance of a diesel engine using expanded polystyrene
as an additive [14]. Caliskan et al. reported an increase in the exergetic efficiencywith
decreased dead state temperature in a diesel engine fuelled with soybean biodiesel
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by energy exergy analysis [15]. The performance of a four-cylinder SI engine using
three different research octane numbers gasoline fuels was studied by Sayin et al. by
energy and exergy analysis [16]. Wiley Sekmen and Yilbasi compared the energetic
and exergetic performance of diesel and soybean biodiesel in a four-cylinder, direct
injection diesel engine [17]. The effect of compression ratio and injection timing on
energy and exergy potential of a palm oil methyl ester run diesel engine was studied
by Biplab et al. [18]. A comparative performance of a diesel engine with mahua
biodiesel blended diesel by energy and exergy analysis was reported by Panigrahi
et al. [19]. Energy and exergy analyses diesel engine for 20% blends of neem oil
methylester diesel fuel is carried out by Panigrahi et al. and the blended fuel is
found to have low exhaust gas energy loss, higher rate of heat transfer and shows
similar trends of energetic and exergetic performance with diesel fuel [20]. From
the above studies, it can be concluded that, energy and exergy analysis could help
understanding the performance of an alternate fuel, identifying optimum operating
condition including fuel blends and engine parameters to design more cost-effective
and eco-friendly operations. The objective of the present work is to evaluate the
performance of the CI engines fuelled with plastic oil blended diesel.

2 Experimental Investigation

The waste plastic oil used in this experiment is obtained from the kaolin-catalyzed
pyrolysis of waste polypropylene at 500 °C with plastics to catalyst ratio 3:1 using
a batch reactor reported in our work [3]. The GC-MS composition and physical
properties of the plastic oil is summarized in Tables 1 and 2 respectively. The result
indicates the presence of different hydrocarbons, mostly alkenes and alkenes along
with some fraction of oxygenated organic compounds, such as alcohols and ketones
with C10-C12, in the boiling range of 68–346 °C, which infers the presence of a
mixture of different oil components equivalent to gasoline, kerosene, and diesel in
the oil [3].

The engine performance was carried out on a compression ignition test engine and
is well calibrated to reduce the possible errors during experiment. The diagrammatic
representation of the test engine setup is shown in Fig. 1 and the research engine
specification and parameters details are given in Table 3. The engine is subjected to
different conditions and the performance was measured. The load testing has been
conducted using a brake drum dynamometer. A required A/F ratio is maintained for
better consumption of the fuel. The air box and U-tube manometer is associated as an
integral part of air intake system allows excess air to the engine manifold. The mass
flow rate of fuel supplied to the engine is measured with the help of a burette and
stop watch. The inlet and outlet temperature of water used in the cooling system, the
exhaust gas temperature and ambient air temperature was measured using Chomel-
Alumel thermocouple displayed with digital temperature indicator. In addition to
this, Automatic emission analyser (AVL analyser) and digital smoke meter was used
to measure the exhaust emission and Smoke emitted in the engine.
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Table 1 GC-MS composition of oil obtained by the catalytic pyrolysis of polypropylene at 500 °C

Peak Retention
time

Molecular
formula

Peak Retention
time

Molecular
formula

1 3.071 C12H24 19 9.144 C13H28O

2 3.900 C10H20 20 9.264 C13H28O

3 4.683 C11H24 21 9.382 C11H24O

4 4.744 C10H22 22 9.761 C12H24

5 5.483 C12H24 23 11.618 C12H24

6 5.543 C12H 24 24 12.007 C13H28O

7 5.771 C12H24 25 14.152 C12H24

8 5.836 C14H30O 26 14.427 C12H24

9 6.118 C12H24 27 14.503 C12H26O

10 6.318 C12H24 28 14.527 C12H24

11 6.388 C10H20O 29 14.878 C12H24

12 6.518 C12H24 30 16.410 C18H36

13 6.617 C13H28O 31 18.452 C18H36

14 8.261 C10H22O 32 18.832 C12H24

15 8.739 C12H24 33 19.131 C12H24

16 8.843 C11H22 34 20.312 C18H36

17 8.944 C12H22 35 22.607 C18H36

18 9.081 C11H22 36 24.145 C18H36

Blended oils (consists of Diesel and 10, 20, 30, 40, and 50% of WPO) were
used for testing in the engine. The properties of the blended oil were summarized in
the Table 2. These diesel blend waste plastic oil are denoted as 10% BWPO, 20%
BWPO, 30% BWPO, 40% BWPO, and 50% BWPO, with the numbers indicating
the percentage of WPO in the blend. Higher blends were not used due to detonation
in the engine.

The analysis was carried out both quantitatively and qualitatively with an assump-
tion of control volume in the combustion chamber. The experiment was also con-
ducted under constant ambient temperature and atmospheric pressure conditions.
The test fuel was subjected to complete combustion assuming no emission loss in
the form of C, H2, CO, H2O, or free O2 as the product.

2.1 Energy Analysis

The energy analysis is carried out to determine the physical significance of ther-
modynamics laws to access the amount of energy released during combustion. The
concept of control volume attributes the significance of the supplied energy and uti-
lized energy in the system. The analysis is well clarified with the following assump-
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Table 2 Physical properties of plastic oil

Properties Plastic oil Diesel 10%
BWPO

20%
BWPO

30%
BWPO

40%
BWPO

50%
BWPO

Density @
30 °C in
(g/cc)

0.7771 0.84 0.83371 0.82742 0.82113 0.81484 0.80855

Boiling
point
range (°C)

68 150 141.8 133.6 125.4 117.2 109

Gross
calorific
value
(kcal/kg)

11,256 10,162 10,271.4 10,380.8 10,490.2 10,599.6 10,709

Kinematic
viscosity,
cSt @
30 °C

2.27 5.3 4.997 4.694 4.391 4.088 3.785

Cetane
number

51 55 54.6 54.2 53.8 53.4 53

Flash
point (°C)

−12 58 51 44 37 30 23

Fire point
(°C)

−12 68 60 52 44 36 28

Pouring
point (°C)

−45 – −4.5 −9 −13.5 −18 −22.5

Cloud
point (°C)

−45 – −4.5 −9 −13.5 −18 −22.5

Table 3 Specification of
diesel engine used in the
experiment

Engine parameters Specifications

Make of model Comet VCT-1

Types of engine Four-stroke, CI, direct ignition

Cylinder diameter 80 mm

Stroke length 110 mm

Compression ratio (CR) 17.5:1

Rated power 7.4 kW @ 1500 rpm

Engine speed 1500 rpm

Injection pressure 200 bars

Injection timing (CA) 23° BTDC

Cooling type Water cooled
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Fig. 1 Schematic representation of the experimental setup

tions; engine operates under steady state conditions, the working medium both in
the engine and dynamometer assumed under control volume, the gaseous medium
in the engine inlet and outlet considered as an ideal gas mixture, potential energy,
and kinetic energy of the fluids throughout the flow is neglected. This analysis gives
both the amount of energy present and also discusses about the losses of energy in
the system.

Figure 2 explains the mechanism of energy transfer in the form of heat transfer
and work transfer in different state of the working fluid. The engine is introduced
with a mixture of fuel and ambient air in a required proportion and being ready for
combustion. This combustible mixture evolves power which can be encountered as
shaft work with some form of energy losses to ambient as exhaust gas emission and
heat losses to coolant. The following parameters are taken into consideration for
energy calculations.

For any thermodynamic open system [21, 22].
Mass balance equation is given by,

ṁ in � ṁout (1)
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Mass flow rate of Air ( ̇ ) mass flow rate of Fuel ( ̇ )
Heat loss to coolant Shaft work (W)

Heat loss to ambient

Exhaust gas

Control volume

Fig. 2 Schematic diagram of energy flow system in a thermodynamic system

According to steady flow energy equation (SFEE) is given by,

Ėin − Ėout � dEcv

dt
(2)

Q̇in − Ẇout + ṁ in

[
hi +

V 2
i

2
+ gZi

]
− ṁout

[
he +

V 2
e

2
+ gZe

]
� dEcv

dt
(3)

For a steady flow system,

dĖSystem � 0 (4)

Ėin � Ėout (5)

dEcv

dt
� 0 (6)

Using Eqs. 4, 5 and 6 in Eq. 3 and ignoring the potential energy and kinetic energy
being small,

Q̇in − Ẇout � ṁ(he − hi ) (7)

The energy balance per mole of the fuel may be expressed as [23],

Q̇in

ṅF
− Ẇout

ṅF
� hp − hr �

∑
product

n
out

(
H 0

f +�H
)
out

−
∑

reactant

n
in

(
H 0

f +�H
)
in

(8)

where

�H � H (T ) − H (Tref) (9)
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The heat input energy Qin to the diesel engine is the amount of fuel energy content
in the supplied fuel and is given by (Eq. 10),

Qin � m f .LHV (kW) (10)

The shaft work can be evaluated by,

Q̇s � 2πNT

6000
(kW) (11)

Rate of Energy loss in cooling water is given by,

Q̇W � mwCpw[Tc2 − Tc1] (kW) (12)

Rate of energy loss in Exhaust gas is given by,

Q̇e � [
ma + m f

]
mixCpe[Te2 − Te1] (kW) (13)

Cpe may be found by equating Q̇w and Q̇e, and given by

Cpe � mwCpw[Tc2 − Tc1][
ma + m f

]
mix[Te2 − Te1]

(14)

Rate of Unaccounted Energy losses is given by,

Q̇u � Q̇in − [
Q̇in − {

Q̇s + Q̇W + Q̇e
}]

(15)

2.2 Exergy Analysis

The performance of an engine can be well evaluated by its qualitative and quanti-
tative approach. The exergy associated with energy is a quantitative assessment of
its usefulness or quality. Exergy analysis acknowledges that although energy cannot
be created or destroyed, it can be degraded in quality, eventually reaching a state in
which it is in complete equilibrium with the surroundings and hence of no further
use for performing tasks. The assumptions for exergy analysis are:

• Exergy change of potential, kinetic, electromagnetic and electrostatic are insignif-
icant.

• Steady flow engine system.
• Available energy is from finite energy source.
• The kinetic and potential exergies being small were ignored as compared to total
exergy value.

For a direct injection diesel engine, the exergy balance equation can be written as
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Ėxa + Ėx f � Ėxg + Ėxw + Ėxc + Ėxl + Ėxdes (16)

The exergy flow rate of the air to diesel engine can be expressed as follows:

Exa � ·
ma

[
Cp,a

(
Ta − To − To ln

(
Ta
To

)
+ RTo ln

(
Pa
Po

))]
(17)

The specific heat capacity of the intake air can be calculated using the following
equation:

Cpa � 1.04841 − 0.0003837Ta +
9.45378T 2

a

107
− 5.49031T 2

a

1010
+
7.92981T 2

a

1014
(18)

Considering the chemical exergy only for determining the energy flow rate of
fuel,

Ėx f � ṁ f · ex f � ṁ f · ρ · qLHV (19)

The value of chemical exergy factor (ρ) of the fuel and can be calculated by
knowing mass fraction of H, C, O, and Sas used in the following equation [21, 24];

ρ � 1.0401 + 0.1728

(
H

C

)
+ 0.0432

(
O

C

)
+ 0.2169

(
S

C

)[
1 − 2.0268

(
H

C

)]

(20)

qLHV �
∑
i

XiqLHV,i (21)

The lower heating value of diesel and plastic fuel were considered to be 42,400
and 42,600 kJ/kg respectively Moreover, the chemical formula of diesel and plastic
fuel were taken into account as C12H24 and C12.66H24.66O0.25.

The summation of physical exergy and chemical exergy flow rates can produce
exergy flow rate of the exhaust hot gas from engine.

Ė ph
Xg

+ Ėch
Xg

� ĖXg (22)

The physical exergy flow rate and chemical exergy flow rate of exhaust hot gas
can be calculated using the following equation

Ė ph
Xg

� (
ṁa + ṁ f

)[
Cp,g

(
Tg − To − To ln

(
Tg
To

)
+ R′To ln

(
Pg
Po

))]
(23)

The specific heat capacity of the exhaust hot gas can be specified as [25],

Cp,g �
∑
i

yiCP,i (24)
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where yi andCP,i are the mass fraction and specific heat capacity of each component
in the exhaust hot gas from diesel engine.

Ėch
Xg

� (
ṁa + ṁ f

)
n

(∑
i

xi ∈i + RTo
∑
i

xi ln xi

)
(25)

In order to calculate standard molar percentage of different components in the
exhaust gas, it is required to calculate the chemical exergy.

The exergy rate of the shaft work generated is equal to the energy rate of net work

EXw � Ẇ � ω̇T (26)

The exergy loss rate because of heat transfer rate to the cooling water can be
computed as:

Ėxc � ṁwCp,w

[(
Tw,o − Tw,in − To ln

(
Tw,o

w, i

))]
(27)

The exergy loss rate to the environment as a result of heat transfer can be assessed
as follows:

ĖXl � Q̇L

(
1 − TO

TL

)
(28)

The heat loss to the environment can be estimated using the energy balance equa-
tion (by equating total energy inputs to total energy outputs) as:

Q̇l � ṁa(ha − ho) + ṁ f qLHV − (
ṁa + ṁ f

)(
hg − ho

)
− ṁw

(
hw,o − hw,i

) − W Or,

Q̇l � ·
maCp,a(Ta − To) + ṁ f qLHV − (

ṁa + ṁ f
)
Cp,g

(
Tg − To

)
− ṁwCp,w

(
Tw,o − Tw,i

) − W (29)

The exergy efficiency (�) of the DI diesel engine can be evaluated as follows
[26],

� � ĖXw

ĖXa + ĖX f

(30)
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3 Result and Discussion

3.1 Brake Thermal Efficiency

The brake thermal efficiency of an engine depends upon engine loads and blend
ratio and their variation in the present experiment as shown in Fig. 3. The thermal
efficiency found decreasing with increase in blend ratio at full load conditions. It can
be observed from Fig. 3 that the thermal efficiency is 20.83% at full load for diesel.
In addition to this, the brake thermal efficiency of the waste plastic oil blend found
closer or slightly higher to diesel up to 80% load. This may be due to higher calorific
value of WPO–diesel blend than diesel.

3.2 Brake-Specific Fuel Consumption

Brake-specific fuel consumption (BSFC) is a more consistent criterion to signify the
performance of an engine for blended fuels due to difference in their density and
calorific values. Brake-specific fuel consumption of different WPO–diesel blends
with diesel is summarized in Fig. 4.

It can be observed from Fig. 4 that the increase in load results the decrease in
BSFC for both diesel and various blended fuels. In addition to this, the BSFC is
found decreasing within the variation of an increase of concentration of WPO in
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Fig. 3 Brake thermal efficiency of different fuels at different loads
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Fig. 4 Brake specific fuel consumption of different fuels at different loads

WPO–Diesel blend. The high calorific value of WPO causes lesser consumption of
blended fuel by the engine.

3.3 Energy Analysis of Tested Fuels

The useful energy and energy losses ofWPO–diesel blend in comparison with diesel
is shown in Fig. 5. The fuel energy generated byWPO–diesel blend is observed very
close to diesel at 20% BWPO. The shaft work produced in diesel is found more than
WPO. This may be due to higher thermal efficiency of diesel than WPO blend. The
heat lost in the cooling water for both fuels are found very close to each other. Energy
lost in the form of exhaust emission is found higher in diesel thanWPO–diesel blend.
This may be due to higher calorific value of diesel than WPO–diesel blend at lower
proportion.

3.4 Exergy Analysis of Tested Fuels

The different values of exergy of different fuels are calculated (Eq. 30) and the
analysis reveals that the fuel exergy are becoming higher than the corresponding fuel
energy inputs.
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Fig. 6 Exergy analysis ofWPO in comparison of diesel.Where FE—fuel exergy, SE—shaft exergy,
HLE—exergy due to heat loss to water, EGE—exhaust gas exergy, ED—exergy of destruction

Due to lower specific heating value of diesel, the fuel exergy of diesel is found
lower than that of WPO–diesel blend as explained in Fig. 6. The trend is continued
for shaft exergy as the brake thermal efficiency of diesel is higher than the blend. In
addition, due to higher calorific value of WPO, the exhaust gas exergy is less than
diesel.

3.5 Energetic and Exergetic Efficiency of Tested Fuels

Energetic efficiency of the tested fuels agrees at a point and it is resembled with
the brake thermal efficiency as shown in Fig. 7. It has been observed that exergetic



Energetic and Exergetic Performance Analysis … 169

Brake thermal efficiency Exergetic efficiency

17.5

18.0

18.5

19.0

19.5

20.0

20.5

21.0

Ef
fic

ie
ny

 ,%

 Diesel
 WPO

Fig. 7 Comparison of energetic and exergetic efficiency

efficiency ofWPO is foundmore than that of diesel. This may be due to higher BSFC
of WPO–diesel blend in comparison to diesel.

4 Conclusion

From the study of conducting performance test using waste plastic oil and diesel
on a DI diesel engine, it has been observed that the engine was able to run with
maximum 50% of waste plastic oil–diesel blends. The engine is found deteriorating
its performance beyond this blend ratio due to knocking and showed better perfor-
mance up to 30% blend. Brake thermal efficiency of blend is found to be almost the
same or marginally higher than diesel up to 80% load and somewhat lower at full
load. Exhaust gas temperature is found marginally higher with WPO–diesel blend
than diesel operation. Brake specific fuel consumption of WPO is found marginally
higher than that of diesel fuel for same rated power. The same trend is followed for
destructive exergy of the oil.
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Thermal Analysis and Performance
Evaluation of Peltier Module

Sumit Kumar and Dhaneshwar Mahto

Abstract In day-to-day life, the air conditioning industry is growing due to cli-
mate change and it affects adversely to the environment. Power consumption is a
vital problem in air conditioning industry. Air condition industry affects the envi-
ronment by using different refrigerant. It affects the ozone layer. Refrigerants effects
on the environment are unpredictable. So, scientists and researchers are looking for
an environmental friendly air conditioning system. In the concern of environment
cooling using Peltier effect are viable. Peltier element directly produced a cooling
effect by using electrical energy. This system does not use any refrigerant so it is
the eco-friendly system. Global warming increases rapidly with the social develop-
ment. To reduce these impacts, thermoelectric cooling systems are suggested as one
of the promising technology in air conditioning industry. Also, the rising costs of
energy and increasing environmental awareness have given enough focus on the use
of the thermoelectric module. Advantages of thermoelectric cooling systems are,
compact in size, required less space, less weight, high reliability, the absence of
moving parts and no working fluids are required. It also possesses the advantage that
it can be run by Direct Current (DC) which can be run by solar energy (Photovoltaic
cells). In the present scenario, thermoelectric technology is utilizing in the spaces
which required a precise temperature control. Despite many advantages, the Peltier
element has only a very small market share in the field of refrigeration because of
low efficiency and high material cost. In the present work thermal and performance
evaluation of 191 W Peltier modules has been carried out. It is found that at certain
current strength the cooling capacity stops increasing and decreased instead. Also,
heating output increases parabolically and never reaches zero for the positive value
of ‘I’.
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Nomenclature

COP Coefficient of performance
CFC Chlorofluorocarbon
HFC Hydro fluorocarbon
Q̇h Heating capacity in Watt
Q̇c Cooling capacity in Watt
Q̇j Joule heat
I Electric current in Ampere
V Voltage in volts
R Resistance in ohm
Pel Power of Peltier element
Th, Tc Heating and cooling temperature in °C

1 Introduction

Energy crisis and global warming have become more and more serious with the
social development. Due to greenhouse gas emission, ozone layer gets depleted and
also terminologies like acid rain, global warming appears.

The surface temperature of Earth has risen about 1.1 °C from last 25–30 years;
this change is due to increased carbon dioxide emissions into the atmosphere [1].
Global warming has increased most in the past 16 years. 2016 was the warmest year;
most of the months of this year were warmest comparative to other years [2].

Previously CFCs were used as a refrigerant for cooling. As these are volatile
organic compounds, they may react with the gases which are present at the ground
level to produce ozone, it can damage plants and materials health on a local scale.
At a global scale, the release of CFCs to the environment has serious environmental
effects. The lifespan of CFC is long in the atmosphere which leads it to get involved
in the reaction with the ozone layer which is present in Stratosphere and converts
the ozone into oxygen molecule [3]. Thus depleting the ozone layer and due to this,
a hole is created which is a direct passage to ultraviolet rays. These radiations are
harmful to the organism as well as environment. NowHFCs are used as a refrigerant.
At present we cannot say whether HFCs are safe or not. It may be possible that after
10–20 years very serious environmental issues will be detected due to use of these
refrigerants. So it’s better to go for alternatives for the cooling system so that we can
reduce the global warming problem.

To reduce these impacts, thermoelectric energy conversion device is proposed as
one of the preferred technology in air conditioning industry.

Also, the rising costs of energy and increasing environmental awareness have
given enough focus on the use of the thermoelectric module. This module works
on Peltier effect which enables direct conversion between thermal and electrical
energy. Peltier elements are electro-thermal converters that can be used as heat pumps
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[4]. Physically they operate according to the Peltier effect, which corresponds to
the inverse of the well-known Seebeck effect. This effect describes an electrical
current in an element causing heat transfer from the cold to the warm side. The
direction of the heat transfer depends on the current direction.Therefore, reversing the
polarity changes the direction of heat transfer. In order to achieve the highest possible
efficiency, the materials used in these elements have high electrical conductivity
and consequently very low thermal conductivity [5]. This is why semiconductors
such as bismuth telluride, antimony telluride or bismuth selenide are used to make
thermoelectric module [6].

2 Literature Review

Bansal et al. [7] compared the performance of all three, i.e., vapor compression
system, vapor absorption system, and thermoelectric system of similar capacity. It
is found that vapor compression consumes least energy was least costly but was
the noisiest. Absorption refrigerator was quietest of the three but most expensive.
Thermoelectric was costliest among all.

Min et al. [8] experimentally investigated the prototype thermoelectric refrigera-
tor. COP of thermoelectric refrigerators is found to be around 0.3–0.5 at an operating
temperature of 5 °C.The cooling capacity of the thermoelectricmodule is also investi-
gated. And the result showed COP can be improved by upgrading the module contact
resistance, improving the thermal interfaces and by increasing the effectiveness of
heat exchangers.

Manohar et al. [9] compared the performances of vapor compression system and
the thermoelectric module. The result showed, in the freezer compartment temper-
ature of the water decreased linearly with increase in time for compression cycle.
And for thermoelectric refrigerator, the temperature of water decreased exponen-
tially with increase in time. It means that cooling rate decreased exponentially for
the thermoelectric system. For the majority of the cooling time, the cooling rate of
the thermoelectric refrigerator was faster than the commercial refrigerator.

Jeong [10] theoretically investigated the process to optimize the thermoelectric
module.

To maximize the value of COP for a thermoelectric module, the optimum current
is determined with the help of cooling capacity of a thermoelement, the temperatures
of the hot and cold side, both thermal and electrical resistance and the characteristics
of the thermoelectric material.

Zhao et al. [5] analyzed the recent advances of the thermoelectric system and
also reviewed the thermoelectric cooling. They also described techniques to improve
thermoelectric cooling system’s performance and inspected thermoelectric cooling
applications for a different type of refrigeration including domestic refrigeration,
electronic cooling, scientific and automobile applications.

He et al. [1] discussed the basic concept of thermoelectric refrigeration systems
and its recent material. They concluded that this technology can be used in many
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areas with the advancement in the figure of merit and the device properties. It can be
implemented in domestic air conditioning system and also used for power generation.

Ibanez-Puy et al. [11] developed different tests under real conditions to estimate
the performance of the new thermoelectric system and also COP of this module.
They Studied thermoelectric module for both cooling and heating mode and found
that it has great advantages over commercial refrigeration for use in buildings as it
can provide cooling and heating at the same time with the same machine.

3 Working Principle

One semiconductor is p-doped and the other n-doped, with the result that both have
different conduction bands. When the voltage source is applied to the thermoelectric
module, electrons start to flow. Electrons can move freely in conductors but cannot
flow freely in the semiconductor as compared to conductors. When electrons enter
the p-type since holes are present in p-type electrons fill a hole. Electrons drop
from the upper conduction band to lower conduction band and release energy in the
process. Then, electrons move from the p-type to the metal plate, the electrons are
jumped up to upper conduction level and absorb energy in the process. Next, when
the electrons flow into the n-type semiconductor, electrons jumped up to the upper
conduction band and energy is absorbed in this process. At last, when the electrons
leave the n-type semiconductor and enter the metal plate, they drop down from the
upper conduction band to lower conduction band and release energy in the process
[3]. It means that side on which heat is absorbed is cold side and side on which heat
is released is hot side (Fig. 1).

Since the conduction band of n-doped semiconductor material has a lower energy
level, the cooling takes place at the point where the electrons pass from the n-doped
conductor to the p-doped one. In a practical thermoelectric module, two or more

Fig. 1 Thermoelectric
cooling process
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Fig. 2 Thermal current in
Peltier element

PN semiconductor couples are used which are connected electrically in series but
thermally in parallel (Fig. 2).

3.1 Thermoelectric Behavior

According to the first law of thermodynamics, energy cannot be destroyed, only
converted into another form of energy. There are two energy flows acting in the
Peltier element; the cooling capacity and the electrical output. These two energy
flows must be dissipated into the environment via the heat lost from the hot side.
Thus, the energy balance of the element can be expressed as [11]:

Q̇h � Pel + Q̇c (1)

The quantity of heat transported by the Peltier effect behaves proportionally to
the flowing current ‘I’. Furthermore, it is dependent on the temperature of the cold
side T c and the Seebeck coefficient α [12].

Q̇p � α.Tc.I (2)

Two types of loss occurred on Peltier element.

• Joule heat due to ohmic resistance

Pel � Q̇j � I 2R (3)

• A part of the cooling capacity is lost through the energy flow from the warm to
the cold side. This depends on the thermal conductivity (�) and the temperature
difference (�T ) of the element.
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Q̇�T � �.�T (4)

Cooling capacity of Peltier element is

Q̇c � α.I.Tc − 1

2
R.I 2 − �(Th − Tc) (5)

Heating capacity is

Q̇h � α.I.Th − 1

2
R.I 2 − �(Th − Tc) + Pel

Therefore,

Q̇h � α.I.Th +
1

2
R.I 2 − �(Th − Tc), (6)

where α � Vmax
Th0

R � (Th − �Tmax).Vmax
Th0.Imax

Λ � (Th − �Tmax).Vmax.Imax
2Th0.�Tmax

COP indicates the ratio of net power to the power fed in. Net power is the cooling
capacity.

COP � Q̇c

Pel
(7)

3.2 THCU (Thermoelectric Cooling Heating Unit)

Numbers of PN semiconductor couples are connected electrically in series and semi-
conductors are connected through metal bridge usually copper. These are arranged
in small blocks between two ceramic plates. Materials with the lowest possible elec-
trical resistance at high temperature are used (Fig. 3).

4 Process Description

Applying an electric voltage causes one side of the Peltier element to become warm
and the other side to become cold. The resulting thermal currents are dissipated in
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Fig. 3 Construction of
Peltier module

the system by water-cooled heat exchangers. Water-cooled heat exchangers have an
advantage compared to air-cooled ones, in that firstly the heat transfer is considerably
cheaper and second, the energy flows can be easily measured. To determine the
energy flows, the water mass flow rate must be multiplied by the temperature change
across the heat exchanger and the specific thermal capacity. In order to investigate
the behavior of a Peltier element, a potentiometer can be used to adjust the voltage
drop across the element.

Additionally, the water mass flow can be changed by using the adjustment screws
on the flow meters. This makes it possible to influence the surface temperature on
the elements, which also has an effect on performance. Since the heating output of
the Peltier element is greater than its cooling capacity, running the experiment for a
longer period would heat up the water in the tank. To prevent this, there is another
heat exchanger located in the supply tank, which is used to cool the water flowing
back to the tank. Cooling here is done by the laboratory water supply.

4.1 Process Diagram

See Fig. 4.

5 Results and Discussion

T 1 Temperature of cold side,
T 2 Temperature of hot side,
T 3, T 4 Temperatures of inlet and outlet to cold side heat exchanger,
T 5, T 6 Temperatures of inlet and outlet to hot side heat exchanger (Table 1).

Cooling capacity � (ρCp)water ∗ Volume flow rate of water ∗ (T3 − T4)
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Fig. 4 Process diagram of
Peltier module with heat
exchangers

Thermal output � (ρCp)water ∗ Volume flow rate of water ∗ (T6 − T5)

Figure 5 shows the effect of voltage on cooling capacity. Cooling capacity first
increases with the increase of voltage. After reaching the maximum value cooling
capacity decreases due to increase of Joule heat and larger temperature difference in
the hot and cold side of Peltier elements.

The voltage at which cooling capacity reaches maximum value is threshold volt-
age. If the voltage exceeds from threshold limit, the cooling capacity drops rapidly.
This is due to following facts:

1. The resulting Joule heat increases with the square of the applied voltage. Above
the certain voltage, this effect has a prominent in thermal current than the Peltier
effect.
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Table 1 Temperature and current readings at different voltage

V (V) I (A) T1 (°C) T2 (°C) T3 (°C) T4 (°C) T5 (°C) T6 (°C)

2 1.9 21.4 25.9 23.4 21.7 22.8 23.6

3 2.9 20.8 27.3 23.5 21.4 22.4 23.6

4 3.9 19.9 29.6 23.8 20.6 23.6 24.4

5 4.8 19.1 31.2 23.9 19.8 22.9 24.8

6 5.8 18.4 32.7 23.9 19.4 23.5 24.9

7 6.7 17.9 34.5 23.8 19 23.6 25.3

8 7.6 17.4 36.2 23.8 18.8 23.6 25.6

9 8.4 17.1 38.2 23.6 18.5 23.6 26

10 9.2 17.2 38.9 23.4 18.6 21.8 25.1

11 10 16.8 42 23.2 18.2 23.7 26.8

12 10.8 17.1 43.8 23.3 18.6 23.4 26.8

13 11.7 16.8 45.3 23.3 18.3 23.8 27.5

14 12.4 17 47.8 23.7 18.3 23.6 28.1

15 13.1 16.9 50 23.4 18.5 23.8 28.3

16 13.9 17 51.9 23.5 18.6 23.9 28.8

17 14.4 17.4 53.8 23.5 18.7 23.7 29.5

18 15.2 17.9 55 23.8 19.3 22.1 28.8

19 15.8 18.2 56.7 23.9 19.5 22.1 29.4

20 16.5 18.5 58.7 23.8 19.6 22.2 30

21 16.9 19 60.4 23.8 19.9 22.6 30.2

22 17.5 19.7 62.3 23.7 20.6 22.4 30.9

23 18.1 20.5 63.9 23.5 21 23.3 31.5

24 18.4 20.8 64.8 23.6 21.2 22.5 31.9

Fig. 5 Variation of cooling
capacity with applied voltage
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2. The temperature difference betweenwarmand cold side also riseswith increasing
voltage, which also causes the higher losses.

Figure 6 shows the effect of voltage on the thermal output. Thermal output
increases with increase in voltage. This is due to the reason of increase of Joule
heat and increase in temperature of the heating plate.
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Fig. 6 Variation of thermal
output with applied voltage
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Fig. 7 Variation of COP
with applied voltage
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Figure 7 shows the variation of the coefficient of performance with voltage. With
the increase in voltage, COP decreases asymptotically. Theoretically, it approaches
a value of −0.5 for an infinite voltage. Therefore from an energy point of view, it
is cheaper to operate Peltier elements at low voltage. However, it should be noted
that the cooling capacity decreases sharply below the ideal voltage. Since efficiency
only plays a secondary role in most usual applications, the elements are normally
operated around the ideal voltage value. From Fig. 7 coefficient of performance is
0.32 at the threshold voltage of 13 V which is found from experimental setup.

6 Conclusion

In the present work Peltier element module of 191 W capacities is experimentally
investigated and found the followings:

• Cooling capacity decreases after reaching threshold voltage.
• COP is 0.32 at the threshold voltage of 13 V.
• Peltier element gives high performance at low voltage.
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Experimental Investigation of Pumpless
Vapour Absorption System

Vikash Kumar, Sumit Kumar and Dhaneshwar Mahto

Abstract Energy is the driving force of civilization. It is also a measure of the
prosperity of the nation. In the present day, per capita energy consumptions increase
with the increase of income. Developed countries consume more energy compared
to developing countries. About 10–20% of energy has been consumed in air condi-
tioning industry. Vapour absorption system (VAS) reduces power consumption and
causes no ozone depletion. It consumes low grade of energy with respect to vapour
compression system, which consumes high grade of energy. The present work exper-
imentally analyzed the 25 bar and 230 V pumpless vapour absorption system.

Keywords Pumpless vapour absorption system ·Water-ammonia-hydrogen
Generator · Carrier gas

1 Introduction

In day-to-day life, the air conditioning industry is growing due to climate change
and it also affects adversely to the environment. Power consumption is also a vital
problem in air conditioning industry. The compressor is not used in pumpless vapour
absorption system because the input of vapour absorption system is heat energy
in place of mechanical energy. In place of compressor a generator, an absorber
and a heat exchanger is used. In this system, ammonia is used as a refrigerant,
water as absorbent and hydrogen as carrier gas. For the flow of solution from the
absorber to generator pressure mechanical pump is used in conventional absorption
refrigeration system. In pumpless vapour absorption system by using hydrogen as a
carrier gas remove the pump. The pumpless vapour absorption system has several
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advantages over conventional system vapour absorption system like high reliability
due to absence of moving parts, low maintenance and silent operation [1].

Vapour absorption system is mostly used in food storage in cold store and also in
food transporting vehicle. It may be used a waste heat from vehicle to run the vapour
absorption system. It can also use in industry was the maximum waste heat is pro-
duced like in gas turbine, and steel industry, etc. The vapour absorption refrigeration
system can be used in urban as well as rural areas. Its main advantage is that it may
utilize low grade of energy in the generator. So, it may viable in remote areas where
no electricity is available.

2 Literature Review

Chen et al. [2] proposed a newgenerator in vapour absorption refrigeration to increase
the COP up to 50%.

Saravanan et al. [3] analyzed heat operated bubble pump vapour absorption refrig-
erator with air cooled condenser and absorber. Their examination uncovers that the
impact of the evaporator to absorber pressure drop on the framework execution is
more noteworthy than that of the generator to condenser pressure drop.

Koyman et al. [4] performed tentatively R22 as option working medium. They
found energetic efficiency is 0.35.

Ma et al. [5] investigated two fluid models of two-stage flow and heat transfer
process in a two-stage fastened thermo syphon. They revealed that flowdesigns predi-
cated numerically and dissemination of parameters under variousworking conditions
demonstrated a decent concurrence with test comes.

Zohar et al. [6] have been study the feasibility of R32, R124, R125 and R134A as
refrigerants in vapour absorption system. They found NH3/H2O COP is higher than
there mixture.

Mazoir et al. [7] investigated tentatively a commercial diffusion absorption refrig-
eration system machine to determine its performance. They found that best perfor-
mance of the machine was with a heat supply of 42 W.

Rao et al. [8] have been analyzed Einstein–Slizard refrigeration cycle with solar
energy as an input in a single pressure absorption cycle. They used drivingmechanism
in his study in two phase boiling phenomenon.

Enosoz et al. [9] experimentally investigated three distinctive heat inputs supplies
to generator on the vitality execution of the diffusion absorption refrigeration system.
To accomplish the objective, he considers three heat inputs 62, 80 and 115 W. He
found that the highest energy performance is for DAR 62 W system as 0.36 and
lowest for DAR 115 W system as 0.30.

Jemaa et al. [1] have been experimentally and theoretically analyzed vapour
absorption system working with ammonia as refrigerant, water as absorbent and
hydrogen as carrier gas. Their result indicates that the largest source of irreversibil-
ity is absorbed.



Experimental Investigation of Pumpless Vapour Absorption System 187

Jemaa et al. [10] performed an experiment analysis of diffusion absorption refrig-
eration machine. They figured worldwide heat transfer coefficient of the refrigerator
and afterward discover cooling limit of the refrigerator. They found that the important
electric energy of the warming component is in the range of 35–45 W.

3 System Description

3.1 Function Diagram of the Pumpless Absorption
Refrigeration System

See Fig. 1.

3.2 Absorption Refrigeration Process

See Fig. 2.

3.3 Working Principle

The vapour absorption apparatus is made by a number of steel vessels and pipes are
welded together to form a hermetically sealed equipment. The space of the apparatus
is in open and unrestricted so that the pressure in all parts is same. The component
of the system includes a generator a condenser, an evaporator, and an absorber. A
diagram of the circuit is shown in Fig. 1.

Heat is applied by a gas burner or other source of heat to expel the ammonia
from solution. The ammonia vapour generated and flow towards the condenser. In
the flow of ammonia from the generator to condenser are interposed an analyzer
and a rectifier. The analyzer and rectifier serve to remove this water vapour from the
ammonia vapour. The ammonia vapour passes to the condenser where it is liquid by
the air cooling. The ammonia thus liquefied flows into the evaporator. The liquid trap
interposed between the condenser section and the evaporator to prevent hydrogen
from entering the condenser. Hydrogen gas enters the lower evaporator section and
flows upwards, in counter flow to the downward flow liquid ammonia. The lesser
ammonia vapour pressure results in the evaporation of the ammonia, with consequent
absorption and cooling of the surroundingwhich is in a well-insulated enclosure. The
cool, heavy gas mixture of hydrogen and ammonia vapour formed in the evaporator
leaves the top of the evaporator and passes downwards through the gas heat exchanger
to the absorber. The difference in specific weight is sufficient to initiate and maintain
circulation between the evaporator and the absorber. The gas heat exchanger transfer
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Fig. 1 Functional diagram
of the absorption
refrigeration system

1 Boiler with vapour bubble     
2 Condensers      
3 Evaporator       
4 Gas heat exchanger
5 Absorber       
6 Liquid heat exchanger 
7 Storage tank

Ammonia-rich solution

Weak ammonia solution

Ammonia/hydrogen gas mixture
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heat from one gas to another. This saves some cooling in the evaporator by precooling
the entering gas. In the absorber, a flow of weak solution comes in direct contact with
the strong gas. Ammonia is absorbed bywater, and the hydrogen passes towards from
the top of the absorber through another chamber of the gas heat exchanger into the
evaporator. The liquid and gas flow in opposite direction. The strong aqua ammonia
solution flows through the liquid heat exchanger to the analyzer, and then to the
strong liquid chamber of the generator. The liquid heat exchanger per-cools the liquid
entering the absorber and preheat the liquid entering the generator. Refrigeration is
accomplished by a continuation of the cycle.

3.4 Detailed Circuit Analyses

There are three distinct fluid circuits in the system an ammonia circuit, a hydrogen
circuit includes the evaporator and absorber and a solution circuit including the
generator and absorber shows in Fig. 2.

Fig. 2 Circuits of the
absorption refrigeration
process

1 Boiler with vapor bubble 
pump A Ammonia circuit

2 Condenser B Water circuit

3 Evaporator C Hydrogen circuit

4 Absorber

Absorption refrigeration process 
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Water circuit: The storage tank contains a solution of ~65%water (H2O) and ~35%
ammonia (NH3). This solution is known as the ‘ammonia-rich solution’. It flows into
the boiler from the storage tank. Ammonia vapour is vapourized from the solution at
~150–180 °C and passes up the riser pipe as bubbles. The vapour pressure pushes the
solution through the liquid heat exchanger, in which the rich solution is preheated,
and into the absorber. The weak solution drops through the pipe coils in the absorber
and back into the storage tank.
Ammonia circuit: The ammonia vapour vapourized from the boiler reaches the
condenser at ~70 °C. By the use of cooling fins, the condenser is kept at room
temperature. In this temperature and a system pressure of ~25 bar, the ammonia
vapour condenses. The liquid ammonia flows through the gas heat exchanger and
into the evaporator, where it humidifies the inner surface of the evaporator. At that
time, the hydrogen is blown in as a carrier gas.
Hydrogen circuit: The weak solution in the absorber absorbs the ammonia com-
pletely, while the hydrogen remains totally separated by these processes. The almost
pure and lightened hydrogen gas exits the absorber at the upper end into the evapora-
tor, where it is blown over the surface that humidifiedwith ammonia. The temperature
certainly drops to very low values as the liquid ammonia immediately evaporates into
the hydrogen.

4 Result and Discussion

Figure 3 shows that the variation of temperature with time. The temperature of
generator increase with the increase of time and after 25 min generator temperature
is steady state, i.e. strong solution separated from an aqueous solution of ammonia.
At the temperature of 140 °C of generator cooling of evaporator starts and reaches
steady state at after 45 min. When evaporator reaches steady state the temperature
difference between of evaporator and ambient temperature are maximum. This is due
to the fact that after reaching steady state heat rejecter is maximum. Absorber and
generator inlet temperature coincide with each other, because of weak solution and
strong solution are mixed in the absorber and release the heat at ambient condition.

Figure 4 shows that variation of evaporator temperature with absorber tempera-
ture. Evaporator temperature decreases rapidly with the increase of absorber temper-
ature and reachesminimum after that it increases with increase absorber temperature.
This is due to the fact thatwith an increase in absorber temperature, heat rejected from
strong solution and make solution mixture is decreased to the ambient temperature.
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Fig. 3 Shows the variation of temperature with experimental time

Fig. 4 Variation of
evaporator temperature with
absorber temperature. Note
(◿T ) Temperature
difference between ambient
temperature and evaporator
temperature
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5 Conclusion

The following conclusions have been concluded by experimental results of pumpless
vapour absorption system, using ammonia as a refrigerant, water as absorbent and
hydrogen as carrier gas.

1. Pumpless vapour absorption system at (25 bar, 230 V) starts cooling at generator
temperature 140 °C after 25 min.

2. Steady state reached the system after 45 min.
3. Steady state of vapour absorption system depends on ambient temperature.
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Recent Trends in Application
of Electrical Resistivity Tomography
for Landslide Study

Philips Omowumi Falae, D. P. Kanungo, P. K. S. Chauhan
and Rajesh Kumar Dash

Abstract Landslide disasters are known to be complex geological event with high
socioeconomic effects in terms of loss of lives and properties. Landslide study
involves the application of a multidisciplinary approach. Various techniques involv-
ing both surface and subsurface methods have been applied to investigate and under-
stand themechanismof its occurrence.Application of geophysical tools is one of such
advanced techniques. In this paper, the recent trend in application of Electrical Resis-
tivity Tomography (ERT) technique is being studied as it is a noninvasive method
for investigation. ERT technique has been used widely for various landslides from
rockfall to debris flow. The method has been applied to various geological conditions
and environment to identify the slip surface, hydrological conditions, reconstruction
of the slope body, estimation of the sliding materials volume/thickness, and depict
the internal structures. Various array used in the measurement along with the algo-
rithms for topographic inversion are also discussed. The results of 2D, 3D and 4D
ERT techniques used in the recent times have been discussed. Future prospects and
the limitations are also discussed.

Keywords Landslide · Electrical resistivity · Tomography · Array

1 Introduction

The earth surface in hilly region is constantly changing due to neo-tectonic activity
and infrastructural developmental activities. Landslide occurs when the topsoil loses
its strength by increase in moisture content or gravitational force or pull. It can be
in the form of a rockfall or massive mudflow, but wherever the ground fails, it can
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result inmassive destruction. Landslide disasters are known to be complex geological
event with high socioeconomic effects in terms of loss of lives and properties [1]. The
studyof landslide requires integration of various disciplines and techniques in order to
derive significant information, therefore, overcoming the drawback and limitations of
applying single approach. The application of geophysical tools in the study of slopes
and landslides has widely increased. Therefore, geophysical methods like seismic,
electrical, and electromagnetic have got great attention in the recent times [1, 2].

Recently, the technique of ERT has metamorphoses from the primate methods
of data collection, coverage as well as data processing. This improvement from the
primitive sounding techniques has helped in overcoming poor resolution of complex
geological terrains [3, 4]. Themethod has widely been used as a tool for investigating
slope failures and landslides [1]. ERT technique has been used with an aim to recon-
struct the slope body geometry, to identify the possible sliding surface, to identify
the weak zone, estimation of the thickness of the sliding materials, and location of
areas with high moisture content [1, 5, 6]. ERT also provides the information regard-
ing the physical properties, materials of the landslide [1, 7, 8]. Newer algorithms
for tomography data inversion, robust models for describing the hydro-geophysical
processes have rapidly transformed the geoelectrical methods into a powerful and
cost-effective tool for geo-hazard monitoring [9, 10].

The objective of this paper is to review the recent trends in application of ERT as
a noninvasive method for landslide investigation and also to highlight the advantages
as well as the limitations of the methods.

2 Literature Review

The ERT is an active geophysical method which can provide adequate information
about electrical resistivity distribution of the subsurface. The results of electrical
resistivity imagining have provided reasonable information in the identification of
resistivity contrasts between the loss material and the bedrock which can be as a
result of the nature of the Lithology and the degree of moisture content variation.

This method has widely been used by many researchers in the recent times to
investigate various forms of landslide [1, 5, 6]. The properties of rock unit have been
determined based on the electrical resistivity characterization of such rock unit. The
rockmass has been found to depend largely on its physical properties such as porosity,
pore fluid resistivity, andwater saturation [8], as studied by Jomard et al. [9]. The true
resistivity of a rock is also outlined using geophysical landslide investigation [10].
Landslide mass often have resistivity contrast different from the bedrock materials
as a result of the losseness and deformation of the materials [9]. Therefore, a sharp
resistivity contrast between the differentmassesmight be an indication of slip surface,
this should be easily identified. In the recent time, the application of ERT in landslide
investigation has been improved from the conventional 1D to 4D imaging over time.

2D ERT imaging technique was used to investigate different typology of land-
slides ranging from shallow to deep-seated landslides [11, 12], debris flows [13,



Recent Trends in Application of Electrical Resistivity … 197

14], rotational and transitional landslides [10, 15], slow moving slide, earth flow and
quick clay [16, 17], complex landslides [18, 19], and rockslides [20, 21] while no
case study of toppling failure has been reported.

The application of 3D imaging has been attributed to its capacity to determine
landslide volumetric targets, reconstruction, and characterization. The invention of
multichannels and multielectrode equipments has strongly increased the speed of
data collection. It has been used by a number of researchers to study various types
of landslides including complex landslides [22], translational and rotational slides
[23], rock falls [24], and debris flows [25, 26].

The information provided by 2Dand 3D imaging is static in nature due to their data
acquisition techniques. The arrival of 4D imaging has given a room for continuous
data collection. It has been applied in complex landslides [27], translational and
rotational landslides [28, 29] and in debris flows [30].

3 Field Set Up Array

The field procedure comprises of the current multielectrode system, which is con-
nected at a fixed distance according to the specification of electrode configuration on
the ground. The current (I) is injected into the subsoil through the electrode and the
voltage (V ) is measured. The values of I and V depend on the geometric factor of
the array configuration as indicated in Fig. 1 and the resistivity are calculated using
Eq. (1) [31].

Fig. 1 Common ERT array and their geometric factors [3]
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ρ � k
�V
I

(1)

where ρ is the resistivity, k is the geometric factor, I is the current flow, and �v is
the potential difference.

Several different arrays such as Schlumberger, Wenner, Wenner-Schlumberger,
and Dipole-Dipole have been used by different researchers for carrying out the ERT
study.Wenner-Schlumberger array achieves reasonable sensitivity to changes in both
horizontal and vertical directions and has a higher signal-to-noise ratio than other
configurations, as the potential electrodes are located inside the current electrodes
[11, 32]. The Dipole-Dipole array is more prone to errors but highly sensitive to
horizontal and vertical structures.

In some cases, multiple arrays are used along the same profile lines to measure the
resistivity data for comparison analysis of the results and therefore, overcoming the
drawback of any of themethods. It has been observed thatWenner-Schlumberger and
Dipole-Dipole joint inversion method is the best combination for a better resolution
and time of measurement [33], whereas Schlumberger and Dipole-Dipole combined
inversion method gives a better resolution [3].

4 Recent Trends in ERT for Landslide Study

4.1 2D Electrical Resistivity Tomography

The application of 2D ERT techniques for landslide investigation is helpful in esti-
mation of the overburden thickness, subsurface geological settings, geometry, depth
of slip surface and tectonic set up. It also provides information about the ground-
water conditions in terms of locating areas with high moisture content, the network
of water drainages, and groundwater circulation regime as well as storage within an
unstable area [3]. The usefulness of the ERTmethod to study the thickness of sliding
layer, water accumulation zones, and the depth of the bedrock using the distribution
of the true resistivity values on 2D profiles is also established [31].

4.2 3D Electrical Resistivity Tomography

The recent development on the representation of geological features in three-
dimensional format has influenced the use of 3D resistivity surveying and inter-
pretation method for landslide study. The application of 3D ERT method is helpful
in carrying out the volumetric analysis, reconstruction, and characterization of the
landslide body. The 3D methods are still not well explored because of their limita-
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tions in logistics such as transportation and installation of the instruments on uphill
and downhill slopes [1]. This method is somehow costly in operation.

Recent developments of multielectrode and multichannel facility in such systems
have enhanced their utility in data acquisition. Multichannel facility enables the
user to acquire more than single reading/data at a particular time and is important
in minimizing the survey time. Fast computing facility by providing in-built faster
microcomputers in such systems enables the inversion of very large data sets [1].

4.3 4D Electrical Resistivity Tomography

Time-lapse ERT (4D ERT) surveys comprise of mobile, semipermanent or perma-
nent electrodes with periodic measurements acquired over time and are increasingly
popular in recent years [35]. These surveys have been applied across a wide range
of environments and have recently been successfully applied to monitor active land-
slides in challenging transient natural systems [36]. One significant challenge in case
of an active landslide is the possible movement of electrodes during monitoring and
further studies have investigated techniques to compensate for potential errors [37].
In addition, a number of time-lapse inversion algorithms have recently been devel-
oped to provide improved time-lapse images [38]. Time-lapse ratio approach has
been developed to give room to inversion models of the resistivity data acquired.
Cascaded time-lapse inversion, difference inversion, and differencing in dependent
inversions have also been developed [38]. 4D inversion with time dimension has also
been developed [39].

5 Advantages and Limitations of ERT in Landslide Study

ERT has been widely used to delineate the internal structure of the landslide, for
reconstruction of the slope body, to identify the slip surface, for estimation of the
sliding materials (volume/thickness), and to delineate the area with high water con-
tent within the sliding body. Its application has also been proved to be very useful
in situations whereby the resistivity contrast between the bedrock and the sliding
body is interrelated to retrieve such information. This method of landslide investiga-
tion is cost-effective, noninvasive, and time effective.

The limitations in the application of ERT lie in areas with high contents of clayey
materials or water. Presence of these materials can reduce the resistivity contrast,
therefore making the interpretation hectic and difficulties in presenting the image of
the topographic condition. To overcome these limitations, the correlation of ERT
results with the results of other geophysical methods such as seismic methods,
induced polarization (IP), ground penetration radar (GPR), electromagnetic method
(EM), and spontaneous potential (SP) are the best option.Other parameters used in the
correlation of ERT results can be geomorphology, borehole data, rainfall data, GPS
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Table 1 Advantages and limitations of different ERT arrays used in landslide study
S. No. Array Advantages Limitations Reference

1 Wenner-Schlumberger
array

• Sensitivity to changes
in both horizontal and
vertical directions

• It has higher
signal-to-noise ratio
than other
configurations

• Good for shallow and
noncomplex landslide

• It obtains narrower
data than
dipole-dipole array

[13, 22, 24]

2 Dipole-Dipole • High sensitivity to
horizontal changes in
resistivity

• Determination of
isometric structures

• Good for Deep-seated
and Complex
landslide

• Insensitive to vertical
changes in the
resistivity

• More prone to errors
because of very small
signal strength

[39, 40]

3 Wenner • Robust; high
signal-to-noise ratio

• Characterization of
horizontal
discontinuities

• Good for shallow and
noncomplex landslide

• Poor in the
determination of
vertical resolution

• Susceptible to
near-surface, lateral
variations in
resistivity which can
be misinterpreted in
terms of depth
variations in
resistivity

[41, 42]

4 Schlumberger • Gives good mapping
for the vertical change
of the resistivity

• Very sensitive
voltmeters are
required

• Limited to simple,
horizontally layered
structures

[15, 43]

5 Pole-Dipole
Configuration

• To increase the depth
of investigation it has
relatively good
horizontal coverage

• Higher signal strength
compared to
dipole-dipole array

• Lower sensitivity to
telluric noise when
compared with
pole-pole array

• Lower signal strength
when compared with
Wenner and Wenner-
Schlumberger
arrays

[44]

6 Pole-Pole Configuration • Widest horizontal
coverage

• Deepest depth of
investigation

• Prone to large amount
of telluric noise which
can affect the quality
of measurements

• Poorest resolution

[45, 46]
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data, inclinometer data, total station survey, stratigraphic information, and remote
sensing data. This has helped in improving the interpretation of the ERT results [1, 3].
The advantages and limitations of ERT technique for landslide study are summarized
in Table 1.

6 Conclusions

Application of ERT for landslide investigation has been explored and its advantages
and the limitations are discussed. The application of ERT has provided the resistivity
contrast of the boundary between the bedrock and the sliding body. This method is
quite helpful in the identification of potentially stable and unstable slopes, high water
content zone, geometry, and defining the geological settings in the landslide area. It is
applicable for investigating all landslide typologies. In terms of array, Wenner array
is good method in a noisy area to achieve a good vertical resolution with limited time
of survey while dipole-dipole is recommended for good horizontal data coverage.
Wenner-Schlumberger array is most suitable to obtain appreciable horizontal and
vertical resolution with overlapping data levels, where there is limited number of
electrode, pole-dipole array is appropriate taking measurements in both forward and
reverse direction. Profileswith small electrode spacing and good horizontal coverage,
pole-pole array are the best choice.

For better correlation and validation of ERT results, ground (surface and subsur-
face) information from various sources must be used.
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Analysis of Evaporative Cooling of Inlet
Air Influence on Gas Turbine Cycle
Performance

Veenit Kumar and Dhaneshwar Mahto

Abstract This paper studies the influence of evaporative cooling air conditioning for
a gas turbine. Evaporative coolingmakes sure of the evaporation ofwater to reduce the
inlet air temperature of the compressor. The model used for the evaporative cooler
panels is based on the energy balance of ambient air and cooling water. Inlet air
cooling increases the power output by taking advantage of the gas turbine’s feature
of higher mass flow rate, due to compressor inlet air temperature decays. As the
specific volume of air is directly proportional to the temperature, the increases in the
air density result in a higher air mass flow rate, once the volumetric rate is constant.
The effects of the parameter (design and operation condition) on the power output,
compression work, specific fuel consumption, and thermal efficiency are evaluated
and comparedwith simple gas turbine cycle. Simple gas turbine cyclewhenprecooled
its specific work output and efficiency increases as precooling reduces the load on the
compressor. But this effect becomes more pronounced when different configurations
are used, i.e., when it is required to enhance the specific work output of the cycle
reheating is added to the simple cycle and when the exhaust gas of the turbine is used
to increase the temperature of the compressed air, i.e., regeneration, it will increase
the efficiency of the precooled cycle compared to simple and reheated cycle. Again
the effect of intercooling is to increase the specific work output further. Thus, the
best possible configuration through which gas turbine performance can be enhanced
is intercooling and reheating combined with regeneration.
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1 Introduction

The main factors affecting the performance of gas turbines are pressure ratio and
turbine working temperature. The difficulty of obtaining a sufficiently high-pressure
ratio with an adequate efficiency was not resolved until the application of aerody-
namics science to the problem. It is now possible to make advanced engines using
pressure ratios up to 35:1, efficiencies of 85–90% and turbine inlet temperature
exceeding 1650 K with the development of aerodynamics science, and metallurgy.
The maximum fuel/air ratio that may be used is governed by the working tempera-
ture of the highly stressed turbine blades. This depends upon the creep strength of
the materials used in the construction of the blades. The most used system is the
mechanical vapor compression system. However, evaporative cooling as a precooler
can be used as an economic alternative for conventional systems. The natural phe-
nomena for the operation of evaporative cooling are induction using water and air
as the working fluids. With the passage of airflow utilizing evaporation of water,
the air temperature is decreased. Evaporative cooling avoids air dehumidification, a
typical discomfort resent in conventional systems. The additional attractiveness of
evaporative cooling is its low energy consumption, easy maintenance, and operation.

2 Research Methodology

The density of combustion air and hence the power output are increased by combining
evaporative coolerswith gas turbines [1].Gas turbine performance is critically limited
by the predominating ambient temperature. It occurs because the ambient tempera-
ture and power output are inversely related [2]. In compression and absorption chiller
systems, the influence of air cooling intake on the gas turbine performance was stud-
ied and compared by two different cooling systems, i.e., evaporative and cooling coil
[3]. In the present study, the effect of evaporative cooling is theoretically studied for
simple, reheated, regenerated, and intercooled cycle. In the present study, the effect
of evaporative cooling is theoretically studied for simple, reheated, regenerated, and
intercooled cycle by combining either of the configurations. The evaporative cooler
is a wetted rigid media in which water is distributed through the header and where
air passes through the wet porous surface part of water is evaporated absorbing the
sensible heat from the air, and increasing the relative humidity. The dry bulb temper-
ature is decreased but the wet bulb temperature is not affected. The incoming air and
the water in the evaporative cooler may be considered as an isolated system because
no heat is added to or removed from the system, and the process of exchanging the
sensible heat of the air for latent heat of evaporation from the water is adiabatic.

Evaporative coolers used in the gas turbine are the wetted rigid media type evap-
orative cooler, and the evaporating medium is a saturated porous pad. The precooler
is installed to reduce the air temperature by (adiabatic) humidifying the air. The
precooler consists of a control panel, self-supporting stainless housing, the pads,
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droplet separators, a set of piping, temperature sensors, hygrometer, cabling which
is interconnected to pumps, and skid and stainless steel housing.

The net power output obtained from the gas turbine is given by

Wnet � WT − Wc

where WT � ṁt Cpg(T3 − T4),
Ẇc � ṁa Cpa(T2 − T1), Cpa is the specific heat of dry air at constant pressure,

taken as 1.005 kJ/kg-k, and ṁt � ṁ f + ṁa

Q̇ � ṁa Cpgavg(T3 − T2),

where Cpg avg is the flue gas specific heat which is a function of temperature [4], but
it is taken as 1.14 kJ/kg-k for calculation.

The cycle efficiency of the plant is given by

η � Cpg (T3 − T4) − Cpa (T2 − T1)

Cpg(T3 − T2)

Or

η � 1 − 1/(r )γ−1/γ

3 Principle of Operation

The precooler is installed to reduce the air temperature by (adiabatic) humidifying
the air. This increases the density of air and thus the mass flow of air through the
gas turbine which in turn helps the turbine to increase its output over a turbine
operates at ambient air condition. The general arrangement of the precooler for the
turbine has the following order: Water sump (Bottom section)-Medium sump-Top
sump-Roof section-Bottom section-Bracing-Pad supports. The location of precooler
is after filtration unit and before intake (Fig. 1), minimum saturation efficiency: 85%,
temperature difference: 1.5–2.5 °C between DB and WB, shut off at a temperature
below 15 °C (outside), and blow down: 1 timemaximum of evaporation rate (Fig. 2).

Cooling efficiency is defined as the rate between the real decrease of the DBT and
the maximum theoretical decrease that the DBT could have for cooling efficiency
100% and the outlet was saturated. Here, summer condition (max. temperature and
min. RH have been assumed from data).

Cooling efficiency (CE) is given by

Cooling Efficiency � Tamb − Tout

Tamb − Twetbulb
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Fig. 1 Precooled gas turbine
cycle

Fig. 2 Evaporative cooler

Fig. 3 Psychometric chart
for adiabatic humidification
of compressor inlet air

T amb �Ambient temperature and Twetbulb �wet bulb temperature or temperature
behind coolers. In this present case, the value of Twetbulb �29.72 °C arrived from
psychometric chart assuming ambient conditions, i.e.,T amb �38.0 °C andRH�56%
and the value of Tout, i.e., air leaving the precooler obtained is 31.03 °C (Fig. 3).
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Energy balance equation between ambient air and water spread for adiabatic
mixing:

mw(hv3 − hv2) � ma(ha1 − ha3) + w1(ma)(hv1 − hv3),

and

Psat1 � 610.78 ∗ e(T/T�238.8) ∗ 17.2694

This equation is being taken from reference paper [5], Tetens O.: Ubereinige
meterologische Begriffe Zeitschriftfur.

where

hv3 Enthalpy of water at the outlet,
ha1 Enthalpy of air at the inlet,
ha3 Enthalpy of air at the outlet,
Pv1 � φ1Psat1,where, φ1 Relative humidity of air before precooling,
(hv1 − hv3) enthalpy change of air-borne water vapor,

Feed pump work is given by Wp � mwϑcond(Pin − Pout ).

4 Result and Discussions

Independent variable:
Compressor pressure ratio (r)
Dependent variables:

(1) Ambient air temperature (T 1).
(2) Compressor outlet temperature (T 2).
(3) Turbine exhausts temperature (T 4).
(4) Heat supplied (Q).
(5) Specific work output and efficiency.

4.1 Effect of Precooling on Specific Work Output
and Efficiency of the Simple Cycle

Here, specific power output is taken asWṅet/Cpa T 1 to make it a dimensionless form
and the graph is plotted betweenWṅet/Cpa T 1 as a function of pressure ratio. The spe-
cific work output for the precooled cycle is increased as, for an engine with constant
speed rotation, the volumetric rate is approximately constant. And as a reduction in
ambient, air temperature reduces compressor load, which in turn increases Wṅet of
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Description Adopted values Adopted values

Cycle Simple gas turbine cycle Precooled gas turbine cycle

Ambient air temperature 311 K 304.03 (cooled by 7 K by
evaporative cooling)

Turbine inlet temperature 1350 K 1350 K

Isentropic efficiency of
compressor

0.89 0.89

Isentropic efficiency of turbine 0.89 0.89

Combustion chamber pressure
loss

2% 2%

Fuel, LHV Natural gas, 48.235 MJ/kg Natural gas, 48.235 MJ/kg

Graph 1 Effect on specific
work output with increasing
pressure ratio of precooled
simple cycle

the system. For precooled cycle, the curve has slightly greater values compared to
simple cycle as the numerator of the equation is slightly increased for reduction in
the value of T1 using evaporative cooling as compared to simple cycle, The effect
of ambient temperature has been reported by several authors and more recently by
Ashley et al. that for every 1 K rise in ambient temperature above ISO condition
the gas turbine loses 0.1% in terms of thermal efficiency and 1.47 MW of its Gross
(useful) power output (Graph 1).

Graph 2 shows a slight increment in efficiency as the specific power output of the
precooled cycle is increased for the same quantity of fuel supplied, as the efficiency
mainly depends on the pressure ratio, TIT (turbine inlet temperature), and the nature
of gas used.
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Graph 2 Effect on
efficiency with increasing
pressure ratio of precooled
simple cycle

Graph 3 Effect on specific
work output with increasing
pressure ratio of precooled
intercooled cycle

4.2 Effect of Precooling on Specific Work Output
and Efficiency of Intercooled Compression

It is clear from Graph 3 that the specific work output increases in both cases
with increasing pressure ratio. Compression in high-pressure compressor increases
net–power output of the cycle and efficiency of the plant actually decreases with
increasing pressure ratio as the work supplied to the compressor is saved by inter-
cooling but the heat supplied is increased which ultimately decreases the overall
efficiency of the plant as shown in Graph 4.
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Graph 4 Effect on
efficiency with increasing
pressure ratio of precooled
intercooled cycle

Graph 5 Effect on specific
work output with increasing
pressure ratio of precooled
reheated cycle

4.3 Effect of Precooling on Specific Work Output
and Efficiency of the Reheated Cycle

Differentiation of the specific work output shows the optimum point in the expansion
at which to reheat is when the pressure ratios for H.P. and L.P. turbines are equal. For
that optimum value, the reheated cycle will have maximum value for specific work
output (Graph 5).

Efficiency has greater values for precooled reheated cycle but actually, the effi-
ciency of gas turbine decreases with reheating, as the two-stage expansion is being
counterbalanced by an increase in the quantity of heat supplied which ultimately
decrease the efficiency of the plant (Graph 6).

So, there is no benefit in using reheating without regeneration.
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Graph 6 Effect on
efficiency with increasing
pressure ratio of precooled
reheated cycle

Graph 7 Effect on specific
work output with increasing
pressure ratio of precooled
regenerated cycle

4.4 Effect of Precooling on Specific Work Output
and Efficiency of the Regenerated Cycle

With increasing pressure ratio, both curves saturate but precooled regenerated cycle
has higher values at each point corresponding to the regenerated cycle as the load on
the compressor is reduced due to precooling (Graph 7).

Graph 8 shows that the curves fall with an increase in pressure ratio until a value
corresponding to rγ−1/γ � √

t is reached, this is the pressure ratio for which the
specific work output curve reaches a maximum value, the curve first increases to a
max. value called optimum value and thereby decreases, as with increasing pressure
ratio the effect of regeneration is to cool the incoming air.

The regenerated cycle attains a maximum value at pressure ratio 6, for the same
value of pressure ratio precooled regenerator cycle has higher values.
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Graph 8 Effect on
efficiency with increasing
pressure ratio of precooled
regenerated cycle

Graph 9 Effect on specific
work output with increasing
pressure ratio of precooled
intercooled compression and
reheated cycle

4.5 Effect of Precooling on Intercooled Compression
and Reheated Cycle

The specific work output for intercooled and reheated cycle increases to maximum
compared with other configurations with the increase in pressure ratio up to optimum
point and thereby decreases due to load on compressor is increasing with increase in
pressure ratio and when it is precooled the specific work output always has greater
values compared to non-precooled cycle and as discussed earlier that intercooling
increases the amount of work to be added to the compressor and reheating increases
the amount of fuel to be burnt which ultimately leads to lower in the efficiency of
the plant (Graphs 9 and 10).



Analysis of Evaporative Cooling of Inlet Air Influence … 215

Graph 10 Effect on
efficiency with increasing
pressure ratio of precooled
intercooled compression and
reheated cycle

Graph 11 Effect on specific
work output with increasing
pressure ratio of precooled
reheated and regenerated
cycle

4.6 Effect of Precooling on Specific Work Output
and Efficiency of Reheated and Regenerated Cycle

Graph 11 shows increase in specific work output for precooled reheated and regener-
ated cycle compared to reheated and regenerated cycle, which further increases with
increase in pressure ratio and thermal efficiency first increases with increase in pres-
sure ratio reaches a maximum value and thereafter decreases, the optimum pressure
in precooled reheating and regeneration case shifts towards lower pressure ratio and
it decreases thereafter due to effect of regeneration. With the increase in pressure
ratio, the effect of regeneration is to decrease the temperature of the compressed air
(Graph 12).
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Graph 12 Effect on
efficiency with increasing
pressure ratio of precooled
reheated and regenerated
cycle

4.7 Effect of Precooling on Specific Work Output
and Efficiency with Increasing Pressure Ratio
for Precooled Intercooled and Reheated
with the Regenerated Cycle

Graphs 13 and 14 show the effect of precooling on specific work output and effi-
ciency with the increasing pressure ratio, the specific work output clearly increases
as compared to other configurations, and efficiency of the cycle first increases till it
acquires an optimum value and then decreases. It is clear from Graph 13 that due
to the addition of regeneration, intercooling, and reheating, the peak value of graph
shifts towards the lower pressure ratio compared to a simple cycle.

Graph 14 shows the variation of efficiency with increasing pressure ratio, for pre-
cooled+ intercooled reheated+ regenerated cycle, efficiency has amaximum value of
50–51%whereas for those non-precooled cycle, it has a maximum value of 47–48%.

It is evident from Graph 14 that efficiency increases by 1–2% for every 5 °C
decrease in ambient air temperature, so in all the industrial applications, a combi-
nation of intercooling, reheating and regeneration cycles being used and precooling
when combined with this cycle it does help the cause.
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Graph 13 Effect on specific
work output with increasing
pressure ratio of precooled
intercooled compression and
reheated cycle with
regeneration

Graph 14 Effect on
efficiency with increasing
pressure ratio of precooled
intercooled compression and
reheated cycle with
regeneration

5 Conclusion

In this parametric analysis compressor, inlet air is being cooled by evaporative cool-
ing. The different configuration of gas turbine performance has been investigated
and compared. Simple gas turbine cycle when precooled, its specific work output
and efficiency increase as precooling reduces the load on the compressor. When it
is required to enhance the specific work output of the cycle reheating is added to
the simple cycle and when the exhaust gas of the turbine is used to increase the
temperature of compressed air, i.e., regenerated it will increase the efficiency of pre-
cooled cycle compared to simple and reheated cycle. But this effect becomes more
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pronouncedwhen different configurations are combined. Thus, the best possible con-
figuration through which gas turbine’s performance can be enhanced is intercooling
and reheating along with regeneration and when it is precooled, it further increases
the efficiency of the plant up to 50–51%, 51.02% maximum in this present case
concluded from Graphs 13 and 14.
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Biodiesel Extracted from Waste
Vegetable Oil as an Alternative Fuel
for Diesel Engine: Performance
Evaluation of Kirlosker 5 kW Engine

Shiv Kumar Ray and Om Prakash

Abstract These days, we are facing challenges like energy depletion, environmental
issue, and rising costs of petroleum, which leads to research for new and renewable
energy resources.Among all renewable energy, biodiesel has several advantages as an
alternative fuel in terms of availability, performance, and emission characteristics.
In this paper, biodiesel is derived from waste vegetable oil and its performance
evaluation has been carried on single cylinder diesel engine, make Kirlosker TV1 at
1500 RPM. The diesel engine is performed successfully on all the biodiesel blends
without any engine modifications. The highest SFC for biodiesel was 10%more than
the diesel. The maximum variation in BTE of diesel has been seen at 1.5 kW loads
and was 19.95% as compared to 60% biodiesel blend. At peak load, the air–fuel ratio
demand for diesel was 8.83% more than the 100% biodiesel. Up to 20% biodiesel
blend, the diesel engine performance was almost similar to diesel without any lag but
after that the performance slightly reduces. Hence, biodiesel from waste vegetable
oil may be considered as a low-cost renewable substitute for diesel fuel.

Keywords Biodiesel · Diesel engine performance · Waste vegetable oil
Waste frying oil · Waste cooking oil
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t Time
sf Fuel consumption rate
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sfc Specific fuel consumption
bp Brake power output
η Thermal efficiency

1 Introduction

These days, we are facing many challenges like environmental issue and rising costs
of petroleum, and also the world’s energy demand has enormously increased which
leads to the depletion of conventional energy resources [1, 2].

The conventional fuels are the main cause of the air pollution. Therefore, it is the
cause of concern which initiates research worldwide for new and renewable energy
for sustainable fuel. Biodiesel derived from waste vegetable oil is being explored
as a promising alternative to the conventional fuels [3]. Researchers have reported
that particulate matter, unburned hydrocarbons, carbon monoxide and sulfur levels
are significantly less by using biodiesel, but nitrogen oxide levels get increased with
biodiesel [4].

Biodiesel provides lubricating properties that can reduce engine wear and extend
engine life [5].

Transesterification ofWCOdepends on the quality of the feedstock oil [6]. Among
all, methanol has been reported to give the best result in terms of biodiesel yield [7].
The biodiesel yields were inversely linked to the acid value and viscosity of the
feedstocks [8]. A biodiesel yield of 88–90% can be obtained with methanol and oil
ratios of 7:1–8:1 and 0.75 the percentage of KOH [9]. Production of biodiesel by
supercritical methanol can obtain a yield of 94% [10]. Waste frying oil requires a
heating temperature of 135 °C to bring down its viscosity to that of diesel at 30 °C
[11]. Diesel waste cooking oil blends fuel can be directly used in the engine without
modification. [12]. Ethanol and ethyl hexyl nitrate can be used as additives in the
diesel–biodiesel blends [13]. Engine performance and emissions characteristics of
theWCObiodiesel blendswere little poorer than diesel, NOx emissionswere slightly
higher while HCwas lower [14]. It is recommended to use cooking oil biodiesel up to
20% with diesel without any engine modifications [15]. The properties of biodiesel
and petroleum diesel such as viscosity, specific gravity, flash point, and calorific
value, from the reviewed study are given in Table 1 [16].

2 Experimental Setup

The biodiesel derived from waste vegetable oil (WVBD) by transesterification pro-
cess was blendedwith petroleum diesel in different volumetric proportions (5, 10, 20,
40, 60, and 80%) and referred as WVBD. For the performance evaluation, a single
cylinder, four-stroke direct injection diesel engine, make Kirlosker TV1, 5.2 kWwas
selected, due to its wide use in agriculture. The engine specifications are given in the
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Table 1 Property ranges of fuels used in the reviewed studies [16]

S. No. Properties Biodiesel Diesel

1 Density (15 °C)
(kg/m3)

870–895 810–860

2 Viscosity (40 °C) (cSt) 3.5–5.5 2–3.5

3 Cetane number 45–65 40–55

4 Cold filter plugging
point (°C)

−5 to 10 −25 to 0

5 Cloud point (°C) −5 to 10 −20 to 0

6 Pour point (°C) −15 to 10 −35 to 0

7 Lower heating value
(MJ/kg)

36.5–38 42.5–44

8 Water content (mg/kg) 0–500 –

9 Acid number (mg
KOH/g)

0–0.60 –

10 Ester content (% w/w) >96 –

11 Glycerin content (%
w/w)

0–0.25 –

12 Sulfur content
(mg/kg)

– 15–500

Table 2 Engine specifications

S. No. Make Kirlosker

1 Type TV1

2 Bore × stroke 87.5 mm × 110 mm

3 Cubic capacity 0.661 L

4 Power 7 BHP (5.2 kW)

5 Rated speed 1500 RPM

6 Compression ratio 17.5:1

7 Injection system Direct

Table 2. The schematic diagram of the experimental setup can be seen in Figs. 1 and
2. An alternator was coupledwith the enginewith variable load panel in order tomea-
sure the brake power output. The specifications of alternator were given in Table 3.
To measure the brake power, engine shaft was coupled to an electrical dynamometer
equipped with load panel. Two separate fuel tanks were installed to supply the Diesel
and Biodiesel at different proportion. Two burettes each of 50 mL fixed volume was
used to measure the fuel consumption rate and for the measurement of airflow rate
supplied to the engine an orifice plate consisted with the U-tube manometer has been
installed. An air surge tank was installed to minimize the fluctuation of air supply.
All experiments were carried out at a constant speed of 1500 RPM.
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Fig. 1 Kirlosker TV1
agriculture engine

Fig. 2 Schematic diagram
of the experimental setup

3 Methodology

For the measurement of fuel consumption rate, specific fuel consumption and brake
thermal efficiency, test ware carried out on 50 mL of each fuel at different load and
for each test time taken for consumption of fuel by the engine was measured with
the help of stopwatch. The mass flow rate of air suction was measured by U-tube
manometer fitted with the surge tank orifice.
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Table 3 Alternator
specifications

S. No. Make Kirloskar

1 Model KBE-105 M

2 Output 5 KVA

3 Volts 230

4 Phase 1

5 AMPS 21.7

6 RPM 1500

7 FREQ 50 Hz

3.1 Fuel Consumption Rate (Fc)

It is a measure of fuel consumption at specific load with respect to time. Equation (1)
is used to calculate the fuel consumption rate of the engine for each fuel at different
load.

fc � v × s × 3600

t × 1000
(kg/h) (1)

where t is the time taken for v �50 mL of fuel consumption, s is the specific gravity
of the fuel and fc is the fuel consumption rate.

3.2 Specific Fuel Consumption (SFC)

It is defined as the amount of fuel consumed per hour per unit of brake power output.
It is used to compare the performance of different engines. Equation (2) is used to
calculate the specific fuel consumption of the engine for each fuel at different load.

sfc � fc

bp
(kg/kW/h) (2)

where bp is the brake power in kW and fc is the fuel consumption rate in kg/h.

3.3 Brake Thermal Efficiency (η)

It is a measure of how engine converts the heat energy into mechanical energy.
Equation (3) is used to calculate the brake thermal efficiency of the engine for each
fuel at different load.
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ηth � bp × 3600

f c × CV × 1000
× 100 (3)

where CV is the calorific value of the fuel kJ/kg and η is the thermal efficiency.

3.4 Air–Fuel Ratio

It is the ratio of mass flow rate of fuel to the mass flow rate of air. It was calculated
with the help of U-tube manometer filled with water and connected with the orifice
of the surge tank on the suction side. It can be seen in Figs. 1 and 2.

va � CdAo
√(

2g�h
ρw

ρa

)
(m3/s) (4)

From Eq. (4), the rate of flow of air per unit time is calculated.Where va is volume
flow rate of air per unit time in m3/s, Cd is the coefficient of discharge, Ao area of
orifice, �h is the monometer difference, ρw is the density of water, and ρa is the
density of air.

ma � ρa × va(kg/s) (5)

From Eqs. (4) and (5), the mass flow rate of air can be obtained.

Air fuel ratio � mf(kg/s)

ma(kg/s)
(6)

From Eqs. (1), (5), and (6), the air–fuel ratio can be obtained.

4 Results and Discussion

4.1 Specific Fuel Consumption

The result for the specific fuel consumption of different fuels obtained from the test
and calculated from Eq. (2) is given in Table 5. Figure 3 shows the variation of brake
specific fuel consumption (SFC) of the engine for diesel and biodiesel with brake
power output. The specific fuel consumption decreases with the increase of load
and increases with biodiesel percentage. The specific fuel consumption of biodiesel
blends was almost same up to 20% biodiesel blend and after that, SFC increases with
biodiesel percent. The highest SFC for biodiesel was 10%more than the diesel. This
may be due to fuel density, viscosity, and heating value of the fuels.
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Fig. 3 Specific fuel consumption at different load for different fuels

Fig. 4 Brake thermal efficiency at different load for different fuels

4.2 Brake Thermal Efficiency

The result for the brake thermal efficiency of different fuels obtained from the test and
calculated from Eq. (3) is given in Table 6. The variation of brake thermal efficiency
(BTE) for different blends is given in Fig. 4. It increased with an increase in load for
all biodiesel blend and diesel. At pick load, the brake thermal efficiency was almost
equal for all biodiesel blends and diesel. This was due to a reduction in heat loss
and increase in power with an increase in percent load. The maximum variation in
BTE of diesel has been seen at 1.5 kW load and was 19.95% as compared to 60%
biodiesel blend.
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Fig. 5 Air–fuel ratio at different loads for different fuels

4.3 Air–Fuel Ratio

The result for the air–fuel ratio for different fuel obtained from the test and calculated
fromEq. (6) is given in Table 7. It can be seen in Fig. 5, at lower load, a higher air–fuel
ratio is needed for diesel and biodiesel blends, but as the load increases, the air–fuel
ratio decreases. It is because, at low power output, the combustion takes place at
lean mixture, but at higher power output, a rich mixture is needed to fulfill the load
demand. For all load, the air–fuel ratio was almost same as diesel up to 20% biodiesel
blend, and beyond that, it decreases for all blends. At peak load, the air–fuel ratio
demand for diesel was 0.83% more than the 100% biodiesel.

5 Conclusions

The diesel engine used in for the experiment has performed successfully with all the
biodiesel blends without any enginemodifications. Biodiesel was derived fromwaste
vegetable oil and its blends with diesel improved the engine performance when used
as a fuel for diesel engine. The specific fuel consumption of biodiesel blends was
almost equal up to 20% biodiesel blend and after that, SFC increases with biodiesel
percent. The highest SFC for biodiesel was 10% more than the diesel. At peak load,
the brake thermal efficiency was almost equal for all biodiesel blends and diesel.
The maximum variation in BTE of diesel has been seen at 1.5 kW load and was
19.95% as compared to 60% biodiesel blend. For all loads, the air–fuel ratio was
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the same as diesel up to 20% and at peak load, the air–fuel ratio demand for diesel
was 8.83% more than the 100% biodiesel. Thus, it has been concluded that up to
20% biodiesel blend, the diesel engine performance was almost similar to diesel
without any lag but after that, the performance slightly reduces. Hence, biodiesel
from waste vegetable oil may be considered as a low-cost renewable substitute for
diesel fuel. The use of biodiesel instead of fossil fuels can also help in reducing the
environmental pollutions.
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Appendix

See Tables 4, 5, 6, and 7.

Table 4 Fuel consumption rate

Load Diesel B5 B10 B20 B40 B60 B80 B100

0.2 0.566 0.496 0.494 0.501 0.508 0.573 0.600 0.615

0.5 0.608 0.584 0.581 0.585 0.597 0.622 0.644 0.665

1 0.767 0.721 0.725 0.728 0.743 0.771 0.800 0.820

1.5 0.927 0.814 0.799 0.807 0.845 0.904 0.975 1.051

2 1.057 1.016 1.016 1.014 1.043 1.080 1.112 1.187

2.5 1.128 1.097 1.101 1.098 1.136 1.168 1.200 1.266

3 1.206 1.196 1.184 1.197 1.223 1.264 1.287 1.322

Table 5 Specific fuel consumption

Load Diesel B5 B10 B20 B40 B60 B80 B100

0.2 2.832 2.481 2.470 2.506 2.542 2.867 3.001 3.076

0.5 1.217 1.168 1.162 1.169 1.194 1.243 1.288 1.329

1 0.767 0.721 0.725 0.728 0.743 0.771 0.800 0.820

1.5 0.618 0.543 0.533 0.538 0.563 0.603 0.650 0.700

2 0.529 0.508 0.508 0.507 0.522 0.540 0.556 0.593

2.5 0.451 0.439 0.440 0.439 0.454 0.467 0.480 0.506

3 0.402 0.399 0.395 0.399 0.408 0.421 0.429 0.441



228 S. K. Ray and O. Prakash

Table 6 Thermal efficiency

Load Diesel B5 B10 B20 B40 B60 B80 B100

0.2 3.027 3.480 3.521 3.520 3.572 3.260 3.206 3.220

0.5 7.045 7.389 7.485 7.544 7.602 7.518 7.468 7.454

1 11.181 11.981 11.989 12.119 12.220 12.116 12.034 12.076

1.5 13.869 15.899 16.321 16.397 16.119 15.501 14.807 14.144

2 16.214 16.987 17.118 17.392 17.407 17.308 17.301 16.697

2.5 18.996 19.680 19.751 20.081 19.982 20.013 20.050 19.567

3 21.331 21.648 22.038 22.107 22.273 22.176 22.433 22.474

Table 7 Air–fuel ratio

Load Diesel B5 B10 B20 B40 B60 B80 B100

0 48.092 48.180 48.762 47.616 47.184 45.956 40.133 39.049

0.2 41.550 46.788 47.004 46.329 45.614 40.491 38.682 37.739

0.5 37.249 38.775 39.009 38.754 37.900 36.456 35.177 34.101

1 29.559 31.437 31.243 31.129 30.462 29.374 28.340 27.622

1.5 23.609 27.109 27.636 27.368 26.756 25.504 22.659 21.023

2 20.890 21.722 21.739 21.772 21.146 20.450 19.857 18.613

2.5 19.579 20.133 20.067 20.110 19.420 18.917 18.410 17.450

3 18.321 18.455 18.658 18.449 18.039 17.468 17.164 16.702
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Effects of Wire EDM Machining
Variables on Material Removal Rate
and Surface Roughness of Al 6061 Alloy

D. Pramanik, A. S. Kuar and D. Bose

Abstract Wire Electrical DischargeMachining (WEDM) is one of the fastest exten-
sive growing processes in nontraditional machining. So broad are its capabilities that
it can encompass the production, aerospace/aircraft, nuclear reactor, medical indus-
tries, and virtually all areas of conductive material machining. But low material
removal rate and high surface roughness in the WEDM process are the most difficult
problems in practical application. Analysis of the effect and the optimization of cut-
ting parameters on material removal rate and surface roughness in the WEDM of Al
6061 t6 alloy have been made in the present paper. Experimental investigation based
on Response Surface Methodology (RSM) has been carried out to optimize the main
process parameters like pulse on time, pulse off time, wire feed rate, and gap volt-
age. Experimental validation of the proposed models shows that the desired Material
Removal Rate (MRR) and surface roughness (Ra) can be achieved by adjustment of
cutting parameters.

Keywords WEDM · RSM · Al 6061 alloy · MRR · Ra

1 Introduction

Wire Electrical Discharge Machining (WEDM) is known to be a thermoelectric
nontraditional machining process for conductive material where workpiece material
is caused to be eroded by a series of discrete sparks between the workpiece and tool
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Fig. 1 The schematic diagram of WEDM process

electrode which is plunged in a liquid dielectric medium. Use of a small wire is made
as the tool electrode in the Wire EDM process. Normally, deionized water is used
as the dielectric medium. The workpiece is placed on the table of the machine and
ejection of the dielectric medium is done to the sparking area [1, 2]. A schematic
representation of WEDM process is shown in Fig. 1.

Numerical control of the movement of the wire is made to perform the optimum
complex shape for theworkpiece.Variables, large in number and the stochastic nature
of the process hinder achievement of the optimum performance by a highly skilled
operator with a state of the art WEDM process. Only the performance of the process
and its controllable input parametersmay solve the problemeffectivelywith the use of
suitable mathematical techniques. For improvement of the desired material removal
rate and low surface roughness of Wire Electric Discharge Machining (WEDM)
process, cultivation of a number of approaches have been made by the researchers.
Tosun et al. [3] have made use of Taguchi’s approach to find out and to get optimum
effects of dielectric flushing pressure, wire speed, pulse duration, and open-circuit
voltage on kerf and material removal rate (MRR) for AISI 4140 steel, from which
inference has been made that open-circuit voltage and pulse duration are the highly
significant factors for both the MRR and the kerf when less important factors are
dielectric flushing pressure and wire speed. Kanlayasin and Boonmung [4] have
looked into the influences of four machining variables such as pulse peak current,
pulse on time, pulse off time, and wire tension on the surface roughness of wire
EDM for DC53 die steel and have evolved a mathematical model by the use of
multiple regression method. Material removal rate and surface roughness are very
important and plays a critical role in determining the quality and productivity of
engineering components. A good quality of surface improves the fatigue strength,
corrosion and wears resistance of the product. In this research study, it has been a
challenging task to do an experimental investigation on Wire EDM of Al 6061 t6
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alloy, a very malleable material having a lowmelting point. The present study makes
a unique approach to investigate the change of main influencing factors of the various
machining parameters which are controllable and affect machining achievement on
material removal rate and surface roughness. From the equation of developed second-
order polynomial, the optimum level of parametric settings is tried to find out to get
the desiredmachining characteristic. Themode of variations of material removal rate
and surface roughness is modeled using a statistical approach.

2 Experimentation

Experiments have been conducted onEZEECUTPLUSCNCWire cut EDMmachine
manufactured by Ratnaparkhi Electronics India Pvt. Ltd. Aluminum 6061 t6 alloy
plate of 5mm thickness as the workpiece and a brass wire of 0.25mm diameter as the
tool electrode (cathode) are used in this experiment. The central composite rotatable
second-order designs guided by response surface methodology constitute the present
experiments. A total of 31 experiments have been conducted and is replicated three
times. Based on some pilot experiments, the following four parameters, i.e., pulse
on time (T on), pulse off time (T off), wire feed rate (WF), and gap voltage (GV) are
chosen as machine input. Table 1 shows five levels with four controllable machine
parameters which are considered for single-pass cutting operation. Other factors are
expected to influence the major of performance and those are kept constant, i.e.,
product size and shape (rectangular), temperature of dielectric (26 °C), job thickness
(5 mm), peak current (3 A), and wire type (0.25 mm diameter of brass). Surface
roughness is measured by Mahr Marsurf PS 1 surface texture measuring instrument.
A digital micrometer having least count 0.001 mm is used for this purpose. Material
Removal Rate (MRR) for the WEDM operation is calculated using formula Eq. (1),
which is shown below

MRR

� Total cutting Length (mm) × Kerf Width (mm) × thickness of Work-piece (mm)

Total time taken (min)
mm3/min

(1)

Table 1 Controllable process parameters and their limits

Controllable parameters Units Levels

−2 −1 0 1 2

Wire feed rate (WF) m/min 35 50 65 80 95

Gap voltage (GV) Volt 10 20 30 40 50

Pulse on time (Ton) µs 12 27 42 57 72

Pulse off time (Toff) µs 3 5 7 9 11
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The controllable parameters their decided ranges along with the different levels
are shown in Table 1.

3 Experimental Results and Discussion

Experimental details for considering the relationship between the controllable pro-
cess parameters and the variousmachining criteria has been prepared based on central
composite second-order rotatable polynomial design with coded value is shown in
Table 2. Table 2 also represents the experimentally obtained results for response 1
and response 2, i.e., Material Removal Rate (MRR) and Surface roughness (Ra),
respectively.

3.1 Mathematical Models for MRR and Ra

The experimental results consider 4 variables from 31 experiments, themathematical
models for MRR and Ra are developed. Minitab 17 a statistical software is used for
analysis of the responses and determining the mathematical models with the best fits
are given below as follows Eqs. (2) and (3).

MRR � 3.4522 − 0.2130WF − 0.2321GV + 0.0749 Ton − 0.5538 Toff
− 0.0057WF × WF − 0.1229GV × GV + 0.2248 Ton × Ton

+ 0.1924 Toff × Toff − 0.3824WF × GV − 0.0753WF × Ton

+ 0.1313WF × Toff + 0.2148GV × Ton − 0.1190GV × Toff

− 0.0352 Ton × Toff (2)

Ra � 4.6960 + 0.1056WF + 0.2119GV + 0.2886 Ton − 0.0333 Toff
+ 0.0143WF × WF − 0.0839GV × GV − 0.1624 Ton × Ton − 0.0235 Toff × Toff

− 0.0049WF × GV − 0.0880WF × Ton − 0.2567 × Toff + 0.0033GV × Ton

− 0.2858GV × Toff + 0.3203 Ton × Toff (3)

3.2 Analysis of Variance and Model Fitment Test

To establish the mathematical link between the responses and machining parameters
of WEDM process, the analysis of variance test has been performed to test the
adequacy of the developed model. Design of the ANOVA test module has been
made in such a way that it can estimate the sum of square of the response into
the contribution due to the second order and lack of fit component, measuring the
deviations of the responses from the fitted surface simultaneously with the measure
of the experimental error. Tables 3 and 4 represent the ANOVA for MRR and Ra,
respectively.
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Table 2 DOE and experimental results

Experimental information Results

S. No. Machining parameters (coded value) Material removal
rate (MRR)

Surface
roughness (Ra)

WF GV Ton Toff

1 50 20 27 5 4.392 3.496

2 80 27 27 5 4.584 4.428

3 50 40 27 5 4.501 4.562

4 80 40 27 5 3.193 5.465

5 50 20 57 5 4.238 3.665

6 80 20 57 5 4.240 4.248

7 50 40 57 5 5.204 4.631

8 80 40 57 5 3.600 5.153

9 50 20 27 9 3.387 3.924

10 80 20 27 9 4.081 3.838

11 50 40 27 9 2.883 3.740

12 80 40 27 9 2.240 3.580

13 50 20 57 9 3.037 5.279

14 80 20 57 9 3.540 4.775

15 50 40 57 9 3.616 5.159

16 80 40 57 9 2.445 4.739

17 35 30 42 7 3.957 4.606

18 95 30 42 7 3.068 4.989

19 65 10 42 7 3.481 3.978

20 65 50 42 7 2.606 4.832

21 65 30 12 7 4.150 3.513

22 65 30 72 7 4.719 4.668

23 65 30 42 3 5.446 4.692

24 65 30 42 11 3.163 4.601

25 65 30 42 7 3.194 4.700

26 65 30 42 7 3.534 4.609

27 65 30 42 7 3.414 4.752

28 65 30 42 7 3.519 4.702

29 65 30 42 7 3.509 4.688

30 65 30 42 7 3.508 4.721

31 65 30 42 7 3.486 4.698
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Table 3 Analysis of variance for Material Removal Rate

Source DF Adj. SS Adj. MS F-value p-value

Model 14 16.6393 1.18852 96.80 0.000

Linear 4 9.8770 2.46924 203.32 0.000

WF 1 1.0889 1.08886 106.06 0.000

GV 1 1.2923 1.29233 91.69 0.000

Ton 1 0.0134 0.01346 1.15 0.010

Toff 1 7.3611 7.36111 614.39 0.000

Square 4 3.0716 0.76790 34.67 0.000

2-way interaction 6 3.6907 0.61511 61.28 0.000

Error 16 0.2534 0.01584

Lack of fit 10 0.1666 0.01666 1.15 0.451

Pure error 6 0.0869 0.01448

Total 30 16.8927

S �0.125858; R-sq�98.50%; R-sq(adj)�97.19%; R-sq(pred)�93.62%

Table 4 Analysis of variance for surface roughness

Source DF Adj. SS Adj. MS F-value p-value

Model 11 8.41702 0.76518 221.47 0.000

Linear 4 3.37065 0.84266 243.90 0.000

WF 1 0.26774 0.26774 77.49 0.000

GV 1 1.07734 1.07734 311.83 0.000

Ton 1 1.99890 1.99890 578.56 0.000

Toff 1 0.02667 0.02667 7.72 0.012

Square 3 0.91954 0.30651 88.72 0.000

2-way interaction 4 4.12683 1.03171 298.62 0.000

Error 19 0.06564 0.00345

Lack of fit 13 0.05415 0.00417 2.17 0.174

Pure error 6 0.01149 0.00417

Total 30 8.48267 0.00192

S �0.0587788; R-sq�99.23%; R-sq(adj)�98.78%; R-sq(pred)�97.78%

From Table 3, it is observed that the associated p-value of less than 0.05 for
the model (i.e., α �0.05) shows that the model are statistically significant. Both
the developed second-order polynomial regression model for this responses and
interactions of parameters are important. The implication of F-value (1.15) and p-
value (0.451) of the lack of fit remains that it’s significant is not relative to the pure
error, as this is desired. From the table, it is observed that statistically; pulse off time
(74.52%) is the most dominating factor followed by wire feed rate (11.02%), gap
voltage (13.08%), and pulse on time (1.36%).
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Fig. 2 Surface plot of
Material Removal Rate
(MRR) versus pulse on time
(Ton) and pulse off time
(Toff)

Fig. 3 Surface plot of
surface roughness with pulse
on time (Ton) and pulse off
time (Toff)

From Table 4, it is observed that the associated p-value of less than 0.05 for the
model (i.e., α �0.05) shows that the model are statistically significant. From the
table, it is noted that statistically; pulse on time (59.30%) is the most dominating
factor followed by gap voltage (31.96%), wire feed rate (7.94%), and pulse off time
(0.79%).

From the surface plot in Fig. 2 shows the combined effect of pulse on time and
pulse off time on Material Removal Rate (MRR). The wire feed rate and gap voltage
are kept constant at 65 m/min and 30 V, respectively. It is observed that Material
Removal Rate is increased with increase of pulse on time and gradually decreases
with the implementation of pulse off time. This is because a higher value of pulse
on time generates high machining time, which results in high MRR.

From the surface plot in Fig. 3 shows the combined effect of pulse on time and
pulse off time on Surface Roughness. It is evident from the Fig. 3 that surface rough-
ness is decrease with decrease of pulse on time and gradually increases with the
implementation of pulse off time. At low pulse off time means less machining time
as a result surface roughness is quite low. A higher pulse on time generates higher
thermal energy on the material surface. For surface roughness, high value of pulse
on time, results in a bigger crater on the surface. It shows that pulse on time and
pulse off time have the extremely important effect on surface roughness (Ra).
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Fig. 4 Optimization result of material removal rate (MRR)

3.3 Optimal Process Parameter of MRR

Figure 4 shows the optimization results for maximummaterial removal rate based on
the developed mathematical model, i.e., Equation (2). In case of linear desirability
function (d), the value is set as 1, i.e., their working rate covers all parameters. For
maximization of the response, similar importance is kept on the lower, target, and the
upper bound of the linear desirability function. The parameters settings formaximum
material removal rate has been shown to be 6.4344 mm3/min when wire feed rate
70 m/min, gap voltage 50 V, pulse on time 72 µs, and pulse off time 3 µs.

3.4 Optimal Process Parameter of Surface Roughness (Ra)

Figure 5 shows the optimization results for minimum surface roughness based on
the developed mathematical model, i.e., Equation (3). In case of linear desirability
function (d), the value is set as 1, i.e., their working rate covers all parameters. For
maximization of the response similar importance is kept on the lower, target, and the
upper bound of the linear desirability function. The parameters settings for minimum
surface roughness has been shown to be 2.8568 µm when wire feed rate 40 m/min,
gap voltage 45 V, pulse on time 20 µs, and pulse off time 10 µs.

After getting the optimal parameter settings, the next step is to verify the feasibility
of the proposed response surface equations [5]. It is observed from the validation
experiments that there is a small percentage error between the estimated and the
experimental values, which suggest that the developed models can yield nearly exact
results within the limits of cutting parameters being used (Table 5).
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Fig. 5 Optimization result of surface roughness (Ra)

Table 5 Summary of the results of verification experiments

Responses Actual value Predicted value Difference % Error

Material removal rate 6.4579 6.4344 0.0235 2.35

Surface roughness 2.8924 2.8568 0.0356 3.56

4 Microstructure Analysis

Discharge action in WEDM causes the craters on the workpiece surface. Dielec-
tric fluid and electrode materials also affect it. Metallurgical changes are visible
in the upper layer of the workpiece as the temperature of the discharges reaches
8000–12,000 °C. A thin recast epitaxial layer is produced as a result of melting of
the surface of the workpiece material and quick rehardening of it due to cooling
action of the dielectric.

Here also, it has been shown before machining of surface topography in Fig. 6.
Only some casting defects are there.

Fig. 6 Scanning electron
micrograph of metal surface
topography (before
machining)
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Fig. 7 SEM photograph of the wire EDM cut surface of a sample machined under the following
machine settings: wire feed rate�65 m/min, gap voltage�30 V, pulse on time�57 µs, and pulse
off time�9 µs

Investigation of the surface topography of WEDM surfaces and exploration of
possible ways to regulate its parameters to perform better surface roughness are the
two objectives of the present study. Application of a response surface methodol-
ogy is made to analyze surface topography with wire feed rate, gap voltage, pulse on
time, and pulse off time as input parameters. Scanning ElectronMicrographs (SEMs)
showed the complex appearance of the surfaces with shallow craters, spherical bub-
bles, melt drops, globules of debris, micro cracks, and voids arising out of high heat
energy released by discharges and subsequent cooling. The spherical particles appear
to be molten metals, which have their random expulsion at the time of discharge and
then their solidification and attachment to the surface. The pulse on time and gap
voltage have been observed as the most significant parameters affecting the surface
properties. When pulse on time was increased, the surface texture of the machined
surface is composed of varying size of deep craters rims. For successive electrical
discharges, intense heat and local melting or evaporaziation of work material crater
rims deep and overlapping—are formed (Fig. 7).

5 Conclusion

In the present research, Response Surface Methodology is used for investigating the
effect on the main parameters that affect the machining criteria such as material
removal rate and surface roughness. Almost, all the control factors have been con-
sidered simultaneously to establish the trends of variations. ANOVA test has been
applied successfully to check the adequacy of the machining criteria. The effects of
cutting parameters on MRR and Ra in the WEDM of Al 6061 t6 alloy are experi-
mentally investigated for cutting operation. It can be concluded that MRR and Ra
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are controlled under certain machining condition wire feed rate, gap voltage, pulse
on time (T on), and pulse off time (T off) can be varied as per requirement to achieve
maximum MRR and minimum Ra in WEDM. The predicted values of MRR and
Ra agree very well with estimated from the experimental results under optimum
parameter settings. Achievement of a higher MRR and good surface phenomena at
the same time is hardly possible. The most dominant factors for Material Removal
Rate (MRR) are pulse on time, pulse off time, wire feed rate. MRR is significantly
affected by the higher value of pulse on time and lower value of pulse off time and
interaction between wire feed rate and gap voltage. The optimum value of surface
roughness has been calculated at lower value of pulse on time and higher value of
pulse off time.
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