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Preface

Neural interfaces interact directly with the central nervous system (CNS) or periph-
eral nervous system (PNS) to restore brain function impaired by neural diseases or
trauma or to enhance motor or cognitive functions for the abled individuals. The
technology interfacing the brain is also known as brain-computer interface (BCI) or
brain-machine interface (BMI). While the cochlear prosthesis and deep brain stim-
ulation for Parkinson’s disease have become reality, other neural interface applica-
tions are yet fully matured for decades. However, in recent years we have witnessed
the great advances in this field, and the advances in neuroscience and engineering are
speeding up neural interface technology, opening the door to assist, augment, repair,
or restore sensorimotor or other cognitive functions and thus improving the quality
of life for the individuals with disabilities. Medical applications such as NeuroPace
for seizure detection/suppression and spinal cord stimulation for pain management
are now becoming increasingly common. Neural interfaces are now being explored
in applications as diverse as rehabilitation, accessibility, gaming, education, recrea-
tion, robotics, and human enhancement.

Neural interfaces also represent a powerful tool to address fundamental questions
in neuroscience. We also have witnessed tremendous advancements in the field of
neural interface with high impact not only in the development of neuroprosthetics
but also in our basic understanding of brain function. Neural interface technology
can be seen as a bridge linking engineering and neuroscience.

This book focuses on frontiers of neural interface technology, including hard-
ware, software, neural decoding and encoding, control system, and system integra-
tion. It also covers the respects of applications in neuroprosthetics, neural diseases
treatment, neurorobotics, and also the research paradigms for basic neuroscience.
This book aims at providing the researchers, graduate students, and upper under-
graduate students in a wide range of disciplines with a cutting-edge and compre-
hensive summary of researches on neural interfaces.

Editing such a book is tough, yet delightful, challenging, and fundamentally a
team effort. Thus, I am in gratitude to a bevy of individuals without whom we could
not have hoped to succeed. First and foremost, I sincerely thank Dr. Peng Zhang, a
senior editor from Springer Nature, who invited me to edit this book, for his
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understanding, support, and patience. I would like to thank all the authors who
shared their works and wrote the manuscripts of their chapters. Their great contri-
bution makes up this exciting work. I also would like to thank everyone who has
helped me along the way but whom I did not mention explicitly.

Hangzhou, China Xiaoxiang Zheng
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Chapter 1
Advances in Penetrating Multichannel
Microelectrodes Based on the Utah Array
Platform

Moritz Leber, Julia Körner, Christopher F. Reiche, Ming Yin,
Rajmohan Bhandari, Robert Franklin, Sandeep Negi,
and Florian Solzbacher

Abstract The Utah electrode array (UEA) and its many derivatives have become a
gold standard for high-channel count bi-directional neural interfaces, in particular in
human subject applications. The chapter provides a brief overview of leading
electrode concepts and the context in which the UEA has to be understood. It goes
on to discuss the key advances and developments of the UEA platform in the past
15 years, as well as novel wireless and system integration technologies that will
merge into future generations of fully integrated devices. Aspects covered include
novel device architectures that allow scaling of channel count and density of
electrode contacts, material improvements to substrate, electrode contacts, and
encapsulation. Further subjects are adaptations of the UEA platform to support IR
and optogenetic simulation as well as an improved understanding of failure modes
and methods to test and accelerate degradation in vitro such as to better predict
device failure and lifetime in vivo.
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chapter.
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Keywords Utah electrode array (UEA) · Neural interface materials · Wireless
technology · Accelerated aging · Advanced system integration

1.1 Application Areas and Challenges

Many neural interface electrode developments have been driven by government-
sponsored research programs that focused on the restoration of motor or sensory
function (neuroprosthetics). In recent years, increasing numbers of clinical research
studies under FDA investigative device exemption (IDE) approvals have been
carried out for a variety of interfaces. The Utah electrode array (UEA) is the only
penetrating high-channel count device of its kind to have received FDA 510
(k) clearance and to have been used in such studies to date. Up until recently, the
commercial sector however deemed this market to be too small and the technical
hurdles and risks as too large to warrant investment. Subchronic monitoring and
treatment of neurological disorders, such as epilepsy, and some peripheral and
autonomic nervous system applications appear to have gained momentum in the
commercial sector.

Key technological trends that can be observed are increasing channel count,
enhanced biocompatibility through materials advances (porosity, coatings, etc.),
the advent of devices for use in optogenetics and IR stimulation, advanced wireless
(implantable and external) and novel system integration, and packaging concepts for
these devices that, e.g., push the boundaries on electrode channel count into the
1000s of channels and beyond (the current Darpa NESD program targets 1 Mio
channels for an implantable wireless device covering about 2 � 2 cm2).

The clinical trends are driven by key opinion leaders with clinical research studies
in human patients at Brown University/Massachusetts General Hospital, Stanford,
University of Pittsburgh Medical Center, University of Pennsylvania, Chicago North-
western, Case Western Reserve University, Caltech, UCLA, Columbia, University of
Washington, and a growing number of centers in Europe. To an increasing extent,
epilepsy patients are being used as a recruiting group for a variety of clinical studies.

With increasing channel count on the hardware side, new challenges arise on the
software and data analysis side if one takes into account that the current state of the
art in analysis of the data is to search for specific features or carry out spike sorting
of action potential events. Data amounts can easily exceed terabytes from a single
subject within a 24-h period for devices in the 100-channel range. Assuming
50,000 channels, this would pose a serious challenge. Data collection, storage,
management, and also visualization, search, and analysis become intractable with
current methods. In addition, while the transition from nonhuman primates to
human subjects has great advantages, it also comes with a more stringent regula-
tory framework and Health Insurance Portability and Accountability Act (HIPPA)
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regulations for protection of patient data. Future concepts for ultrahigh-channel
count neural interfaces will thus likely have to mimic some of the architecture used
in the human nervous system as well as in advanced sensor networks, where local
“processors” can receive and process neural data at high resolution and depending
on filters and parameters set by a central control unit can then either autonomously
decide to pass on, compact, or discard data. Smart contextual visualization and
search approaches could assume the role of a smart virtual assistant and become
support tools for exploration of data.

1.2 Overview of Electrodes in the Field

There is a plethora of penetrating neural micro electrodes that has been published
and demonstrated to varying degrees in vivo, mostly by academic institutions.
Microwire electrodes were among the first implantable penetrating microelectrodes
and were developed in the 1950s [25]. They are fabricated by cutting off the end of
an insulated metal wire or by laser ablation of the insulation material around the
sharpened tip of a wire [114]. With sufficient mechanical stiffness to withstand the
insertion process into neural tissue, common materials for the 25–50 μm diameter
wires are stainless steel, tungsten, iridium, and platinum-iridium alloys [25, 87,
114]. Several microwires can be assembled to an array, which is held together by
a cast material such as biocompatible epoxy [114]. Further development led to the
introduction of floating microelectrode arrays (FMAs), which are designed to move
with the brain by “floating” on the surface of the brain and being mechanically
decoupled from the skull. FMAs offer the advantage of being highly customizable
regarding individual electrode length, position, and spacing [77]. The different
electrodes are held together by lightweight substrates and are micro-welded to highly
flexible insulated wires leading to the connector (Fig. 1.1a).

Besides microwire and FMA probes, silicon micromachined electrodes and
arrays are prevalent in the field. The two main technologies include devices based
on the Michigan style shank electrodes and the Utah electrode array (UEA). Both
device types allow for high electrode density and electrode counts that are required
for neural prosthetic applications [114], and they exhibit the advantage of
micromachining batch process compatibility.

Michigan type microelectrodes consist of multiple electrode sites on a silicon
shank and are fabricated using standard microfabrication techniques such as dopant
diffusion, physical and chemical vapor deposition, photolithography, and etching
processes [34, 125]. Furthermore, it is possible to assemble individual silicon shanks
to three-dimensional array geometries [124].

In contrast, UEAs are immediately fabricated as a three-dimensional device. The
UEA technology was developed at the University of Utah in the early 1990s [22] and
is currently (as of 2019) the only FDA cleared microelectrode array for human
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research use. The arrays consist of typically 10� 10 electrodes, which are formed by
cutting pillar geometries out of a highly p-doped silicon substrate with pre-structured
insulation sites. The contact pads for each electrode are deposited and patterned on
the back side of the wafer. A subsequent customized wet etching process sharpens
the silicon pillars and forms a dense array of silicon needles with lengths varying
from 500 to 1500 μm. The tips of the silicon needles are then metallized (typically
with platinum or iridium oxide) in a sputtering process to improve the electrochem-
ical charge transfer between the device and the surrounding biological media. To
ensure biocompatibility and to protect the array from the foreign body response
when implanted, the entire device is coated with parylene-C. Finally, the electrode
sites are formed by removing the parylene-C encapsulation coating from the upper
30–50 μm of the metallized silicon tips. Insulated gold wires are wire bonded to the
contact pads on the back of the UEA for each individual electrode and attach them to
a connector. The bond sites are subsequently encapsulated with medical grade
silicone.

Over two decades, the UEA was subject to multiple improvements and material
changes [9]. The early UEA electrodes were insulated from each other by p-n
junctions and the shafts were encapsulated with polyimide. The current UEA technol-
ogy, however, uses glass lines between the shaft sites for insulation instead of p-n
junctions and parylene-C instead of polyimide. As a modification of the standard UEA
geometry with equal shaft lengths, the Utah slant electrode array (USEA) exhibits
shaft lengths varying from 750 to 1500 μm. With the advantage of acting at different

Fig. 1.1 (a) A floating microelectrode array architecture. The 18–36 microelectrodes of arbitrary
lengths are held together by a lightweight ceramic platform and tethered to a connector by a thin and
lightweight cable. (b) The Utah electrode array: a 10 � 10 grid of insulated boron doped silicon
micro needles. Insulated gold wires are wire bonded before being encapsulated in medical grade
silicone to form the assembled Utah electrode array. The magnification shows an active platinum
coated electrode site at the tip of a parylene-C coated silicon shaft. (c) The Utah slant electrode
array: a modification of the UEA with variable shaft lengths to access different depths in the tissue.
(a. Image copyright and courtesy of Microprobes for Life Science. c. Image copyright and courtesy
of Blackrock Microsystems LLC)
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depths in the tissue, the USEA is commonly implanted into the peripheral nervous
system [18]. Figure 1.1b displays an assembled standard UEA with constant shaft
lengths of 1000 μm and Fig. 1.1c a USEA with varying shaft lengths.

In addition to the Michigan probes and the UEA technology, recent research
efforts led to the introduction of high-density and high-channel silicon-based micro-
electrodes. Prominent technologies include the CMOS-based high-density micro-
probe arrays [100] developed at IMTEK/Germany and the neuropixels probes [56]
developed at Janelia Research Campus/USA.

1.3 Key Developments of the UEA Platform

1.3.1 Array Shape Variations

Over time, adjustments have been made to the standard UEA geometry to allow for a
variety of applications and to improve stimulation and recoding [98].

All shafts of the standard UEA have the same length (Fig. 1.2a). The arrays can be
fabricated with a widely varying number of electrodes, ranging from small 4 � 4
(16 electrodes) arrays to larger ones with 10 � 10 (100 electrodes). High-density
UEAs can comprise over 200 electrodes within the same dimensions as the standard
UEAs [106].

A commonly used variation of the UEA is the Utah slant electrode array (USEA),
which features electrodes with different lengths in one and constant length in the
other direction (Fig. 1.2b). These arrays are favorably used in stimulation and
recording in peripheral nerves as they allow to reach different axons in varying
depths within the nerve [11, 18]. Furthermore, USEA with particularly long elec-
trodes (1–9 mm compared to the usual 0.5–1.5 mm) have been reported (long
USEA), allowing specifically deep penetration into neural tissue [106].

Another development, especially for applications in retinal implants and periph-
eral nerves, are convoluted shape UEAs. In that case, although all electrodes have
the same lengths, they feature a varying penetration depth into the neural tissue due

Fig. 1.2 Different geometries of the Utah electrode array: (a) standard UEA, (b) Utah slant
electrode array, (c) and (d) convoluted shape UEA with concave and convex curvature, respectively
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to the electrode base being curved, either in a convex or a concave fashion (Fig. 1.2c,
d). According to Bhandari et al., this leads to a better integration of the array with the
nerve geometry, consequently less extra-neural volume where fibrotic tissue can
grow, and higher selectivity in stimulation as varying nerve sites can be reached [10].

1.3.2 Novel Architectures to Improve Tissue Response: The
Natural Buoyancy Utah Electrode Array

Recording and stimulation performance of microelectrodes as well as foreign body
response are critical factors limiting the longevity of neural interfaces and must be
addressed in the design process [3, 19, 23, 62]. Shape, size, electrode material,
tethering forces, and the implantation technique significantly influence the foreign
body response to implanted neural electrodes [35, 77].

As an example, blood pulsation and head movements cause permanent relative
motions of the brain with respect to the surrounding skull. Since the array must be
implanted in the small space between skull and brain, it is subjected to these
relative movements. Ideally, it would be advantageous for the electrodes to be
mechanically decoupled from one another and to be able to float on the cerebral
cortex. Minimizing the micromotions and resulting friction between the brain
tissue and the implanted electrodes would reduce the risk of inflammation and
the formation of an insulating sheath around the electrodes, leading to device
insulation and failure. Numerical studies have shown that causes for severe foreign
body response can be limited by flexible and/or soft implants [67, 109]. Hence, by
eliminating the rigid backplane of the UEA, the mechanical mismatch between
implant and tissue would be significantly reduced. Nevertheless, the backplane
holding all 100 electrodes of the UEA in place is indispensable for the device
handling and the high velocity insertion process during surgery. A dissolving and
biodegradable backplane offering the required mechanical strength prior to and
during the implantation process would therefore represent the ideal tradeoff solu-
tion. Once implanted, the dissolving backplane would decouple all electrodes from
one another. Although the use of dissolvable implantation shuttles showed prom-
ising results by mitigating the foreign body response [60, 127], the fabrication of a
high-channel count implant, such as the natural buoyancy Utah electrode array
(NBUA) [65], with a dissolving backplane is unique.

The NBUA represents a modification of the conventional UEA, where the matrix
of up to 10 � 10 microelectrodes is held together by the biocompatible dissolvable
polyethylene glycol (PEG) material. The PEG provides a temporary rigid mechan-
ical back-plane required for insertion of the array into the tissue. Once the 10 � 10
matrices of electrodes are inside the tissue, the PEG dissolves after it gets in contact
with the biological fluid. At that point each electrode is floating independently from
the others (Fig. 1.3).
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The fabrication of the NBUA comprises additional steps starting with a standard
unwired UEA. Although the main modification is the substitution of the glass traces
with PEG, the fabrication of single electrodes results in further challenges. The side
walls of single electrodes, previously covered and protected by the glass traces, need
to be encapsulated with parylene-C to avoid the exposure of silicon to the biological
environment. Furthermore, the packaging process, which includes wire bonding and
silicone encapsulation, needs to be adapted to decoupled single electrodes.

The first step in the fabrication process is the removal of the glass lines in
between the different shafts of the standard Utah array while keeping the array in
place. Glass lines are etched in hydrofluoric acid (HF). To keep the array in place
and to protect the shaft and tip metal from HF, the UEA is entirely molded in
photoresist with only the back side glass traces exposed. A polyethylene (PE) ring
surrounds the array and serves as mold for the photoresist. After the HF etch, the
photoresist is removed in acetone, releasing the singularized electrodes solely held
together by a 3 μm thick parylene-C layer, which will subsequently be removed.
Parylene-C is deposited again onto the array covering this time also the side walls
of the electrodes, which were previously protected by the glass traces. Laser
ablation disrupts the film connecting the single electrodes and forms the active
electrode sites at the tip of each shaft.

Finally, all electrodes embedded in PEG and insulated gold wires are used to wire
bond the bond sites on the back of each electrode to a connector. Silicone is applied
using a thin platinum wire onto each bond site in order to provide additional
mechanical strength to the bonds and to encapsulate the remaining exposed surface.
The PEG is then removed from the tip side of the assembly by dipping the assembly
into deionized water. The final device is shown in Fig. 1.4.

The PEG backplane has typically a mass of 300 mg, which dissolves in
phosphate-buffered saline at room temperature in less than 45 minutes (Fig. 1.5).
Electrical impedance spectroscopy experiments after dissolution yielded typical
UEA impedance values for the single electrodes.

Fig. 1.3 Cartoon image of the dissolvable UEA prior to insertion (a). At this point all the 100 shafts
are connected by PEG which represents the rigid backplane of the device required for the
simultaneous insertion of all 100 electrodes. After insertion, PEG dissolves resulting in mechani-
cally decoupled floating shafts (b, c). (Reprinted, with permission, from Leber et al. [65])

1 Advances in Penetrating Multichannel Microelectrodes Based on the. . . 7



It has not only been shown that the technology of a dissolving back plane is a
promising evolution of the UEA, but it also offers the potential for many additional
improvements. For once, PEG can be used as a carrier material for drug delivery to
reduce inflammation or enhance neuronal growth. Furthermore, contacting the
dissolving NBUA with highly flexible polymer-based ribbon cables will reduce
the tethering forces induced by the currently used gold wires and provide even
less mechanical mismatch between the implant and the tissue.

Fig. 1.5 A 4 � 4 device dissolving in PBS at room temperature. (a) Rear view of
PEG-encapsulated device right after immersion in PBS (t ¼ 0 min). (b) Rear view of device with
dissolved PEG base (t¼ 45 min). (c) Same as (b) with deformed wire to demonstrate freely floating
electrodes. (d and e) Close-up pictures of dissolved UEA and single electrode. (Reprinted, with
permission, from Leber et al. [65])

Fig. 1.4 Left: A standard UEA without dissolvable base for comparison. Right: The finalized
NBUA device consists of 100 separated electrodes held in place by PEG and connected by gold
wires to a connector. (© 2017 IEEE. Reprinted, with permission, from Leber et al. [65])
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1.3.3 Ultrahigh-Channel Count Electrode Architectures

In order to reduce damage to and impact on the tissue in which stimulation and
recording take place, it is beneficial for neural probes to have a small footprint. In
case of the UEA, this requirement in combination with the 3D microelectrode
geometry limits the number of active sites as only a certain number of electrodes
fit within the device footprint due to the challenges of the dicing-based fabrication
process. However, there is substantial interest to increase the number of active sites
and their density to address larger fractions of the brain and nerve tissue as well as
submillimeter neuroanatomical structures without increasing discomfort and risk of
infection for the patient (Wark et al. 2013). Furthermore, the ability to simulta-
neously stimulate and record in a coordinated fashion at different locations is
desired.

In order to enhance both coverage and resolution of the UEA architecture,
different paths have been pursued:

1. Multiport devices that connect multiple UEAs to one percutaneous connector.
This has allowed up to 1024 channels (sixteen 64-channel UEAs) to be attached
to one connector (Fig. 1.6).

2. High-density (HD) UEAs that have a smaller pitch (200 μm, instead of 400 μm)
between electrodes. These have been originally developed for the use in the
peripheral nervous system as slant electrode arrays [118], but the technology is
easily transferable to regular UEAs with constant shaft lengths.

3. Utah multisite electrode arrays (UMEAs) which are UEAs with multiple elec-
trode sites per shank. This allows to increase the number of stimulation/recording
sites while maintaining the same array footprint and form factor as the standard
UEA [104]. Although initial demonstrators have shown up to 9 contacts per UEA

Fig. 1.6 Multiport UEA
with 1024 channels
(16 times 64 channel arrays
attached to one connector).
(Image copyright and
courtesy of Blackrock
Microsystems LLC)

1 Advances in Penetrating Multichannel Microelectrodes Based on the. . . 9



shank, practical implementations allow typically 3–4 contacts per shank
(Fig. 1.7).

While the multiport and high-density devices are fabricated in the same way as
the standard UEA with only small changes to the process, the creation of the Utah
multisite electrode array requires significant modification and additional fabrica-
tion steps.

Each electrode of the UMEA has one active site at the electrode tip and up to eight
active sites along the shaft. This requires the bottom of the electrode to be divided
into nine isolated conductive squares which hold the contact pad for each site on the
back (the shaft occupies one square). All active sites are connected to the contact
pads via metal traces on the shaft’s side, as seen in Fig. 1.7a [103]. In order to
insulate all active sites from one another, a silicon nitride layer is deposited prior to
metal sputtering [104].

Two approaches have been pursued to fabricate UMEAs: the serial direct writing
by focused ion beam (FIB) patterning in combination with high-resolution scanning
electron microscopy (SEM) [103] and a shadow mask process compatible with batch
fabrication [104].

The FIB technique allows to deposit metal (platinum) patterns along the shafts of
the UEA with precise control and reproducible resolution of <1 μm. It enables the
creation of metal patterns of any shape (circles, square, ring, etc.), size, count, and
location for neural recording and stimulation, on the tip of the electrode or along the
shank of the Utah electrodes in various configurations [103].

Fig. 1.7 (a) Concept of UMEA with up to nine active sites per electrode. (b) SEM micrographs of
FIB fabricated UMEA with varying configurations: (A) 2 μm metal traces with multiple sites along
shaft without tip electrode, (B) 5 μm diameter sites with 2 μm traces, (C) 2 pairs of 5 μm tetrodes.
(A. Reprinted, with permission, from Shandhi et al. [103])
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However, this approach is comparatively slow and expensive, as each active site
needs to be written individually. Shandhi et al. have developed a process which
addresses this challenge: first, a nickel shadow mask is created on a sacrificial UEA
by electroplating and laser ablation (Fig. 1.8). After dissolution of the sacrificial
UEA structure, this shadow mask can be used to deposit the metal traces and
electrode sites by sputtering of platinum or another desired metal on another UEA
during fabrication [104]. Although this approach requires additional fabrication
steps compared to the standard UEA, it enables batch fabrication of arrays with an
increased number of stimulation/recording sites while maintaining the footprint of a
standard UEA.

This novel technology to pattern 3D UEA architectures opens new possibilities
for commercial devices. For example, it enables the fabrication of different patterns
(such as active sites in tetrode and laminar configuration) and/or in situ sensors for
device and tissue health monitoring at the site of implantation. Figure 1.7b shows
SEM micrographs of some of the fabricated UMEA configurations.

Fig. 1.8 SEM micrograph of the nickel shadow mask fabricated by electroplating and laser
ablation on a sacrificial UEA. (Reprinted, with permission, from Shandhi et al. [104])
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1.3.4 Improving the Stimulation and Recording Properties:
Iridium Oxide and Roughened Electrodes

Neural stimulation and recording electrodes are generally characterized by their
impedance, charge injection capacity (CIC), and surface area. It is common practice
in the field to express the electrodes’ impedance at the frequency of 1 kHz.

The CIC is defined as the highest amount of charge that can be delivered by an
electrode within the leading phase of a stimulation pulse without inducing electrol-
ysis of water, which is considered to have harmful effects on the surrounding tissue.
Although the CIC is often assumed as a “safe” stimulation parameter, material
degradation was observed at lower charge values [90, 91], and tissue damage can
be induced by overexcitation of neural tissue regardless of the CIC [30].

The surface area can be differentiated into geometric surface area (GSA) and real
surface area (RSA) that additionally considers surface roughness on a nanometer
scale. Both impedance and CIC depend on the RSA: the impedance decreases while
the CIC increases with increasing RSA [28]. Generally low impedance and high CIC
values are desirable for neural stimulation and recording electrodes [119]. Micro-
electrodes like the UEA ensure high selectivity and spatial resolution to discriminate
between single neurons. Consequently, they exhibit a rather small surface area
(ca. 2000 μm2 for UEA electrodes). Hence, a tradeoff must be made between
small electrode sizes on the one hand and low impedance along with high CIC
values on the other hand. As impedance and CIC depend not only on the GSA and
RSA, but also on the material specific electrochemical charge transfer, two
approaches to optimize impedance and CIC were pursued in research:

1. Exploration of various electrode coating materials regarding their charge transfer
properties.

2. Creation of rough electrode surfaces to increase the RSA/GSA ratio.

Both approaches were investigated for the UEA technology by introducing
sputtered iridium oxide as an alternative coating material to the well-established
platinum and by roughening the silicon substrate material.

The Introduction of Iridium Oxide as UEA Coating Material
Over the years, iridium oxide has been shown to be one of the most promising
electrode coating materials, especially due to its comparatively high CIC values
[28]. Iridium oxide films can be created by using several techniques such as
electrochemical activation by repeated oxidation and reduction in PBS to form
activated iridium oxide films (AIROF) [90, 91], thermal decomposition of iridium
salt on metal substrates [92], electrodeposition [72], or by sputtering processes
[59]. Sputtered iridium oxide films (SIROF) have the advantage of the possibility
to fine-tune process parameters to obtain the desired physical and electrical proper-
ties for neural stimulation and recording [80, 122]. Therefore, they were investigated
as an alternative coating material to platinum for the UEA electrodes.
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Negi et al. [80] studied the effect of pulsed DC reactive sputtering parameters on
the resulting SIROF film quality [80]. The sputtering pressure was identified as the
critical deposition parameter, which has a major impact on the film morphology, as
well as the electrochemical properties of the coatings. At lower pressure values, the
SIROF surface exhibits a granular morphology, transitioning to dendritic structures
with increasing pressure. Furthermore, impedance and CIC values of the films were
measured to be lowest and highest, respectively, at lower pressure values. Further
studies confirmed the superior electrochemical properties of SIROF compared to
AIROF and platinum. SIROF coated UEA electrodes yielded CIC values of 2 mC/
cm2 compared to 1 mC/cm2 [83] and 0.3 mC/cm2 [81] for AIROF and platinum
coated electrodes, respectively. At the same time, the impedance values at 1 kHz for
SIROF electrodes were measured to be lowest with 6–10 kΩ compared to 120 kΩ
[83] and 125 kΩ [81] for AIROF and platinum, respectively. In addition to its
superior CIC and impedance values, SIROF was shown to be more resilient against
material degradation by analyzing the iridium content in PBS after continuous
pulsing, using mass spectrometry [82].

Due to its superior material properties described above, iridium oxide has been
validated as an alternative coating material for UEA electrodes and has demonstrated
its usefulness in sophisticated human experiments [32].

Silicon Substrate Material Roughening for Improved Electrode Properties
Although SIROF coatings have been shown to substantially increase the charge
injection properties and to decrease the impedance values of UEA electrodes,
platinum is the best studied material for neural electrodes to date, with numerous
reported acute and chronic in vivo studies. As a result, much research was conducted
on roughening platinum electrode surfaces for improved charge transfer properties.
The efforts to create high RSA/GSA ratio platinum surfaces include laser processing
[40, 41], electrochemical roughening [15, 115, 121], and electroplating of platinum
gray [123, 142] as well as platinum black [38, 71, 85] films. Whereas laser
processing is a time-consuming serial processing technique and presents difficulties
regarding the three-dimensional UEA geometry, electrochemical roughening and
deposition methods add to the process complexity and, in the case of platinum black,
raise concerns regarding their mechanical integrity. This led to a substantially new
approach to create high RSA/GSA ratio electrode surfaces by roughening the silicon
substrate instead of the coating material, allowing the conformal deposition of
platinum in a simple sputtering process.

Various physical and chemical roughening processes to alter the silicon surface of
UEA tips were investigated. Despite well-described silicon roughening techniques in
literature, the unusual high aspect ratio of the UEA architecture required a tailored
roughening process. A customized reactive ion etching (RIE) and Bosch-type deep
reactive ion etching (DRIE) recipe were developed to roughen the silicon tips of the
UEA before coating them with a 500-nm-thick platinum layer [64]. The initial RIE
step creates a shallow, well-defined microstructure on the silicon surface, whereas
the second DRIE step deepens the pores from the first RIE etch until a minimum
electrode impedance is reached, indicating maximum RSA increase. The process

1 Advances in Penetrating Multichannel Microelectrodes Based on the. . . 13



exhibits high controllability and has the advantage of batch fabrication compatibil-
ity, allowing to process the UEAs on wafer level. Fig. 1.9 displays a standard
platinum coated UEA electrode and a roughened platinum coated UEA electrode.

Extensive soak testing in PBS over 500 days with regular impedance spectros-
copy and CIC measurements demonstrated a decrease of impedance at 1 kHz by a
factor of 0.32, and an increase of CIC by a factor of 1.8 of the roughened compared
to standard UEA electrodes [63]. Furthermore, the roughened electrodes demon-
strated an increased robustness toward stimulation-induced material failure. In a
stress test, during which 1 million biphasic charge balanced pulses were applied to
both roughened and standard electrodes, the roughened electrodes were found to be
less susceptible to the degradation and delamination of the platinum coating.

Furthermore, first in vivo tests with the roughened UEAs were carried out in
rodents. Although slightly higher platinum residuals in the neural tissue were
detected for the roughened electrodes, a negative effect on the foreign body response
and cytotoxicity could not be observed during a histological analysis of the neural
tissue after 8 weeks of implantation into the cerebral cortices of rodents [63].

The substantially novel method of substrate material alteration toward increased
RSA/GSA ratios of neural electrodes was only studied for platinum coatings to date.
SIROF coated roughened UEA electrodes remain to be studied but are expected to
even further increase the electrochemical properties such as the electrodes’ imped-
ance and CIC values.

1.3.5 Optrodes for Infrared and Optogenetic Stimulation

In the past, most devices that aim to interface with the nervous system and evoke
action potentials in neurons relied on electrical stimulation. This is still the case, but
there is an increasing interest in using electromagnetic radiation, both in infrared
(IR) and visible wavelengths for neural stimulation as these optical methods carry
the promise to address some of the challenges of electrical stimulation, such as

Fig. 1.9 Colored SEM images: (a) Standard platinum coated UEA electrode. (b) Roughened
platinum coated UEA electrode
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neuronal specificity, spatial resolution, stimulation-induced tissue damage, and
stimulation artifacts [86, 120].

IR stimulation-based approaches have the advantage that they can be employed
without preceding alterations to the neurons or their surroundings as the tissue
absorbs the radiative energy and the resulting rapid temperature change induces
stimulation due to many different processes and effects in the neural tissue [112].

In contrast, for the stimulation with visible wavelengths, the neurons have to be
modified via optogenetics. In this technique, chosen as Nature’s method of the year
2010 [79], virus vectors are used to genetically target specific neuron subtypes to
express light-activated proteins in their cell membrane. Depending on the protein
chosen, the thus genetically modified neurons can either be stimulated or inhibited
by light irradiation in a specific wavelength range of the visible and near-infrared
spectrum with very high specificity [86].

In order to take full advantage of the potential of optical stimulation, the efficient
delivery of radiation deep into the neuronal tissue with high spatiotemporal resolu-
tion is required in many use cases. Furthermore, a corresponding device should also
be able to record the resulting electrochemical response of the neurons to monitor the
effect of the stimulation. The simplest penetrating light delivery approach is given by
implanting an optical fiber into the neural tissue, often together with a penetrating or
surface electrode for electrophysiological measurements of the response of the
neural cells [5, 6, 39]. In more advanced approaches of integrated devices, either
Michigan-style penetrating electrodes are upgraded with optical waveguides [26] or
even whole micro light emitting diodes (μLED) [95, 126]. Alternatively, the UEA
platform is adapted to benefit the optical stimulation techniques as discussed in the
following.

A way to integrate a UEA-type device with a simple optical fiber approach is
given by removing one of the electrodes and creating a hole in the back plane of a
UEA via laser ablation. The missing electrode can then be replaced by aligning and
fixing a so-called optrode, a metal coated tapered optical fiber, in its place
(Fig. 1.10). This combines the relatively simple single site optical fiber stimulation
with the spatiotemporal multichannel recording capability of UEA-type devices.
Successful optogenetic stimulation with such a device was demonstrated both
in vitro and in vivo [117, 141].

Alternatively, the UEA geometry and batch compatible fabrication method can
be modified to create novel devices for multichannel light delivery. To create a
device for IR radiation transmission, undoped silicon is used as a base material in
the fabrication process and the contact pads of the UEA are replaced with an
aluminum mask with windows to facilitate the alignment of butt-coupled optical
fibers to the silicon needles that are acting as waveguides. Additionally, other
fabrication steps necessary for the electrostimulation such as the metal electrode
material deposition and the electrical insulation of the individual silicon needles
are omitted. The resulting IR optrode array (Fig. 1.10a) was able to efficiently and
selectively deliver IR radiation into tissue for stimulation [2, 27]. In order to further
enhance the efficiency of the IR transmission and to add the possibility of deliv-
ering visible light into tissue for optogenetic stimulation, the base material for the
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device fabrication was changed from silicon to transparent silicate glass
[1, 2]. However, glass behaves differently than silicon especially during the
etching step of the UEA fabrication process and no sharp needles could be created
this way. Therefore, several additional steps had to be added to the standard UEA
fabrication process along with other smaller modifications to create a suitable
device geometry. These additional steps include the use of a tapered dicing blade
to pre-shape sharp optrode tips as well as a heat treatment step to smoothen the
rough glass surface after etching [2, 17, 96].

The resulting passive glass Utah optrode array devices (Fig. 1.11b, c) can be used
for light delivery using external stimulation sources. However, for neurological
research and future clinical and neuroprosthetic applications, a fully integrated
device, featuring both multichannel optical stimulation and electrical recording
capacity, would be beneficial. Such a device is currently under development by a
combination of the passive glass optrode array with a μLED array and an interposer
layer to reduce cross-talk between optrodes (Fig. 1.12). By adding electrical

Fig. 1.10 Combination of a multi electrode array based on the Utah electrode array with a
sharpened and metal coated optical fiber-based optrode. (a) Schematic of the device and (b) optical
image with blue laser light being transmitted through the optrode. (c) Close-up optical image of the
device. The position of the optrode between the electrodes is indicated. (Reprinted, with permission,
from Zhang et al. [141])
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recording functionality to the array, a highly flexible device for optogenetic research
applications will be created [96].

1.3.6 Advances in Encapsulation

An important requirement for implanted neural devices is the ability to perform their
function in vivo for an extended amount of time to justify the risk and cost associated
with implantation surgery. However, the physiological environment is hazardous to
devices. Water and different ionic species dissolved in body fluids lead to corrosion
and other electrochemical degradation processes of the various materials the device
consists of, resulting in leakage currents or short circuits of electrical components.
This will eventually lead to complete device failure. Therefore, the functional parts
of the device, except the active electrode sites that are supposed to interact directly
with the neural tissue, must be protected from the physiological environment by
encapsulation.

Fig. 1.12 Images of a glass optrode array with a special interposer to prevent cross talk, coupled to
a μLED array. In (a), one of the μLEDs is turned on. (b) shows the emission profile of an optrode
when immersed in fluorescein solution. (Reprinted, with permission, from Scharf et al. [96])

Fig. 1.11 SEM images of optrode arrays fabricated from (a) undoped silicon, (b) fused silica glass,
and (c) optical image of an optrode array made from borosilicate glass. (a, b Reprinted, with
permission, from Abaya et al. [2])
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Any material that is used for encapsulation of implantable neural devices has to
provide chemical resistance against biological media and their diffusion into the
encapsulation material, biocompatibility, and long-term stability. It has to protect the
inner parts of the device over extended periods of time in vivo by creating a near-
hermetic isolation with a very low water vapor transmission rate (WVTR)
[107]. Additionally, it has to ensure the proper electrical functionality of the devices,
i.e. preferably should have high impedance and a low dielectric constant to reduce
signal noise and ensure high selectivity for interaction with neural tissue [51].

Furthermore, the encapsulation steps need to be compatible with the fabrication
or assembly processes, offer the potential for further miniaturization, and be com-
patible with wire-based or wireless data and power transmission. Identifying an
encapsulation method and corresponding materials that fully satisfy all these require-
ments at the same time is very difficult [134].

Consequently, many different materials have been investigated for encapsulation
purposes of implantable neural devices (Table 1.1). Methods can be divided into
hermetic and near-hermetic encapsulation. The former can be realized as capsules or
small implantable cans made of metal, glass, or ceramic and provide an airtight and

Table 1.1 Methods and materials that can be used for the encapsulation of implantable neural
devices along with their advantages and disadvantages

Method and material Advantages Disadvantages

Hermetic can [55] Hermetic (airtight + waterproof),
long lifetime

Large, assembly process complex-
ity, need for feedthroughs

Silicon oxide
([43, 78])

Conformal, good insulation Dissolves in body fluids (except
for thermal SiO2), needs to be
defect free – > capacitively
coupled electrodes

Silicon nitride
([97, 129])

Low WVTR, good dielectric prop-
erties, easy to deposit

Pin holes, dissolves in body fluids

Diamon-like carbon
(DLC) [93]

Low friction, low wear, chemically
inert, biocompatible, deposition at
room temperature possible, doping
can control electrical properties

Poor adhesion, tends to delaminate

Ultrananocrystalline
diamond (UNCD)
([8, 128])

Chemically inert, biocompatible,
high wear resistance, low friction
surface

Requires high deposition
temperatures

Silicon carbide
([29, 49, 66])

Very hard to dissolve/destroy, bio-
compatible, doping can control
electrical properties, low water
intake

Pin-holes, high temperature pro-
cess, nonuniformity, cracks on
polymer substrates

PTFE ([54, 69]) Low friction, biostable,
biocompatible

Nonuniformity, byproduct
incorporation

Silicone [116] Biocompatible, cheap, widely used Nonuniformity, high WVTR

Parylene ([51, 70]) Conformal, low deposition temper-
ature, biocompatible, widely used

Relatively high WVTR, poor
adhesion

Polyimide [88] Biocompatible Nonuniformity, high water
absorption and WVTR
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waterproof environment [129]. They are rather large which is a drawback for
miniaturized implantable devices and, furthermore, require feedthroughs for electri-
cal data and power transfer. Therefore, near-hermetic encapsulation using thin films,
which at least significantly slow down the ingress of body fluids, has significant
potential [129, 134].

Thin-film encapsulation materials can be grouped into polymeric
(e.g. polytetrafluoroethylene (PTFE), silicone elastomers, polyimide, and parylene)
and non-polymeric materials (e.g. silicon dioxide, silicon nitride, silicon carbide, and
diamond-like carbon (DLC)). Non-polymeric materials require chemical vapor
deposition (CVD) processes with rather high temperatures, which is not suitable
for neural devices with active electronics that would not sustain these high temper-
atures. Furthermore, some of them dissolve in saline solution over time, are prone to
structural defects (pin-holes), form non-conformal layers, and tend to delaminate.

Polymeric materials are very flexible, inexpensive, and require low process
temperatures. Disadvantages include a high WVTR, problems in creating conformal
and pin-hole free films, and material degradation as well as poor adhesion [129].

For implantable neural interfaces, many different encapsulation materials have
been studied and continuously developed for creating conformal and long-term
stable encapsulation. In the following, the ones relevant and used for the UEA will
be discussed, which include parylene-C, silicon carbide, and more advanced
parylene-C/Al2O3 bilayer structures.

1.3.6.1 Parylene-C

Parylene, a semicrystalline polymer for the family of thermoplasts, is a widely used
material for encapsulation and insulation of biomedical devices. It exists in several
variants, among which parylene-C and parylene-N are certified as class VI polymers
for use in biomedical devices by the Food and Drug Administration (FDA) [73, 108].

In the following, we will focus on parylene-C which is used for the UEA.
Information on other variants may be found elsewhere [36, 61].

Parylene-C has many advantageous properties: it is highly biocompatible,
non-toxic, chemically inert, an excellent ion barrier, has a low dielectric constant
(~3.15 at 60 Hz), relatively low water absorption rate (~0.1% in 24 h), high
resistivity, and dielectric stability in saline. Furthermore, due to the possibility of
employing a CVD process, a very conformal deposition down to the nanoscale and
also for complex geometries which include sharp edges and crevices is possible
[70, 73, 102, 105, 107, 130, 133].

Due to parylene-C being a polymer, it exhibits some of the corresponding
drawbacks as well, which include a relatively poor adhesion to inorganic and
metallic substrates and a certain permeability to water [73].

Parylene-C is deposited according to the Gorham method, which is a three-step
CVD process [140]. First, the precursor (di-para-xylene dimer) is sublimated at
~130 �C. Next, by elevating the temperature to ~680 �C, the dimer is cracked into
monomers. It is important to achieve a complete dissociation of dimers into monomers
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to reduce the number of dimers in the deposited film. Reduction of the temperature
(to at least <80 �C) allows the polymerization of the monomers on all available
surfaces. The film grows due to a free radical chemical reaction process where first
new carbon chains are formed (initiation) and then extended to higher molecular
weight by attachment of monomers to the end of the chain [51, 101, 129]. Typical
film thicknesses deposited on the UEA are 3–6 μm. Resulting film properties depend
on the pressure, temperature, and deposition rate during the CVD process which
provides a means to tailor the film’s properties within a certain range [50].

The described CVD process has the additional advantage of not requiring any
solvents or additives, which reduces the contamination of the film to a minimum and
ensures almost defect free and conformal coverage, even of complex electrode
geometries [51].

A problem which needs to be addressed during film deposition is the poor
adhesion of parylene-C to metal and other inorganic surfaces. In case of the UEA,
it has to stick well to silicon and platinum or iridium oxide, depending on the type of
tip metallization used. Therefore, measures must be taken to increase the adhesion
which include silanization, PECVD deposition of an interlayer, plasma surface
treatment, heat treatment, and chemical modifications.

The use of silane (usually Silquest A-174) as adhesion promoter, which is
vaporized onto the substrate before deposition, is a common method for the UEA
[73, 105, 107]. The organo-silane creates a covalent bonding by functional groups
between substrate and parylene-C [45, 135]. It is inexpensive and integrates very
well in the process flow of UEA device fabrication.

Seymour et al. [102] developed a reactive parylene-C by adding a functional
group and demonstrated that it improves adhesion and short-term insulation perfor-
mance. Plasma surface treatment or chemical surface modifications of the substrate
before parylene-C deposition increases the number of radical sites for covalent
bonds, resulting in better adhesion [73]. This can even be enhanced by deposition
of a plasma polymer as a thin interlayer between substrate and parylene-C
[140]. Although that has been reported to be a very effective method, it requires
another complex step and is therefore not used for the UEA [129]. Finally, the
parylene-C coated UEA can be annealed to increase the physical interlock between
substrate and thin film [73].

All of these methods address the adhesion problem but do not prevent moisture
ingress over time.

The function of the UEA is based on the electrode tips being in contact with the
neural tissue; hence, the encapsulation has to be removed from this area. Several
methods have been proposed and studied, the most common one being the reactive
ion etching (RIE) with oxygen plasma by using aluminum foil or photoresist as a
mask [10, 107].

Yoo et al. employed laser ablation which is advantageous for mass production
and allows to selectively treat individual electrodes. However, this process creates
carbon debris and the amount thereof as well as the conformity of removal depend on
the laser fluence. The debris can be removed by a subsequent short (1 min) oxygen
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plasma etch. However, the laser ablation requires a tip metal which can withstand the
laser power [138, 139].

Many experiments have been carried out (both in vivo and in vitro) to investigate
the long-term stability of parylene-C encapsulation to ensure the safe and reliable
performance of chronically implanted neural devices. Test devices include flat
interdigitated electrode structures and functional UEAs, which are submerged in
phosphate-buffered saline (PBS) solution for prolonged amounts of time (several
hundred days to more than a year). Typical temperatures range from 37 �C (human
body temperature) up to 80 �C to achieve accelerated aging processes.

Although parylene-C coating can withstand very harsh conditions, such as the use
of different sterilization methods and heat treatment [101], all experiments indicated
an increasing amount of failed test devices after being subject to physiological saline
solution for prolonged times. The failure mechanisms are not yet fully understood,
but investigations of failed devices found blistering, microcrack formation, micro-
scopic delamination, and thinning of the parylene-C film. One reason is believed to
be the steady water uptake of the material. Furthermore, imperfections at the
interface between the electrode and parylene-C coating may induce electrical
stresses leading to microcracks and delamination of the film. Once moisture and
possibly ions permeate though the encapsulation, chemical reactions degrade the
metal film underneath and eventually induce failure of the electrode [73, 130,
133]. These effects are observed for all variants of parylene, although with slightly
different characteristics. For example, parylene-N is prone to microcrack formation
but does not show delamination [73].

Failing electrodes exhibit an increased leakage current, decreased impedance
modulus for low frequencies, and an increased area under the cyclic voltammetry
curve used for testing the devices which indicate exposure of underlying metal
[73, 105, 130].

To overcome these problems, the single material encapsulation has been advanced
to a bilayer of parylene-C and Al3O3 which will be discussed in the next section.

1.3.6.2 Parylene-C/Al2O3 Bilayer Encapsulation

The use of a bilayer encapsulation evolved due to the observed long-term degrada-
tion of parylene-C films in physiological environment. The bilayer encapsulation
allows combining the favorable properties of both materials to form a better and
more durable encapsulation for neural implants. With parylene-C still being the outer
layer in direct contact with tissue, the ease of regulatory approval is ensured with its
proven performance in patients for up to 6 years.

Al2O3 thin films deposited by atomic layer deposition (ALD) feature the forma-
tion of conformal and pin-hole free layers, high hardness and abrasion resistance,
good biocompatibility, and perfect electrical performance and are a very good
moisture barrier with very low WVTR. However, the major drawback of ALD
Al2O3 is that it corrodes easily in water and more so in PBS solution [130].
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By combining ALD Al2O3 and parylene-C, this disadvantage is mitigated as
parylene-C provides a good ion barrier. It therefore prevents ions from reaching and
dissolving the Al2O3 layer. Table 1.2 summarizes the properties relevant for use in
the UEA for both individual materials and the bilayer. Typical thicknesses used for
the UEA are ~50 nm Al2O3 and ~3–6 μm parylene-C [21, 131, 133].

Several studies have been carried out since the development of the bilayer encap-
sulation to investigate its long-term performance for test samples (flat glass IDEs)
and actual UEAs soaked in PBS at body temperature as well as for elevated
temperatures (for accelerated aging) for prolonged amounts of time (months to
more than a year) [21, 73, 130, 131, 134].

These investigations indicated that the bilayer on flat IDE test samples shows a
better long-term stability in physiological environment than a single parylene-C film.
A comprehensive study from Minnikanti et al. found a mean time to failure (MTTF)
of 8 months for single parylene-C encapsulation in saline solution at 37 �C, while the
MTTF for the bilayer was 36 months – an increase by a factor of 4.6 and very close
to that of other materials like liquid crystal polymers (LCP; up to 2 years) [73]. The
MTTF for single parylene-C is consistent with values reported from other groups
which are 6–12 months. However, most of these tests were only performed on flat
IDE samples which does not reflect the complex geometry of the UEA.

Xie et al. and Caldwell et al. performed lifetime tests on actual UEAs encapsu-
lated with the bilayer. While Xie et al. reported an improved long-term stability even
under an increased bias voltage [134], the more comprehensive study (increased
number of samples/improved statistics) from Caldwell et al. did not find conclusive
evidence for an improved lifetime of the bilayer, neither on more complex flat test
samples with additional features nor for the full UEAs [21]. Furthermore, they
observed that, if the encapsulation fails, the bilayer is destroyed faster than the single
parylene-C film [21]. The rationale in that case is that solution ingress does not have
a strong effect for a single parylene-C film. For the bilayer, however, solution

Table 1.2 Relevant properties for the UEA for both individual materials (ALD Al2O3 and
parylene-C) and the bilayer of these two materials (information taken from [[129], Xie et al.
2014, [20]])

Properties ALD Al2O3 Parylene-C Effects of bilayer

Water vapor transmission
rate (WVTR)

~10�6 g/m2∙day [57] ~1 g/m2∙day
(from SCS
coating)

Isolates water vapor from
the device

Deposition temperature Room temperature
to 200 �C

Room
temperature

Low temperature coating
process

Barrier to ions Yes Yes Good ion barrier

Biocompatible Yes Yes Biocompatible coating

Insulation 1014 ohm-cm 1015 ohm-cm
[133]

High insulation
impedance

Coating process Plasma-assisted
ALD

CVD Pin-hole free, uniform
coating

Dissolution in water Yes [4] No Prevents alumina
dissolution
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permeating through the outer parylene-C layer reaches the underlying Al2O3 film
which dissolves, leading to the creation of an undercut and effectively to a growth of
the defect site (Fig. 1.13).

These results clearly show that imperfections of the parylene-C layer have a much
more severe effect in case of the bilayer. Hence, although the bilayer could be an
important improvement in the encapsulation of neural devices for long-term implan-
tation, the current materials combination still gives rise to problems and needs to be
developed further to allow for chronic implantation over several years.

Steps along that way have to include the development of failure models in order
to understand the causes for formation of imperfections and defects of the films.
Based on that, materials and deposition processes can be improved. A suggestion
made by Caldwell et al. is the use of higher deposition temperatures for the ALD
Al2O3 which would create less impurities, thereby reducing the probability of
dissolving the film [21]. Furthermore, it may become necessary to investigate the
feasibility of other materials such as silicon carbide or oxide-nitride-oxide layers in
the future [21].

As in the case of a single parylene-C film, the bilayer has to be removed from the
electrode tips to ensure contact between tip metallization and tissue. Xie et al.
proposed a three-step process similar to that of single parylene removal: (1) laser
ablation of the parylene-C layer, (2) reactive ion etching with oxygen plasma to
remove carbon debris and parylene-C residue, and (3) buffered oxide etch (BOE) to
remove the Al2O3 layer and expose the tip metal [132, 133].

1.3.6.3 Silicon Carbide as an Alternative Encapsulation Material

Another material which fulfills the criteria for an encapsulation material for implant-
able devices (i.e. high hardness, chemical inertness, biocompatibility, low dielectric
constant. and low moisture intake) is silicon carbide [29]. Hsu et al. developed a low

Fig. 1.13 Comparison of
defect size for (a) single
parylene-C encapsulation
and (b) parylene-C/Al2O3

bilayer. (Reprinted, with
permission, from Caldwell
et al. [21])
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temperature process for the deposition of hydrogenated amorphous silicon carbide
(a-SiCx:H) on test samples (IDEs) and UEAs and investigated the properties of the
resulting film with regard to stress, defect density, and dielectric constant. While for
the actual UEAs only the conformity and coating uniformity were studied with
electrode cross sections in scanning electron microscope (SEM), electrical tests
with coated IDEs soaked in saline solution were performed [49].

The a-SiCx:H films were deposited by plasma-enhanced CVD at temperatures
below 200 �C and with hydrogen as dilution gas source and silane (SiH4) and
methane (CH4) as Si and C precursors. Through variation of process parameters
and subsequent characterization, it became evident that the quality of the deposited
film (strength of Si-C bond, film stress) can be optimized and tailored within a
certain range. However, while the results were promising for the flat IDE samples,
the encapsulation of the UEAs showed a rather large thickness variation along the
electrode shafts and a large pin-hole density (Fig. 1.14) [49]. Hence, the encapsula-
tion of UEA with silicon carbide was not viable.

Another issue that has been observed is that silicon carbide is hard to remove
which is crucial for the UEA as the metallized tips have to be exposed to get in
contact with tissue. Laser ablation and mechanical grinding have been reported but
led to alterations of the underlying metal film [29].

Fig. 1.14 Scanning
electron micrographs from
a-SiCx:H films deposited on
UEA. The thickness of the
film was measured at
different sites along the
electrode shaft, and a wide
variation is observable.
(Reprinted, with permission,
from Hsu et al. [49])
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Despite these difficulties, silicon carbide stays in the focus as a possible material
due to its good biocompatibility and promising results in IDE soak tests. Currently, it
is being discussed if it is feasible to create an entire electrode from a-SiC allowing for
greater flexibility of electrode structures.

1.3.6.4 Accelerated Aging

In order to evaluate the performance of any encapsulation, its short- and long-term
performance in an in vivo environment and its possible failure modes have to be
investigated. However, in the development of new processes and exploration of new
materials, it is neither feasible nor reasonable to achieve this by chronic implantation
studies due to the time and resources necessary for such studies. Therefore, one
needs to test new encapsulation materials or processes in vitro in an experimental
setup that mimics the physiological environment. This also avoids the ethical
dilemma, high cost, and regulatory challenges associated with animal studies.
However, these experiments are still time-consuming if the long-term performance
has to be evaluated and therefore still pose a problem, especially since usually a large
number of iterations are involved in device development. Therefore, accelerated
aging methods have to be employed to estimate the lifetime performance of the
encapsulation and the whole device in a reasonable amount of time.

A basic in vitro method to test the lifetime of biomedical devices is to immerse
them in saline solution of physiological concentration at a temperature of 37 �C to
mimic the human body temperature.

In order to induce accelerated aging of the device, a simple method is to increase
the temperature of the solution above 37 �C as this will increase the rate at which
chemical reactions proceed [46]. For polymeric encapsulation materials and assum-
ing first-order reactions only, it can be shown by using chemical kinetics that
increasing the temperature speeds up the reaction rate and therefore the aging
process by a factor f:

f ¼ exp
R T � 37

�
C

� �

Eact

� �

where R being the universal gas constant (8.314 J mol�1), T the elevated tempera-
ture, and Eact the activation energy of the aging reaction [52]. The application of this
relation, however, has the challenge of determining the activation energy. This is
avoided by employing the empirically determined “10-degree rule”which provides a
conservative estimate about the accelerated aging process. It states that a temperature
increase by 10 �C roughly doubles the rate of many polymeric reactions and
therefore the aging process [46, 52]. For example, increasing the temperature by
20 �C allows to test a device for an effective lifetime of 12 months in only 3 months
real time according to the “10-degree rule.” However, this is also only valid for first-
order chemical processes, and both approaches do not apply in cases where the
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elevated temperature induces processes that are not present in normal aging, such as
glass transitions or phase changes [52]. Consequently, any accelerated test protocol
has to be designed with great care [46].

The application of either the chemical reaction formula or the “10-degree rule”
enables the testing of encapsulation materials in a reduced time frame as this allows
to state an effective time the material or device was aged.

However, it would be desirable to always test the whole device in accelerated aging
studies. However, in case of complex devices with a high resource cost associated with
every sample (like the UEA), this is not economically feasible if entirely new
encapsulation materials or processes are studied. Therefore, one can employ more
simple test structures as for example planar interdigitated electrodes (IDEs) that are
coated with the materials to be studied and monitored with electrochemical impedance
spectrometry or leakage current measurements in strongly accelerated aging experi-
ments [131]. Figure 1.15 gives an example of how such test structures have been
employed to evaluate the performance of an Al2O3/parylene-C bilayer compared to
parylene-C only encapsulation in accelerated aging experiments.

While these simple planar test structures might give a first indication about
encapsulation longevity and performance, respective results have to be taken with
a grain of salt when generalizing them to the whole device. Even slightly increasing
the complexity of the test structures might lead to different results and makes
confirmatory accelerated aging testing of the whole device necessary [21].

Of course, the simple approach of evaluating device lifetime by soaking it in
heated saline solution does not capture the multitude of possible chemical pro-
cesses in an in vivo environment that involve the complex composition of body
fluids and the immune system’s foreign body response. The insufficiency of simple
immersion in (heated) saline solution is indicated by the inability to reproduce the
failure modes observed on UEAs that were chronically implanted in vivo, as
shown in Fig. 1.16.

Fig. 1.15 Leaked current of
planar interdigitated
electrode test structures that
were coated with either an
Al2O3/parylene-C bilayer
(A + P) or parylene-C only
(P) and soaked in saline
solution at various
temperatures for an
extended period of time. For
the parylene-C only devices,
the effect of the different
temperatures resulting in
different failure times and
the improved performance
of the bilayer are clearly
visible. (Reprinted, with
permission, from Xie et al.
[131])
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In order to improve the predictive capabilities of accelerated aging experiments, it
was suggested to use a reactive accelerated aging (RAA) method involving the regular
addition of hydrogen peroxide to the saline solution [111]. This method tries to mimic
the environment that is created by activated immune cells in response to foreign body
intrusion, which includes the release of reactive oxygen species [7, 111].

This RAA method was applied to UEAs, and the damage to the arrays was
assessed visually from scanning electron microscopy (SEM) images and chemically
from energy dispersive X-ray spectroscopy (EDX) and X-ray photoelectron spec-
troscopy (XPS) measurements. It was found already from the visual examination that
new failure modes had appeared as compared to heated saline solution only devices.
Furthermore, comparison to respective measurements on UEAs that were removed
after being implanted in a feline peripheral nerve for more than 3 years revealed that
the visual damage modes looked very much alike for the explanted and the RAA
devices (Fig. 1.17) [20]. This demonstrates the benefit of the RAA method which

Fig. 1.16 Characterization of explanted UEA. (A) Electrode tine of UEA explanted after 3 years in
feline nerve reveals silicon (green) exposed through the damaged parylene-C (red); inset shows
detail of parylene-C degradation and cratering over IrOx (white). Imaging XPS of inset area
(“explant”) shows evidence of C¼O and COO bonds, while identical measurements made on an
UEA aged in saline solution (“control”) only show nominal levels of C¼O binding energies.
(Images and data courtesy of Ryan Caldwell)

Fig. 1.17 Comparison of Utah electrode array that was subjected to RAA and a device which was
explanted after more than 3 years from a feline peripheral nerve. The colors were added to highlight
the different materials: red, parylene-C; white, IrOx; green, Si. (Images and data courtesy of Ryan
Caldwell)
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enables the evaluation of device and encapsulation performance in a fast and realistic
way without requiring in vivo experiments. It allows the reproduction of in vivo
damage modes which had not been observed before in aging experiments. However,
while promising, the method is still not able to fully emulate in vivo aging. As an
example, the chemical analysis showed a difference in both the bulk and the surface
composition between in vivo and in vitro aged arrays, hinting that further improve-
ments to the accelerated aging methods may be necessary.

1.4 Wireless Technologies for Use with the UEA

The challenge faced when using a multichannel microelectrode array is how to
connect the implanted array to an external signal generator (for stimulation) or
data evaluation systems for post processing (in case of recording). Most of the
existing neural recording devices use wired connections for data communication.
Despite the pioneering and ground-breaking results that tethered studies have pro-
duced in the past [31, 47, 48], the wired recording configuration faces limitations
with regard to mobility of the subject and a significant inherent risk of infection due
to connected mechanical stress induced by the constraining cabling [58]. A straight-
forward solution to overcome these challenges is the application of wireless tech-
nology. This, however, comes with its own obstacles: due to the size and power
dissipation limitations of the application, the fabrication of neural recording devices
with a high-speed wireless link for reliable wideband neural data transmission at
very low power budget is extremely difficult. In device design, a tradeoff between
power consumption, noise performance, signal quality, battery life, and size will
have to be made. To achieve small device sizes, constraints consist of either limiting
the number of recording channels [42] or conceding signal fidelity for increased
channel count [99].

Over the years, these issues have been addressed one after another, leading to the
development of headstage wireless connectors that are not fully implantable but
mark an important milestone as they are already used in animals as well as inves-
tigative clinical applications.

Such wireless devices have been developed and tested for various animal species
applications, such as insects [44, 94], rodents (Seung Bae [42, 68, 110]), sheep [89],
and nonhuman primates (NHPs) [16, 24, 37, 53, 74, 99]. Some of these devices were
even advanced beyond the simple headstage concept by employing an enclosure fit
for subcutaneous implantation [16, 141]. Additionally, there are efforts to create and
utilize application-specific integrated circuits (ASICs) to further advance miniatur-
ization and power efficiency in these kind of devices [12, 33, 75, 136].

In order to advance the general idea of wireless implantable neurodevices even
further, efforts have been made in parallel to create fully integrated neural interface
(INI) devices. In corresponding developments that were directly tailored for the
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UEA, an ASIC INI chip designed to fit the architecture and 400 μm interelectrode
pitch of the UEA was directly flip-chip bonded to a modified array. The modification
of the array allowed to use the backplane as a PCB substrate for direct chip mounting
of active and passive components such as the ASIC INI chip, a power antenna, and
SMD components (Fig. 1.18) [58, 105, 107, 132].

Due to the technical challenges of system miniaturization, power dissipation
limits, and, most importantly, establishing a reliable wireless data link with high
throughput in situations with a highly active and mobile patient, wireless recording
systems have just recently been introduced on the market. Present examples for such
systems are the W-Series recording system by Triangle BioSystems International
[113]; the Cube2 system by NeuraLynx, Inc. [84]; the Wireless-Systems by
Multichannel Systems [76]; and a series of wireless systems by Blackrock
Microsystems LLC. The latter include the BrownWireless Device (BWD), CerePlex
W [14], and CerePlex Exilis [13], which are all headstage-based devices. Figure 1.19
depicts the roadmap of the wireless system development from Blackrock
Microsystems LLC, with the first device in the series being the BWD.

Although the roadmap in Fig. 1.19 only covers a short time span of 2 years, the
requirements and trends for the development are clearly visible. Preferable proper-
ties for wireless headstage-type devices are:

1. Small and lightweight (less than 10 g has been demonstrated for the CerePlex
Exilis)

2. High-channel count
3. High data transmission rate
4. Range of few meters for reliable wireless transmission
5. Prolonged battery life-time
6. Offering the possibility for practical sterilization.

Reduced weight is ensured by using polymer-based encapsulation materials
which not only allow protection of the electronics from mechanical and electrical
impact but are also easily sterilizable. A common way to connect the wireless

Fig. 1.18 Image of an
integrated neural interface
based on a modified Utah
slant electrode array with
flip chip bonded ASIC
(in this case an INI-R6 chip)
for amplification and spike
thresholding with AuPd
insulated wire coil and SMD
capacitors. The device is
inductively powered and
transmits data wirelessly.
(Reprinted, with permission,
from Xie et al. [132])
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transmitter to an implanted microelectrode array is via a “screw-on” attachment to a
pedestal connector port on the patient’s/subject’s skull that is in turn connected to the
neural implant. This is illustrated for the BWD from Blackrock Microsystems LLC
in Fig. 1.20. The BWD has been extensively tested and is currently actively used in
both animal and investigative clinical research.

Figure 1.21 gives an overview of the used wired and wireless components and the
recorded neural signals in an experiment with a chair constraint monkey. The compar-
ison clearly shows that the BWD wireless system produced a similar output signal as a
typical commercial wired recording system. Other experiments indicated likewise
performance. This validates the currently used setup for wireless recording which can
be the basis for further developments toward a miniaturized and fully implantable chip.

Although the BWD’s performance was promising, there were also drawbacks
with regard to design and device performance which needed to be addressed. One of
the concerns was that the size and weight of the device was still too big even for large
animals and certainly not feasible for small animals such as rodents and marmosets.
Motivated by that, the other two devices from the wireless series, CerePlex W and
Exilis, were developed and commercialized by Blackrock Microsystems LLC to
address these challenges. Compared to the BWD, the CerePlex W and Exilis are
much smaller in size and lighter in weight, while providing 1.5 times higher
sampling rates and lower noise levels. Furthermore, they both offer the possibility
of electrode impedance measurement as an advancement.

Fig. 1.19 The Roadmap of the 96-channel wireless headstage development at Blackrock
Microsystems LLC: from BWD to CerePlex Exilis
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1.5 Vision and Concept for Integrated Systems
and Implantable Electronics

The ultimate vision for advanced and fully implantable wireless neural interfaces are
solutions that integrate the electrode and those electronics necessary to carry out
rudimentary signal processing functions, e.g., for amplification and data compression
and to facilitate wireless telemetry of data and power. While there is a multitude of
options, a potential roadmap, applied to a penetrating electrode such as the UEA, is
shown in Fig. 1.22. It has to be noted here that the developmental work on the
engineering side is only one side of the medal and that on the other side, regulatory
guidelines and constraints have to be met for implantable devices (especially for
human use). The stepwise approach depicted in Fig. 1.22 is advantageous to address
both parts by successive technological and regulatory iterations of the devices.

Fig. 1.20 Architecture of the Brown Wireless Device. (a) 3D computer-added design (CAD)
model showing the complete assembly of the wireless neurosensor. (b) 3D CAD model showing
the attachment of the wireless neurosensor to a head-mounted pedestal (side view). (Reprinted, with
permission, from Yin et al. [137])
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The neural information system 1 (NIS-1) stage constitutes a conventional passive
electrode with percutaneous connector, connected to an external headstage and
cable. NIS-2 transfers the headstage function into an implantable device which
then generates an amplified, digital signal and allows reduction of the number of
wires, independent of the number of electrode channels. An example for this stage is
the CerePlex-I system by Blackrock Microsystems LLC. NIS-3 constitutes a passive
device with percutaneous connector, attached to a wireless headstage, allowing
rigorous testing, market release, and regulatory clearance for a wireless module for
high-resolution, high-channel neural data. This is the current development stage for
the Utah electrode array by Blackrock Microsystems LLC. NIS-4 provides power
through a percutaneous connection but allows data to be transmitted wirelessly from
the implant. NIS-5 allows wireless power and data transfer (to a receiver hub in its
direct proximity). The NIS-6 stage finally allows wireless power and longer distance
transfer directly to, e.g., a beltpack receiver.

The abovementioned CerePlex-I system (Fig. 1.23) is an intermediate step toward
a wireless fully integrated system, which transfers part of the headstage functionality
to a digitization board which is implanted under the skin on the skull.

The device consists of three main parts: (1) a neural interface such as the UEA for
stimulation/recording of neural tissue, (2) a microsystem composed of an

Fig. 1.21 Comparison of recorded neural data from a wired and a wireless setup in an experiment
with a monkey. (a) Experimental setup and sketch of brain location where the recording took place
(primary motor cortex, arm area). The red arrow marks the device location. (b) Images of the used
devices: the commercial wired system (Cerebus) and the BWD system. (c) Recorded neural data for
the wired and wireless device. (Reprinted, with permission, from Yin et al. [137])
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encapsulated printed circuit board (PCB) containing a 128 channel ASIC implanted
under the skin, and (3) an electrode tail connector referred to as the pigtail,
connecting the implanted part to the neural signal processing system. A combination
of the CerePlex I and multiport approach allows further scaling of channel count.

The vision for the future is the complete miniaturization and integration of all
components on the device. A first demonstration toward that goal was given by
Sharma et al. [105]. Such a system would allow to fully implant the recording
functionality by a microelectrode array in combination with an onboard first data
analysis and wireless power and data transmission. Further iterations of the device
designed for high-channel count would feature a modular design that amplifies and
multiplexes neural signals through an ASIC mounted on the chip but connected with
a wired connection to a pedestal connector or a chest-mounted pacemaker style
implantable module with rechargeable batteries and wireless data link. With

Fig. 1.22 Potential roadmap and concepts for implantable wired and wireless neural interfaces.
(Image copyright and courtesy of Blackrock Microsystems LLC)
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constantly advancing microfabrication leading to decreasing footprint and ultralow
power consumption of the necessary electronic components, big steps toward a
realization of this vision are expected over the next years.
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Chapter 2
EEG-Based Brain-Computer Interfaces

Yijun Wang, Masaki Nakanishi, and Dan Zhang

Abstract Brain-computer interfaces (BCIs) provide a direct communication chan-
nel between human brain and output devices. Due to advantages such as
non-invasiveness, ease of use, and low cost, electroencephalography (EEG) is the
most popular method for current BCIs. This chapter gives an overview of the current
EEG-based BCIs for the main purpose of communication and control. This chapter
first provides a taxonomy of the EEG-based BCI systems by categorizing them into
three major groups: (1) BCIs based on event-related potentials (ERPs), (2) BCIs
based on sensorimotor rhythms, and (3) hybrid BCIs. Next, this chapter describes
challenges and potential solutions in developing practical BCI systems toward high
communication speed, convenient system use, and low user variation. Then this
chapter briefly reviews both medical and non-medical applications of current BCIs.
Finally, this chapter concludes with a summary of current stage and future perspec-
tives of the EEG-based BCI technology.

Keywords Brain-computer interfaces · EEG-based BCI · hybrid BCI · ERP ·
SSVEP

2.1 Introduction

Since Vidal first proposed the term “brain-computer interface (BCI)” in early 1970s
[1], BCIs have received increasing attention in the fields of neuroscience, neural
engineering, and clinical rehabilitation [2–4]. Especially during the past two
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decades, BCI has rapidly become a hot topic in both research and practice. The
primary goal of BCI research is to provide a non-muscular communication channel
to help people with severe motor disabilities to communicate with their environ-
ments. Among different brain imaging techniques that have been applied to BCIs,
electroencephalography (EEG) has become the most popular method due to its
advantages such as non-invasiveness, ease of use, and low cost. Figure 2.1 shows
the system diagram of a typical EEG-based BCI system for communication and
control, which consists of three major components: signal acquisition, data
processing, and device control. Although the scope of application of EEG-based
BCIs has been significantly extended in recent years, this chapter mainly focuses on
the traditional EEG-based BCIs for the purpose of communication and control.

In the twentieth century, early works by research pioneers laid important ground-
work for the BCI field. In the 1970s, Vidal first proposed the term of BCI for the
purpose of controlling external apparatus with brain signals and developed a BCI
system based on visual event-related potentials (ERPs) [5]. The system converted
ERPs corresponding to four retinotopic maps of a checkerboard stimulus into
movement control commands to move a mobile through a maze. In 1988, Farwell
and Donchin described a mental prosthesis system using the P300 component of
ERPs [6]. The system consisting of a six-by-six matrix served as a keyboard and was
operated by flash elicited P300 at a speed of ~2 characters per minute. In the early
1990s, BCI systems based on sensorimotor rhythms emerged. Woplaw et al. trained
subjects to learn self-control of amplitude of mu rhythm [7]. The system realized
one-dimensional cursor control by translating mu rhythm amplitudes into cursor
movements. Pfurtscheller et al. performed a BCI system based on event-related
desynchronization (ERD) of sensorimotor rhythms [8]. The system was operated
by discriminating the spatio-temporal patterns of ERD during imagination of left and
right hand movements. During this period, the ERP-based BCI paradigms were

Fig. 2.1 System diagram of a typical EEG-based BCI system for communication and control
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further extended. Sutter developed a brain response interface using pseudo-random
sequence modulated visual evoked potentials (VEPs) in 1992 [9]. The eight-by-eight
visual keyboard recognized the user’s eye gaze direction using VEPs and obtained
high communication rates. In the late 1990s, Birbaumer et al. developed a spelling
device for the completely paralyzed patients based on slow cortical potentials (SCPs)
[10]. The system allowed the subjects to select letters by driving a cursor with their
SCPs using an imagery strategy.

Almost two decades into the twenty-first century, BCI research has achieved
significant progress and shown promising prospects and applications in various
fields. The progress mainly includes the following aspects: signal processing
[11, 12], machine learning [13, 14], system paradigm [15, 16], and applications
[17, 18]. Advanced EEG signal processing and machine learning algorithms have
been applied to significantly improve the performance of the early developed BCI
paradigms (e.g., BCIs based on P300 and sensorimotor rhythms). Meanwhile, new
BCI paradigms have been proposed and achieved rapid development. Various types
of visual and auditory BCIs based on ERPs have been developed and proven highly
efficient in terms of information transfer rate (ITR) [19]. A hybrid BCI system that
combines a traditional BCI with other physiological signals has shown advantages in
BCI performance and system flexibility [20]. Over the past decade, a wide range of
BCI applications have emerged, which considerably expanded the original goals.
Assistive BCIs and rehabilitative BCIs, which are designed for communication and
motor rehabilitation, have been widely investigated in experimental and clinical
studies [21]. In addition, the potential applications of BCI go far beyond the medical
applications. For example, passive BCIs have been developed for assessing and
monitoring mental states in real time [22].

Although the performance of BCI systems has improved significantly in recent
years, researchers still face a lot of challenges in promoting wide use of the BCI
technology. On one hand, compared to traditional input technologies, the current
levels of BCI performance are still very low and do not support fast and complex
communication and control. The performance bottleneck is mainly caused by the
lack of knowledge of the underlying neural mechanisms of information encoding in
EEG signals. Besides, decoding EEG signals requires more efficient computational
modeling approaches based on signal processing and machine learning techniques.
On the other hand, transitioning BCI systems from a well-controlled laboratory
setting to a real-life environment remains challenging due to the complications of
EEG measurement [23]. A practical BCI system must meet the requirements of good
user experience and robust system performance [24]. At present, there is a great need
for a mobile EEG platform with user-friendly electrode technology.

This chapter gives a comprehensive overview of the current EEG-based BCIs for
the purpose of communication and control. This chapter first provides a taxonomy of
the EEG-based BCI systems by categorizing them into three major groups: (1) BCIs
based on ERPs, (2) BCIs based on sensorimotor rhythms, and (3) hybrid BCIs. And
then, this chapter describes challenges and potential solutions in developing practical
BCI systems for real-life applications toward high communication speed, convenient
system use, and low user variation. Next, this chapter briefly reviews both medical
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and non-medical applications of current BCIs. Finally, this chapter concludes with a
summary of current stage and future perspectives of the EEG-based BCI technology.

2.2 Taxonomy of Current BCIs

Since many brain signals and system paradigms have been applied to BCIs, a
taxonomy is useful for providing a summary of the current status of BCIs. A
taxonomy not only provides a systematic description of brain signals and modulation
methods used in system design but also aids building general frameworks in system
implementation. In general, BCI systems can be classified by the brain signals
employed in the system (e.g., P300, VEP, or sensorimotor rhythms) [2]. Alterna-
tively, BCIs can be categorized by operation paradigms like dependent/independent
BCIs or synchronous/asynchronous BCIs [15]. Recently, a taxonomy of visual and
auditory BCIs was proposed according to the multiple target access methods used in
information encoding [19]. To give a meaningful overview of the current BCI
systems, this chapter provides a simple taxonomy of BCI based on the types of
EEG control signals. By jointly considering brain signals summarized in recent
reviews [19, 20, 25], this chapter categorizes the current BCI systems into three
major groups: (1) BCIs based on ERPs, (2) BCIs based on sensorimotor rhythms,
and (3) hybrid BCIs. Figure 2.2 illustrates the proportions of journal papers in ISI
Web of Science for these three BCI groups in the last five years (2012–2016). The
numbers of papers for the ERP-based BCIs and the sensorimotor BCIs are

Fig. 2.2 Distribution of major BCI studies including ERP BCI, sensorimotor BCI, and hybrid BCI
in recent years.
Notes: Data were obtained from ISI Web of Science using the corresponding topics of journal
papers during the last five years (2012–2016). The analysis includes a total of 2658 papers (1234
papers for the ERP BCI, 1213 papers for the sensorimotor BCI, and 211 papers for the hybrid BCI).
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comparable (1234 versus 1213, percentage: 46.4% versus 45.6%), which are signif-
icantly larger than that of the hybrid BCIs (211, percentage: 7.9%). Note that the
hybrid BCIs also include other physiological signals such as electromyogram
(EMG) and electrooculogram (EOG) [20]. Without loss of generality, this chapter
focuses on the most popular brain signals and system paradigms used in recent BCI
studies.

2.2.1 BCIs Based on ERPs

2.2.1.1 ERP Signals for BCI

ERPs, which were originally called evoked potentials (EPs), are measured electrical
brain potentials that are evoked by stimuli, which display stable time relationships to
a reference event (as opposed to the spontaneous EEG rhythms) [26]. Typically, an
ERP waveform consists of multiple peaks and troughs, which are called ERP
components. Major ERP components include visual and auditory responses, N2,
P3, response-related components, and language-related components. Among these
ERP components, two types of signals have been widely used in BCI systems since
very early studies in the 1970s and 1980s [5, 6]. The first type is the VEP family,
which includes subtypes of transient VEP (TVEP), steady-state VEP (SSVEP),
motion VEP (mVEP), and code modulated VEP (cVEP). VEPs are ERPs elicited
by visual stimuli, which can be measured with maximum amplitude over the
occipital region [27]. Event-related P300 component is another type of commonly
used ERP signal. P300, a positive deflection around 300–400 ms after a relevant
stimulus, which can be measured over the central and parietal areas, reflects stimulus
evaluation, selective attention, and conscious discrimination in an oddball task
[28]. In addition to VEP and P300 signals, other types of ERP signals including
auditory evoked potential, N2pc, error-related negativity, and N400 have also been
investigated in a few BCI studies.

ERP signals are modulated by exogenous stimuli or endogenous mental activities.
The exogenous stimuli in BCI systems can be visual or auditory stimuli (e.g., VEPs
are elicited by exogenous visual stimuli), while endogenous activities include users’
attention or mental tasks (e.g., P300 is an endogenous brain response to an oddball
stimulus). In a BCI system, the ERP signals of sensation, perception, or cognition
can be modulated by voluntary control (e.g., attention) of the subject. The informa-
tion encoded in the modulated ERP signals can be decoded by signal processing and
classification algorithms. In contrast to spontaneous EEG rhythms that do not require
external stimuli, the ERP signals exhibit good characteristics including high signal-
to-noise ratio (SNR), reliable spatio-temporal features, and low user variation. With
rapid advances of signal modulation and demodulation techniques, ERP-based BCI
systems have achieved very high communication speed and therefore become more
popular in recent BCI research [19].
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2.2.1.2 Modulation of ERP Signals

Signal modulation plays an important role in the ERP-based BCIs. First, to convey
the user’s intent, ERP signals must be modulated by the user’s mental activities in an
efficient way so that the modulated ERP signals can be reliably demodulated into the
original messages. Second, toward high communication rate, a large bandwidth is
required so that the modulated ERP signals corresponding to different intents can be
easily discriminated. By introducing the multiple access (MA) techniques in tele-
communications [29], the signal modulation approaches in ERP-based BCI systems
can be classified by the major MA techniques: time division multiple access
(TDMA), frequency division multiple access (FDMA), code division multiple
access (CDMA), and space division multiple access (SDMA). This classification
can facilitate the understanding of various ERP-based BCI paradigms, which can be
considered under a unified signal modulation framework.

First, TDMA allows multiple users to share the same communication channel by
dividing the signal into different time slots. In ERP-based BCIs, TDMA is the most
popular method for multiple target coding. In these BCI systems, multiple targets
appear at different time slots. For example, TDMA has been widely used in the
visual P300-based BCI systems [30]. In the standard ‘row/column’ paradigm, in
which each row and column are flashed in a random order, flashing of the row and
column of the desired character will elicit P300 signals. Detection of P300 in
different time slots can identify the target character. The other single character,
checkerboard, and region-based P300 paradigms all follow the principle of
TDMA. In addition to P300, the VEP-based BCIs using mVEP [31] and TVEP
[32] also employ the TDMA method. Second, FDMA divides the entire bandwidth
into multiple individual bands, each for a single user. The SSVEP-based BCI [33] is
a typical FDMA system. In a typical frequency coding-based SSVEP BCI, all stimuli
flash concurrently at different frequencies, and a target stimulus can be identified by
analyzing the frequency of the elicited SSVEP. In ERP-based BCIs, FDMA has
higher capacity than TDMA. The SSVEP-based BCIs can discriminate 40 different
frequencies within a short stimulus duration (e.g., 500 ms) and thereby achieve very
high ITRs [34, 35]. Third, CDMA assigns separate codes to modulate users’ signals.
The BCIs based on pseudorandom cVEP [9, 36] are typical CDMA systems. The
CDMA BCI systems show high performance comparable to FDMA. Last, SDMA
divides the geographical space into smaller spaces for multiple users. The SDMA
BCI systems use retinotopic mappings of different stimulus locations in the visual
field to elicit different spatial patterns of TVEP or SSVEP signals [5, 37]. The
number of targets in SDMA is generally limited by the low spatial resolution of
EEG-based retinotopic mapping.

2.2.1.3 Demodulation of ERP Signals

In an ERP-based BCI, information embedded in the modulated ERP signals needs to
be demodulated and converted into control commands. Due to high trial-to-trial

46 Y. Wang et al.



variability of ERP signals, advanced data analysis methods are required in the
demodulation of ERP, especially in signal-trial analysis and classification of ERP
[38]. ERP demodulation can be considered an EEG pattern recognition problem,
which includes data pre-processing, feature extraction, and classification. Signal
processing [11] and machine learning [13] are two major data analysis techniques.
The signal processing algorithms have been widely used in the pre-processing and
feature extraction procedures. The aim of data pre-processing is to improve the SNR
of the ERP signals by removing task-irrelevant noises. Bandpass filtering and spatial
filtering are two commonly used pre-processing procedures. Bandpass filtering only
allows the frequency range of ERP signals to remain. Spatial filtering further
enhances ERP signals by calculating a weighted linear combination of multiple
EEG channels [39]. Besides, trial averaging is another efficient way to enhance the
SNR of ERPs. After pre-processing, features that reflect the characteristic of ERP
signals can be extracted. The features for ERPs generally exploit the spatio-temporal
information of the signals (e.g., concatenation of ERP amplitude for all time points
and all channels) [38]. In addition to time and space domains, features in the
frequency domain (e.g., power spectral density) have also been used in the detection
of SSVEP signals [40]. After feature extraction, the machine learning algorithms are
applied to classification (e.g., discriminating target and non-target ERPs). Classifiers
such as linear discriminant analysis (LDA) and support vector machine (SVM) have
been widely used in the classification of ERPs with the extracted spatio-temporal
features. In online BCI systems, classifiers are obtained from labelled training data
collected in calibration sessions and then applied to predict the label of testing data
during the system operation.

2.2.1.4 Dependent and Independent ERP-Based BCIs

EEG-based BCIs are categorized as dependent and independent systems [2]. An
independent BCI does not depend on the brain’s normal output pathways (i.e.,
peripheral nerves and muscles) to generate the brain activity that carries the user’s
intent. In contrast, a dependent BCI requires some activity from peripheral nerves
and muscles to modulate the brain activity. The ERP-based BCIs include both
dependent and independent systems. In BCIs, ERP signals are generally modulated
by eye fixation or attention. BCIs based on visual ERPs majorly depend on the
control of the muscles of the eye to gaze at desired targets and fall into the dependent
BCI class. Most of VEP and visual P300-based BCIs use gaze-dependent paradigms.
Different from direct eye gaze (i.e., overt attention), covert attention mechanisms
such as spatial selective attention and feature selective attention have been investi-
gated to develop gaze-independent BCI paradigms. There are three types of inde-
pendent BCIs based on ERP signals: auditory BCIs, tactile BCIs, and independent
visual BCIs [41]. For example, using standard oddball tasks, P300 signals can be
elicited by auditory, tactile, or visual stimuli, which do not require gaze control to
select a target. In addition, SSVEP BCIs that use spatial or feature selective attention
to modulate the amplitude of attended/unattended SSVEPs are independent
[42, 43]. Due to a larger number of classes and a higher level of signal modulation,
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the dependent BCIs can achieve much higher communication speed than the inde-
pendent BCIs. However, for totally locked-in patients who even lose extraocular
muscle control, only independent BCIs are useful.

2.2.2 BCIs Based on Sensorimotor Rhythms

2.2.2.1 Sensorimotor Rhythms for BCI

BCI systems based on sensorimotor mu/beta rhythms have been developed rapidly
in recent years [25]. The neurophysiological studies of the sensorimotor cortex
reveal that mu (8–12 Hz) and beta (18–26 Hz) rhythms are modulated by actual
movement or preparation of movement. The event-related power change of brain
rhythms in a specific frequency band is known as event-related desynchronization
and synchronization (ERD/ERS) [44]. Specifically, in the sensorimotor cortex, ERD
indicates power decrease of mu/beta rhythms during movement. In contrast, ERS
indicates power increase that typically occurs after movement. ERD/ERS of senso-
rimotor rhythms occur not only with movement, but also with preparation for
movement or motor imagery (i.e., imagined movement). During motor imagery,
ERD/ERS of mu/beta rhythms display characteristic spatial patterns corresponding
to different body parts (e.g., left hand versus right hand). Source imaging studies
further show that the ERD sources are located in corresponding cortical areas
somatotopically during motor imagery of different body parts. These findings
suggest that motor imagery can provide a good way to implement an independent
BCI based on self-regulation of the sensorimotor rhythms.

Motor imagery is the basic strategy to operate a sensorimotor BCI. Many studies
have demonstrated that people can learn to control (increase or decrease) the
amplitude of the sensorimotor rhythms using motor imagery. For example, with
the Wadsworth BCI developed by Wolpaw and his colleagues, subjects were trained
to learn self-control of mu/beta rhythm amplitude to realized 1-D, 2-D, or 3-D cursor
control by translating mu/beta rhythm amplitudes into cursor movements [7, 45,
46]. In the initial training sessions, subjects mostly employed motor imagery (e.g.,
imagination of hand movements) to control the cursor movement. Instead of con-
tinuous movement control, another approach for sensorimotor BCIs is to classify the
motor imagery states (e.g., left hand, right hand, feet) using pattern classification
techniques. Spatial patterns of ERD/ERS of the mu/beta rhythms are used as features
for classification. The Graz BCI developed by Pfurtscheller and his colleagues
employed spatial filters and classifiers to train subjects to generate discriminable
motor imagery states and therefore built a co-adaptive learning system, which
allowed brain learning and machine learning at the same time [8, 47]. The system
can discriminate more complex spatio-temporal patterns of ERD/ERS during imag-
ination of movements of different body parts including left and right hands, feet, and
tongue [48].
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2.2.2.2 Feature Extraction and Classification

The most commonly used features for indexing ERD/ERS of the mu/beta rhythms
include band power values, amplitude envelope by the Hilbert transform, and
autoregressive model [47]. Time-frequency analysis can provide more detailed
features by jointly considering EEG dynamics in frequency and time domains and
thereby improve the classification performance [49, 50]. In addition to temporal and
spectral features, since ERD/ERS during motor imagery exhibit characteristic spatial
patterns, the extraction of spatial features is especially important for the discrimina-
tion of motor imagery states. In the space domain, various approaches have been
proposed to enhance the extraction of spatial features. First, spatial filtering tech-
niques can significantly enhance the SNR of the mu/beta rhythms by removing the
task-irrelevant brain activities. The supervised common spatial pattern (CSP) algo-
rithm and its extensions such as multi-class CSP and filter bank CSP algorithms have
been proved highly efficient for extracting discriminative information cross-motor
imagery states [51–53]. Unsupervised methods such as independent component
analysis (ICA) have also been applied to extract independent sensorimotor compo-
nents toward a calibration-free system [54]. Second, EEG source imaging methods
have been proposed to extract spatial features in the source space, which show
improved spatial resolution and specificity than scalp EEG, for classifying motor
imagery states in BCIs [55]. Source imaging approaches with a high spatial resolu-
tion were able to enhance BCI performance of decoding complex right-hand motor
imagery tasks (i.e., flexion, extension, supination, and pronation) [56]. Third, inde-
pendent from spectral features, amplitude and phase coupling measures such as
non-linear regressive coefficients and phase locking value have been applied to
extract brain synchrony features that reflect connectivity between multiple cortical
regions involved in motor imagery [57]. By enhancing the extraction of spatial
features from the sensorimotor areas, these signal processing approaches signifi-
cantly facilitate the classification of motor imagery states. After feature extraction,
the widely used classifiers such as LDA and SVM convert the features to continuous
or discrete control commands to operate output devices [14].

2.2.2.3 User Training

User training plays a key role in the sensorimotor BCI. In the BCI system that
requires subject to learn self-control of mu/beta rhythm amplitude, subjects usually
take multiple training sessions for weeks and months to realize multi-dimensional
control of cursor movement [45]. For the system that discriminates motor imagery
states, the selection of the kind of motor imagery affects the BCI performance. For
example, kinesthetic motor imagery was found to be superior to visual-motor
imagery with respect to distinct spatial patterns [58]. Therefore, user training should
emphasize kinesthetic experiences instead of visual representations of movements to
obtain reliable motor-imagery-based BCI control. In the BCI systems that employ
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machine learning approaches, the brain and the machine can adapt to each other
simultaneously, leading to a co-adaptive learning paradigm, which can significantly
reduce the user training time [59, 60].

In the sensorimotor BCI, “BCI Illiteracy” is a big challenge for user training and
system applications [61]. An estimation of 10% of people was found not able to use
the motor imagery BCI after a short training session around 10 min [47]. To avoid
costly training of participants who might not obtain BCI control, a neurophysiolog-
ical predictor of BCI performance based on resting state EEG was proposed and
achieved a high correlation between the predictor and the BCI performance after
online training [62]. Currently, a general concern of researchers is how a naïve user
can learn to operate the sensorimotor BCI. There are few BCI studies focusing on the
training of naïve users. By adopting advanced signal processing and machine
learning algorithms, a motor imagery BCI system achieved accurate performance
in naïve subjects even in the first session [63]. In addition, the co-adaptive learning
approach was demonstrated helpful for subjects who suffer from the BCI illiteracy
problem to successfully gain control of the system [59].

2.2.3 Hybrid BCIs

2.2.3.1 Hybrid Modalities

A hybrid BCI combines a BCI with other physiological or technical signals
[20, 64]. The goal of hybrid BCIs is to integrate multiple input signals to improve
the performance of normal BCIs, and enlarge the population of end-users. In a
hybrid BCI, at least one brain signal should be employed to provide intentional
input to the BCI for real-time communication or control. According to the type of the
second signal modality, hybrid BCIs can be categorized into pure hybrid BCIs and
mixed hybrid BCIs [65]. A pure hybrid BCI typically combines two EEG patterns
together toward enhanced BCI performance. The widely used hybrid EEG patterns
are the combination of ERPs and sensorimotor rhythms (e.g., SSVEP-motor imag-
ery, P300-motor imagery), and the combination of two ERP signals (e.g., P300-
SSVEP, N2pc-SSVEP). In addition to hybrid EEG signals, other types of brain
signals can also be employed to build a pure hybrid BCI. For example, a hybrid near-
infrared spectroscopy (NIRS)-EEG BCI was developed and significantly improved
the classification accuracy of motor imagery [66]. A mixed hybrid BCI combines
EEG with other non-neuronal control signals toward more robust and reliable
control. The control signals can be physiological signals (e.g., EMG, EOG, or
heart rate) or signals from other existing input devices like an eye tracking system.
These control signals typically are generated by residual muscle functions. For
example, EMG signals, which can be modulated by residual muscle activities of
patients, have been used to implement hybrid BCIs with various EEG signals and
achieved significantly improved accuracy and ITR [20, 65].
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The hybrid BCI processes the multiple input signals simultaneously or sequen-
tially. Accordingly, hybrid BCIs can be divided into these two types (i.e., simulta-
neous and sequential hybrid BCIs) [64]. Simultaneous hybrid BCIs fuse information
from different input signals, which carry the same desired goal for intentional
control, to improve the accuracy. For example, in visual ERP-based BCIs, SSVEP
and P300 signals have been widely used to detect gaze direction, therefore, a hybrid
SSVEP-P300 BCI can significantly enhance the performance of gaze-dependent
target identification by combining the two independent EEG signals [67]. Data
fusion plays an important role in a simultaneous hybrid BCI [68]. Information fusion
of multiple input signals is required in the procedures of feature extraction, feature
combination, and classification decision. Sequential hybrid BCIs operate two sys-
tems sequentially, typically with one system as a switch or selector and another
system for regular BCI control. The input signal for a switch or selector generally
requires high accuracy and reliability, but a small number of discriminable condi-
tions. For example, a brain switch based on motor imagery has been widely used in
sequential hybrid BCIs [64]. In a sequential hybrid BCI, multiple control signals are
processed separately toward different outputs, and therefore data fusion is not
required.

2.2.3.2 Hybrid EEG Signals

In hybrid BCIs, the simultaneous pure hybrid BCIs that only employ multiple EEG
patterns are of great interest to BCI researchers due to the great challenges in system
design and data fusion. There are two different ways to form hybrid EEG signals.
The first approach is to design hybrid BCI paradigms with multiple mental tasks,
which can be used to elicit different EEG signals for single or multiple dimensional
controls. An example is hybrid BCIs based on SSVEP and P300 signals, which have
been widely used in visual BCIs [19]. Frequency-coded SSVEP stimuli can be
superimposed onto P300 stimuli coded with a standard row/column paradigm. The
attended target stimuli can simultaneously evoke P300 and SSVEP, which can
facilitate the discrimination between target and non-target stimuli [67]. Another
diagram used the SSVEP blocking approach to evoke P300 and block SSVEP at
the same time, which also significantly improved target discrimination [69]. The
combination of motor imagery task and visual attention tasks was proposed to
develop a hybrid BCI, which can be applicable for more users [70]. The concurrent
motor imagery (i.e., imagination of left or right hand movements) and visual
attention (gazing left or right flickering stimuli) tasks simultaneously produced
independent ERD and SSVEP features for enhanced classification performance. In
another study, motor imagery and P300 tasks were performed simultaneously and
independently to control 2D cursor movement [71]. Subjects obtained independent
mu/beta rhythms and P300 for horizontal and vertical movement controls, respec-
tively. The second approach to form hybrid EEG signals only employs a single type
of mental tasks, which can elicit multiple EEG signals. The combination of ERPs
and oscillatory brain rhythms can improve the discriminability of EEG patterns. For
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example, the combination of ERD/ERS and the lateralized readiness potential
facilities the classification of motor imagery tasks [72]. In the gaze-independent
SSVEP BCI based on visual spatial attention, the combination of SSVEP and the
parieto-occipital alpha rhythm resulted in improved classification accuracy [73]. In
addition, with appropriate design, multiple ERP signals can be modulated by a
common task. For example, hybrid N2pc and SSVEP features were combined to
realize fast detection of covert visuospatial attention in a recent study [74].

2.3 Challenges in Developing BCIs for Practical
Applications

Although the feasibility of various BCI paradigms has been well demonstrated in the
past decade, translating BCI systems from well-controlled laboratories to compli-
cated living environments still poses great challenges [19, 24]. First of all, the BCI
performance in terms of ITR is a key factor in building practical applications for
communication and control. Due to limits of the EEG technology, the bottleneck
problem in communication speed remains unsolved. Especially in the noisy living
conditions, the low ITR is still the key obstacle to BCI applications. Second, the
usability of the system plays another key role in practical applications for daily
routine use. The two major issues regarding user experience include system calibra-
tion and asynchronous system design. The third factor is the practicality of the
hardware and software platform. Specifically, practical BCI applications require a
convenient mobile EEG system with electrodes that are easy to apply. Besides,
analysis of mobile EEG signals, which are more easily contaminated by various
noises, requires further development on algorithms. These technical issues need to
be addressed to develop BCIs that can satisfy requirements for widespread usage in
daily life.

2.3.1 Improving Information Transfer Rate

2.3.1.1 ITR in EEG-Based BCIs

Various metrics (e.g., classification accuracy, ITR, sensitivity and specificity, effi-
ciency and utility, and the like) have been proposed for evaluating the performance
of BCIs [75]. Among them, the ITR has been the most widely used metric in BCIs
for the purpose of communication and control. Currently, the most popular method
for calculating ITR based on Shannon channel theory is defined as follows [2]:

ITR ¼ log2M þ Plog2Pþ 1� Pð Þlog2
1� P

M � 1
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� 60

T

� �
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where N is the number of possible choices, P is the classification accuracy, and
T (in seconds/selection) is the average time for each selection. Due to its capability to
quantify communication speed, ITR in bits/minute (bpm) has been widely used to
evaluate the performance of online BCI systems.

According to temporal control paradigm, BCI systems can be divided into
synchronous and asynchronous BCIs [15]. Most current BCIs use synchronous
control protocols where the system controls are periodically available and the timing
of the operation is determined by the system. In general, ITR calculation in Eq. (2.1)
can be directly used for synchronous BCIs. In contrast, the system controls are
continuously available in the asynchronous control protocols. By discriminating
non-control state and intentional control state, the asynchronous BCIs allow users
to make self-paced decisions on when to start or stop the operation. Since the timing
of system operation may vary dramatically depending on the user’s control state,
asynchronous BCI systems usually do not report ITR [76].

2.3.1.2 BCIs with High ITRs

In Wolpaw et al.’s review in 2002 [2], the BCIs showed maximum ITRs up to
10–25 bpm [2]. Over the past 15 years, advances in BCI research have dramatically
increased the ITRs for BCIs in all categories. First, for the sensorimotor BCIs, the
ITRs have been improved by applying efficient signal processing and machine
learning algorithms. However, due to the small number of possible choices and
the endogenous control property, ITRs reported for the motor imagery BCIs were
generally lower than 15 bpm [77]. Second, for the ERP-based BCIs, the ITRs have
achieved a number of breakthroughs. With recent advances in information coding
and EEG decoding, the current ERP-based BCI systems have achieved multifold
increases of ITR compared with the early systems. Notably in recent studies on
visual BCI spellers, the ITRs above 100 bpm have been reported in BCIs using P300
[78], cVEP [36], and SSVEP [34, 35, 79–81]. Townsend et al. used temporal
constraints to develop an asynchronous presentation paradigm for the P300 BCI
and reported an ITR of 120 bpm with a subject using a 72-target matrix [78]. Bin
et al. developed a 32-target BCI using cVEP and achieved an average ITR of
108 bpm [36]. In the past several years, the BCIs based on SSVEPs have demon-
strated a series of systems with high ITRs. Chen et al. developed a 45-target BCI,
which was calibration free, with frequency-based stimulus coding and EEG
decoding methods and obtained an ITR of 105 bpm [79]. The ITR was further
improved to 151 bpm by adopting a filter bank analysis algorithm [80]. More
recently, the combination of advanced SSVEP detection and multi-target coding
methods has been proved highly efficient for the SSVEP-based BCIs. Nakanishi
et al. proposed to incorporate individual calibration data in SSVEP detection and
reported an ITR of 166 bpm using a mixed frequency and phase coding method
[81]. Chen et al. reached a spelling speed at 1 character per second by proposing a
joint frequency and phase modulation method and pushed the ITR up to 270 bpm
[34]. In a recent study, by adopting a new spatial filtering algorithm, Nakanishi et al.
achieved an ITR of 325 bpm [35], which was the maximum ITR reported in current
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BCIs. Note that, since the spelling speed of 1 character per second is close to the
speed limit of human gaze control, there might be little room for improving the
practical ITR of BCI spellers [34]. Third, for the simultaneous hybrid BCIs, the ITRs
have been significantly increased compared with the single modalities. The ITRs of
hybrid BCIs highly depend on the signals employed in system design. For example,
the hybrid P300-SSVEP BCIs reported ITRs around 50–60 bpm [67, 82], while the
hybrid SSVEP-EMG BCI reached an ITR above 90 bpm [65]. Compared with the
ERP-based BCIs, there is still large room for improvement of ITRs in the
hybrid BCIs.

2.3.1.3 Approaches for Improving ITR

The performance bottleneck of current BCIs is mostly attributed to the poor SNR of
EEG signals. Therefore, approaches for improving ITR generally aim to improve the
SNR of EEG by adopting advanced signal processing and machine learning algo-
rithms [11, 13]. However, according to Eq. (2.1), the methods for improving ITR can
be considered with respect to number of choices (N ), classification accuracy (P), and
target selection time (T ) separately. Note that, these parameters cannot be considered
independently because they always interact with each other in BCI systems. For
example, there is always a tradeoff between classification accuracy and target
selection time toward an optimal ITR.

Classification accuracy is crucial in ITR estimation. The methods to improve
classification accuracy can be summarized into two directions [19]. The first direc-
tion is to enhance the SNR of task-related EEG signals. In this direction, advanced
signal processing algorithms have been applied to artifact removal, spatial filtering,
and feature extraction [11]. For example, in the sensorimotor BCIs, the CSP-based
spatial filtering algorithms have been widely used to extract the task-related power
change of mu/beta rhythms during motor imagery [52, 53]. In the SSVEP BCIs, the
canonical correlation analysis-based spatial filtering algorithms significantly
improve the SNR of SSVEPs [80, 81, 83]. Besides, the amplitude and SNR of
task-related EEG signal can be enhanced by user training. In the sensorimotor BCIs,
users learn to control the amplitude of sensorimotor rhythms through online training
with feedbacks [45]. Alpha neurofeedback training has been shown efficient for
improving the SNR of SSVEPs [84]. The second direction for improving classifica-
tion accuracy is to maximize the separability of multiple classes. To this end,
machine learning-based classification techniques have been widely used in feature
selection, feature combination, and classification [13, 14]. For example, linear
classifiers like LDA have shown good performance in the sensorimotor and
ERP-based BCIs [38]. In addition, separability of multiple classes can be improved
by encoding more informative features in EEG signals. For example, the hybrid
frequency and phase coding methods have been applied in the SSVEP-based BCIs
[34, 81]. The hybrid EEG signals used in the simultaneous hybrid BCIs can
significantly improve the separability of different classes by combining multiple
EEG signals.
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The number of choices also plays an important role in ITR estimation. In the
sensorimotor BCIs, the number of choices are generally very limited due to the low
spatial resolution of EEG patterns. The discrete classification of motor imagery tasks
typically includes imagination of hands, feet, and tongue movements [48]. The
number of choices can be improved by enabling the continuous control of 2D and
3D movements [45, 46]. The ERP-based BCIs show good capability in
implementing a large number of choices. For example, a P300 BCI using the method
of flashing quasi-random groups of characters realized a 7�12 matrix speller
[85]. The BCI system using cVEP could discriminate 64 classes [9]. In these
systems, the MA methods from telecommunications facilitate the implementation
of a large number of classes [19].

The target selection time requires to be optimized toward high ITRs, especially in
the ERP-based BCIs. Due to the non-stationarity of EEG signals, the number of trial
repetitions required for target identification should be able to vary over time. In the
P300 BCI, the dynamic stopping method has been proposed to reduce the target
selection time by adaptively adjusting the number of trial repetitions [86]. In addi-
tion, the target selection time can be largely reduced by employing more efficient
target coding methods. For example, in the VEP-based BCIs, the FDMA and CDMA
methods require a much shorter time duration to code multiple targets than the
TDMA method.

2.3.2 Reducing System Calibration Time

The non-stationarity and individual variance of EEG signals pose great challenges to
the implementation of BCIs using training-based machine learning algorithms
[19]. A calibration session is typically required to collect training data for building
a classification model before the operation of the BCI system. In practice, the
repetitive calibration procedures could be boring and time-consuming. To facilitate
system calibration, different methods have been developed to reduce the calibration
time or even realize zero-training paradigms. To reduce the calibration time, the
machine learning algorithms need to have good generalization ability and robustness
even when the training dataset is small. In recent years, the zero-training methods
have obtained increasing attention. These methods aim to transfer information across
multiple sessions, subjects, or tasks to obtain generalizable models that can be
directly used for operating BCIs. For example, for each individual user, the cross-
session transfer of spatial filters and EEG templates was developed for detecting
SSVEPs without new calibration [87]. Besides, the cross-subject transfer of models
has been demonstrated feasible for SSVEP [88] and P300 [89] detection without
individual calibration data. In addition, the cross-task transfer of spatial filters
derived from resting EEG data was proposed to implement zero-training classifica-
tion of EEG in motor imagery tasks [90]. Furthermore, to better address the
non-stationarity issues, adaptive classification methods have been developed to
automatically update the classifiers during online BCI operations [88, 91]. The
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combination of information transfer and adaptive classification methods provides a
practical solution to facilitate the calibration procedure of current BCIs.

2.3.3 Asynchronous System

Asynchronous BCIs, in which users make self-paced operations, are more flexible
and natural for routine use than synchronous BCIs [15]. In asynchronous BCIs,
continuous detection of idle state is required for discriminating the intentional
control state and the non-control state. The BCI system only sends control command
when an intentional control state is detected. Accurate detection of the idle states is
crucial for practical applications; however, it remains a challenging task due to the
large variability of idle states, which might involve different mental activities. One
way to address the control state detection issue is to design a switch, which can turn
on/off the BCI control mode. This method has been applied in SSVEP-based BCIs.
For example, the idle state and the control state were switched by selecting an on/off
stimulus, which turned on/off the visual stimuli of the SSVEP BCI [92]. To imple-
ment a user-initiated asynchronous BCI system, the discrimination of EEG signals
between the idle state and the intentional control state is important and of great
interest. For example, in a sensorimotor BCI-based brain switch, EEGs
corresponding to idle and imaginary movement states were classified sample-by-
sample and the averaged results over time were used to control the switch [93]. In the
ERP-based BCIs, the method for detecting idle states is generally based on the
computational modeling of EEG signals under the idle and control states. In an
SSVEP BCI, spontaneous EEG signals under different types of idle states
(on-screen, off-screen, eye-closed) and SSVEPs were classified by SVM classifiers
[94]. In an N200 BCI, a computational model of the mVEP response patterns, which
integrated the spatial profile of the speller matrix, was used to detect the non-control
state effectively [95]. In a P300 BCI, computational models for target P300,
non-target P300, and non-control EEG signals were proposed for detecting control
and non-control states based on likelihood [96].

2.3.4 Developing Mobile BCI System

Despite the significant performance improvement of EEG-based BCIs, real-life BCI
applications have still been hindered by the lack of portability and cumbersome
system settings such as skin preparation and gel application. Developing a mobile
BCI platform enables the movement of BCI systems from well-controlled laboratory
settings to real-world environments. To design a mobile BCI system, the following
three major challenges need to be addressed.

First, a mobile BCI system requires advanced sensor technologies to facilitate the
skin preparation and gel application, which may take around an hour for
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conventional high-density EEG systems. Recently, researchers have developed
various types of EEG electrodes. For example, dry- and non-contact electrodes
showed good performance in an online BCI experiment based on SSVEPs recorded
from the occipital area without conductive gels [97]. In another study, a soft,
foldable, and ultra-thin electrode constructing fractal mesh geometry was introduced
for long-term recording of high-fidelity EEG signals for a persistent BCI
[98]. Besides, placing electrodes over non-hair-bearing areas is another way to
avoid the interference from hairs. For instance, several studies demonstrated that
behind/around-the-ear electrodes can be an alternative solution to measure EEG for
BCIs [99, 100]. In addition, the platform for ear-EEG, which can record EEG signals
from electrodes placed in-the-ear, has been developed for brain monitoring
[101]. Second, a portable platform using mobile hardware for stimulus presentation,
signal acquisition, and data processing is required to expand the capability of BCIs.
Recent rapid advances in mobile devices like smartphones made it possible to
implement a truly portable BCI. For example, a cellphone-based phone-dialing
BCI system was demonstrated using SSVEPs [102]. A head-mounted virtual reality
(VR) platform also showed great potentials for implementing a mobile BCI system.
Nakanishi et al. proposed a portable BCI, which integrated wireless and wearable
EEG, dry EEG and EOG sensors, and a head-mounted VR display, for assessing
visual field loss in glaucoma patients based on multi-focal SSVEPs [103]. Third,
artifact removal techniques are necessary for a robust mobile BCI. In general,
subjects are instructed to remain stationary and focus only on their tasks in labora-
tory experiments, resulting in clean EEG recordings. However, in real-world situa-
tions, motion artifacts and ambient noises can be a severe problem since users’
behaviors are not restricted. To simulate realistic motion artifacts, dual-task exper-
imental design, in which subjects needed to perform a primary motor task and a
secondary cognitive task at the same time, has been proposed. For example,
Gramann et al. recorded EEG from subjects standing or walking on a treadmill
while performing a visual oddball response task [104]. Although the scalp record-
ings were contaminated with motion artifacts, source ERP activities decomposed by
ICA did not differ across conditions [104]. Lin et al. performed an online SSVEP
BCI using a wearable EEG system in human subjects under walking conditions
[105]. These results suggest that subjects can use ERP-based BCIs even while
moving by combining mobile EEG with efficient de-noising algorithms.

2.4 Applications of BCIs

Facilitated by the rapid development of modern information technology, BCIs are
moving beyond laboratories into real-world applications. The majority of the avail-
able BCI applications has been focusing on decoding and outputting users’ intention,
in which the users actively perform certain mental tasks for the purpose of control-
ling external devices. The devices can be assistive or rehabilitative, used in both
medical and non-medical scenarios. BCIs can also be applied to monitor users’
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mental states in real time without their active participation. Applications in this
direction mainly focus on healthy people in non-medical scenarios. Below we briefly
review the state-of-the-art BCI applications and organize them by their design
purposes (i.e., medical or non-medical).

2.4.1 BCIs for Medical Use

ERP-based BCIs are probably the most popular BCI systems serving as an assistive
tool for severely motor disabled people, for example, patients with amyotrophic
lateral sclerosis (ALS) [106, 107]. Compared to sensorimotor BCIs, the major
advantage for ERP-based BCIs is its relative ease of acquiring reliable signals with
little training required [17]. Using the classical P300 speller, ALS patients have
demonstrated the capability of operating necessary software such as word
processing, painting, e-mailing, and controlling home appliances, in their home
environment for a considerably long time (>2.5 years in [108] and 14 weeks in
[109]). Nevertheless, challenges still remain for patients with complete locked-in
syndrome, who are speculated to lack the contingency between a voluntary intention
and its consequence [110].

Sensorimotor BCIs, by contrast, have been suggested as an effective approach for
rehabilitative purposes (see [10, 45] for attempts to implement assistive BCIs). The
most widely studied population is the stroke patients, in which rehabilitative BCIs
are expected to help them regain the lost motor functions. Sensorimotor BCIs detect
and translate patients’ movement intentions into actual limb movements, with the
help of a prosthesis or a direct functional electrical stimulation. Such rehabilitation
training is believed to induce reorganization of neural circuits, thus facilitating motor
function recovery [111].

2.4.2 BCIs for Non-medical Use

Both ERP-based and sensorimotor BCIs can be used in non-medical scenarios, as a
novel human-computer interaction (HCI) approach, especially in gaming industry
[112, 113]. BCIs are considered as an additional input modality (along with key-
board, speech, gestures, and so on) to control a game or a general HCI application
(e.g., in VR environments), providing a unique and possibly useful way for
interaction.

An emerging but more important BCI application direction for healthy users is
real-time monitoring of critical mental states, such as attention, stress, cognitive
load, emotion, and the like. Most of these BCIs, recently termed as ‘passive BCIs’
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[22], usually take the form of hybrid BCIs, in which other physiological or environ-
mental signals are also included when necessary, with the aim of having a more
comprehensive overview of the users’ states. Passive BCIs provide an objective
evaluation in the fields of driving safety [114, 115], education [116], user experi-
ence, or neuro-marketing [117]. Although still at an early stage, BCI development in
this direction is believed to benefit a much larger population, beyond the scope of
clinical population.

2.5 Summary

The past 20 years have witnessed unprecedented progress in the BCI technology. In
addition to the original purpose to help the patients with motor disabilities to
communicate with their environments, current BCI applications have been extended
to various fields including brain state monitoring, neuro-rehabilitation, and human
performance improvement in the last few years. More generally, BCI can be defined
as a real-time platform that uses online brain signal analysis to influence human
interactions with their environments. In the field of communication and control,
beyond the initial definition of interface, the current BCI technology places more
emphasis on the interaction between human brain and the output devices. The
practical BCI applications will allow researchers to study the mutual interference
between brain and devices in long-term interaction.

Despite significant progress in performance improvement, low communication
rates remain key obstacles to BCI-based communication and control. The improve-
ment of communication speed will continue to be a main challenge in BCI research.
The following efforts can be made in this direction. First, by increasing our under-
standing of how sensation, perception, and cognition are encoded in brain signals,
new BCI paradigms with wider communication bandwidths can be developed.
Second, by considering BCI as a communication system, advanced technologies
from telecommunications can be employed to improve information modulation and
demodulation in BCIs. Third, more efficient signal processing and machine learning
algorithms can facilitate the decoding of EEG. Fourth, brain stimulation methods
such as electrical and magnetic stimulation can be employed to enhance the brain
signals. Furthermore, the future performance breakthroughs of BCI require the
collaboration between neuroscience, artificial intelligence (AI), and engineering. In
the near future, the combination of BCI with AI can lead to new hybrid intelligence
systems that can effectively fuse human and machine intelligence.
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Chapter 3
Invasive Brain Machine Interface System

Yile Jin, Junjun Chen, Shaomin Zhang, Weidong Chen,
and Xiaoxiang Zheng

Abstract Because of high spatial-temporal resolution of neural signals obtained by
invasive recording, the invasive brain-machine interfaces (BMI) have achieved great
progress in the past two decades. With success in animal research, BMI technology
is transferring to clinical trials for helping paralyzed people to restore their lost motor
functions. This chapter gives a brief review of BMI development from animal
experiments to human clinical studies in the following aspects: (1) BMIs based on
rodent animals; (2) BMI based on non-human primates; and (3) pilot BMIs studies in
clinical trials. In the end, the chapter concludes with a summary of potential
opportunities and future challenges in BMI technology.

Keywords Brain-machine interfaces · Neural ensemble recording · Neural
decoding · Neural stimulation · Electrocorticogram

3.1 Introduction

Spinal cord and limb nerve injury, amyotrophic lateral sclerosis, and other neuro-
muscular degeneration are common neurological disorders that cause hemiplegia
and paraplegia. There are 130,000 new paralyzed patients due to spinal cord injury
(SCI) per year in the world [1]. About half of these patients are injured above the
sixth section of the cervical vertebra. Thus, the movement of the limbs will be
affected. Except for spinal cord injury, some other diseases can cause a loss of motor
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function, when patients deeply appreciate how important the motor function is. Most
of these patients are unable to take care of themselves and have a poor quality of life.
Meanwhile, the drug is not effective in their cases.

Brain-Machine interfaces (BMIs) establish a direct pathway for communication
and control between the brain and external devices, which means utilizing neural
signals to control external devices to accomplish the desired action [2–4]. This
pathway enables direct interaction between the brain and external devices indepen-
dent of spinal cord/peripheral neuromuscular system. Not only does it assist and
enhance the interaction between the human and outside world, but also repair the
sensory, motor, and other cognitive dysfunction, providing a new means of rehabil-
itation for the disabled.

BMI is mainly composed of signal acquisition, signal processing, signal
decoding, and external device control module [3, 4]. Signal acquisition module
utilizes various sensor brain signal acquisition to collect electroencephalogram
(EEG), magnetic signals, image signals, and others which can reflect neural activ-
ities in the brain. Signal processing refers to amplifying and filtering the original
signal, consequently enhancing the effective signals and inhibiting the invalid
signals like noise. Signal decoding is a process mapping the neural activities to
motion parameters, which can be further converted to commands to control external
devices. External devices aim at assisting or enhancing the motor function of
subjects. Some common ones are a computer mouse, electric wheelchair, robotic
arm, and so on.

BMIs are divided into non-invasive BMIs and invasive BMIs according to
whether the signal acquisition equipment invades the organism of subjects [2]. Inva-
sive BMIs based on cortical neural signals can directly obtain spike and field
potentials with the features of being an informative and high temporal-spatial
resolution, so as to predict the subjects’ behavior intention and achieve real-time
and precise control of external devices in multiple degrees of freedom. Since this
century, scientific journals such as Nature and Science have reported a number of
significant research achievements about invasive BMIs. The related research also
promotes people’s awareness of the nervous system and establishes a large number
of methods to process complex information, which greatly helps computer improve
comprehension to complex perceptual information and increase the efficiency of
processing mass heterogeneous information.

From the point of view of the development of BMIs studies, the current trend of
development of BMI is gradually transformed from laboratory to clinical applica-
tion. Experimental study of BMI is more and more advanced, from rodent animals
gradually shifted to non-human primates, and has carried out preliminary clinical
studies; The paradigms in studies are getting more complex, from the
two-dimensional (2-D) cursor control to the development of multi-degree of freedom
prosthesis for performing reach-to-grasp movements. The clinical study of these
invasive BMI will provide a solid foundation for its clinical applications.

68 Y. Jin et al.



3.2 BMIs on Rodents

With the deepening understanding of the encoding rules of the cerebral motor cortex
in the rodent and the continuous improvement of the accuracy of the off-line
decoding algorithms, researchers try to bypass the natural neural pathway and
establish the artificial information transmission pathways, which means direct
extraction of neural signals of cerebral motor cortex and real-time control of external
device. According to the difference of the direction of information transmission, the
rodent BMI can be classified into one-way BMI and two-way BMI.

3.2.1 Neural Decoding Studies in Rodents

One-way BMI refers to the extraction of neural signal from the cerebral cortex of
animals, the translation of neural signals into motion commands according to the
mapping between them and controlling external device to complete the task. In
one-way BMI, information is transmitted from the nervous system to the external
device on the artificial pathway. The animal can only receive the feedback of
external device through its natural sensory system, such as vision, audition, touch,
etc. One-way BMI is the earliest brain-machine interface system.

According to whether the animal gets the feedback of external device in real time,
one-way BMI is classified into open-loop BMI and closed-loop BMI. The world’s
first open-loop BMI system was built by Chapin in 1999, in which the rat pressed the
lever by its neural signals [5]. As shown in Fig. 3.1, the rat was first trained to learn to
press the lever with its forelimb (Fig. 3.1b). The displacement of the lever was
proportional to that of a robot arm which delivers water to rats (Fig. 3.1c). Once the
displacement exceeded the threshold, the rat could get the water reward. During the
experiment, multi-channel neural signals of the primary motor cortex (MI) and the
ventrolateral (VL) thalamus were recorded simultaneously. In behavioral control
mode, the rat drank water by pressing the lever. In the BMI mode, the connection
between the lever and the robot was cut off, and the displacement of the robot was
controlled by control commands decoded from the 32-channel neural signals. Then,
the control mode switches to BMI mode. In the early stage of BMI mode, the rat still
tried to press the lever to get the reward. As time went on, the rat completed the task
only by modulating its neural activity, and the association between the forelimb’s
displacement and neural activity was weaker and weaker. Finally, the rat drank water
only by modulating neural signals without moving its forearm. The experiment first
proved the feasibility of an online BMI system and opened the door to the BMI field.

In 2009, Lee et al. built a rat BMI system to control turntables [6]. In behavioral
training, the rat was trained to control the direction and magnitude of a turntable to
obtain water. The motion set Cq consisted of seven elements {�3, �2, �1, 0, 1,
2, 3}, where the sign of the element represented the rotation direction and the
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magnitude represented the rotation amplitude. After behavioral training, multi-
electrodes were implanted in the SI vibrissae area. As shown in Fig. 3.2, multi-
channel spike train was sent into feature extraction and channel selection units which
selected two channels sj1, sj2 as decoding channels according to correlation. The

Fig. 3.1 The first BMI study in rodents [5]

Fig. 3.2 A turning table paradigm in rodent BMI study [6]
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coding unit obtained the mapping between the relative deviation of sj1, sj2 and the
motion data Cq ¼f(sj1, sj2). According to the mapping obtained above, the decoder
generates the control command every 200 ms to make the turntable rotation.

In 2012, Manohar et al. built the BMI system of the rat hindlimb pressing lever
under three different conditions [7]. The rat was trained to press the lever to get the
reward in the behavioral control mode, which was followed by three neural control
modes (NC). In the first mode, the mechanical connection between the lever and the
reward delivery was cut off, but the rat could still press the lever. In the second mode,
the lever was removed and the rat got the reward purely by modulating its neural
signals. In the third mode, the spinal cord of the rat was completely transected and
the rat relearned to modulate the BMI system. They compared the performance and
neural firing pattern in the behavior control mode and three neural control modes.
When the control mode was switched from the behavior control mode to the neural
control mode, the response of the direct population was significantly enhanced, and
the decoded information was significantly increased. When the lever was removed,
the control performance was similar but the neural response changed significantly.
When the spinal cord completely transected, the decoded information decreased by
40%. With a period of learning, the control performance gradually recovered, but
still worse than before. The experiment demonstrated that the animals’ state, such as
the limitation of movement and the integrity of neural pathways, had a large
influence on the BMI performance and the firing pattern of a neural population.

For some paralyzed patients, such as those with spinal cord injury, their cerebral
motor cortex and effector (such as the arm) are intact and the lesion is located on the
neural pathway, which breaks the transmission of information. For these patients, the
best way to repair the motor function is to build an artificial neural pathway between
the cerebral motor cortex and the effector. So researchers tried to combine traditional
BMI with muscle electrical stimulation technique and put forward a new repairing
technique of neural pathway. In 2014, Alam et al. reconstructed the neural pathway
between the primary motor cortex and the hind limb of the rat with spinal cord
transection [8]. They recorded the neural activity from the primary motor cortex of
running rats before and after spinal cord transection in rats running tasks. The results
showed that the association between neural activity and motion states decreased
significantly after the transaction, but the stationary state and moving state could be
still distinguished by decoding. After transection of the spinal cord, action potentials
of the motor cortex were used to stimulate the muscles of the hindlimb. When the
smoothed firing rate exceeds the threshold for the five consecutive time windows,
the neural stimulator stimulated the hind limb muscle with a bidirectional pulse
(biphasic pulse), which resulted in the synchronization movement between the hind
legs and forelimb

The traditional BMI has to acquire a section of neural signal and movement data
to train the decoder before translating the neural signals into control commands.
However, for paralyzed patients, it is difficult to get the training data. A solution is
based on motor imagination in which the paralyzed patients observe the automatic
movement of external device while imagining themselves controlling the device.
Then, the neural signals and the movement data are used to train decoder. With the

3 Invasive Brain Machine Interface System 71



in-depth study of brain plasticity, researchers try to set the mapping between the
neural signal and motion states arbitrarily without a training set. Relying on the
neural plasticity, the brain modulates its firing pattern to adapt to the artificial
mapping and finally control the external device.

In 2005, without the advanced training and neural data for animals, Kipke et al.
made use of the brain plasticity and adaptive decoder to build a rat BMI system to
control an auditory cursor [9]. In each trial, the rat was given a target tone (10 Hz)
and then required to control the auditory cursor to match the target tone. A Kalman
decoder was used to translate the multi-channel neural signals into the pitch of an
auditory cursor which was fed back to the rat in real time. The initial parameters of
the decoder were randomly generated. A block estimation adaptive strategy was
used to update the decoder parameters. Each block contained 10 trials. After each
block, the pool of the neural signals and pitch of the auditory cursor during the
previous 10 trials served as the training set to retrain the decoder. The new decoder
was then used in the next block of trials. As the training went on, the success rate
increased gradually from the random level.

The experiment carried by Kipke et al. harnessed the plasticity of the brain and
adaptive strategy of the decoder to converge the encoding rules of both natural neural
system and decoder. Thus, the final neural mapping was based on natural mapping,
but not exactly the same. Considering the great role of neural plasticity in the BMI
system, researchers have tried to build some BMI systems entirely relying on the
plasticity of the neural system. In 2012, Carnema et al. proposed the operative
conditioning experiment based on neurons, which artificially set new neuronal
encoding rules which are completely different from natural ones. Then, the rat was
trained to modulate the activities of neurons to control an auditory cursor [10]. The
researchers successfully achieved the two-way control of the auditory cursor with
this method and studied the functional coherence and plasticity of cortex and
striatum. Specifically, two groups of primary motor cortex (MI) neurons were
selected as conditioned neurons, and the rat was trained to control the auditory
cursor to reach the high or low threshold by modulating neural firing patterns. The
relationship between the pitch of the auditory cursor and the response of the two
groups of neurons was opposite: the increased response of the first neural population
increased the pitch of the auditory cursor while that of the second neural population
reduced the pitch. Therefore, to reach the high pitch target, the rat had to activate the
first neural population while suppressing the second one; to reach the low pitch
target, the modulation was opposite. The results indicated that the firing patterns of
striatal neurons changed as the rat learned to control the auditory cursor and
gradually matched the preset encoding rules. Furthermore, the firing pattern of the
motor cortex and striatum become more and more similar. The experiment further
extended our understanding of neural plasticity and proved that through training the
animal could master a new encoding rule which was completely different from
natural ones and achieved control of the external device.
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In 2014, Widge et al. made a similar operant conditioning experiment to control
an auditory cursor [11]. Different from the Carnema’s experiment, they only
extracted one neuron from the prefrontal cortex (PFC) as the conditioned neuron,
and its firing rate was positively related to the pitch of the auditory cursor. The
experiment trained the rat to move the auditory cursor to the target within a period of
time to and maintain for 500 ms. After training, all rats were able to complete the
BMI tasks successfully. The results demonstrated the feasibility of a single neuron in
the operant conditioning control of BMI. In 2013, Arduin et al. achieved to train rat
to self-drink by modulating single neuron in the motor cortex to control the one-way
movement of the water bottle [12]. In the same year, he further improved his
experiment and achieved two-way continuous brain control [13].

3.2.2 Bidirectional Recording and Stimulating System
for Free Moving Rats

Just as described before, the information pathway of the one-way BMI is from the
brain to the external device whose feedback is transmitted back by natural sense such
as vision, audition, or touch. The development of intracranial microstimulation
(ICMS) provides a new approach to transmit information directly to the brain
independent of the natural neural feedback pathways. Recently, the technique of
guiding the animal to conduct a specific task by ICMS has become more and more
mature. Therefore, researchers tried to build the two-way information interaction
between the neural system and the external device, e.g., bidirectional BMI.

The first bidirectional BMI is a hybrid neuro-robotic system connecting the
brainstem tissue of lamprey in vitro and a moving robot, which was built in
Northwest University in 2003 [14]. After that, the bidirectional BMIs based on
animal tissue in vitro have been widely studied.

In 2012, Vato et al. built a bidirectional BMI in vivo on an aesthetic rat.
16-channel microwire arrays were implanted into the primary motor cortex
(M1) and primary sensory cortex (S1), respectively [15]. On the “read-out” pathway,
the first two principal components of the M1 neural response were used to form a
two-dimensional force vector (Fig. 3.3b, c), which drive a simulated point-mass
moving in a viscous medium (Fig. 3.3d). On the “write-in” pathway, the position of
the point-mass was transformed into one of four stimulus pattern by “Sensory
Interface,” and each stimulus pattern was produced by a pair of channels of S1
microwire array (Fig. 3.3a). The rat was trained to modulate its M1 neurons firing
according to the stimulus feedback to move the point-mass from an arbitrary starting
location to the selected equilibrium point.

In 2010, Kipke et al. built a bidirectional BMI based on the awake rat [16]. An
abstract task was designed that required the rat to modulate its neural activity and
gave the feedback by ICMS. The motor cortex and the visual cortex of the untrained
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rat was implanted with multi-channel electrodes. In each trial, the rat maintained its
motor cortex ensemble baseline firing rates for 450 ms to begin a trial. Then, the “go”
cue was given by ICMS and the rat had to modulate its motor cortex for 450 ms
within the 4 s response period in order to receive the food reward. The rat was given
continuous feedback via visual cortex ICMS during the response periods that was
representative of the motor cortex ensemble dynamics. The results indicated that the
rat could master an open-loop control task and build the association between the
stimulus and the firing pattern of the motor cortex through a period of training.

Gage et al. designed a more systematic BMI to transform neurons in rats into
sounds of different frequencies [9]. For a successful trial, rats need to regulate
neuronal activity to reach the target frequency and maintain a certain time.
DiGiovanna et al. proposed another BMI adaptation paradigm based on enhanced
learning [17]. The goal of the intelligent system was to maximize the final reward
after making the action in the intelligent system. The brain cortex uses the intrinsic
reinforcement learning mechanism to regulate the relevant neurons, and the machine
needs to simulate the corresponding reinforcement learning process. Mahmoudi
et al. proposed the concept of symbiotic BMI, which obtained the reward informa-
tion directly from the NAcc region of the rat brain as feedback to machine enhanced
learning [18].

Fig. 3.3 A bidirectional BMI in vivo on an aesthetic rat [15]
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3.2.3 New Exploration of BMIs Researches in Rodent
Animals

The BMI technique based on the neural signal recording, encoding, decoding, and
ICMS could not only build the artificial open-loop information pathway between the
brain and the external device and rebuild or repair some damaged motor function but
also achieve the direct communication between the brain and external devices. In
2013, Nicolelis’s team in Duke University built a brain-to-brain interface (BTBI)
between two rats, which transmitted information from the brain of encoder rat to that
of decoder rat [19]. Specifically, the two rats were placed in two separated boxes, and
the encoder rat was trained to press one of two levels according to the visual stimulus
to receive the water reward. Meanwhile, M1 neural activity was recorded from the
encoder rat and transmitted to the decoder rat by ICMS. The decoder rat had to select
the same lever pressed by the encoder to get the water reward. Once the decoder rat
completed the trial successfully, the encoder rat got an extra reward. This suggested
that BTBIs could enable networks of animal’s brains to exchange, process, and store
information and, hence, serve as the basis for studies of novel types of social
interaction and for biological computing devices (Fig. 3.4).

Traditional BMI technique is based on electrophysiology, i.e., neural signal
collecting and ICMS. Apart from this, researchers have tried to make use of other
techniques to build BMIs. In 2014, Carnema’s team in UC Berkley used two-photon
imaging to perform a conditional operant experiment on awake rats and control an
auditory cursor [20]. The fluorescence value was binned by 200 ms time windows
and transmitted to the decoder to get the pitch of auditory cursor. The increase of the
first neural ensemble (E1) increased the pitch while the increase of the second neural
ensemble (E2) decreased the pitch. The rat was trained to modulate the activity of
both E1 and E2 population to maintain the cursor within a baseline range to start a

Fig. 3.4 A brain-to-brain interface (BTBI) system demonstrated on animal studies [19]
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trial and then moved it to a high threshold within 30 s to complete a trial. This
experiment expanded the technique of BMI further.

3.3 BMIs on Non-human Primates

3.3.1 Neural Signal Processing and Neural Decoding

• Neural signal processing

Carmena et al. started studying invasive BMIs in non-human primates (macaques) in
2003, which promoted the rapid development of this technology [21]. Researchers
parsed a variety of movement-related parameters from recorded neural signals to
control a robotic arm and accomplish reaching and grasp with the visual feedback.

In 2008, Schwartz and his colleagues implemented that the monkey could
perform self-feeding in three-dimensional space with its arm fixed [22]. Researchers
sent the food to a monkey by equipment during the experiment. While the neural
signals of the monkey were decoded to control a robotic arm, the monkey could learn
to grip the food and feed itself. The research was of great significance in that it
reconstructed the motor function of arms in three-dimensional space.

The recording quality of neural activities is very important for neural signal
analysis. The collecting and recording of neural signals are becoming more accurate
with the development of the microelectrodes or probes. Nowadays, there exist
commercial electrodes that were approved by the Food and Drug Administration
(FDA) to be utilized even on human beings. The microelectrodes can be implanted
into several brain cortex to collect multi-channel neural activities. One of the key
questions in BMI is to decode the multi-channel neural activities efficiently and
accurately.

Neural signals contain some noises that are irrelative to the task, which raises the
difficulty of analyzing the model parameters, the complex of information learning
models, and real-time decoding. So it is essential to decrease the scale of neural
activities and extract the valid part of neural activities.

Chapin et al. utilized the principal component analysis (PCA) to reduce the
dimensionality of the neural activities to one. They established an analytical model
to predict the trajectory of the forearm [5]. The PCA reduces the dimensionality by
eliminating the correlation between the signals, and the dimensionality reduction
process might miss some useful information. Wessberg et al. used the Neuron-
Dropping Analysis to achieve information reduction [23]. This method is target
oriented with high computational complexity.

• Neural signal decoding

The studies on the neural population decoding in BMI can be divided into two
categories. The first method assumes that the relationship between neural activities
and movement conforms to the linear model, such as population vector and related
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algorithm [22, 24, 25], Wiener filter-based analysis method [21, 26, 27], Kalman
filter-based analysis method [28–30], Fisher linear discriminant based method, and
maximum likelihood estimation method. Although the linear analytic model has
achieved good results in relatively simple decoding applications, recent studies have
found that the nonlinear method has a more reasonable analogy to the real nervous
system. In recent years, many attempts have been made to use non-linear methods
for neural decodings, such as particle filter [31, 32] and unscented Kalman filters
[33, 34].

The above researches have established a good foundation for neural population
decoding. However, on account of the complexity of the brain system, it is necessary
to achieve efficient and accurate neural population decoding. First, the brain cortex is
a plastic system, so the time-varying neural activities raise great challenges to the
traditional static information processing method; second, the neural activities show
similar features in both time domain and frequency domain. Neural activities from
limited brain cortex and frequency band can hardly represent the whole brain system.
So the exploration of efficient, dynamic, and joint analytic models and algorithms is
still an open question for BMI.

3.3.2 Closed-Loop Decoding for Online Control

The ideal BMI aims to achieve bi-directional information interaction between the
brain and the external devices. In recent years, with the development of neural signal
analysis technology and neural stimulation technology, researchers have focused
their attention on bi-directional closed-loop BMI system research.

Novellino et al. combined in vitro cultured rat neurons and embedded signal
processing platform to build a bi-directional BMI system prototype. The system used
the signals of the neurons to control the movement of a car. There is stimulus
feedback to the neurons when the car hits the obstacle. So the bi-directional
interaction between neurons and the external environment was established
[35]. Doherty et al. gave monkey direction instruction by electrical stimulation on
the sensory cortex. Then, the direction selection task was achieved by real-time
decoding of the motor cortex. The results showed that the monkey could obtain
external information and output control sequences to the external devices [36]. In
addition, Ye, Rolston, and Venkatraman et al. developed a number of stimulated
neural signal acquisition systems that combine both neural stimulation and recording
techniques to achieve a preliminary bi-directional communication system. Above
studies showed that the bi-directional BMI has great application potential in devel-
oping disease treatment and understanding brain network mechanism [37–39].

Intracortical electrical stimulation, as a somatosensory information input, not
only establishes a new information transfer path between brain cortex and external
environment but may also improve the performance of the vision-based feedback
BMI by information integration. Preliminary studies have shown that the electrical
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stimulation can not only instruct the movement of animals but also feedback the
movement information to the brain cortex.

O’Doherty et al. trained monkeys to finish the movement direction selection task
with tactile feedback and electrical stimulation [36, 40]. After two weeks, the result
showed that the natural tactile feedback in the experiment and cortical electrical
stimulation provide almost the same amount of information. At the same time, a
considerable number of studies have confirmed that multi-modal feedback can
provide more information and improve the performance of BMI. Nicoliles et al.
found that visual feedback is very important for the motor control BMI and visual
feedback coupled with tactile feedback can further improve the overall performance
of the system; [4] Suminski et al. studied the natural somatosensory feedback and the
mechanism of visual and found that somatosensory feedback is more likely to affect
the neural activity of the motor cortex than visual feedback, and more importantly,
the combination of two different modes of feedback can provide more information
[41]. Further results showed that the dual-mode feedback could significantly
improve the control performance of the BMI when the feedback of the two modes
is consistent.

Several studies have shown that the plasticity of the brain cortex is closely related
to BMI. In the process of neural decoding, neural activity is a dynamic learning
process, and the mapping between the output signal (usually the neural signals) and
the input signal (usually the kinematic data of the limb) is changing over time. In
previous BMI studies, results have shown that the activity of a single neuron may
change with the decoding algorithm. Ganguly et al. conducted a preliminary explo-
ration of the adaptability and plasticity of the neural population in the context of
BMI. Their findings suggest that the cerebral cortex has a very prominent learning
ability and can quickly adapt to mutations in the decoding model [42].

Other researchers also found that cortical electrical stimulation can also affect the
plasticity of the cortex. Moritz et al. have shown that functional connectivity can be
established between the two neurons by cortical electrical stimulation, which pro-
vides a new idea for nerve repair [43]. Rebesco et al. have shown that cortical
electrical stimulation can not only serve as an information input, but also can
effectively enhance the functional connection of nerve, and eventually lead to
behavioral changes, and this plasticity may be associated with natural stimulus
caused by Hebby learning mechanism [44].

The study of the changes of the neuron population under the condition of invasive
BMI would help us understand the plastic mechanism of the brain and construct the
bi-directional closed-loop interaction. The use of the plasticity of the brain, com-
bined with machine learning, can improve the performance of BMI. Taylor et al.
used a mutual adaptation algorithm on the rhesus monkey’s three-dimensional
cursor control task and updated the mapping of neuronal activity to the movement
of the cursor by iterating the changes in neuron during the learning process [24].
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3.4 Pilot BMIs Studies in Clinic Researches

3.4.1 Invasive BMI System Based on Spike Signals from
Human Brain

The ultimate goal of brain-machine interface development is to realize the practical
application of clinical patients. Currently, there are mainly two types of invasive
BMIs clinical studies. One type of BMIs employed fully implantable microelectrode
arrays to collect the spike signals of neuron populations. This method has the
advantage of acquiring high spatial and temporal resolution signals that contain
rich information of movement and can be used to realize the high-precision motion
control. However, due to the need of microelectrode array implanted directly into the
cerebral cortex, the damage induced by implantation makes it difficult to achieve
long-term application; the other type is a semi-invasive BMIs, which mainly used the
electrodes placed on the surface of the cortex, collecting field potential signals from
the cerebral cortex. Its damage to the brain is relatively small, but the spatial
resolution of this type of signal is relatively lower than that of the invasive micro-
electrode array. Each method has its advantages and disadvantages.

In the past two decades, many BMI system has also been developed for clinical
transformations. In 1998, Philip Kennedy and Roy Bakay from Emory University
started their researcher invasive BMIs [45]. Their study implanted a neurotrophic
electrode into a patient who had severe amyotrophic lateral sclerosis (ALS) for 2.5
years prior to the implantation and was ventilator-dependent for 1.5 years. The
electrode consists of a hollow glass conical tip about 1.5 mm in length which
contains two gold recording wires. They recorded action potentials in the patient’s
brain over several months. By decoding the action potential, the patient ultimately
was able to control the clicking of a computer mouse. This study was the first clinical
study of invasive BMI which achieve the high-quality neural signal recording and
movement output decoding, which laid the foundation for the development of
invasive BMI.

With the development of the electrode technology, many researchers began to
study the clinical BMI experiments based on the microelectrode arrays. In 2006, the
group of Donoghue achieved a BMI for movement intent decoding for a tetraplegic
patient [29]. The patient in this study was a 25-year-old male who had sustained
knife wound, the spinal cord between cervical vertebrae C3–C4 of the patient was
transected, which results in complete tetraplegia. During the research, a 96-ch
microelectrode array was implanted in the arm area of the primary motor cortex of
the patient for neural signal recording. The BMI system decoded the different
direction movement imagination and was finally used to control a computer mouse
in a two-dimensional plane. By making use of this BMI system, the patient was able
to open the e-mail, draw figures using a paint program, play video games, and even
adjusted the volume, channel, and power to his television. This study was the first
attempt to make use of microelectrode arrays in clinical BMI use, which provides
valuable research experience for the clinical transformation of invasive BMI. Then,
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the group further study the long-term stability performance of the BMI system in
chronic application [46]. They found that the BMI system still kept a high system
performance even 1000 days after the microelectrode arrays implantation. Though
there were still many problems such as electrode aging and signal attenuation which
may affect the long-term use of BMI system, this study proved that the BMI based on
microelectrode array could keep a stable system performance for 2–3 years. In 2008,
other two subjects participated in the BMI experiment. One participant was a
54-year-old woman who had thrombosis of the basilar artery and extensive pontine
infarction 9 years prior to trial recruitment while another participant was a 37-year-
old man who had been diagnosed with ALS for about 6 years. The two participants
successfully achieved the online control of a computer mouse by using the BMI
system after some training sessions. This result proved that the BMI system might be
a benefit to the patients who suffer long-term motor dysfunction. Then, the further
study of robot hand control by BMI was carried out in 2012 [29]. A stroke patient
and the 54-year-old woman described above participated in this study. The system
successfully decoded the three-dimensional trajectory of the hand movement. The
brain activity of M1 was extracted to control the movement and grasp of a robot
hand. The 54-year-old woman successfully used the robot hand to grasp a coffee cup
and move to her own mouth to drink the coffee by absolutely brain control. This
study shows us the prospects of invasive BMI system in daily life application.

The group of Andrew B Schwartz also had some research on clinical invasive
BMI. They set up a clinical BMI system based on the microelectrode array in
2013 [46]. A 52-year-old woman who was tetraplegic participant in this study.
Two 96-ch microelectrode arrays were implanted in her arm area of premotor cortex
(PM), and the participant had to control a prosthesis using her brain signals by the
BMI system after a 13-weeks’ training. The participant had to perform a seven-
dimensional sequence task including three-dimensional position, rotating the palm
in one of six directions (possible orientations included pronation–supination �45�,
ulnar-radial deviation �20�, and flexion-extension �45� of the wrist), or a grasp
target (open or closed hand). The participant used the prosthesis under full brain
control to do nine tasks (selected from 19 possible tasks) on the action research arm
test (ARAT), which is an assessment of the unilateral upper limb function used
commonly in patients who have had a stroke. This study showed a high-performance
BMI system with multi-degree of freedom, which was difficult to achieve by
non-invasive BMI. Then in 2015, the group of Schwartz further achieved the
ten-dimensional anthropomorphic arm control in human BMI [47]. The ten dimen-
sions contain translation (x,y,z), orientation (θx,θy,θz), pinch (p), scoop (s), finger
ab/adduction (f), and thumb opposition/extension (t). This study found that individ-
ual motor cortical neurons encode many parameters of movement and that high-
dimensional operation of prosthetic devices can be achieved with simple decoding
algorithms, which shows the invasive BMI has the potential to control high-degree
freedom prosthetic devices.

In recent years, more and more fully invasive BMI system has been studied.
Richard A. Andersen et al. set up a BMI system based on the signals in posterior
parietal cortex (PCC) [48]. PCC is regarded as being responsible for the process of
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high-level movement planning. This study implanted a microelectrode array to the
PCC and successfully decoded the different object and trajectory of motor imagina-
tion. Bouton et al. study the hand motor function rehabilitation based on invasive
BMI [49]. The study participant was a 24-year-old male with quadriplegia from
cervical spinal cord injury sustained in a diving accident. The researcher decoded the
neuronal activity and control activation of the participant’s forearm muscles through
a high-resolution neuromuscular electrical stimulation system. Through the system,
the participant complete a Grasp-pour-and-stir functional movement task, which
need the participant to opening his hand (a), grasping the glass bottle (b), pouring its
contents (dice) into a jar (c), grasping a stir stick from another jar (d), transferring the
stir stick without dropping it (e), and using it to stir the dice in the jar (f). These
results have significant implications in advancing neuroprosthetic technology for
people worldwide living with the effects of paralysis, which extended the application
of BMI.

3.4.2 Invasive BMI System Based on Clinic ECoG Signals

We can obtain high temporal-spatial resolution brain signals by implanting micro-
electrode array to decode higher degrees of freedom and finer arm motion and
achieve more natural and complex arm movement, which is the goal and direction
of BMI. However, the fully implantable microelectrode arrays may cause damage to
the blood-brain barrier, inflammatory response, and immune reaction, which may
produce a series of biological and non-biological effects, leading to the attenuation
and loss of the brain signals. It limits the application of implantable microelectrode
array in the clinical BMI studies. On the contrary, the electrocorticogram (ECoG)
electrode is located under the subdural and on the surface of cortical, which does not
cause damage to the cerebral cortex. The neuronal damage can be completely
avoided. Although the spatial resolution of the ECoG signal is slightly lower than
that of the microelectrode array, the ECoG has a fewer surgical risk and better long-
term stability of the signal. So the ECoG is relatively more meaningful for the
clinical application of BMI. In the past few years, the study of clinical BMI based
on ECoG signals had made great progress.

As early as in 2004, Gerwin Schalk, Eric C Leuthardt, Daniel W Moran ,and
Jeffrey G Ojemann started the study of ECoG-based clinical BMI [49]. All the
participants in the study were clinical epilepsy patients in whom subdural electrode
arrays were implanted for three to eight days in preparation for surgery to remove an
epileptic focus. The ECoG arrays located in sensorimotor cortex. Over brief training,
the four participants then used these signals to master closed-loop control and to
achieve success rates of 74–100% in a one-dimensional (1-D) binary task. Further
analysis showed that ECoG also has a correlation with the direction of the
two-dimensional joystick movement. Then in 2006, the same group set up a
closed-loop BMI in paralyzed patients [50]. There are four participants, and the
electrode covered their sensorimotor cortex and some speech cortex areas. In order
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to identify brain signals used for BCI control, the subjects were asked to perform
paired blocks of repetitive hand/tongue, foot/shoulder movements, or repetitive
speaking of the word “move” (screening procedure). From the spectral analysis,
the researchers identified the locations and frequency bands in which amplitude was
different between the task and rest, which will be selected in the subsequent closed-
loop BMI. The participants received online feedback that consisted of the 1-D cursor
movement that had shown correlation with tasks during the screening procedure.
Their study showed that visual cursor feedback could effectively improve the
success rate of the task. The work of Schalk was the first attempt to set up ECoG-
based clinical BMI, which proved that ECoG was an available signal source in
clinical BMI use.

The group of Schalk then used the ECoG signal to decode the trajectory of the
cursor in two-dimensional plane [51]. The study included five patients with intrac-
table epilepsy. The subjects were asked to use a joystick to move a white cursor in
two dimensions to track a green target. By decoding the kinematic parameters from
ECoG, the study showed that the correlation coefficients (r) between the actual and
decoded kinematic parameters were as high as 0.7, which proved that ECoG-based
BMI was feasible in two-dimensional trajectory decoding. Carsten Mehring et al. did
similar work in 2008 [56]. Six patients suffering from intractable pharmaco-resistant
epilepsy were included in their study, and the electrical stimulation through the
electrode grid was performed to identify the functional mapping of the cortex. A
Kalman filter was applied to decode the two-dimensional trajectory of the arm, and
their result showed that the low-frequency component of ECoG has better perfor-
mance for the two-dimensional trajectory decoding. In 2013, Yasuhiko Nakanishi
and Takufumi Yanagisawa from Japan successfully decoded the three-dimensional
trajectory of arm movement using ECoG signals [52]. There were three participants
in this study; two of them had spastic paresis and weakness due to stroke, and the
other was diagnosed with intractable epilepsy. The participants were asked to
reposition three blocks one by one and clockwise at the corners of a square table,
and an optical motion capture system was used to record the arm movement. Their
work successfully predicted three-dimensional arm trajectories in time series from
ECoG signals, which proved that we could extract the motion parameters of three-
dimensional arm movement from ECoG signals.

In addition to continuous arm movement trajectory decoding, some teams have
used ECoG signals to decode different finger movement and gestures. In 2009,
Schalk et al. proved that it is possible to decode the flexion of individual fingers
using ECoG signals [53]. A data glove (5DT) was used to record the flexion of each
finger in this study. Their result showed that there was a different spatial pattern of
ECoG signals for different finger movement and the LMP, and high gamma com-
ponent of ECoG could decode the flexion of each finger with best decoding
performance. Then in 2010, Nitish V. Thakor et al. found that ECoG signals
correlated with finger positions [54]. Their study indicated that when the subjects
engaged in slow and deliberate grasping motions, the amplitudes of the low-pass
ECoG (LMP) over specific electrodes were correlated with the position of individual
fingers. The work of Mehring and Shenoy both showed that ECoG signals could be
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used to decode different gestures [55–58]. Mehring’s experiment requires subjects to
grasp different objects with different gestures; and in Shenoy’s experiment, the
subject was asked to perform several specific gestures, which require different
fingers to bend and stretch. Both experiments proved that ECoG signal was able to
decode different gestures.

For that ECoG signals could be used to decode different motion parameters, some
studies have implemented prosthesis control based on ECoG signals. In 2013,
Matthew S. Fifer et al. trained two human subjects to achieve simultaneous neural
control of reaching and grasping movements with a dexterous robotic prosthetic arm
[59]. The group of Toshiki Yoshimine from Japan also used human ECoG signal to
real-time control of a prosthetic hand [60]. Two decoders were trained to control the
prosthetic hand. The first decoder was trained to classify the movement state R or M,
and the second was trained to predict the types of performed movement with the state
M. Based on the two decoders, the subject could asynchronously control of the
prosthetic hand to perform three types of hand movement. In a further study, the
subject could control the prosthetic hand to perform more tasks such as grasping,
thumb flexion, elbow flexion, pinching, hand-opening, elbow flexion, and elbow
extension [61]. This study tested the clinical BMI in a large number of subjects
(12 subjects included) and achieved prosthetic hand control for multiple types of
gestures. Wei Wang et al. used ECoG signals to control of 3-D cursor movement and
3-D prosthetic arm movement [62]. The participant in this study was a 30-year-old
man with tetraplegia; he was asked to observe hand and arm movements of a virtual
character on an LCD screen and simultaneously attempted the same movement. The
participant successfully controlled the prosthetic arm hitting physical targets. This
study indicated that we could extract the information of motion intent from ECoG
signals. Another application of clinical BMI was a brain-control typing system.
Ramsey et al. set up a BMI-based computer typing program for a locked-in patient
with ALS [63]. The ALS patient was a 58 years old woman, and four subdural
electrode strips were implanted in her brain motor cortex. The signal recording,
conversion, and transmission devices of the typing system were fully implanted,
which make the BMI system more simple and convenient for use. Portability and
simplification have gradually become a key factor in the clinical transformation of
the BMI system.

The key factor in invasive BMI is to improve the decoding performance of the
system as much as possible. ECoG arrays usually cover a wide range, and ECoG
signals have a wide frequency range, so it’s meaningful to set up a BMI of ECoG
based on multi-frequency band and multi-brain area. Ramsey et al. set up a BMI to
decode gesture and compared the decoding performance of M1, S1, and whole
sensorimotor cortex (M1 + S1) [63]. The result showed that decoding performance
of M1 and S1 was similar, while the decoding performance of the whole sensori-
motor cortex was significantly better, which means that the BMI of ECoG based on
the multi-brain area may improve the system performance. Hotson et al. study the
decoding performance of different frequency component of ECoG [64]. They
divided the ECoG signal to seven frequency band, 0–4 Hz, 4–8 Hz, 7–13 Hz,
14–30 Hz, 30–50 Hz, 70–110 Hz, and 130–200 Hz, and used the signals of the
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seven single frequency band and multi-frequency band to decode the arm trajectory,
respectively. Their result showed that multi-frequency band has the best decoding
performance for all subjects. The above studies showed that take advantage of the
ECoG signals of different brain area and different frequency band was of great
benefit to improve the decoding performance.

3.5 Opportunities and Challenges

3.5.1 Opportunities

• Restoration of motor function in the paralyzed

One of the most important applications of BMIs is the restoration of motor function
in the paralyzed. Two main reasons that lead to paralysis are descending
corticospinal tract injury caused by spinal cord injury and neuromuscular dysfunc-
tion. The paralyzed suffer great physical and psychological trauma. One of the
reasons for the rise of the technology of BMIs exactly is to help the paralyzed restore
motor function. Researchers have conducted a series of experiments on non-human
primates and human and have made some progress, laying a good foundation for the
clinical practice of BMIs.

Capogross and his colleagues alleviated gait deficits after a spinal cord injury in
non-human primates in 2016 [65]. First, unilateral spinal cord injury model was
established by the side cutting the middle section of the monkey’s spinal cord.
Second, the monkeys were implanted with a microelectrode array into the leg area
of the left motor cortex and with electrical stimulators into the lower spinal cord
segment and the spinal cord segment associated with motion control of lower limbs.
During the movement of monkeys, neural signals were used to decode the movement
of lower limbs. Decoding results were then sent to control electrical stimulators to
simulate spinal cord, consequently alleviating gait deficits of lower limbs.

• BMIs as a potential therapy for nerve recovery

Since the 1990s, BMIs have been mainly focused on two aspects: (1) The field of
neuroscience, in which the physiological characteristics of the neural circuits are
studied by designing new experimental paradigms. (2) The field of neural engineer-
ing, in which technologies and means of restoring motor function for the paralyzed
are studied. Recent clinical studies have found that the BMIs used as one of the
potential tools for neurorehabilitation. The results have shown that long-term BMIs
training combined with physical therapy has a significant effect on the recovery of
motor function. So does BMIs training combined with virtual reality system.

In 2016, Donati conducted 12 months training with a multi-stage BMI-based gait
neurorehabilitation paradigm aimed at restoring locomotion in eight paraplegic
patients [66]. This paradigm combined intense, immersive virtual reality training,
enriched visual-tactile feedback, and walking with two EEG-controlled robotic
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actuators, including a custom-designed lower limb exoskeleton capable of delivering
tactile feedback to subjects. Following 12 months of training with this paradigm, all
eight patients experienced neurological improvements in somatic sensation. Patients
also regained voluntary motor control in key muscles below the SCI level. As a
result, 50% of these patients were upgraded to an incomplete paraplegia classifica-
tion. Donati and his colleagues hypothesized that this unprecedented neurological
recovery results from both cortical and spinal cord plasticity triggered by long-term
BMI usage.

3.5.2 Challenges

• Biocompatibility and long-term stability of electrodes

Biocompatibility and long-term stability of electrodes is the key that determines
whether BMIs technology can be widely applied to the clinic. Biocompatibility of
electrodes is closely related to the long-term stability of recording. Currently, the
biocompatibility of implanted microelectrodes is poor. And with the increase of
implant time, it’s easy to induce the rejection of biological tissue. The hyperplastic
tissue covers the surface of the electrode, resulting in a reduction in the quality of the
signal recorded by the electrodes. Simultaneously, the impedance variations caused
by the corrosion and degradation of the electrode materials will also influence the
long-term stability of recording.

Researchers have proposed some relevant strategies to enhance the stability of
electrode recording, including electrode improvement in size, geometry, shape,
coating, and materials. The results of the study confirm that smaller electrode size
can achieve a relatively long signal recording time. At present, researchers have
focused on the feasibility of extracellular or intracellular neural recording with
carbon nanotube electrodes in that they have low impedance, and are capable of
recording the activities of a single unit. Another focus is a bioactive coating, which
has the effect of slowing the rejection and enhancing the stability of the signal
recording. In addition, the bioactive coating can reduce the response of glial cells and
increase the survival rate of peripheral nerve cells.

• The portability of BMIs system

In real life, a BMI operator may not carry a large number of signal cables and sig-
nal acquisition equipment. It is important to study how to simplify the BMI system or
make it more portable. Ramsey et al. developed a highly integrated BMI
system which could be fully implanted into a patient with late-stage amyotrophic
lateral sclerosis (ALS) [63]. The patient could accurately and independently con-
trolled a computer typing program with the assistance from this fully implanted BMI
system. The future BMI system could be further integrated wireless communication
and power. Another critical factor in the clinical application of invasive BMI is the
decoding performance of the system. In practical applications, there might be no
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fault tolerant space so that we have to improve the decoding performance of a BMI
system and minimize the decoding error rate as much as possible. The studies of
Ramsey and Hotson et al. have proved that combining the neural signals from
different brain regions and frequency components is of great significance to improve
the decoding performance of a BMI system [63, 64]. In addition, looking for a better
feature, exploring the neural mechanism underlying movement control, and devel-
oping decoding algorithm more in line with the neural characteristics will play a key
role to improve the performance of the BMI system.

Clinical translation of invasive BMI is an essential process before a BMI system
could be brought into clinical application and even real-life application. We still
need to solve some critical issues when translating the BMI system from the lab to
the bed of patients and form a stable and mature application system. When the BMI
system could be applied to reallife application, the brain control as Avatar will no
longer be fantasy.
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Chapter 4
Peripheral Neural Interface

Peng Zhang, Xiao Li, Dingyin Hu, Qiuxia Lai, Yuanyuan Wang, Xuan Ma,
Qi Xu, Wei Li, Jian Huang, and Jiping He

Abstract Peripheral nervous system, widely spread in the whole body, is the
important bridge for the transmission of neural signals. Signals from the central
nervous system (brain and spinal cord) are transmitted to different parts of the body
by the peripheral nerves, while along the way they also feedback all kinds of sensory
information. Certain level of information integration and processing also occurs in
the system. It has been shown that neural signals could be extracted from the distal
end of the stump, indicating that the bridge is still effective after limb damage or
amputation, which is the neurophysiological basis for the research and development
of peripheral nerve interface for the prosthetic system.

Keywords Peripheral nervous · Motor information · Sensory information · Nerve
regeneration and repair

4.1 Introduction

The physical disability can be caused by many factors such as accidents, wars, and
natural disasters besides the primary malignant tumors in the limb, such as
thromboangiitis obliterans, diabetes, and other diseases caused by tissue infection
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necrosis, which may also lead to amputation. According to the data from the
National Bureau of Statistics in 2006, there are 24.12 million people with various
physical disabilities in China, accounting for 29.07% of the total number of disabled
people. For these persons with physical disability, the movement function restora-
tion of hand and upper limb is particularly important. Developing novel intelligent
prostheses and corresponding control methods can help them fetch food, grasp
different objects, and restore important motor functions in their daily life, thus
improving their life quality and even helping them return to work, which is of
great significance to social development and stability.

Many amputees are not willing to wear and use traditional prostheses because of
their limited functions and degrees of freedom (DoF). In recent years, some intelli-
gent prostheses with excellent and reliable performance and high DoF have been
developed, such as DLR/HIT prosthetic manipulator developed by the German
Aerospace Center and Harbin Institute of Technology [1]; the i-limb prosthetic
hand with multiple DoF made by British Touch Bionics; the SmartHand, dexterity
prosthetic hand, developed in Italy; and so on. However, the outstanding perfor-
mance of these prostheses will not be fully realized until the methods enabling the
amputees to control the prosthesis with multiple DoF accurately and easily have
been developed.

Extracting motor commands from neural signals to control the prosthesis by
amputees’ intention is a key breakthrough for improving the prosthesis performance
and is also an interdisciplinary research focus. Electromyogram (EMG), electroen-
cephalogram (EEG), cortical neural signal (CNS), or peripheral neural signal (PNS)
all can be used as the source of prosthetic control instructions. However, they have
different characteristics in signal acquisition technique and quality, and actual
control performance while constructing interfaces with different degrees of inva-
siveness and feasibility, details are described in Table 4.1.

EMG can be recorded easily and noninvasively, and there are commercial EMG
prosthetic products. However, limited control instructions can be extracted from
EMG signals while a sufficient number of muscles without atrophy in the residual
limb are required, which is not applicable for patients with high amputation and
muscular atrophy. The target muscle rehabilitation technology (target muscle recon-
struction, TMR), created by the American Chicago Rehabilitation Center, can
effectively solve the problem of controlling in high limb amputation. To a certain
extent, the DoF and flexibility of controlling can be improved by TMR, but its
clinical application is limited for the complexity in implementation [2].

EEG can also be recorded noninvasively and has high temporal resolution. Brain
computer interface (BCI) based on EEG has been widely applied in rehabilitation
training and prostheses control. However, prosthesis control based on EEG requires
users to concentrate on movement imagery without other actions (like talking or
other movements and so on); otherwise, correct movement intentions cannot be
extracted. In daily life, people always performed more than one action at the same
time. So, this method is unnatural and is not consistent with user habits while having
bottlenecks in rate of information transmission, control accuracy, and control com-
mands decoding [3].
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A large amount of movement and sensory information can be accurately extracted
from cortical neural signals in particular cortex areas for controlling assistive devices
precisely. However, electrode implantation in the cortex has to be performed via
craniotomy, and this surgery has relatively larger risk. Moreover, long-term reliabil-
ity and biocompatibility of the electrodes are also a problem because the patient can
only undergo such electrode implantation surgery once [4].

Comprehensive consideration of invasiveness, expected effects, and ease of
implementation, the best way for constructing interface for prosthesis control, is
based on PNS. G. S. Dhillon et al. in the University of Utah have demonstrated that
residual peripheral nerve keeps the original function and can transmit control
commands for the amputated limb even after amputation for a long time [5]. Making

Table 4.1 Characteristic comparison among different prosthetic control interfaces

Interface type Advantages Disadvantages

EMG Surface
EMG
(sEMG)

Normal
sEMG

Noninvasive, simple procedure and
convenient adjustment

Low DOF, unnatural

High real-time in controlling Sufficient normal muscles
in residual limb

Existing commercial products,
mature technology

Not suitable for high level
amputation

Electrode movements,
channel crosstalk, Low
long term stability

TMR Suitable for high level
amputation

Not suitable for distal
amputation

Higher flexibility of control

Some sensory feedback can be
restored by functional electrical
stimulation

Complexity and a large
number of electrodes are
required

Invasive EMG
(iEMG)

High signal quality A lot of electrodes are
requiredSmall channel crosstalk

High selectivity

EEG High temporal resolution Electrode placement is
complex

Noninvasive Unnatural

Have been widely used in disease
detection and rehabilitation
treatment

Low information transfer
rate

Low control command
type

Susceptible to
interference

CNS (Local field potential
and spike)

Directly decode the high-level
control command

Large invasive

PNS Natural Special electrode is
required

More commands can be decoded
from one electrode channel

Lack of decoding method

High reliability Immature technology
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full use of the signals from the residual peripheral nerve, amputees may use the
prosthesis freely as with their own arms. PNS can be acquired from special elec-
trodes implanted into the peripheral nerve with relatively simple surgery, while CNS
recording requires craniotomy and is more complex with greater risk. In addition,
both movement commands and sensory information are transmitted in the peripheral
nerve and make closed-loop neural interface with sensory feedback possible.

There are three important research topics about PNS which will be presented in
this chapter. Sections 4.2 and 4.3 present the research about PNS decoding and
sensory feedback, respectively. Movement signals decoding and sensory signal
feedback construct a closed-loop system, while nerve regeneration and repair in
Sect. 4.4 provide the foundation for this closed-loop system. How to acquire periph-
eral neural signals, which were transmitted from the central nervous system, from
residual peripheral nerve will be introduced in Sect. 4.2; how to provide sensory
feedback by peripheral neural interface will be introduced in Sect. 4.3; some findings
in neural cell culture and artificial stretch will be presented in Sect. 4.4.

4.2 Peripheral Neural Signal Acquisition

PNS has captured wide attention from international research community. As early as
2007, Chen et al. of Zhongshan Hospital affiliated to Fudan University conducted an
experimental study on the control of electronic prostheses by the amputee for the first
time in China [6]. They inserted the intrafascicular electrodes directly into the three
main nerve bundles of the upper arm, and the electrodes were connected to a
prosthetic device at the distal end. It was found that the signal derived from the radial
nerve (simple motor nerve bundle) could trigger the prosthetic simulation device
reaching out the fingers when the patient imagined the movement of the hand, but the
fingers could not be closed. On the other hand, signals from other nerves (mixed
nerve bundles) couldn’t effectively drive the prosthetic device. This study validates
the possibility of using PNS to control prostheses in a further step; however, the
neural signals are only used as a control switch for prosthetics other than being fully
analyzed. In 2010, PM Rossini and S. Micera et al. implanted four intrafascicular
electrodes into the ulnar nerve and the median nerve of an amputee to perform a long
track recording [7]. Slight hold, tight hold, and flexion and extension of little thumb
are extracted from the recording signals to develop commands for the robotic arm’s
performing online. However, there is still a lack of research on the use of PNS to
control prosthesis to complete more complex reaching and grasping tasks. For
peripheral neural electrode, S. Micera et al. developed a variety of recording or
stimulation electrodes, such as cuff electrode, the flat interface nerve electrode
(FINE), longitudinal intrafascicular electrode (LIFE), etc. As to the PNS processing,
they applied wavelet denoising method for preprocessing and the support vector
machine (SVM) or artificial neural network (ANN) for classification corresponding to
different tasks. Clinical trials have been conducted to verify the feasibility of the PNS
on controlling the external machines. S. Micera pointed out that their future PNS
research would focus on decoding more control instructions from the electrode
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recordings to achieve a higher degree of freedom for prosthesis control; higher user
autonomy; developing bio-PNS interface by providing the users with the sense of
feedback; and artificial limb control algorithm with higher robustness and
adaptability.

Overall, the earlier carried-out research on EMG and EEG identification and
analysis comes out with many practical applications. The modeling research on
neural signals in the cerebral cortex and the corresponding limb motor function
gained much progress, which provides lots of references for the study of PNS. In
recent years, PNS shows the unique advantages and great promotion potential in the
field of brain machine interface, thus attracting great interest from international
research groups. However, great breakthroughs are expected in the PNS identifica-
tion and other issues, as with the specialized analysis software and practical algo-
rithms. Although the use of PNS to control robots is already realized by some teams,
there is still a long walk to achieve flexible movement patterns with more degrees of
freedom by accurate control. Before applying the neural interface constructed by
PNS to clinical practice, a large number of animal studies are needed. Primates (such
as macaques) become ideal animal test subjects since the anatomical and physiolog-
ical functions of the nervous system as well as the motor system are the closest to
humans. Moreover, PNS animal experiments are related to some key techniques
such as the implantation of multichannel nerve electrodes, neural signal acquisition,
and monkeys’ training, which are challenges for the research institutions.

4.2.1 Surgery and Data Collection

There are mainly three peripheral nerves involved in the transmission of control
commands and sensory signals for upper limb, including the ulnar nerve, the radial
nerve, and the median nerve. In order to acquire meaningful neural information and
to perform electrical stimulation for sensory feedback, we implanted special
designed electrodes into these nerves of the monkey. All surgery and data recording
procedures were strictly in compliance with the guidelines for the care and use of
laboratory animals and were approved by the Institutional Animal Care and Use
Committee in Huazhong University of Science and Technology.

4.2.1.1 Electrode Implantation

The electrodes we used in this experiment included floating microelectrode arrays
(FMAs), which can be inserted into the nerve fasciculus and cuff electrode, which
wrapped the nerves. One of the key concerns for electrode implantation is to meet the
requirements for stable recording while allowing monkeys to perform various behavior
tasks. To prevent the monkey scratching the connectors or the wires, the connectors
must bemounted on its skull firmly. Since the electrodes were implanted into the nerves
in the arm, long wires had to be used for linking the electrodes and the connector. Here
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the wires we adopted in this experiment had a length of 30 cm, as shown in Fig. 4.1,
which were connected with the connector and electrode through a subcutaneous tunnel.

The surgery procedures are shown in Fig. 4.2. The first step was to incise the
muscles and expose the nerves. According to the relative positions of the nerves,
different nerves can be identified clearly, mainly were median nerve, ulnar nerve and
radial nerve. For FMA implantation, the array was held by an inserter, which can
generate negative pressure, and then inserted fast into the target nerve. For firm
fixing, a silicone film was used to wrap the array and sewed up with medical sutures.
The surgery was finished after sewing the cuttings, and the total surgery time
expended was about 3–5 h.

One FMA electrode and one cuff electrode were implanted in the median nerve
and ulnar nerve of a monkey. The two electrodes implantation was achieved through
a single surgical site at the elbow. The FMA electrode was inserted into the median
nerve with its pins and the cuff electrode wrapped on the ulnar nerve. Moreover, the
FMA electrode and that part of the nerve were wrapped by a silicone film.

4.2.1.2 Acute Electrode Implantation test

Movements like hand grasping can be generated by current pulse stimulation
on given electrodes after peripheral neural electrode implantation, as shown in

Fig. 4.1 The CT image of the monkey with peripheral neural electrodes implantation. The
electrodes were implanted into the median nerve and ulnar nerve of the monkey and the electrodes
were connected to the connector with wire through a subcutaneous tunnel. The connector was fixed
on the skull with a custom-made pedestal
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Fig. 4.3 [8]. The hand shape at static state, when no current pulses were delivered to
the electrodes, was shown in Fig. 4.3a. At the beginning phase of electrical stimu-
lation, clear movement tendency could be observed, as indicated in Fig. 4.3b, c. The
termination of a movement induced by current pulse was shown in Fig. 4.3d. The
experiments described here demonstrate the feasibility of recruiting motor units to
generate certain movements by electrical stimulation. However, the details about the
patterns of stimulation parameters require further researches.

4.2.2 Experiment

4.2.2.1 Experimental Protocols

When performing the tasks, the animal was comfortably seated in a primate chair
with its left arm restricted. The monkey was required to reach and grasp one of the
three target objects indicated by the target LED in each trial, as shown in Fig. 4.4.
For investigating the neuronal activity corresponding to different grasping gestures,
three types of target objects were used, including cylinder, plate, and ring. It is
obvious in Fig. 4.4b that the monkey adopted three kinds of hand shapes with large
discrepancy with regard to the three types of target objects.

Fig. 4.2 Procedure of the surgery for peripheral electrode implantation. (A) is the flow chart of the
surgery. (B) shows the surgical stie and these three exposed nerves, median nerve, ulnar nerve and
radial nerve. (C) shows the implantation of the FMA electrode. (D) shows the implantation of the
cuff electrode
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The procedures of the task in Fig. 4.4c show a typical successful trial. One
successful experimental trial began with the center LED lighting (center on); then
the monkey rapidly put its hand on the center pad and kept for 500 ms at least. Then,
one of the three target LEDs was on (target on), cueing the monkey to release from
the center pad (center release) and reach to the target indicated by that LED. The
monkey should maintain a proper hand gesture according to the shape of the object
and made a powerful grasp so as to trigger the FSRs (target hit). After keeping a firm
grasping for about 200 ms, it was allowed to release the hand (target release) and
then received several drops of water as reward. After an inter-trial interval of about
5–10 s, the monkey returned its hand to the center pad and waited for the beginning
of the next trial.

The definition about several important periods during the tasks, are the baseline,
the reaction period, and the moving period. During the reaction period, the monkey
was in preparation for the future movements, but no movement occurred. During the
early stage of the moving period (0–200 ms), hand grasping gestures have not been
fully formed.

Fig. 4.3 Stimulation of median nerve recruits specific digit and wrist movements. A microelec-
trode array was implanted into the median nerve of the monkey and pulse-trian was delivered by a
electrical stimulator (Plexstim, Plexon, Inc.), meanwhile sEMGs of the forearm were recorded by
the Delsys surface EMG system (Delsys, Inc.) to evaluate the electrical stimulation perfor-
mance. Hand grasping can be generated with specific electrical stimulation parameters and different
parameters can evoke different movements
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4.2.2.2 Peripheral Neural Data

The acquisition and recordings of neural data were finished by the OmniPlex system
(Plexon, USA). The field potentials acquired by the cuff and the FMA on the median
nerve were shown in Figs. 4.5 and 4.6 correspondingly.

4.2.3 Neural Decoding Algorithms

Over the decades, various practical decoding algorithms have been developed to
analyze neural signals, with continuous improvement in their applicability to neural
experimental data (see [9, 10] for recent reviews). A typical Bayesian framework of
recursive estimation is introduced here [11], known as a Bayes filter, where the EMG
signals from each muscle and the limb kinematics from the lower limb movement
were regarded as hidden states of a dynamic network system, while neuronal spiking
signals were recorded from motor cortical cortex using the implanted microelectrode
arrays as the measurements of the dynamic system, in which the value updates
constantly (see [12] for more details about the experiment).

In our experimental data analysis, the xn denoted the hidden state x value at the n-
th time instant. In EMG signal decoding, xn is given by xn ¼ [u1(n), u2(n), . . .,
uM(n)]

T, where um(n), m ¼ 1, . . ., M is the value of EMG signal from m-th muscle

Fig. 4.4 Paradigm design of grasping multiple targets. (A) is the schematic diagram of monkey
behavioral experiment. The monkey was guided to reach and grasp three different target
objects. (B) is the pictures that the monkey was grasping these three target objects, cylinder,
plate, and ring. (C) shows the sequence of the behavioral task. Each trial began with a cueing of
center light on, instructing the monkey to fixate on the center pad. After a center holding time of
500ms, the center light went out meanwhile one arbitrary target light went on, cueing the monkey to
reach for the corresponding target and make a whole-hand grasp movement. After a target holding
time (THT), the target light went out. The monkey would return the hand and a reward of a few
drops of water would be delivered
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Fig. 4.5 The field potentials acquired by the cuff electrode

Fig. 4.6 The field potentials acquired by the FMA
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activity at the time n andM denotes the total number of muscles where we implanted
EMG recording electrodes. When decoding lower limb kinematics, the xn given by
xn ¼ [Z(n),V(n),A(n)]T, where the Z(n), V(n), A(n) separately respect the position,
the velocity, and the acceleration of the marker at the time n. At the same time, the yn
denotes the constantly updated measurement values of the dynamic system at the
time n, which is a vector data containing the spike counts of neurons in the n-th
time bin.

The estimation process consists of two steps: (i) prediction and (ii) update. In the
prediction step, the prior distribution of xn is estimated from the previous states, then
use a Markov model to generate xn , so we have:

p xnjy1:n�1ð Þ ¼
Z

p xnjxn�1ð Þp xn�1jyn�1ð Þdxn�1 ð4:1Þ

where p(xn| xn � 1) represents the state of dynamic system changed from current time
instant to the next moment and p(xn � 1| yn � 1) corresponds to the posterior
probability value for the previous states.

The update step, the posterior prediction p(xn| y1 : n) is calculated by updating the
prior prediction with the new measurement values yn:

p xnjy1:nð Þ ¼ p ynjxnð Þp xnjy1:n�1ð Þ
p ynjy1:n�1ð Þ ¼ αp ynjxnð Þp xnjy1:n�1ð Þ ð4:2Þ

where p(yn| xn) represents the mapping relation between the dynamic system and the
spike measurements and the normalization constant α in the formula can usually be
ignored. Utilizing Eqs. (4.1) and (4.2), we can calculate the p(xn| y1 : n) recursively.
For practical data process, there are two widely used algorithms, the Kalman filter
method [13] and the unscented Kalman filter method [14], that could be used to
estimate the EMG signals and kinematics recursively from the neuronal signals
recorded from motor cortex; for more detailed information, refer to [15].

4.3 Sensory Signal Feedback

For people who lost a limb after amputation, the concomitant loss of motor and
sensory functions results in enormous inconvenience in activities of daily living and
deterioration in quality of life [16–19]. To regain ability for grasping and manipu-
lating objects requires appropriate tactile information in addition to motor-driven
grippers [20–22]. To better restore amputees’ limb function and enable them to
better manipulate delicate objects in daily life, adequate sensory feedback is neces-
sary, especially tactile information.

Open-loop myoelectric control via surface EMG once was the most sophisticated
bio-control strategy clinically available since powered limb prostheses were
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developed to functionally restore arm/hand function in 1960s. However, this kind of
control approach did not improve significantly grasping/manipulation due to lack of
intuitive user interaction and/or sensory feedback involved in task control [23]. In
order to achieve closed-loop control in grasping tasks, several feedback approaches
have been proposed in the development of neural interface. For example, force
feedback is often used in the hierarchical manner of shared-control for the manip-
ulation tasks involving grasp [24]. Visual and/or auditory feedback has frequently
been introduced to assist users in the control of prosthetic limb for reaching and
grasping [25]. For sensory substitution, vibrotactile or electrotactile stimulations
play a crucial role in providing sensory perception as feedback [26–29]. More
recently direct stimulation of the peripheral nerves becomes more focused research
corresponding to signals generated by the artificial sensor systems on the prosthetic
limb [30–32].

As the complexity of the prosthetic hardware advanced significantly over the last
decade, effective control strategies utilizing such high degrees of freedom in more
dexterous prosthetic limbs become notably inadequate. For example, the sophisti-
cated prosthesis, SmartHand [33–35], contains so many degrees of freedom, yet it is
difficult for a patient to control it naturally. Furthermore, versatile sensors on new
prostheses provide much valuable feedback information that substitute naturally the
missing sensory information, and if transmitted to patient in a more natural or
intuitive way [36], such feedback can be perceived as originating from the missing
limb while without overwhelming the concentration of the user [37].

Recently, a study [38] has presented an evident improvement in the quality of
sensation and showed that experience of stable touch perceptions can lead to more
precise and reliable control of the prosthetic limb. While too many afferents are
synchronously stimulated through these electrodes, it will be feasible to achieve
more selective stimulation in order to generate more naturalistic tactile sensations.
This is important to make the conversion of the prosthetic sensor outputs into
patterns of electrical stimulation on peripheral sensory nerves [39].

In this section, we describe a neural prosthesis based on electrical stimulation to
provide sensory feedback for closed-loop control. A Schunk Dexterous Hand (SDH)
with array sensors on every segment of its fingers provides sensory feedback through
a fully implantable electrical stimulation device, which can generate time-variant
stimulation parameters according to the sensor measurements and is promising for
the generation of natural, graded intensity of grasp force perception [38]. Particularly,
the implanted part of this stimulation device is wirelessly powered via magnetically
resonant coupling so that there’s no need for an internal battery [40].

4.3.1 Materials and Method

The prosthetic part of the experimental neural prosthetic system consists of a
6-degree-of-freedom (DoF) Schunk Powerball Lightweight Arm 4P (LWA 4P),
with a 7-DoF three-fingered SDH attached as its end effector. Each finger is
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equipped with two tactile array sensors to provide primitive contact pressure distri-
bution as well as the synthetic force information for the calculation of the parameters
needed for electrical stimulation, namely, the pulse width, the pulse amplitude, and
the stimulation frequency. The robotic arm and hand communicate with a computer
through CAN (controller area network) bus, and the tactile sensors are connected
through serial port.

The stimulation system is based on wireless power transfer technology and
contains the external controller, the implantable pulse generator (IPG), the lead
extension, and electrode, as shown in Fig. 4.7. The controller receives stimulation
parameters from the computer via a USB port after the real-time processing of the
sensor data and then delivers the parameters to the IPG via wireless communication.
The IPG generates time-variant stimulation pulses and delivers them to the bipolar
electrode by the lead extension to elicit continuous “natural” sensations on the
human body according to the stimulation patterns. Due to its tiny size and wireless
power transfer this stimulation system is easily suited for implant operation.

We intend to provide sensory feedback signals that mimic the body’s original
biological sensors according to the tactile sensor data via the electrical stimulation

Fig. 4.7 The prosthesis is a combination of a LWA 4P and a SDH, which can provide sensory
feedback information as well as moving according to the commands delivered by the computer. The
stimulation device consists of the external controller, the implantable pulse generator (IPG), the lead
extension and electrode. (Adapted from Qiuxia Lai; Dingyin Hu; Ang Ke; Jiping He, Providing
Sensory Feedback Using Electrical Stimulation for Neural Prosthesis, Neuroscience and Biomed-
ical Engineering, 2014. Spring, 2: 99~104)
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device. The improvement in quality of sensation and the closed-loop control strategy
is promising to lead to more precise, reliable, and natural control of the prosthetic
limbs in daily life tasks.

4.3.2 Experiment

At current preliminary stage, we conducted two separate experiments. One aimed at
collecting sensor data to be analyzed later for the generation of electrical stimulation
patterns, and the other focused on the functional testing of the stimulation device. In
the near future, the integrated complete experiment combining these two parts will
be conducted, first in animal models for safety and reliability verification before into
clinical trial having patients’ participation.

4.3.2.1 Sensor Data Acquisition

In daily life, drinking water from a bottle is a simple but frequent behavior, yet most
current prostheses cannot provide satisfactory assistance due to their innate shortage
in utilizing natural sensory information.

In order to study the sensory information and regulation in this daily life activity
as well as to find out a general research approach for similar issues, we conducted
the experiment to collect the outputs of these array sensors during the task
execution process when the prosthesis took up a bottle of water, moved to another
place, poured water out, held the bottle upright again, and then put down the
emptied bottle.

The recorded contact sensor data were visualized using pseudo-coloring scheme
to present intuitive information of the pressure distribution and its dynamic variation
during the experiment, as shown in Fig. 4.8. Detailed explanation is presented next.

In Fig. 4.8 four phases of the water bottle grasp and take-up, tilting for water-
pouring procedure in the experiment task, are shown on the top panel, and the
corresponding visualized contact pressure presentations are placed below. The
water level is indicated by dash line on the bottle. The meaning of pseudo-color
picture used to visualize the acquired contact pressure data is illustrated by the color
bar and the unit of sensor readouts is millivolt. Each of the three fingers contains two
tactile array sensors consisting of 78 and 86 tactile cells, respectively, and each cell
can perceive the pressure applied on it.

All sensor data were delivered to the computer and recorded for offline analyses.
In the pseudo-color picture, each figure under the representing bottle orientation
shows three dynamic pressure distributions for the three fingers: the left color
column represents the right-lower finger seen in the real object picture, the middle
column represents the left (opposing) finger, and the right represents the right-upper
finger. The primitive readouts are the voltages measured on each cell.
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4.3.2.2 Stimulation Pattern Generation

The stimulation device was designed to be capable of altering stimulation parameters
in real time during its working procedure. The external controller receives com-
mands from a computer via a USB port connection [41]. Then the external controller
transmits the stimulation parameters to the IPG by radio frequency telemetry. The
IPG generates pulses through the electrode to elicit certain neural responses [42].

In order to prevent corrosion and irreversible electrolyte reactions, the waveforms
used in clinical stimulation should be charge-balanced, while compared with biphasic
charge-balanced waveforms, asymmetric charge-balanced waveforms can provide
better control of electrochemical reactions and may suppress undesired reactions [43].

To ensure charge balance at the electrode site, we monitored the raw output
signals applied to a pair of electrode contacts under different specified stimulation
parameters with the active electrodes immersed in 0.9% saline. Two waveforms
from each electrode contact form together and generate the final stimulation pulse, as
shown in Fig. 4.9.

We also altered the stimulation parameters during voltage observing procedure in
order to test the capability of our stimulation device to generate different stimulation
waveforms real time according to the computer commands. The voltage waveforms
were recorded via the oscilloscope, as well. Some examples are demonstrated in
Fig. 4.9. The stimulation parameters tested in the experiment were 50 Hz, 2.64 V,
and 1200 μs and 10 Hz, 1.32 V, and 400 μs, respectively.

Fig. 4.8 Several typical time phases during the water-pouring procedure in the experiment task.
The top panel shows the real scenes and the bottom panel shows the corresponding pseudo-color
picture drawn according to the sensor readouts. The dash line indicates the water level inside the
bottle, while the water outside isn’t shown. The color bar demonstrates the meaning of the pseudo-
color picture. Each of the color square in the pseudo-color picture represents a cell in the array
sensor and its color demonstrates the voltage value which reflects the force strength exerted on it at
that time point. Qiuxia Lai; Dingyin Hu; Ang Ke; Jiping He, Providing Sensory Feedback Using
Electrical Stimulation for Neural Prosthesis, Neuroscience and Biomedical Engineering, 2014.
Spring, 2: 99~104
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4.3.3 Results and Discussions

4.3.3.1 Sensor Data Analysis

In the sensor data acquisition experiment, we observed an evident variation of the
measured voltage. The pressure remained zero before the SDH touched the water
bottle, and as can be seen in Fig. 4.8, the pressure later reached its desired maximum
value when the fingers firmly held the bottle without squeezing hard to break it, and

Fig. 4.9 Voltage
waveforms observed on the
oscilloscope. The active
electrodes were immersed in
0.9% saline. The specified
stimulation parameters are
(a) 50 Hz, 2.64 V, 1200 μs
and (b) 10 Hz, 1.32 V,
400 μs, respectively
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then decreased when water flowed out of the bottle. Finally, it returned to zero after
putting down the bottle. We can also find out that each array sensor experienced
different amounts of pressure, and this pressure distribution may result from the
relative position and contact area between the bottle and the SDH, i.e., the holding
posture affected the sensor output value. However, the variation rules of the pressure
values on all six array sensors are similar during the experiment.

The array sensor data are initially in the form of voltage, and we calibrated the
voltage into pressure using the formula:

p ¼ v P�=V�: ð4:3Þ

where the P� ¼ 0.000473 N/(mm � mm) and the V� ¼ 592.1 mV according to the
documentation of SDH.

After acquiring the pressure value on each cell, the average force on every array
sensor can be calculated. The calculated force of the 6 array sensors averaged from
12 experiments is displayed in Fig. 4.10, and the time points corresponding to the
given phases in Fig. 4.8 are marked by the dash lines. In Fig. 4.10, the “finger xy”
indicates the six tactile array sensors embedded in the SDH, in which x ranging from
0 to 2 indicates the finger and y with values 1 and 2 indicates whether the sensor is
proximal or distal.

We can see that there exists high-frequency jiggering in the force curves, indi-
cating that the bottle slid a little during the whole experiment procedure. The distal

Fig. 4.10 Average forces of the 6 array sensors averaged from 12 experiments. In the “finger xy,” x
with the value 0–2 represents the three fingers from left to right in the bottom panel of Fig. 4.8, and y
with value 1 represents the proximal part, and 2 represents the distal part of the finger
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part of the right-lower finger and the proximal part of the right-upper finger,
i.e. “finger 01” and “finger 22,” have the smallest average force during the 12 exper-
iments, and as can be seen from the original data, the pressure of each cell stays 0 in
most of the 12 experiments, resulting in the equal-zero average values. The distal
parts of the left finger and the right-upper finger, i.e., “finger 11” and “finger 21,”
have the second largest average force, and the sum of the two values seems to remain
the same. The remaining two finger patches, i.e., “finger 02” and “finger 12,” have
the largest average force, which then diminished to a smaller value when water
started to flow out of the bottle. From the analysis above we can conclude that as for
the holding posture in the experiments, only four finger patches played the main role,
which form two interaction force pairs and keep the bottle balanced. When water
was flowing out of the bottle, the average force measured on “finger 02” and “finger
21” increased a little, which may be due to that the water at bottom of the bottle
flowed to the bottle neck. So there was more water need to be supported by these two
fingers at that moment.

However, the analysis above is only for the averaged results. As for the data
acquired in each single experiment, we discover that there often exist certain finger
patches that didn’t experience any pressure during the whole procedure. This
phenomenon may not be ideal for shared load of fingers, but it is not unusually
seen in real life because of the uneven surface or shape when grasping an object. This
observation suggests that, for larger, heavier or irregular shaped/structured objects,
grasping postures may need pre-planning to distribute pressure more evenly among
all fingers of a robotic hand to prevent slippery or damage of robot hand or weak
parts of the objects.

In further research, we plan to extract more information from these sensor data
to generate proper electrical stimulation parameters and elicit sensations in human
body real time. The type of stimulation represents the objects’ contact properties
detected by the array sensors on the robotic hand and is promising to contribute a
lot in the control of neural prosthesis because the sensory feedback information
provided can help to reach a closed-loop control effect and will greatly improve the
performance of the neural prosthesis when carrying out daily life tasks. What we
need to do next is to propose more effective algorithms and make better use of
these force data to acquire motor-related information and apply it to the controller
designing.

4.3.3.2 Stimulation Pattern Generation

In the stimulation pattern generation experiment, we observed a charge-balanced
waveform between the bipolar electrodes from oscilloscope. The active electrodes
were immersed in 0.9% saline and the raw output signals were monitored under
different specified stimulation parameters. As illustrated in Fig. 4.9, stimulation
parameters are 50 Hz, 2.64 V, and 1200 μs (a) and 10 Hz, 1.32 V, and 400 μs (b),
respectively. One channel of the electrode contact outputs a square pulse OUT1 and
the other electrode contact outputs a delayed square pulse OUT2 whose amplitude is
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one-half and the duration is double of the OUT1 waveform. The charge-balanced
biphasic stimulation waveforms Vsim are formed by these two square pulses and
have a negative phase followed by a positive phase with an inter-pulse delay. We can
observe a significant difference when stimulation parameters changed.

We conclude that both changes in the pulse width and the stimulation frequency
can result in different stimulation waveforms, demonstrating the capability of the
stimulation device to provide different stimulation patterns for eliciting variable
sensations.

In future research, we will utilize the calculated force information to generate
corresponding stimulation parameters (pulse width, amplitude, and frequency) that
are promising to elicit natural sensory responses. The sensation elicited on sensory
nerves can provide sensory feedback different from other kinds of feedback such as
visual and vibratory feedback, and can induce users’ intuitive response in the control
of neural prosthesis, which is destined to realize a more natural control performance.
Currently the exact relationship between the stimulation parameters and the elicited
sensations is still unclear; we need to do further carefully designed research to
investigate and acquire this kind of information and find out the proper way to
provide users with natural sensations.

In this section, we report a novel experiment to measure the tactile sensor
information during the process of taking up a bottle or cup of water, moving to a
designated location while holding the bottle/cup upright, pouring the water out,
returning the bottle back to upright position again and then putting down the empty
bottle, and monitored the output stimulation waveforms of the stimulation device
under specific stimulation parameters. These are preliminary experiments to explore
approaches to restore the motor function for paralyzed people or amputees by
introducing sensory feedback via electrical stimulation on peripheral nerves and
controlling the motion of prostheses according to the motor intention decoded from
user consciousness.

We now have successful access to acquire the data used for sensory feedback as
well as the approach to generate various stimulation patterns; what we need to do in
successive stages include conducting more experiments combining these two sub-
systems and developing an effective algorithm to convert the output of tactile array
sensors on the prosthesis into patterns of electrical stimulation of sensory nerve.
Moreover, we will also do investigative work to use decoded motor intention into
real-time control commands to directly manipulate the prosthetic limbs as the natural
sensory feedback are elicited via electrical stimulation synchronically, thus reaching
a natural closed-loop control performance.

There are many scientific and technical challenges to be conquered before we can
achieve the ultimate research goal. Along the way, the development effort should
bring significant medical benefits to the patients and society. If the natural sensory
feedback is achieved, the amputees will be able to perform naturally functional
control on the prostheses as if they were just extension parts of their body.
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4.4 Neural Regeneration and Repair

Autologous nerve grafts remain the “gold standard” for repair of peripheral nerve
lesions. However, this approach is plagued by permanent loss of harvested nerve
function and the potential formation of painful neuromas. Furthermore, there are
obvious limitations in the supply of donor nerves, making autografts can only be
used to repair short nerve lesions. Neural repair technology based on tissue engi-
neering has shown promising prospects in the treatment of nerve injury. However,
this treatment needs autologous nerve to stimulate axonal regeneration and extension
into target tissues. Therefore, how to produce plenty of living nerve constructs in a
short time is full of significance.

Fine-motor control of an artificial arm will ultimately require a different kind of
link between living tissue and the prosthesis. Except for muscles, nerve fibers can
also be the intermediary between the severed axons in a stump and the electrical
wiring of a prosthetic device. D. Kacy Cullen and Douglas H. Smith believed this
kind of neural interface has some advantages, such as low invasion, high sensitivity,
convenient for signal separation, and short rehabilitation period [44]. To create such
a neural bridge, we firstly have to figure out how to grow nerve fibers that are long
enough to span the gap between the host axons and the electronics.

Although it has been well known that axon growth can be guided by chemical
cues and electrical stimulation, both of these two methods couldn’t produce regular
neural tissues. In nature, the actual growth of the axon also appears to be dependent
on mechanical stimuli. By the proper stretch speed, we can achieve regular nerve
constructs. The nervous tissue constructs consisting of living axons, which provides
an enticing target for host axon ingrowth and synaptic integration. Compared with
original neural interface, our method shows some advantages. Firstly, living axonal
constructs can provide regenerative support for the proximal stump where target is
cut off. Secondly, the array and neurons can make stable connection in vitro.
Thirdly, most host nerves will never connect directly with the electrical devices
which usually cause damage to the respective tissue. Finally, the process of mechan-
ical stretch can produce more regular nerve fascicles (details in Table 4.2).

Table 4.2 Comparison of different methods for the directed nerve growth

Methods Advantages Disadvantages

Chemical The inherent characteristics of the organisms Long period

The growth speed and direction are controllable Unquantifiable

IrregularBoth direction: Attraction and rejection

Kinds of neurotrophic factors for varied nerves

Electrical The growth speed and direction are controllable Unquantifiable

Noninvasive Irregular

Neural regulation and functional reconstruction

Mechanical The inherent characteristics of the organisms Easily cause nerve damage

The growth speed and direction are controllable

Regular nerve fibers Few studies

Quantifiable
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4.4.1 Axon Stretch Growth

In the past, a few reported studies have attempted gradually lengthening the axons by
towing growth cone. In 1984, Bray successfully stretched the growth cones of
individual chick sensory axons more than 100 μm within a few hours by a micro-
electrode [45]. In 1993, Heidemann et al. performed a series of studies. The growth
cones of single axons were lengthened at precise increments via stretching glass
pipettes using an external device. The rate of towed growth showed a linear
dependence of growth rate with applied tensions between 25 and 560 micro dynes.
He found the axons could be towed at a maximal limit of 1 mm every day without
thinning down [46]. In 1977, S. Chada found the elongation rate and magnitude of
applied tension have linear relationship in both central and peripheral neurons [47].

When the stretch time is too long or the speed too fast, the axon will be
disconnected. Therefore, we can’t produce long neural tissues by stretch growth
cone. Actually, integrated axon tracts without growth cones could also undergo a
form of more rapid and sustained growth under stretch. The majority of cell types in
nature increase their volumes by division during development. However, neurons
are non-mitotic, so the expansion of nervous tissue depends on another process. For
example, during development of blue whale, the spinal axons need to undergo
continuous mechanical tension as their spinal cord grows in length. Although
without growth cones, these integrated axons could reach 30 m in the end.

However, the elongation of integrated axon tracts was not experimentally dem-
onstrated until 2001 [47]. Smith et al. found integrated axon tracts without growth
cones could be stretched at a faster rate. Two large populations of neurons were
seeded on adjacent membranes within a bioreactor, and then the top membrane was
slided across the bottom membrane at set rates by a programmable microstepper
motor system. When the microstepper motor moved the top membrane, the axonal
bundles crossing between the two membranes were stretched to a new length. In the
end, the axons had grown up to 1 cm after 10 days of stretch. In the following years,
they optimized the stretch growth paradigm, and dorsal root ganglion (DRG) axon
tracts initially only 100 μm in length could be extended up to 10 cm by stretch for
2 weeks [48]. Despite this rapid stretching, sodium channel activation, inactivation,
and recovery or potassium channel activation were demonstrated no change
according to the whole cell patch clamp technique.

4.4.1.1 Principles of Axon Stretch Growth

In order to stretch axon bundles, as depicted in Fig. 4.11, one stationary substrate
membrane as the bottom of the culture chamber. Another towing membrane made by
the same material was positioned over the bottom membrane. Both of the two
membranes would need to be thin and transparent enough so that adherent cells on
their surfaces could still be within the working distance of a high magnification
microscope objective. The towing membrane was fixed to a machined plastic block
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so that it could be moved over the bottom membrane by a microstepper motor
system. First, the neurons were placed on the two adjoining substrates and formed
new synaptic connections between each other over 5 days. Then, the axon bundles
across the border between the top and bottom membranes were stretched in a
stepwise fashion. After several days’ stretch, the axon tracts could reach several
centimeters in length.

4.4.1.2 Fabrication of Bioreactor

In order to stretch neural cells, axon expansion chamber will not only need to culture
cells like a common culture vessel, but also need to stretch axons. The design needs
to meet the following requirements:

1. Conditions for culture of neural cells in vitro. A. It can store and replace culture
medium. B. It can be sterilized and maintained in a sterile environment. C. To
exchange gas and maintain appropriate pH value medium. D. The material used in
the incubator has no toxic gas under special temperature and humidity conditions.
E. The bottom and top are transparent to facilitate observation during culture.

Fig. 4.11 Schematic diagram of axon stretch-growth
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2. Conditions for axon stretch growth. A. The materials used under special temper-
ature and humidity conditions of the incubator will not deform and ensure the
stability and accuracy during stretch growth. B. Stepper motor needs to work well
in the incubator; each displacement distance is small enough to not affect the cell
growth. C. The wire passes through the incubator, but does not destroy the air
pressure and the sterile environment in the incubator.

A miniaturized bioreactor (Fig. 4.12) was engineered to gradually apply tension
to axon bundles spanning two separate membranes. As showed in Fig. 4.13, the axon

Fig. 4.12 Control structure diagram of axon stretch system

Fig. 4.13 Axon stretch growth bioreactor system. (Adapted from Li, Xiao, et al. “Development of a
new miniaturized bioreactor for axon stretch growth.” Journal of integrative neuroscience 15.03
(2016): 365–380)
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stretch growth bioreactor system was composed of axon expansion chamber, linear
motion table, microstepper motor, and controller. Aside from the motor indexer, the
bioreactor was located in a CO2 incubator during neural culture and axon stretch
growth experiments. The axon expansion chamber was seated within the chassis
underlying the linear motion table, meanwhile the towing rod extending from the
axon expansion chamber was fastened to the table using an acrylonitrile-butadiene-
styrene (ABS) adaptor.

As is shown in Fig. 4.14, the axon expansion chamber is composed of the
stretching frame, towing block, towing leg, and so on.

4.4.2 Axon Stretch Growth

When the axons sprouted from their cell body and formed synaptic connections with
target cells, the axon stretch growth will begin. As the distance between the neuronal
somata and the target cells increased, the axons will undergo the continuous tension.
These forces increased axons’ growth rate by stimulating axons to add cytoskeleton,
axolemma, and other cellular building materials somewhere along their central
length to minimize strain.

4.4.2.1 Key Factors in Axon Stretch Growth

1. Traction Mode.

Small and frequent stretches are important to the survival of axons undergoing
stretch growth, particularly at the start of stretching. As shown in Fig. 4.15, if high
elongation rates are applied early, growth cannot be sustained, and axons will
rupture within the first 24 h. But if the rate increases slowly, the cell can
accommodate the rate and grow healthily. Moreover, if the stretch rate increased

Fig. 4.14 Axon expansion chamber
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faster than the neuron, the tension will accumulate and cause the axons rupture.
Therefore, two sequential factors that defined the boundaries of long-term stretch
growth of integrated axons: strain and acclimation.

2. Substrate Attachment.

Another key factor is the neuronal adhesion with the substrate. The elongator sub-
strates coated by both PDL and rattail collagen had been proved it was the best
coating method. PLL had been widely used in the cell culture experiment. However,
it could be taken in through adsorptive endocytosis by neurons which may provoke
inflammatory responses either directly or indirectly through its necrosis-inducing
abilities, most of axons had not grown out from the DRGs. Although collagen could
provide an optimal condition for cell adhesion, it will rehydrate in the culture
medium, which would often cause axon stretch growth experiments to fail. The
axons grew very well after 3 days’ culture, while they were seemed to be ill at the
sixth day. High-molecular-weight PDL could provide enough adhesive force during
axon stretch growth, but some residual PDL could not be digested by lysosome
which would cause inflammatory responses when the nervous tissue constructs
comprised of stretch-grown axons were used to repair nerve damage. By combining
soluble PDL and collagen, we can get the most ideal result.

Fig. 4.15 Graphic
representation of stretching
conditions that define the
boundaries of axon growth
or disconnection
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3. Slope Substrate.

In 1911, Harrison cultured cells on a spider web and found the cells grew along the
fibers of the web [49]. Since then, with the development of micro- and nano-
fabrication techniques, a large number of studies have shown that cells react strongly
to topography. Rajnicek et al. reported that central nervous system neurites could be
guided by shallow grooves with 14 nm deep and 1 mm wide [50]. Stepien grew
chicken DRG neurons on single scratches. He found that direction often increases
with increasing depth, but decreases with increasing groove width. If the grooves are
>20 mm, most cell types will lose guide [51]. Goldner et al. describe an unusual
capability of a subpopulation of DRG neurons could span across the grooves with
200 mm width, even with no underlying solid support [52]. Fricke et al. designed a
variety of gradient patterns with slight changes in slope to control axon directional-
ity. They found that reduction in the slope of structure from 0.04 (0.3 mm/7.5 mm) to
0.01 (0.1 mm/7.5 mm) strongly influence neurite growth. Actin and microtubules
align along walls and edges, the microtubules being the first element to be aligned,
followed by actin. Grooved surfaces also induce changes in transcription and the up
and down regulation of several genes, but the explicit mechanism for cell guidance
has yet to be clarified [53].

In the axon stretch growth system, there is a topography between the top
membrane and the bottom membrane, which will affect the growth direction of the
axons. The top membrane need to be polished on one edge to create gradual slope to
the border of the exposed underlying membrane.

4.4.2.2 Experimental Design of Axon Stretch Growth

1. Modification of the Membranes.

DRG were isolated from 1 day-old infant Sprague–Dawley rats. The culture surfaces
were respectively treated with high-molecular-weight PDL and collagen.

2. The Process of Axon Stretch Growth.

The neurons are placed on the two adjoining substrates and formed new synaptic
connections between each other over 5 days. When the axon bundles are across the
border between the top and bottom membranes, we can begin to stretch. The
following axon stretch growth began at a rate of 0.864 mm/day by taking 1-μm
steps every 100 s over 864 iterations. Alternatively, in order to achieve several
centimeters’ axon tracts rapidly, the stretch rate could begin slowly and gradually
accelerate to the desired rate. As is shown in the Fig. 4.16, the important steps are as
follows:

116 P. Zhang et al.



Fig. 4.16 Flowchart of
axon stretch growth
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1. Traction condition determination: a large number of axon bundles are across the
border between the top and bottom membranes.

2. Install axon expansion chamber: fasten the culture chamber within the chassis
underlying the linear motion table, whereas the towing rods extending from the
culture chambers were fastened to the table using an ABS adaptor.

3. Set parameters: first of all, in the PC machine, set the traction parameters such as:
step length and waiting time, and then downloaded to the controller, you can use
the keyboard to achieve the stepper motor to start, pause, positive rotation,
negative rotation and other operations.

4. Medium replacement: after 1 week’s culture, replace the medium. When the
liquid is replaced, the utility model is firstly suspended by the keyboard, and
the towing rod is fixed by the nut to prevent the towing rod from moving. After
that, loosen the nut between the towing rod and the connecting block, and move
axon expansion chamber into the super clean table. Finally, the axon expansion
chamber is moved back to the incubator, and the towing rod is fixed with nuts.
Connect the block, and then loosen the nut on the pull link, you can restart
the pull.

4.4.2.3 Axon Stretch Growth

In order to increase the density of elongating axons in each culture, the elongator
substrates were first treated by PDL and then followed by rattail collagen coating.
After DRG explants were plated, cultures were maintained for 10 days in the
incubator so that axons could grow across the interface of the two adjoining sub-
strates. Before stretching, the total diameter of the axon bundles was about 100 μm,
with about 100 axons (Fig. 4.17b). According to the above test, 1 μm step was the
better choice. In addition, the axons need sufficient acclimation time to decrease the
residual stress after stretching. Therefore, the stretch growth rate was programmed
into the motion control system by implementing a displacement step and a resting
time in a circular manner, about 1 μm every 100 s. These bridging axons adapted to
the stretch by increasing their length from 500 μm to become 5.94 mm long over
7 days of stretch growth (Fig. 4.17h). Because the neighboring axon bundles
preferred to join together during stretch-induced growth, the number of axon bundles
in the end looked fewer. The neural tracts were stained with β-tubulin antibodies to
confirm which were real axons. The entire length of stretch-growing axons labeled
positive for β-tubulin protein (Fig. 4.18).

Our work has obtained some successful experience in verifying that mechanical
stretch could promote the directional growth of axons, and demonstrating the
possibility of repairing nerve injury. Some recent reports highlight the necessary
of synergistic training for axons and myelin. This will be our next research goal.
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Fig. 4.17 Comparison of DRGs static culture group (left) and stretch-grown group (right) in the
axon stretch growth bioreactor. (a) DRGs were cultured 3 days. (b) DRGs were cultured 10 days.
(c) DRGs were cultured 10 days. (d) DRGs were stretched growth 3 days. (e) DRGs were cultured
13 days. (f) DRGs were stretched growth 5 days. (g) DRGs were cultured 17 days. (h) DRGs were
stretched growth 7 days. Scale bars: (a)–(c), (e), and (g) 200 μm; (d), (f), and (h) 500 μm. (Adapted
from Li, Xiao, et al. “Development of a new miniaturized bioreactor for axon stretch growth.”
Journal of integrative neuroscience 15.03 (2016): 365–380)
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Chapter 5
Brain-Machine Interface-Based Rat-Robot
Behavior Control

Jiacheng Zhang, Kedi Xu, Shaomin Zhang, Yueming Wang,
Nenggan Zheng, Gang Pan, Weidong Chen, Zhaohui Wu,
and Xiaoxiang Zheng

Abstract Brain-machine interface (BMI) provides a bidirectional pathway between
the brain and external facilities. The machine-to-brain pathway makes it possible to
send artificial information back into the biological brain, interfering neural activities
and generating sensations. The idea of the BMI-assisted bio-robotic animal system is
accomplished by stimulations on specific sites of the nervous system. With the
technology of BMI, animals’ locomotion behavior can be precisely controlled as
robots, which made the animal turning into bio-robot. In this chapter, we reviewed
our lab works focused on rat-robot navigation. The principles of rat-robot system
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have been briefly described first, including the target brain sites chosen for locomo-
tion control and the design of remote control system. Some methodological advances
made by optogenetic technologies for better modulation control have then been
introduced. Besides, we also introduced our implementation of “mind-controlled”
rat navigation system. Moreover, we have presented our efforts made on combining
biological intelligence with artificial intelligence, with developments of automatic
control and training system assisted with images or voices inputs. We concluded this
chapter by discussing further developments to acquire environmental information as
well as promising applications with write-in BMIs.

Keywords Brain-machine interface · Rat-robot · Behavior control · Brain
stimulation

5.1 Introduction

Brain-machine interface (BMI) is a bidirectional pathway between the brain and
external facilities. Besides its ability to read out information from the brain, provid-
ing an available communication method for the disabled, the BMI also has further
applications in “writing” information into the brain. With encoded stimulations,
researchers can send artificial information into targeted brain area, interfering neural
activities and even generating sensations.

The using of physical stimulation to affect the brain function, mainly by applying
electrical current into the brain, has been applied for clinical treatments for more than
a century. Since electrical stimulation targeted at motor cortex can elicit limb
movements [1], it was well adopted for improving neurosurgical procedures from
early times [2]. More recently, deep brain stimulation (DBS) has become a common
therapy to alleviate symptoms of some brain disorders such as chronic pain [3, 4] and
the Parkinson’s disease [5, 6]. Besides, electrical stimulation was also introduced as
a tool for regenerating sensory feedback. Cochlear implants [7, 8] and retinal
prostheses [9, 10] are two of such applications, replacing the impaired peripheral
nerves with artificial devices. Moreover, recent works have shown that intracortical
micro-stimulation in primary somatosensory system can generate discriminable
tactile percepts from lab animals [11, 12] to human beings [13]. These approaches
draw bright prospects of the “write-in” BMI applications.

However, it is not until the mid-1990s that this therapeutic stimulation application
had found a new potential in the field of BMIs, when the concept of “bio-robot” first
appeared. The idea of the BMI-assisted robotic animal system is accomplished by
stimulations on specific sites of the nervous system. Studies in functional mecha-
nisms of the nervous system gave rise to the potential of this animal locomotion
control system with focal brain stimulations. Taking advantages of the artificial-
evoked locomotion changes, researchers attempted to control animals with virtual
perception cues elicited by electrical stimulations. Compared to traditional robot or
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biomimetic robot, robotic animals have shown superior performances due to their
flexibility, self-sufficient energy supply, and adaptability to complex environments.

One of the earliest attempts on direct animal controlling was made by a Japanese
group. In their experiment, an American cockroach was successfully controlled to
follow the forward and/or turning commands with electrical stimulations on the
antenna [14]. Since the advent of the remarkable work, the researches on robotic
animals, or bio-robots, have been developing rapidly in the following decades.
Winged insects were one of the most interesting subjects. Artificial stimulation-
controlled insects were thought to be an alternative to the insect-mimetic micro-air
vehicles (MAVs) for their fascinating flight performances. An expanded variety of
insects have been engaged in this cyborg insects study, including months [15, 16],
beetles [17], and honeybees [18]. By implanting microelectrodes into antenna and
optic lobes, the insects can be controlled to fly according to preset routes or even
switch the wing oscillations.

Another hot spot in the field of bio-robot is behavior control of vertebrates [19–
22]. Compared to insects, vertebrates have much more complicated brain structural
and functional divisions and thus can be controlled to finish more complex tasks.
Among various animals, rodents are always elusive with high agility, indicating the
possibility of utilizing them for investigations and rescues. Furthermore, the rodents
have an acute sense of smell, which exceeds most of the man-made sensors in both
sensitivity and accuracy, making it a promising subject for explosive or drug
detections. However, these small mammals are hard to be tamed with traditional
training protocols. With the help of electrical stimulations, locomotion commands
can be directly “written” into the animal’s brain, saving training time and simplify-
ing training paradigms at the same time. The initial idea of rat-robot control was
accomplished by evoking virtual reward stimulation and whisker touching feelings
to indicate moving forward or provide turning cues, respectively. Encouraged by this
work, some other groups have made advances in control improvements.

In this chapter, we firstly introduced how rat-robot be controlled with write-in
BMI. We then described some methodological advances developed for better loco-
motion modulation, such as optogenetic modulation methods. We also introduced
our implementation of combining “write-in” BMI with “readout” BMI, as mind-
controlled rat navigation system. Besides, we presented our efforts made on opti-
mizing control strategies for automatic control and combining machine intelligence
with biological intelligence for cognition enhancements. We concluded this chapter
by discussing further developments to acquire environment information as well as
promising applications with write-in BMIs.

5.2 Basis of Rat Navigation System

In 2002, Dr. Chapin and his colleagues managed to navigate rats through a complex
field with electrical stimuli instead of external turning cues and rewards used in
operant learning paradigms [23]. To accomplish the locomotion control, the rats
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were firstly implanted with bipolar microelectrodes. After a period of training for the
rats to correlate the electrical stimulation commands and corresponding behaviors,
the rat’s locomotor behavior can be controlled by the operators. In this model,
electrical stimulations in different sites of the brain evoked different behavioral
responses in rats, enabling accurate movement control in real time. Besides stimu-
lation electrodes implantation, a backpack containing microprocessor and micro-
stimulator needs to be mounted onto the rat for electrical stimuli delivering.
The commands are then transferred wirelessly between computer and backpack.
Figure 5.1 shows an overview of the whole rat-robot navigation system.

5.2.1 Principles of Rat-Robot Control

The BMI-assisted rat-robot locomotion control is mainly managed by evoking
sensations and perceptions that lead to behavior changes caused by habits or
reflections rather than directly activating targeted muscles. For movement control
strategy design, the most classical method is to use electrical stimulation-evoked
reward mechanism as an alternative for operant conditioning training. Other
methods based on fear or punishment were also brought up as training-free solutions
for rat-robot system improvement.

Fig. 5.1 Overview of the rat navigation system. The whole system is consisted of three parts:
animal preparation, stimulator backpack, and remote control system. (a) Target brain sites for rat
locomotion control, including turning cues (whisker barrel field/ventral posterior medial nucleus of
thalamus, indicated in black dots and red circles, respectively), reward stimulation (medial forebrain
bundle), and force holding (dorsolateral periaqueductal gray). (b) The stimulation backpack
equipped with a video camera, which turning the received commands into electrical stimulations
into corresponding brain sites and relaying captured videos back to operators at the same time. (c)
GUI for operators to adjust stimulation parameters and deliver locomotion commands. The rat-robot
can be controlled with a wireless mouse, and the information is exchanged wirelessly with
Bluetooth
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5.2.1.1 Virtual Reward-Based Training Method

To navigate a robot, at least two commands are needed for basic movement control:
moving forward and turning left or right. Similarly, for typical rat-robot navigation
control system, electrical stimulations are delivered into medial forebrain bundle
(MFB) and somatosensory cortex (barrel field, S1BF) as virtual reward and turning
cues, respectively, for movement control.

Medial forebrain bundle (MFB) has been proved to be involved in study and
reward mechanisms. Electrical stimulation of MFB not only reinforces forward
locomotion but also motivates further locomotion. Thus, MFB stimulation can be
served as a virtual reward cue for rats to move forwards [24]. The effects of MFB
stimulation can be tested and evaluated by behavioral tasks. Two typical behavioral
designs are free-roaming task and lever-pressing task. The free-roaming task takes
place in circular field or eight-arm maze. Rats receiving electrode implantation in
MFB are allowed free roaming in the field. MFB stimulation with appropriate
intensity will increase long-term locomotor activity of rats, inducing the rats to
approach toward centered regions more often. In lever-pressing task, the rats are
trained for a self-stimulation reward task. Once the lever is pressed by rat, a train of
MFB stimulation will be delivered immediately to the rat as virtual reward. In the
beginning of the first training session, the rats may touch the lever accidentally. After
several tries, the rats learn the rule of self-reward stimulation and start pressing the
lever frequently for reward seeking. After several days of reward training, the rats
will show active movements with MFB reward stimulation.

The turning cues are induced by stimulating bilateral somatosensory cortex. Rat’s
somatosensory cortex barrel field (S1BF) is related to whisker sensing process.
Stimulations in S1BF produce virtual whisker “touch” perceptions, inducing head
movements and turning behaviors [25]. With this strategy, the rats need to receive a
reinforcement training section of about 5–7 days. During this section, the animals are
trained to link electrical cues with appropriate turning directions. At the beginning of
each training session, the rats are motivated to keep running forwards in an eight-arm
maze with MFB stimulations. Either left or right turning cues will be given when the
rats entering the central area of the maze. Once the animal turns correctly after
turning cue delivers, the rat will receive a train of MFB stimulation as reward. By
associating MFB rewards to each correct turn, the rats can learn to perform highly
accurate turning behavior following electrical stimulations. Generally, the initial
turning directions are not uniform across untrained rats. While some animals
would turn ipsilateral to the stimulated site, others show contralateral turning
behavior. As the training procedure associated turning cues with rewards, the rats
could finally turn to consistent direction according to turning instructions. Particu-
larly, the turning direction is largely depended on the association of MFB rewards,
especially in those initial trainings. When MFB rewards are given upon ipsilateral
turns, the rat could learn to turn ipsilaterally to the S1BF stimulation, and vice
versa [26].
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5.2.1.2 Optimization of the Turning Behavior

With the combination of MFB reward and S1BF turning cues, the rats can be
navigated over three-dimensional structures by operators. Motivated by MFB
rewards, the animals are able to run forwards and even climb or descend steps.
However, the control of turning behavior of the reported rat-robot exhibits a large
variability in the results produced. Although the training procedure ensures a high
success rate of turning behavior in rats after corresponding stimulation cue, the
trained rats are observed to have no response to the electrical stimuli occasionally.
Recent studies suggested that deep brain stimulation in thalamus might elicit more
stable sensations in animals [27]. In rat’s whisker sensing pathway, deflections of
whiskers first activate neural responses in the brainstem. The information is then
transferred into ventral posteromedial (VPM) nuclei of thalamus before it finally
projected to the somatosensory cortex (S1BF).

We have tested the effects of VPM stimulation for turning behavior control
[28]. The behavioral study showed robust turning reactions following VPM stimu-
lation without training (see Fig. 5.2a). Parameter modulation tests display a near-
linear relationship between the turning angle of the rat and stimulation intensity,
suggesting the possibility of quantitative control of turning behavior [29]. A later
micro-PET imaging study has shown that stimulation in VPM induces significant
glucose uptake changes in S1 [30]. Further optical imaging studies display a larger
activated area in S1BF with stimulation in VPM thalamus rather than directly in
S1BF area (see Fig. 5.3), suggesting an amplifying effect through thalamocortical
pathway. These behavioral and imaging results indicated that VPM stimulation may
provide a more efficient alternative method for turning control in rat-robot system.

Fig. 5.2 Performances of turning behavior with VPM stimulations. (a) Turning accuracies calcu-
lated from both S1BF stimulation group and VPM stimulation group. VPM stimulation resulted in
highly successful turning behavior without training. (b) The effect of stimulation strength on rat’s
turning angle. With the increase of stimulation voltage, the turning angle of rat showed near-linear
trends. (a and b are modified from [28], Table 1 and Fig. 2A, respectively.)
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5.2.1.3 Punishment-Driven Behavior Control

With a combination of forward and turning commands, the rat can be controlled to
move in a complex environment. Unlikely to traditional mechanical robots, one of
the limitations of this intelligent robot is that the rats can hardly stay still without
commands. Therefore, it is important to find a way to keep the rat immobile. One of
the solutions is to utilize the distinct feel of fear and defense. Researches have shown
that electrical stimulation in dorsolateral periaqueductal gray (dlPAG) induces
defensive behaviors [31]. With the increase of stimulation strength, the animals
show series of behavioral changes from alertness to freezing and finally escape
[32]. In order to maintain immobility, stimuli should be carefully controlled in a
certain range. We have tested the impacts of stimulation parameters and found that
variation of both stimulation frequency and pulse train duration is efficient in

Fig. 5.3 Optical imaging responses to electrical stimulations. (a and b) Intrinsic optical imaging
responses to S1BF stimulation and VPM stimulation, respectively. The darkened area indicated
cortical activation spread. After a 500 ms stimulation (between 0.5 s and 1.0 s illustrated), the
cortical area imaged over time responded differently to the two stimulation methods. The
red-colored areas in the vessel maps illustrated significance (p < 0.01, t-test) between stimulation
trials and control trials. P posterior, L lateral. (c and d) The corresponding response magnitudes as
function of distance from the arrowed ROIs (regions of interest). S1BF stimulation resulted in a
quicker drop of response magnitudes at distant spots. (Student’s t-test, �, p < 0.05; ��, p < 0.01).
(b and d are modified from [29], Fig. 2.)
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modulation of freezing time of the animal [33]. Furthermore, since MFB stimulation
has reward effects, an MFB stimulation following dlPAG stimulation can remark-
ably reduce the freezing time, bringing the animal back from the holding state more
quickly (as illustrated in Fig. 5.4b). Hence, by stimulating dlPAG or MFB, the rat’s
behavior can be switched between hold still and move on, like a real robot.

This “fear-caused” freezing reaction is more instinctive and can be evoked
directly without any training. Similarly, a new method was proposed as a “virtual
punishment”-driven solution to rat-robot navigation control [34]. This study inves-
tigated the responses of rats with stimulations in amygdale nucleus (AMY) and
thalamic ventral posterolateral (VPL) as the alternatives to forward and turning cues,
respectively. These two sites are involved in nociception or fear/anxiety information
transmitting, providing a potential for learning-free rat-robot developments. More
lately, another team also reported a direct turning behavior control method accom-
plished by stimulating nigrostriatal pathway [35]. This newly adopted brain site
exhibits an immediate contralateral turning behavior in response to a single
stimulation.

5.2.2 The Remote Control System

During locomotion control of rat-robot, cable connections for stimulation delivery
may be a major limitation for animal’s movements while roaming in large area.
Thus, telemetry systems have been designed to overcome this problem. Feng et al.
have designed a remote control stimulation system for controlling free-roaming
animals [26]. The control system includes a remote-controlled micro-stimulator, a

Fig. 5.4 Freezing behavior evoked by dlPAG stimulations. (a) Rat’s freezing time changes resulted
from different stimulation inter-pulse intervals (IPI). Rats showed longer freezing time with shorter
pulse intervals and even start escape at the inter-pulse interval of 15 ms. (b) Reward stimulation
effects on freezing behavior evoked by dlPAG stimulations. The MFB reward can remarkably
reduce the freezing time durations at varying combination of inter-pulse interval (IPI) and burst
width (BW). �, P < 0.01 different from dlPAG stimulation and dlPAG +MFB stimulation; +,
P < 0.01 different from dlPAG+5 s MFB stimulation and dlPAG +8 s MFB stimulation. (Modified
from [29], Figs. 1 and 3, respectively)
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control program, and the Bluetooth modules for wireless communication between
stimulator and control program. The control program firstly initiates the hardware
and opens a protocol file for a specific rat. When user orders an instruction such as
move forward or turn left/right, the program sends commands to the transmitter with
preset stimulation parameters. The commands are finally translated by the receiver,
and corresponding stimulations are delivered into the corresponding brain sites
through electrodes implanted.

The stimulator is designed to be mounted on the rats for commands receiving
and stimulation delivering. To fit small animals, the remote-controlled micro-
stimulator should be kept small and light. At this point, one of the main concerns
is the power consumption of the micro-stimulator. Thanks to the development of
microelectronics, microprogrammed control unit (MCU) with high speed and low
power consumption can be adopted as the main processor for control of receiving
commands and delivering stimulations. The whole backpack mounted on con-
trolled rat contains a receiver and a stimulator and weights only 20 g, with a total
size of 36 mm � 22 mm � 15 mm. The stimulation commands received are
translated by the MCU and then electrical pulses are delivered into corresponding
sites of the rat’s brain. Generally, the electrical stimuli are trains of biphasic,
charge-balanced pulse trains. The stimuli delivered are effective with either con-
stant voltage or constant current.

The control program is designed for navigation orders delivering as well as
stimulation parameter setting. A basic instruction set for rat-robot navigation
includes “Forward”, “Left”, and “Right”, corresponding to the virtual reward and
turning cues. For some cases, the “Stop” command can be added for the holding
behavior control. With preset communication protocols, the instructions made by
operators can then be transmitted to the stimulator and be finally translated into
electrical stimulation pulses. For convenience, a wireless mouse or other portable
devices can be employed as remote controller, providing a real mobile solution to
working in complicated circumstances. As to optimize the animal locomotion
control, the stimulation parameters are adjusted individually and can be saved and
retrieved for reuse or edition in file management panel.

A Bluetooth module is applied for wireless communication in this system. The
module can work properly within a range of 100 m with communication speed up to
70 kb/s, which is even sufficient for multi-channel bidirectional communication.
Therefore, an improved version has been developed realizing a bidirectional telem-
etry system with both electrical stimulation and signal recording for free-roaming
rats [36]. In this version, besides producing four-channel stimulus, the system can
also acquire two-channel neural signals in real time. The recording module is
capable of recording both neural action potentials (APs) and local field potentials
(LFPs). This bidirectional communication system takes step towards the final goal of
developing a closed-loop BMI. By analyzing neural signals in real time, stimulations
can be triggered when necessary, forming a closed-loop brain-machine interface.
Such closed-loop system is flexible in stimulation time, providing better treatment
effects in clinical therapy with deep brain stimulation (DBS).
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5.2.3 Rat Navigation Guided by Remote Control

After a few days of adaptation and training, the rats can learn to link the S1BF
turning cues with MFB stimulation rewards, showing the feasibility of electrical
stimulation-evoked “virtual” learning. With proper combinations of these two stim-
ulation commands, the rats can be well steered towards targeted locations by
operators. Notably, during navigation control, the MFB stimulation not simply
acts as a reward feedback whenever the rat responding to turning cue correctly but
also serves as a driving force to keep the rats moving continuously. In fact, frequent
MFB stimulations during rats’ locomotion reinforce their motivation of moving
forward. Free-roaming rats with MFB stimulations show an increased locomotion
activity and take more approaches toward the central area of the field. Therefore,
with the help of this “virtual reward” stimulation, the rats can be induced to climb or
descend from ladders/stairs and steep ramps or even jump off platforms.

Together with turning cues, well-trained rat-robots can then be adapted to com-
plex three-dimensional obstacle courses quickly. As shown in Fig. 5.5, with the

Fig. 5.5 An example of guided rat navigation using brain micro-stimulation. Well-trained rat-robot
can be guided to pass through slalom courses, climb steep ramps, and even hold still for 3–5 s at
target spots. (From [33], Fig. 4.)
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“holding” command of dPAG stimulation, the rats can even be controlled to stay still
for several seconds at any locations that be instructed to. Moreover, we have
managed to guide the rats in some real conditions, such as passing through offices
and corridors, crossing narrow pipelines and clumps of grass, and circumventing
obstacles. While configuring the rat’s backpack with a wireless micro-camera, the
environmental images can be captured in real time, enabling the operators to
navigate the rat-robots at beyond-visual ranges.

5.3 Novel Rat-Robot Control Method Based
on Optogenetics

Optogenetics is one of the newly developed neural modulation techniques in recent
years. By genetically expressing light-sensitive channel protein on specific type of
neural population, targeted opsin-transduced neurons can be activated via optical
stimulations with certain wavelengths. Compared with traditional electrical stimu-
lation, optogenetic technique has the advantage of activating specific types of
neurons, thus narrowing the activated range to desired areas. Besides, it also pro-
vides an opportunity to record neural electrophysiological activities during stimula-
tion. For precise locomotion control, we developed a rat-robot system based on
optical modulation.

5.3.1 Model of Optogenetics-Based Rat-Robot

The basic idea of optogenetic technique is to utilize the light-sensitive membrane ion
channels to selectively activate neural populations. Different opsin channels can be
activated with stimulation lights at different wavelengths, enabling either excitation
or inhibition of the selected neural populations. Neural modulation by optogenetic
technique requires transduction of light-sensitive opsin, optical stimulus with spe-
cific wavelengths, and proper stimulation intensities. In our current optical modu-
lated rat-robot model, opsin gene of channelrhodopsin-2 (ChR2) is chosen for
exciting neural populations. This opsin carried by adeno-associated virus (AAV) is
transduced into excitatory neurons under the guidance of calcium-calmodulin-
dependent kinase II type-FC; (CaMKIIFC;) promoters. After 3–4 weeks of recovery
and ChR2 expression, the targeted areas in the rat’s brain can then be activated by
delivering blue light at a wavelength of 473 nm.

Similar to electrical stimulation control, optogenetic modulation of locomotion is
also based on evoking virtual reward and defense behavior. For the “holding”
behavioral modulation, optical stimulation is targeted at dPAG, the same brain
area as used in electrical stimulation model. However, as to reward delivery, MFB
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is not an ideal target for optogenetic model since this bypassing axon bundle is
lacking of cell bodies to be transduced with opsin genes and activated by light.
Actually, MFB is one of the projections from the ventral tegmental area (VTA) with
ventral striatum. VTA is believed to be involved in natural reward circuitry and
motor activity, as well as drug addictions, providing an ideal site for opsin gene
expression.

Successful expression of opsin genes can be verified by histological studies. The
ChR2-mCherry expression traces can be observed on frozen brain slices with
fluorescent images taken under a microscope. Figure 5.6a and b shows a typical
view of the ChR2-mCherry expression image captured with fluorescent microscope,
revealing a high density of transduced neural populations in the targeted brain
regions with normal cell morphologies [37].

Fig. 5.6 Setup of the optogenetic model. (a) A typical view of the ChR2-mCherry expression on
the neurons expressing CaMKIIα in and around the region of VTA (ventral tegmental area). An
enlarged region of interest (ROI, squared in a) is illustrated in (b). (c) ChR2-transduced rat with
implanted devices for optogenetic modulation. (d) The implanted device (“optrodes”) with both
optogenetic stimulations and electrophysiological recordings. (e) Enlargement of the electrode tips.
The centered guide cannula is prepared for virus injection and fiber implantation, and the
surrounded electrodes are for neural signal recording, with two different depths. (a and b are
modified from [37], and Fig. 1. (c–e) is modified from [38], Figs. 1 and 3.)
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5.3.2 Optical Stimulation and Electrophysiology

Similar to electrical stimulations, during optical stimulations, the light intensity is of
crucial importance. Previous researches showed that light intensity lower than the
threshold of 1 mW�mm�2 can hardly activate ChR2-transduced neurons [39, 40],
while overlarge stimulation intensity may damage the brain tissue around the
stimulation site. Therefore, to activate enough range of brain tissue safely and
efficiently, the appropriate stimulation intensity needs to be carefully calculated.
Besides, due to diffusion and scattering, the light transmission distance in brain
tissue is limited. According to the Kubelka-Munk model for diffuse scattering media
[39], the light transmission fraction of an ideal model expresses relationships with
both light penetration in the brain and scatter coefficient of penetration distance. For
rats we have used in rat-robot control model, the appropriate distance for light
delivery over the targeted brain area is 0.5 mm [38].

Besides the main advantage of activating neural populations selectively and
precisely, the optical stimulation also enjoys the benefit of being free from stimula-
tion artifacts. We have designed a multi-electrode array coupled with fiberoptic for
simultaneous optical stimulation and electrophysiological recording [38]. As shown
in Fig. 5.6c–e, this integrated optrode array device is consisted of a centered fiber
guide cannula and 16 surrounding recording electrodes with 2 layers for different
recording depths. In vivo electrophysiological recording demonstrates that optical
stimulation can successfully evoke an increased neuronal activity with time speci-
ficity. Figure 5.7a and b illustrates the electrophysiological responses to optical
stimulation [37]. During optical stimulation, neural spike firing activities show
obvious increases in recorded area. At the end of optical stimulation, neural activities
drop back to normal background level. Similar changes are also observed in local
field potential signals, where the magnitude recorded increases during optical stim-
ulation period. With the help of simultaneous electrophysiological recording, we
have further tested the effects of stimulation parameters. As shown in Fig. 5.7c,
optical stimulation with low frequency (5 Hz) can hardly induce significant increase
in neuronal activities. While stimulated with higher frequencies, the spike firing rates
recorded display significant increases from background level. The spike firing rate
changes can be modulated by both frequency and stimulation intensity, showing
increasing firing activities with higher frequency or intensity.

5.3.3 Behavioral Modulation of Optogenetic Rat-Robots

Optical stimulation with proper parameters also exhibits stable behavioral modula-
tion effects on optogenetic rats. Optical stimulation in dPAG area can induce typical
freezing and escape responses in rats, similar to that observed on electrically
induced behavior change of rats. Track navigation tests showed precise freezing
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behavior modulation both temporally and spatially. The optogenetic rats can be
modulated to hold on any location along the trace, with short response delays
(to start freezing) as well as recovery delays (to end freezing after stimulation)
[42]. In accordance with electrophysiological recordings, stimulations with higher
frequency display better modulation performances on both success rate and response
delays (shown in Fig. 5.7d and e). Compared with electrical stimulation, this optical
stimulation in dPAG induces more stable and moderate defensive responses,
exhibiting shorter recovery periods after stimulation [41]. These results show the
superiority of optogenetics over the traditional electrical stimulations.

Fig. 5.7 Optogenetic modulation effects on rat-robots. (a and b) Typical in vivo spike and LFP
signals recorded from the implanted optrode device, respectively. The blue bars indicate the onset of
stimulation light, a train of 1.0 s pulses, with 15 ms pulse width and 50 Hz frequency. (c) The optical
modulation effects on electrophysiological recordings. Both stimulation intensity and frequency
have modulation effects on spiking firing rates (�, p < 0.05; ��, p < 0.01; one-way ANOVA,
between stimulation and control group). (d and e) The modulation effects on rat holding behaviors.
The optical simulations have obvious and stable modulation impacts on rat’s behaviors at different
mark points. (a and b are modified from [37], Fig. 1c is modified from [41], Fig. 4, and (d) and (f)
are modified from [42], Fig. 1.)
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As to stimulation in VTA, the optogenetic rats exhibit conditionings on reward
learning. With optical stimulation, the optogenetic rats exhibit an increased, long-
term locomotion activity in a free-roaming task. Further self-reward lever-pressing
task shows an ascending tendency of lever presses over training sessions, demon-
strating the “virtual reward” effect induced by optical stimulation in VTA neurons
[37]. These results indicate that optical stimulation in VTA is an alternative way to
induce reward-seeking behavior in rats rather than electrical stimulation in MFB.
Taken together, the technique of optogenetics provides a novel method to regulate
rat’s locomotion switching between move and stop more precisely than traditional
electrical stimulations both spatially and temporally.

5.4 Rat-Robot Navigation System Controlled by Human
Brain

As mentioned above, the BMIs are bidirectional communication pathways which
are able to modulate brain activities as well as to interpret thoughts in living brains
through computers. Therefore, by combining the two directional BMI pathways, a
“Brain-to-Brain Interface” (BBI) can be established where neural activities of two
or more individual brains can be linked by external devices [43]. Experiments have
proved that BBIs have the ability to translate locomotor intentions in real-time
among brains [44–48] and even across species [49]. The application of BBI may
augment the mutual coupling of brains, coupling neural processes of one brain to
another, and thus may have a positive impact on human social behavior. Another
potential application of BBI system is to implement locomotor control of cyborgs
directly with human thoughts. Zhang’s group has demonstrated a cyborg cock-
roach navigation system controlled by steady-state visual evoked potential
(SSVEP) with a noninvasive BMI device. Since the SSVEP-based BMI decoding
relies on visual stimulations, the operator’s attention may be distracted from
cyborg’s location feedback by real-time images. To overcome this shortage, we
have explored the utilization of motor imagery as an alternative solution. Here, we
will briefly introduce our efforts made on motor imagery-based “mind control” of
our rat-robots system [50].

5.4.1 Configuration of the BBI System

The BBI system is comprised of an electroencephalography (EEG)-based noninva-
sive BMI device, a host computer, the rat-robot navigation control system, and a
video camera-based visual feedback system. The EEG-based BMI device is applied
for motor imagery signal acquisition from human operators. The signals are sent to
the host computer through Bluetooth, where motor intentions are recognized and
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classified. The decoding results of motor imagery signals are then translated into
locomotion control commands of the rat-robots. With the help of the remote control
system, the navigation commands from the operators can finally be applied on rats
through stimulator backpack.

To form a closed-loop control system, we have chosen video information as
feedback signals. The visual feedback information is provided by a bird’s-eye
camera, with which the entire experimental field is supervised. The recorded images
are sent back to an LCD screen and presented in front of the operator; thus the rat’s
location can be traced by an operator in real time. Figure 5.8 shows the framework of
a complete BBI system.

5.4.2 Implementation of Motor Imagery-Based BMI

Different from typical manual control model, the mind control signals need to be
detected and deciphered before controlling stimulations delivered to rat-robot. The
operator’s “thoughts” are recorded by noninvasive EEG devices. In our current
BBI system, the Emotiv EPOC Neuroheadset (Emotiv Company) [51] is employed

Fig. 5.8 The framework of mind-controlled rat-robot system. (From [50], Fig.1)
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for EEG signal recording, providing up to 14 recording channels and wireless
information transmission in real time. The neural signal obtained is transmitted to
the host computer for further processing. As the SSVEP signals are liable to
distract the operator’s attention from the visual feedback of rat-robot’s locomotion
states, we tried a combination of nictation signals and motor imagery signals as
mind control signal sources, where the nictation signal is used for reward control
and motor imagery as turning cues. The eye blinks are detected by amplitude
changes from raw data recorded with the frontopolar channel of the Emotiv device.
And the turning cues are decoded from motor intent of left and/or right arm
movement of the operator. This imagination signal requires the operators to
modulate their oscillation rhythms of sensorimotor cortex into the upper mu
frequency band (10–14 Hz). The power spectrum of the imagination raw data is
calculated as the main character for motor intent decoding. After several sessions
of signal decoding training, motor intents can be detected and evaluated by
classification algorithms.

To eliminate the noises from real motor intent signals, thresholds are set as
criteria for corresponding control stimulation delivering. Decoding results are
detected as real intentions only when the resulting values are above the thresholds,
while subliminal ones are considered as noises. However, the threshold needs to be
determined carefully, since higher thresholds can efficiently reduce false alarm rate
while increasing the miss rate at the same time. During rat-robot navigation
control, either the increasing of fake control stimulations or the missing of key
turning commands may cause failures in rat’s locomotion control, resulting in
lowered control efficiency. One of the feasible alternatives is to use changing
gradients as the evaluation criteria. Recorded data shows that compared to back-
ground noises, the real intention signals display a larger gradient at the beginning.
By calculating the changing gradients of the values decoded, the control efficiency
can be significantly improved while ensuring a low false alarm rate as well.

Open-field tasks show that the system performs a mean delay of 158 ms
between the detection of motor intents and the delivering of electrical stimulations,
which is sufficient for stable control of rat’s locomotion. Further eight-armed maze
tasks also show an overall success rate above 80%. These control results suggest
that our BBI system realizes a high-performance mind-controlled rat-robot
navigation model.

5.5 Optimized Solutions for Control Strategy

In previous sections we have demonstrated a navigation system manipulated by
human operators with hand or even by the mind. However, for mass preparations,
human training seems to be inefficient, since experiences and concentrations are
required for the training sessions. Besides, lack of information feedback is another
main drawback of current rat-robot model. These restrictions hold the rat-robot
technique back in demonstration stage rather than real practical applications. One
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of the solutions is to employ artificial intelligence as controlling assistant. In this
section, we will demonstrate our attempts made on automatic control systems and
other artificial equipment assisted control strategies.

5.5.1 Automatic Control System Designed for Rat Navigation

Machine learning gives computers artificial intelligence in many aspects. With the
help of this technology, robots can be controlled automatically by computers. Thus,
it is natural to expect an automatic controlled rat-robot system. However, unlike
traditional mechanical robots, there are several challenges of controlling these living
creatures. Self-consciousness and biological intelligence are the major differences
between bio-robots and traditional robots. To rat-robots, stimulations are more like
“cues” to induce proper movements rather than force driven, resulting in uncer-
tainties of reactions to the same command. It makes the decision logic hard to be
modeled with explicitness and preciseness. In addition, the body of rat-robot is
variable among individuals and not rigid while moving, making it difficult to extract
locomotion information of the animal. Without precise locomotion parameters, it is
impossible to evaluate the feedback of control command and thus difficult to make
the following decisions.

To solve the problem of locomotion parameters, an extra bird’s-eye camera is
employed to supervise the entire experimental scene for real-time movement capture
of the rat. The rat’s locomotion information including body position and head
orientation is tracked and extracted with imaging processing techniques [52]. A
decision algorithm based on state machines can then be used to choose proper
command to induce rat-robot to accomplish a preset navigation task. The schematics
of the navigation system are illustrated in Fig. 5.9.

As to individual variations, we borrow experiences from human navigating
operations and propose a new method to learn and imitate this process [53]. Different
from the traditional methods that try to describe controlling logic explicitly, the new
model regards the navigation as a whole procedure and learns to make controlling
decision based on the operations made by human operators. In this model, a General
Regression Neural Network (GRNN) is applied as the mathematical model for
control decision learning. A total of two steps are included in this model. During
the first training stage, the control commands made by human operators and the
corresponding locomotion information of rat-robot (including body position and
head orientation) are extracted and synchronized as the labels and inputs to the
model. During this short training session, the GRNN configures the network with the
instances. After the training sessions, the GRNN model is able to generate control-
ling instructions automatically and thereby takes place of human operators to
navigate the rat-robot. This newly proposed method displays comparable
performance to human operators with high accuracy and reasonable stimulation
instructions quantities, indicating that the basic locomotion as position and
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orientation can provide enough evidences for controlling decision-making [54]. This
conclusion is essential for further studies of bio-robots.

5.5.2 A Reward-Driven Control System

The control strategy mentioned above mainly focuses on simplifying the decision
logic by mimic the controlling principles conducted by human operators as a whole.
In this process, three directional commands are needed to be classified from loco-
motion information. In fact, thanks to its biological intelligence, the rat-robots have
shown the capabilities of reward seeking during daily training. It is well known that
rats have remarkable ability in navigation [55]. In spatial learning studies, the rats are
trained to seek for rewards and correct their behaviors whenever the rewards are
deprived [56]. Therefore, it is feasible to use single reward command to guide the
rat-robot, further reducing the decision-making procedure of the automatic control-
ling strategy.

According to this idea, we have designed a new automatic controlling strategy by
applying reward-only commands [57]. This method simplifies the automatic navi-
gation algorithm largely by taking full advantage of the rats’ learning capabilities. A
schematic diagram of control strategy is illustrated in Fig. 5.10. Before the naviga-
tion test, the destination of the task is preset, and the corresponding navigation route
is yielded by path planning algorithm. During navigation task, the rat-robot receives
rewards frequently when it performs ideal behaviors as walking along the right route.
If it walks into incorrect direction, the rewards are cut off as a cue. The rat-robot

Fig. 5.9 The framework of automatic navigation system for rat-robot. (From [54], Fig. 5)
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would realize its error and correct to proper direction for rewards. After several days
of training with the automatic control system, the rat-robots show high performances
in simple T-maze tasks, with their turning directional preferences dropping along
with the training session. These results indicate a successful attempt at combining
biological intelligence with artificial intelligence, providing new ideas for further
studies on bio-robot controlling and intelligence hybrid.

Furthermore, to enhance the capability of exploring un-configured environment,
we propose another reinforcement learning process-involved graded reward-
generating algorithm [58]. Q-learning procedure, one of the classical reinforcement
learning methods, is introduced in this method, to generate an incremental sequence
of electrical reward according to the distance from the preset destination. During
navigation task, the rat-robot receives higher reward stimulations when it approaches
closer to the given destination. After the initial trial-and-error test, the animal learns
to seek the maximum reward spots in an unknown environment. Since the rat has
excellent spatial recognition, the rat-robot and the reinforcement learning algorithm
can convergent to an optimal route by co-learning. This work has significant
inspiration for the practical development of bio-robot navigation with hybrid
intelligence.

Fig. 5.10 Schematic of the reward-only automatic control model for rat-robot navigation. The
green grids indicate current correct locations of the rat, the yellow grids denote the ideal route
toward destinations, and the red ones represent the wrong route. (a) The rat-robot enters the crossing
area of the maze following reward stimulation without turning cues. (b) The rat turns into one of the
arms at its own will. As entering a wrong grid, no reward is given, and the ideal route is
re-computed. (c) The rat turns back seeking for reward and enters the correct direction. As the
route is reset, the rat gets reward again. (d) The rat moves forward following the reward stimulation
toward the targeted end. (From [57], Fig. 1)
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5.5.3 Cognition Enhancement of Rat-Robotics with Visual/
Audio Cue

Another advantage of hybrid intelligence is that we can balance biological intelli-
gence with artificial intelligence. Utilizing of animals instead of mechanics over-
comes difficulties faced by traditional robotics such as motion flexibility and
stability, and meanwhile, external devices can be a compensation for rat’s own
limitations. For example, it is broadly known that rats communicate with ultrasound
band (higher than 20 kHz) [55], which is far beyond human speech wavelength
range (300–3400 Hz). It seems impossible for rats to understand or even hear voice
commands from human beings. Nevertheless, with the help of speech recognition
module, computers can directly translate vocal navigation commands into electrical
stimulations without hand operations [59].

In addition, when the rats are equipped with sensory devices, environmental
information can be acquired and analyzed by computers remotely. This equipment
upgrade may encourage the rat-robot to move further into larger areas. Considering
the poor vision of rats, one of the most intuitive approaches is taking images. With
miniature cameras mounted on backpack, environmental imaging information can
be captured and transferred back to a host computer. Operators can then guide the
rat-robot from far beyond visual range. Furthermore, with the technology of image
recognition, objects of interest can be detected efficiently by algorithms. The object
detection results can in turn be taken as guidance on adjusting the moving directions
of rat-robot toward the object. Incorporated with object detection methods, this
closed-loop model can accomplish beyond visual range control of rat robotics
automatically, which is of great significance for remote searching tasks [60].

5.6 Conclusions and Future Perspectives

For decades, great progress has been made in locomotion control of rat-robots.
Commands “written” into the rat’s brain have become more and more efficient.
The main idea of locomotion control is to use electrical stimulation to mimic natural
perceptions and feelings that result in corresponding behaviors of rats. By carefully
selecting stimulation sites and parameters, rats can be guided in complex environ-
ments. Integrated with artificial intelligence, rats can even be controlled automati-
cally by computers to reach a preset destination. On the contrary, there are also many
limitations to what has so far been accomplished with rat navigation system. The
major problem is the lack of feedback information of the environment surroundings.
Without efficient information feedback, operators can hardly control the rats to avoid
obstacles or adjust heading direction towards targets. Video cameras with image
stabilization technique mentioned in Sect. 5.2 are one of the solutions. However, the
angle of view restricts the ranges of information obtainment. Besides, weights of
bear load also limit quantity and dimension of equipment that can be carried by rats.
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In actual situations, odor information is always of great importance. In fact, rodents
have excellent sense of smells. Given their small sizes and light body weights,
rodents are more suitable for demining than traditional canine. APOPO (Anti-
Personnel Landmines Detection Product Development), a non-governmental
organization, has been developing technologies for landmine detection using Afri-
can Giant Pouched rats (Cricetomys gambianus) since 1996. Although the trained
rats showed a relatively high average indication rate of 76%, the score was varied
among individuals while taking a long period of training as well. When taking
advantage of BMI technology, the training paradigms are simplified. The electrical
stimulation can provide more stable control of rat’s locomotion, and the virtual
reward stimulation may accelerate combination learning between target odor and
reward. Moreover, with a bidirectional BMI, odor information might be read out
straightly from the rat’s brain, and more information could then be decoded includ-
ing odorant components and concentrations. These readouts might largely enrich
operator’s knowledge of environmental information, leading to more precise navi-
gation control of rat-robots.

Clinically, BMIs are designed for movement assistance and rehabilitation therapy
of paralyzed patients. An ideal BMI system requires bidirectional, closed-loop
information communication. Besides reading out motion intentions through brain-
to-machine pathway to drive prosthetics, sensory information feedback is of equal
importance. Compared to neural signal decoding, this recoding process through
machine-to-brain pathway still needs a long way to go deep into. To write in sensory
information properly, stimulation modes, target sites, and stimulation parameters are
all needed to be taken into consideration carefully. As our rat-robot model is based
on virtual sensation generation, studies on locomotion control also shed lights on
stimulation targets and parameter determinations. Through behavioral and imaging
tests, stimulation parameters can be optimized for more natural sensation regenera-
tion. Inspiringly, researchers from Pittsburgh have recently succeeded in restoring
tactile sensation through intracortical micro-stimulation upon human being [13]. By
delivering electrical micro-stimulation into corresponding representation locations
in somatosensory cortex, stable sensations can be evoked naturally. Similar to the
relationship between somatosensory cortex and thalamus in rodents, some study
suggested more stable encoding in thalamus than in cortex with nonhuman primates
[61]. As to stimulation methods, for clinical consideration, researchers are making
great efforts on seeking for possible noninvasive stimulation approaches.
Transcranial direct current stimulation (tDCS) and transcranial magnetic stimulation
(TMS) are two of the most commonly used noninvasive stimulation methods for
neural activity modulation. Both tDCS and TMS are considered safe and painless for
human use; nonetheless, lacking spatial specificity, these two stimulation methods
are not suitable for localized stimulations. Ultrasound has recently been shown to be
capable of inducing reversible changes of neural activity noninvasively. Unlike
tDCS and TMS, focused ultrasound can be applied to deep brain structures and hit
the target specifically with greater spatial precision [62]. Though it still needs to be
assessed before clinical trials, this technique and other new ones will have impacts
on neural modulations.
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Chapter 6
Realizing Efficient EMG-Based Prosthetic
Control Strategy

Guanglin Li, Oluwarotimi Williams Samuel, Chuang Lin,
Mojisola Grace Asogbon, Peng Fang, and Paul Oluwagbengba Idowu

Abstract As an integral part of the body, the limb poses dexterous and fine motor
grasping and sensing capabilities that enable humans to effectively communicate
with their environment during activities of daily living (ADL). Hence, limb
loss severely limits individuals’ ability especially when they need to perform tasks
requiring their limb functions during ADL, thus leading to decreased quality of life.
To effectively restore limb functions in amputees, the advanced prostheses that are
controlled by electromyography (EMG) signal have been widely investigated and
used. Since EMG signals reflect neural activity, they would contain information on
the muscle activation related to limb motions. Pattern recognition-based myoelectric
control is an important branch of the EMG-based prosthetic control. And the
EMG-based prosthetic control theoretically supports multiple degrees of freedom
movements that allows amputees to intuitively manipulate the device. This chapter
focuses on EMG-based prosthetic control strategy that involves utilizing intelligent
computational technique to decode upper limb movement intentions from which
control commands are derived. Additionally, different techniques/methods for
improving the overall performance of EMG-based prostheses control strategy were
introduced and discussed in this chapter.
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Keywords Myoelectric signal · Pattern recognition · Limb motion · Upper limb
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6.1 Introduction

Human upper limb represent an integral part of the body that provides incredible array
of functionalities during activities of daily living (ADL). In addition to possessing
dexterous and fine motor grasping/sensing capabilities, the upper limb enables indi-
viduals to freely and effectively communicate with their natural environments through
artistic expressions, sign languages, and greetings (handshake/hand gesture), among
others. Therefore, the loss of one or both arms severely limits individuals’ ability
especially when they need to perform tasks requiring their arm functions during ADL,
thus leading to decreased quality of life [1]. Limb loss also has profound negative
impact on amputees including stump pain or phantom limb pain, or perhaps even both,
depression, changes in body image, and psychological burden [1–5]. Under certain
circumstance, upper limb loss may also affect amputees’ stability (dis-balance) during
mobility, thus making them prone to falls or collisions with other individuals/objects.
To this end, limb loss causes a devastating experience necessitating the need for proper
psychological and physical rehabilitation strategy for arm amputees.

A large number of the commercially available upper limb prostheses are either
mechanically (body-powered) or electrically (motorized) driven. Meanwhile, body-
powered upper limb prosthetic devices were primarily developed as alternative to aid
amputees in carrying out ADL requiring their arm functions [6]. Fundamentally, these
prostheses operate by using cables to link the movement of the body to the device and
thus actuating simple hand tasks such as opening or closing of the hook/gripper. To
achieve simple hand grasp tasks, the amputee would need to possess a significant
amount control over his/her shoulder, chest, and even the residual limb which should
be long enough to support the motion. Although body-powered prostheses have fine
cosmetic appearances that are comparable to the human natural arm [7], they are
nonintuitive and require significant amount of efforts (burdensome) to perform simple
hand tasks and as well support only single degree of freedom (DOF) movement per
time [7]. With these limitations, motorized upper limb prostheses are considered as
viable alternative for intuitive restoration of multiple DOF arm functions in amputees.
At the forefront of this technology are the prostheses that utilize electromyography
(EMG) recordings to characterize upper limb movement intentions of the amputees
[8–12]. Thus, the properties of the EMG signals are encoded in form of control
commands to the prosthetic controller which then actuates the device accordingly. It
is noteworthy that in the last two to three decades, the motorized upper limb prosthetic
technology has progressively advanced leading to the development of better control
methods as well as designs. Hence, this article focuses on the EMG-based prosthetic
control with emphases on methods/technologies that could help improve the overall
performance and acceptability of the prostheses system.
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The remaining part of the chapter is organized as follows: Section 6.2 discusses
different EMG-based prosthetic control methods; Section 6.3 introduces some poten-
tial techniques for improving the performance of EMG-based prosthetic control;
Section 6.4 presents the concluding remarks.

6.2 EMG-Based Prosthetic Control Methods

6.2.1 Background

Fundamentally, EMG signals represent electrical manifestation of neuromuscular
activation associated with a contracting muscle. Such signals have been proven to
contain rich set of neural information from which different types of upper limb
movements could be accurately decoded, thus making them useful control input to
prosthetic devices as well as other forms of rehabilitation robots [8, 13]. Additionally,
EMG signals carry significant information for diagnosis of neuromuscular disorders
and other muscle-related diseases. It has been established that EMG signal patterns
for a specific limb movement are repeatable over time and distinct from the patterns
of other limb movements. By exploring this phenomenon, researchers have been
able to decode a range of arm movements from EMG recordings using intelligent
computational methods. To this end, dozens of previous studies have reiterated the
potential of EMG-based method in the control of multifunctional prostheses [14–
16]. Thus, the following section will focus on discussing the currently applied
EMG-based prosthetic control schemes including: pattern recognition (PR) control
method and the simultaneous and proportional control (SPC) method.

6.2.2 Pattern Recognition-Based Prosthetic Control

Although the concept of EMG pattern recognition (EMG-PR) is by no means new, it
has been proven over time to be promising especially for improving the dexterity of
control in upper limb prosthetic devices in comparison with the conventional
amplitude-based methods. It is noteworthy that the first generation of pattern
recognition-driven prosthetic controllers was built in the late 1960s/early 1970s
[17–19]. Since then, advancement in signal processing, multichannel recording,
and microprocessor technology has expedited implementation of EMG-PR method
in embedded control systems. Also, with a lot of synergistic efforts from the
academia and industries, EMG-PR-based prosthetic arms have been recently made
available for commercial use.

EMG-PR prosthetic control method is primarily based on the assumption that
EMG signal patterns corresponding to a particular class of limb movement are
consistently repeatable across trials and as well distinct from EMG signal patterns
of the other classes. Due to the promising nature of this control method, it has been
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widely explored in the last two to three decades with significant progress reported in
terms of its robustness. The control schemes as a whole consist of a sequence of steps
beginning with: EMG signal acquisition, preprocessing of the recorded signals,
extraction of feature set, classification of the extracted features, and issuing of
control commands to drive prosthesis. Figure 6.1 shows the schematic diagram of
a typical EMG-PR-based prosthetic control system.

In the above represented control scheme, myoelectric signals are collected via
electrodes placed on the skin surface underlying the arm muscles. Often times, the
electrodes are integrated with miniaturized amplifier to improve the quality of the
recorded signals through standard amplification and filtering procedures. After-
wards, the acquired EMG recordings are subjected to preprocessing procedure, so
as to attenuate inherent interferences. In this regard, the 50/60 Hz notch filter is
usually applied to the raw acquired signals to minimize interferences resulting from
power line noise. In addition to the notch filter, a band-pass filter with cut of
frequency between 10/20 Hz and 500 Hz is often applied to the EMG signals to
obtain the most useful spectrum with high motor information content.

EMG signals recorded during targeted limb movements are continuous in nature,
thus for a specific length of recording, a decision corresponding to a subset of the
observed limb movements may be required to actuate the prosthesis. Therefore, the
use of data segmentation technique in handling the preprocessed data prior to feature
extraction is necessary. This step helps increase the probability of the prosthetic
control system achieving high accuracy as well as quick response time. Ideally in
real life applications, a response time of no more than 300 ms is required [20]. Note
that the response time (which is a function of the segment length and the processing
time) is the time required to produce the control commands that drive the prostheses.
In a study conducted by Englehart and Hudgins [21], it was shown that by adopting
continuous segmentation on a steady-state EMG signal, the segment length can be
reduced to about 128 ms without a significant reduction in classification accuracy.
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Fig. 6.1 Schematic diagram of EMG-PR-based prosthetic control system
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Also, it has been shown previously that segmented steady-state EMG signals
achieved better accuracy compared to segmented transient EMG signals, and less
degradation were recorded with shorter segments of the steady-state EMG data.
After considering the segment length and the state of the data, the third important
data segmentation factor is the windowing technique adopted. Data segmentation is
often achieved via either of the following windowing techniques: sliding analyses
windowing and adjacent windowing method [20]. The adjacent windowing method
uses disjoint segments of predefined length for its feature extraction; and the
intended limb movement is classified after a certain processing delay. Because the
processing time often denotes a small fraction of segment length, the processor is
found to be mostly idle during the remaining time of the segment length. Meanwhile,
in the sliding windowing method, the new window segment slides over the current
window segment, with an increment time less than the segment length. In compar-
ison, this sliding windowing method takes advantage of the processor’s idle time in
adjacent windowing method to produce more classified outputs. Thus, the sliding
windowing technique has been widely applied to steady-state EMG signals for
enhanced feature extraction process in most recent studies on EMG-PR-based
prosthetic control.

Aside from the feature extraction stage, the choice of classification algorithm has
been reported to be another important factor in EMG-PR-based prosthetic control
systems. Thus, choosing an efficient classifier becomes necessary to ensure accurate
and consistent classification performance. In this regard, a number of classification
schemes have been examined with respect to their performance in identifying
different upper limb movements. For instance, classification schemes based on
Bayesian statistics [22], adaptive neural networks (ANN) [23], fuzzy logic [24],
support vector machine [25], and linear discriminant analysis (LDA) [11–26] were
previously studied. The ANN-based classifier and the LDA classifier were found to
be more accurate for the prediction of limb movement intention. However, the LDA
has been widely applied because it is relatively less complex in terms of implemen-
tation and performs well in comparison with the ANN and other complex classifi-
cation Schemes [26].

After reaching a decision on the classification scheme to adopt, a classifier is
developed by utilizing part of extracted EMG feature vector. Afterwards, the per-
formance of the built classifier in identifying multiple classes of limb movement
intent is evaluated using the testing set as obtained from the remaining part of the
feature vector. The performance of the EMG-PR-driven prostheses in terms of its
controllability is mostly examined in both off-line and real-time metrics. In general,
metrics including recognition rate (classification accuracy) of limb movements/sub-
jects, the time taken to complete a motion (motion completion time), number of
successfully completed motion (motion completion rate), and the time taken to select
the target motion (motion selection time) are often considered. Also, the perfor-
mance of the device could be assessed based on the number success recording
reaching and grasping tasks.
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6.2.3 Simultaneous and Proportional EMG-Based Prosthetic
Control

Multiple DOF pattern recognition-based prostheses control schemes have recently
been implemented to enable upper limb amputees perform the usual arm function
tasks during ADL. Even with this remarkable achievement, the available EMG-PR-
based controlled prostheses do not support simultaneous control of multiple DOFs
[27, 28]. This limitation prevents upper limb prostheses users from having the
natural feel of the coordinated joint control often associated with an intact limb.
Although advanced prosthetic arms [29, 30], including multiple DOF wrists, offer
the mechanical means to restore arm movements, there is still a significant need for
systems that enable simultaneous control of such devices.

To develop a simultaneous prosthetic control scheme which offers multiple DOF
movements, different approaches have been proposed in the recent years. These
approaches include the use of artificial neural networks for joint kinematics pre-
dictions during upper limb movements [31], analysis of the muscle synergies
underlying a range of upper limb movements [32], and the utilization of joint
kinetics [33]. While these methods have been reported to be promising toward
clinical realization of upper limb prostheses, they however mostly focus on provid-
ing control for limited classes of limb movements such as wrist without hand or have
imposed identical velocities on all active degrees of freedom movements and thus do
not provide independent proportional control of individual degrees of freedom.

Additionally, toward achieving simultaneous and proportional control scheme,
some investigators developed a model of muscle synergy driven by nonnegative
matrix factorization (NMF) method to resolve myoelectric signal factorization issue
that is capable of hindering continuous control [32, 34]. The NMF technique often
utilizes a DOF-wise training approach, based on which simultaneous control of
multi-DOF is achieved via linearly combined single degree of freedom. This kind
of strategy supports simultaneous and proportional myoelectric-based control
[32, 34]. Despite the promising results of this scheme, there are still some short-
comings that have hindered its real life implementation. The most critical disadvan-
tage of the NMF-driven EMG-based prostheses is that it needs a DOF-wise
calibration during which requires a user to activate precisely single DOF in a specific
manner, e.g., firstly, trigger DOF1 for several trials followed by DOF2. Besides the
inconvenience and the time needed for the execution of this phase, more notably, if
the prostheses users are unable to trigger an individual DOF (i.e., the activation
patterns during the training session are not exactly of single DOF), the DOF-wise-
driven NMF approach will produce inadequate muscle synergy matrix that may
result in poor control outcome. This behavior could be attributed to the fact that the
classical NMF-based scheme lacks the ability to produce a factorization that is sparse
enough for efficient control of multiple DOF [35, 36]. Hence, we proposed an

154 G. Li et al.



alternative approach to the classical NMF that identifies the factorization which
separates the generated basis functions robustly and concurrently in a quasi-
unsupervised way to simultaneously and proportionally control the prostheses.

In the proposed approach, the subject does not need to follow a predefined
sequence to activate single DOF in the calibration phase, and can even activate
more than one DOF simultaneously in the training stage, which is not allowed in the
classical NMF method. Nevertheless, the idea of the synergy matrix could be realized
in one step, which is contrary to the conventional NMF approach that attempts to
sequentially extract the bases for each DOF. For this reason, constraints were included
in the factorization method and the method is at maximizing the sparseness of the
resulting control outcome. The constraints associated with the sparseness limits the
space of possible NMF solutions. Precisely, the solution with bases functions associ-
ated to single DOF, which is the target solution, represents the sparsest of the other
solutions. In this regard, the factorization with constraints usually does not need prior
calibrations/activations of single DOF and could be utilized to any set of target tasks
carried out by the user with no any form of strict labeling. The proposed sparse
nonnegative matrix factorization (SNMF)-based simultaneous and proportional
myo-control scheme is presented mathematically as follows.

In myoelectric control, multiple DOF limb movements could be re-represented as a
linearly combined individual DOFs, and the synergy basis and control input are
nonnegative [34]. Suppose we represent the root mean square (RMS) values of an
N-channel with T-length surface myoelectric signal as Z, in which the t-th column is
the myoelectric signal at a given time t and m represents the number of DOFs. Thus,
the multichannel observation can be approximated by the product of a N � 2m latent
nonnegative synergy matrixW and a 2m� T latent nonnegative control signal matrix.

F is expressed in the following equation:

ZN�T � WN�2mF2m�T ð6:1Þ

While the sparseness of the solution is obtained by imposing a specific single
DOF activation sequence for calibration, the above factorization problem can be
solved in a semi-supervised way with the summation property of DOFs in the muscle
signal domain.

A mathematical way to generate a sparse solution without the need for the specific
set of calibration data for individual DOF activation is utilized. Meanwhile, this is
achieved by imposing a sparseness constraint on the control signals, which leads to
the proposed SNMF Scheme [37].

Mathematically, the extent (degree) of sparseness could be controlled by utilizing
either 11-norm or l0-norm. To build a computationally efficient system, we chose the
l1-norm-based sparse NMF scheme, SNMF [37]. Meanwhile, the objective function
of the SNMF method is expressed mathematically as follows:
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where F (:, t) is the t-th column vector of F [Eq. (6.1)], Fro is the Frobenius norm,
and λ > 0 is a regularization parameter to balance the accuracy of the factorization
and the degree of sparseness of F. In the experiment, we choose the optimalλ through
cross-validation with the value of m ¼ 2. The superscripts “+” and “–” denote the
positive and negative direction of each DOF, respectively. The above formulation
can be rewritten as:

min
W,F

Wffiffiffi
λ

p
e1�2m

� �
F� Z

01�T

� �����
����2
Fro

s:t: W,F � 0, ð6:3Þ

where e1 � 2mrepresent a row vector that contains values equal to 1 and 01 � Trepresent
entries with values equal to 0. Equation (6.3) could be adequately solved via the
alternating nonnegative least squares (ANLS) approach. Meanwhile, for the ANLS
method, F and W are iteratively updated by adjusting the other one:

F kþ1ð Þ ¼ argmin
F

W kð Þffiffiffi
λ

p
e1�2m
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F� Z

01�T

� �����
����2
Fro

ð6:4Þ

W kþ1ð Þ ¼ argmin
F

WF kþ1ð Þ � Z
�� ��2

Fro
ð6:5Þ

It could be seen that Eqs. (6.4) and (6.5) represent the classical least square
problem, and either of the equation has a closed-form solution. Meanwhile, the
derivation in [37] reveals that the SNMF method could converge to a stationary
point. The SNMF method can equally extract all the basis functions in a single step
from the EMG recordings produced via arbitrary combinations of DOFs per user.
Only the ordering of the control input signals (basis functions) would be
undetermined using this method, but this issue could be simply addressed. In
practice, the labels of the first two single DOFs need to be recorded in order to
decide the sequence of the basis in the matrix (F) from which control signal is
obtained, thus making the method quasi-unsupervised instead of completely
unsupervised.
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Having computed the synergy basis matrix W from the recorded myoelectric
signals, it is assumed to be a constant (at least over the period of the test experi-
ments). To estimate the control input signal associated with the intended DOF
activation level, a pseudo inverse of W (represented as W+) is applied, and it was
multiplied with the newly obtained surface myoelectric signals

�fZ 	
. Thus, the

estimated control input signal (~F
	
is defined as follows:

~F ¼ Wþ~Z ð6:6Þ

where

~F ¼ �
~Fþ
1 ; ~F

�
1 ; ~F

þ
2 ; ~F

�
2 ;
� ð6:7Þ

Toward ensuring that no components are surpassed by the others, the individual
component of ~F in (6.7) is subject to a normalization process based on its maximum
value. An estimate of the control input signal in (6.7) is thus scaled by the scalar
correction factorsτij that are utilized to account for the indetermination of the signal
power (range of control signals) during the factorization process:

~F1 ¼ τ11 ~F
þ
1 � τ12 ~F�

1
~F2 ¼ τ21 ~F

þ
2 � τ22 ~F�

2



ð6:8Þ

where we name ~F1 and ~F2the control signals for DOF1 and DOF2, respectively. The
multiplicative factors τijare determined for each subject so that the final control
signals, ~F ¼ �

~F1; ~F2
�
match the range of joint angles in the respective DOFs. The

tau-s parameters are manually set before operating online tasks according to different
subjects. The obtained control signals, low-pass filtered at 6 Hz (kinematic band-
width), are then used by the subjects for controlling the DOFs.

It is noteworthy that the proposed SNMF scheme is aimed at robust and concur-
rent extraction of basis functions for myo-control in upper limb prostheses with a
quasi-unsupervised scheme. This factorization scheme shown in our study has merits
compared to the classical NMF because it selects the sparsest solution among infinite
feasible solutions. To that end, there is no need for pre-calibration of the constraint
tasks by users but rather the constraint on the solution. The method has been
compared in similar conditions to the NMF and linear regression with results
proving it to be superior over these methods even when a single DOF activation
was used for the factorization which is an ideal condition for the NMF. Furthermore,
the approach could be used by factorizing the myoelectric signals from arbitrary
tasks by combining individual DOFs. The proposed factorization algorithm allows
robust simultaneous and proportional control and is superior to previous supervised
algorithms, and its minimal supervision characteristic paves the way to online
adaptation in myoelectric control.
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6.3 Neural Interfaces for Improvement of EMG-Based
Prosthetic Control

6.3.1 Background

The previously described sections show that EMG-based prostheses control method
could potentially allow amputees to intuitively manipulate the prosthetic arm with
high level of dexterity and as well achieve multiple DOF controls. Developing
EMG-based prostheses with these characteristics mainly depends on whether the
users have enough residual muscles which act as source of EMG control signals. For
instance, individuals with below the elbow amputation (transradial amputees)
generally have enough residual muscles for the control of wrist functions such as
wrist flexion/extension, wrist pronation/supination, and so on. Also, these category
of amputees could provide enough EMG signals from their residual forearm muscles
to control hand and even finger movements as reported in a number of previous
studies [7]. On the other hand, individuals with high-level amputations
(transhumeral or shoulder disarticulation) usually do not have enough residual
muscles to provide myoelectric signals for the successful control of the wrist and
hand movements although they can produce enough EMG signals for the control of
elbow functions (elbow flexion/extension). Thus, intuitively controlling multiple
DOF hand/wrist movements becomes a major challenge for these categories of
amputees. One possible means of addressing the issue of insufficient generation of
myoelectric control signals for these users would be to consider neural machine
interfaces approaches such as targeted muscle reinnervation (TMR) and targeted
nerve function replacement (TNFR). The theoretical background is that muscles can
be considered as the bio-amplifier of the neural signals.

6.3.2 Targeted Muscle Reinnervation Technology

Toward enabling high-level upper limb amputees producing sufficient myoelectric
control signals again, a neural machine interface technology known as TMR was
proposed by Todd Kuiken et al. [28]. TMR is a surgical procedure that involves the
transfer of residual nerves from an amputated limb unto alternative muscle group
usually located around the chest region. During the surgery, brachial plexus nerves
that provide motor control and sensory feedback prior to amputation are transferred
to the arm or chest muscles that are biomechanically nonfunctional. Afterward, a
functional link is established between the implanted nerves and the targeted muscles,
thereby inducing the contractility of targeted muscles and enabling the generation of
additional myoelectric signals. Importantly, this surgical technique is aimed at
restoring the peripheral nerve functions in amputees thus enabling the provision of
sufficient myoelectric control signals again. A schematic diagram of the TMR
surgical procedure is conceptualized in Fig. 6.2a. For the subject shown in
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Fig. 6.2b, the surgery was performed on his right chest region, and it involves
transferring the median, ulnar, radial, and musculocutaneous nerves to the subject’s
pectoralis major muscle segmented into four parts, respectively.

The above described neural machine interface technology for upper limb pros-
theses control has been implemented and tested on a number of human subjects. The
test sessions conducted with a bilateral amputee (Fig. 6.2b) shows that the high-level
amputee could efficiently perform additional hand function tasks such as drinking
and eating which could not be achieved prior to the TMR surgery. Importantly, the
success of performing additional tasks was objectively linked to the realization of
more EMG control signals after the TMR surgery.

6.3.3 Targeted Nerve Function Reconstruction Technology

Despite the success recorded by the TMR technology, it still has some limitations
which have slowed down its widespread adoption. For instance, TMR surgery
involves establishing functional links between the nerves and targeted muscles
leading to two major challenges: First, the targeted muscle would atrophy with
time because it has been denied of the required nutrients provided by the original
nerve which has been replaced with the implanted nerve. Second, intramuscular
nerve distribution (a key indicator of the motor function recovery) will also degen-
erate after a while due to the lack of nutrients from the surrounding cell body.

Peripheral nerves which play an important role after TMR surgery have been
reported to have a slow growth rate. That is, it takes about 3~6 months or even more
after TMR for proper redistribution of the implanted nerve into the targeted muscle,
thus leading to atrophy of the targeted muscle. Aside the slow growth rate, the
absence of nerve supplements is another factor responsible for atrophy of the

Fig. 6.2 The schematic representation of the TMR technology. (a) TMR surgical procedure for
shoulder disarticulation amputee. (b) A bilateral amputee with successful TMR surgery controlling
a prosthetic arm [28]
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targeted muscle [38–40]. In such a situation, high-level upper limb amputees would
need training and treatment over an extended period for new functional connections
to be established between the targeted muscle and the implanted nerves. It is worth
noting that end-to-end anastomosis has been proven to be the best approach for
restoring the functions of injured nerves in patients [41]. Thus based on this
principle, targeted nerve function reconstruction (TNFR) technology is considered
to address the abovementioned problems associated with TMR. This is because
TNFR has the potential to better restore the motor functions associated with multiple
degrees of freedom upper limb movements. Aiming at improving intramuscular
nerve distribution as well as preventing muscle atrophy, TNFR establishes func-
tional links between the nerves of the targeted muscles and nerves from the ampu-
tated region/arm of the individual. A schematic representation of the TNFR
technology is shown in Fig. 6.3.

Shown in Fig. 6.3 is a male transhumeral amputee that underwent a TNFR
surgery. He actually got his left limb amputated in 2012 as a result of injury
sustained from a rolling machine. At the time of the surgery (2015), the amputee
was approximately 48 years old. Prior to the TNFR surgery, his residual limb was
subjected to a number of assessments to ensure that he meets up with the require-
ment. From the assessments, we found that the residual limb has a length of 22 cm
and has not been infected. In addition, the results of an MRI scan show that the
musculus biceps brachii and musculus triceps brachii of the residual limb were intact
with neuroma tissue formed at median nerve, ulnar nerve, and musculospiral nerve
terminals. Afterward, the TNFR surgery was performed on the subject by transecting
the MCN, MN, RN, and UN from the residual limb and implanting them into the
corresponding MCN, MN, RN, and UN on the amputee’s chest region.

About 7 days after the surgery, the operation regions were observed twice a week
for 8 consecutive weeks. Indexes, such as status of the incision (healing rate), skin
color and temperature, and limb peripheral circumference, were closely monitored.
The pre-surgery and post-surgery experiences of the subject were also utilized to
assess the limb status. These experiences include the subject’s feelings of missing
fingers, hand, and arm as well as his experience during observing different

Fig. 6.3 A representation of the TMR/TNFR technology. (a) TMR/TNFR surgical procedure for a
transhumeral amputee, (b) EMG recordings after undergoing a TNFR surgery when the subject was
doing different arm movements
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movements (finger, wrist, hand, and elbow). Subsequently, a TNFR testing envi-
ronment was setup to demonstrate the feasibility of our proposed technology. In the
testing environment shown in Fig. 6.3b, the amputee was able to control the virtual
prostheses reliably across a range of upper limb movements compared to his
pre-TNFR experience. It is noteworthy that the TNFR technology is proposed by
our research group and we hope it will revolutionize prostheses control technology
and other related EMG-based rehabilitation device technologies in the future.

We further built a number of animal models recently to compare the performance
of proposed TNFR technology with that of TMR and found the TNFR model
obviously demonstrates better intramuscular nerve distribution compared to the
TMR model. Additionally, we found out that bicep brachii muscles on the opera-
tional sides of the TNFR model achieved better wet mass compared to that of the
TMR model.

6.3.4 Restoration of Sensory Feedback

Tactile sensation is an essential element for a dexterous hand manipulation. In an
ideal bidirectional hand prostheses, the user’s intentions are first decoded through
the efferent pathway, and then a nearly “natural” sensory feedback is delivered
through the remnant afferent pathways, simultaneously in real time, as illustrated
in Fig. 6.4.

The lack of proper sensory feedback mechanism limits prostheses users in
grasping and manipulating objects, which makes the use of prostheses cumbersome
and uncomfortable, leading to prosthetic abandonment. In fact, lack of sensory
feedback schemes in the currently available multiple-DOF upper-limb prostheses
have slowed down its clinical and commercial success [42]. Improper feedback of
tactile perception may also lead to “over-grasp” causing damage to an object or
“under-grasp” causing slip of object. Report from previous survey indicated that
about 95% of male amputees desire to have force feedback in their prostheses and
88% placed more emphasis on grip force and proprioceptive information of pros-
thesis position and movement. With the rejection rate of upper limb prostheses
reaching 39% and the increasing rate of people living with the loss of a limb
projected to be doubled by the year 2050 [43], the need for integrating efficient
sensory feedback mechanism into the prostheses becomes more necessary.

To restore the lost sensory feedback, Raspopovic et al. [44] were able to
stimulate the median and ulnar nerve fascicles using transversal multi-channel
intrafascicular electrodes (TIMEs) connected to the artificial hand sensors. The
subject was able to control the prosthesis through information provided by the
artificial sensors. This feedback enabled users to effectively control the grasping
force of the prosthesis with no visual or auditory feedback. To restore a sense of
touch that is close to the natural perception, the artificial receptors known as
sensors need to first register the characteristics of the sensed object/environment
[45], which works in a similar way to the receptor organs in humans. These sensory
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receptors are broadly classified into pain receptors, cold receptors, warm receptors,
and four mechanoreceptors. Then, the receptors encode information into trains of
action potentials and also possess characteristic innocuous temperature variation
evoked by different afferents between ~5 and 48 �C [46]. The mechanoreceptors
are grouped into slow-adapting receptors (SA-I and SA-II) and fast-adapting
receptors (FA-I and FA-II) having different receptive fields to which they respond
to mechanical stimulus, as well as different rates of adaptation. Also, tactile stimuli
are transferred from the artificial receptors to the intact skin through the actuators.
At this stage, signals are transported from receptors through nerve fibers to the
brain where complex information are interpreted. The time taken for the signal to
get to the brain is less than tens of milliseconds [47]. And lastly, a learning process
is initiated by the central nervous system to adapt to the new type of afferent
signals. A closed loop architecture for restoring a sensory feedback is described in
Fig. 6.4. This figure shows the transduction and interfacing system which transmit
the electronic signals and the control system which performs signal processing and
interpretation.

To provide a sensory feedback mechanism, data are firstly acquired through the
use of tactile sensors that come in contact with the target object (Fig. 6.4). Secondly,
the analog-to-digital converter digitizes the signal at the signal transduction stage

Fig. 6.4 Closed loop architecture for restoring sensory feedback
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prior to further analysis. Before further signal processing, unwanted signal distur-
bances called artifact are removed by applying a wavelet transform and empirical
mode decomposition strategies to reduce the noise in the signal [48]. At the last
stage, the transmitted signal which mimics the real signal (action potential) is then
sent to the brain for interpretation.

With the invasive mechanism, action potentials traveling in the form of electrical
signals through the nervous systems could possibly regain all somatic sensory
information with modality matching by implanting neural electrodes in the periph-
eral nerves [49]. This approach is able to restore the sense of touch by means of
implantable nerve interfaces but always associated with risk of surgical procedure,
and their long-term usability needs to be fully investigated [50]. There are three
major approaches for invasive sensory feedback which are peripheral nervous
system (PNS) stimulation, targeted sensory reinnervation (TSR), and central nervous
system (CNS) stimulation. On the other hand, the promising noninvasive mechanism
could be realized through techniques such as mechanotactile, vibrotactile, or
electrotactile stimulations. To achieve any of these stimulation techniques, the
characteristics of the actuator (weight, size, and power consumption) would need
to be considered. Importantly, more research focus has been shifted toward the
noninvasive sensory feedback mechanism in the recent years with a lot of work
currently ongoing in this area.

In summary, integrating an efficient noninvasive sensory feedback mechanism
into the currently available multifunctional upper limb prostheses will not only
improve the control performance of the prostheses but also give users a feel of
their true natural environment during ADL.

6.4 Conclusion

The human upper limb is an important part of the body that enables the accomplish-
ment of a range of tasks in workplace, at home, and in social gathering during ADL.
The loss of this part of the body severely limits the capability of amputees while
undergoing ADL. In this regard, prosthetic device driven by different control
methods have been built to restore the lost limb functions in amputees. At the
forefront of these prostheses, control method is the EMG-based control which has
attracted considerable attention in both the academia and industry in the recent years.
Hence, this chapter focuses on EMG-based prostheses control methods with empha-
ses on pattern recognition-based control as well as simultaneous and proportional
control techniques, with details on the fundamental procedure of decoding limb
movement intents. Also, a number of techniques for improving the overall perfor-
mance of EMG-based prosthetic system were discussed with emphases on the
advantages and limitations.
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Chapter 7
Neural Interface: Frontiers
and Applications

Cochlear Implants

Xiaoan Sun, Sui Huang, and Ningyuan Wang

Abstract The theory and implementation of modern cochlear implant are presented
in this chapter. Major signal processing strategies of cochlear implants are discussed
in detail. Hardware implementation including wireless signal transmission circuit,
integrated circuit design of implant circuit, and neural response measurement circuit
are provided in the latter part of the chapter. Finally, new technologies that are likely
to improve the performance of current cochlear implants are introduced.

Keywords Cochlear implant · Signal processing strategy · Neural response
measurement

7.1 Introduction of Cochlear Implant

A cochlear implant is a surgically implanted electronic device that provides func-
tional hearing to a person with severe to profound sensorineural hearing loss. It
bypasses a non-functional inner ear and stimulates the auditory nerve directly with
patterns of electrical currents derived from incoming sounds. A cochlear implant
system usually consists of an external sound processor and an implanted current
stimulator. Cochlear implant is widely accepted as the only effective way to restore
functional hearing for deaf people in daily clinical practice and is the most successful
neural prosthesis in current world. Up to date, about 450,000 people worldwide have
received cochlear implants; half of them are pediatric users who were able to develop
near normal language skills and merged seamlessly into mainstream schools and
society. As the technology of cochlear implant improves, and the risk associated
with the device and the surgery decrease over the years, more and more people
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benefit from the device each year. The clinical threshold to be considered as a
cochlear implant candidate has been dropped from 100 dB hearing loss in 1980s
and 1990s to 85 dB hearing loss in current years. Therefore, the boundary between
hearing aids user and cochlear implant candidate becomes obscure and interleaved.

According to census by World Health Organization in 2010, there are about
360 million hearing-impaired people worldwide, representing the second largest
group of handicapped people. This number grows annually as a result of 0.1–0.2%
rate of congenital deaf among newborns. In addition, consequential deaf from
disease, medicine intoxication, trauma, environmental noise, and genetic disorders
also contribute to the increase of deaf population. Traditionally, large amount of
resource is required to set up rehabilitation facilities for deaf people, yet the
effectiveness of these rehabilitations is very limited. They still live within the deaf
society and find it hard to communicate with the outside world. The appearance of
cochlear implants changes the situation fundamentally. Most modern cochlear
implant recipients can carry a normal conversation in a quite environment, although
they still find it challenging to communicate in a noisy environment.

The development of modern cochlear implant is a long and interesting journey,
including joint efforts from physiologists, physicians, and engineers. In 1957,
French physician Djourno and his colleagues induced successful hearing with
electrical stimulation in two totally deaf patients. The news spurred an intensive
level of research activities worldwide to restore hearing to deaf people. In 1961,
William House in Los Angeles, California, implanted a single-channel cochlear
implant in the scalar tympani of two deaf people. Both subjects report useful hearing
from electrical stimulation although the initial devices only lasted 2 weeks. In 1978,
Graeme Clark in Australia developed a multi-channel cochlear implant and
implanted in two deaf people. Although single-channel cochlear implant won the
first round as the first FDA-approved device for clinical use, multi-channel device is
the standard for modern cochlear implants because of its superior performance.

A cochlear implant usually includes an internal implant device and an external
sound processor, as shown in Fig. 7.1. The external sound processor (1) powered by
battery pack (2) picks up sound through microphone and processes and encodes sound
signal, which is then transmitted wirelessly by transmission coil (3) to the receiver coil
(4) of internal device. The current stimulator (5) of internal device converts the
received signals into electrical impulses and sends the impulses through electrode
body (6) to an electrode array (7). The electrical impulses from the electrode array
(7) stimulate the auditory nerves (8), allowing the brain to perceive sound.

Now there are four major cochlear implant providers in the world: Cochlear
Corporation in Australia (www.cochlear.com), Med-El Corporation in Austria
(www.medel.com), Advanced Bionics Corporation in the United States (www.
advancedbionics.com), and Nurotron Biotechnology Inc. in China (www.nurotron.
com). There are a couple of smaller cochlear implant companies with no significant
market shares. They all provide multi-channel devices with 12–24 electrodes, while
Nurotron device has the most intra-cochlear electrodes of 24. Functions like virtual
channel, electrode impedance measurement, and neural response telemetry also
become standard for modern cochlear implant devices. The recognition rate of short
sentences in quiet is around 80% for the products of all four major manufactures.
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7.2 System Specification

The ultimate goal of cochlear implant is to restore effective hearing for severe to
profound hearing-impaired people through safe electrical stimulation of auditory
nerve. To this end, the design and manufacture of a cochlear implant system should
satisfy requirements in three aspects. First, the material of the implant device should
be safe for long-term implantation. Second, the circuit of the implant should be able
to deliver safe, reliable, and accurate current stimulation. And last, the structure of
the implant should consider surgical requirement and provide enough protection for
electronic components. The architecture of a modern cochlear implant system is
shown in Fig. 7.2, consisting of a speech processor, a RF unit, an internal unit, an
electrode array, a remote controller, and a fitting unit [76].

7.2.1 Speech Processor

The speech processor shown in Fig. 7.3 is the core of the external part of the cochlear
implant system. The entire speech processor is powered by a battery block. The
clock block provides clock signal to all blocks except the power amplifier and the
reverse telemetry decoder. The audio signal from natural environment or other

Fig. 7.1 External device of cochlear implant system includes (1) sound processor, (2) battery pack,
(3) transmission coil. Internal device of cochlear implant system includes (4) receiver coil, (5) cur-
rent stimulator, (6) body of electrode, (7) electrode array, which stimulator auditory nerves (8) with
current pulses
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electrical devices (TV, radio, tele-coil, etc.) is first sampled, digitized, and synchro-
nized in audio sampling module. Processed by signal pre-processing module and
digital signal processor (DSP) based on certain encoding strategies, the output of
audio sampling module is converted to data that contains stimulation information.
Then the data are modulated at data modulation block by radio frequency
(RF) carrier signal and sent to power amplifier (PA). The amplified signal is
eventually sent to RF unit. The reverse telemetry decoder detects and modulates
the signal from the RF unit when the system is in the status of reverse telemetry. The
decoded signal goes into the DSP for further operation. The I2C module and wireless
transceiver, which are both controlled by the DSP, are used to communicate with the
fitting unit and remote controller, respectively. The IO controller controls indication
lights and buttons on the speech processor.

7.2.2 RF Unit

The RF unit is composed of a transmitter coil and a receiver coil connected with their
resonant circuits, which are on the outside and inside of human body, respectively.
Through this inductive link, the stimulating information as well as power is trans-
mitted into the internal unit to control the unit to stimulate the auditory nerve. More
interestingly, using the reverse telemetry technique, the data from the implant can be
sent back to the speech processor with the same link.

7.2.3 Remote Controller

The remote controller is used to execute some regular operation, for example,
turning on and off the system, adjusting the sound volume, changing fitting maps,
and so on. In some applications, it could also be used to check the status of the
speech processor and the internal unit. Most of the recent cochlear implant products
favor this wireless control unit because it is much more convenient for users or
guardians of users to manipulate the device instead of pushing buttons on the speech
processors.

7.2.4 Fitting Unit

The fitting unit, which is not worn by users, is only used by clinicians for clinical
uses, e.g., impedance test, neural response measurement, fitting program, etc. The
fitting unit can bi-directionally communicate with the speech processor. On one
hand, when clinicians want to optimize performance of devices, different stimulating
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information can be sent to speech processors from fitting programs. On the other
hand, when they need to detect the condition of implants, the internal data from
implants can also be sent back to the unit.

7.2.5 Internal Unit

The block diagram of the internal unit is shown in Fig. 7.4. The RF signal from the
RF unit is divided into two paths. One goes into the power generator to provide a
high voltage for the stimulating circuit and power supply for all other internal
circuits. The other path goes to RF signal demodulator. If the RF signal is a
command signal, the demodulator sends the signal to the command decoder,
which stores the decoded information in the setting register. If the RF signal is a
data signal, the data decoder is activated, and the stimulating data is sent to the data
distributor. The output of the demodulator is also the source of the clock generator,
which is basically a clock recovery circuit to provide a stable clock signal for other
blocks. The stimulating circuit is controlled by data distributor that decides cur-
rent amplitude and electrode address and by the timing controller that controls the
stimulating time. The stimulating current finally flows from the stimulating circuit to
the electrode array. The recording circuit is used to record the voltage signal in the
electrode, which is converted to the digital signal and transmitted back to RF unit
through the reverse telemetry modulator.

7.2.6 Electrode Array

The electrode array is a major part of the implant, which is inserted into the cochlea.
The stimulating current pulse goes out from the stimulating electrode to activate the
neurons and flows back to the return electrode in the end. To avoid the DC voltage
shift accumulation, normally the current pulse has two phases with positive and
negative current as shown in Fig. 7.5.

7.3 Signal Processing Strategies

7.3.1 Introduction

Speech processor can be described as the brain of a cochlear implant. Acoustic
signals are processed and encoded into specific parameters of electric pulses using
particular signal processing methods, termed as “signal coding strategy”.

In the CI system, the signal coding strategy plays an extremely important role in
generating auditory perception of CI recipients (e.g., [72, 74]), which determines
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Fig. 7.4 Block diagram of internal unit

Fig. 7.5 A typical biphasic stimulating pulse using the return electrode as reference
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which electrodes should be activated in each cycle according to the input acoustic
signals. Many stimulating strategies have been developed over the past two decades.
An ideal stimulating strategy is one that allows a CI user to perceive sounds clearly
and accurately.

All modern multi-electrode CIs have been developed to take advantage of the
so-called tonotopic organization in the cochlea that the apical part and the basal part
of the cochlea encode low-frequency and high-frequency sounds, respectively. In
these types of CIs, a bank of filters is employed to divide speech into different
frequency bands, but they differ in processing and encoding acoustic signals into
electric pulses.

7.3.2 Formant-Based Strategies

One group of coding strategies was based on the idea of speech production and
perception, in which spectral peaks or formants are extracted and delivered to
different electrodes. The F0/F2 strategy was first developed and implemented in
the Nucleus Wearable Speech Processor [16]. In this strategy, the fundamental
frequency (F0) and the second formant (F2) are extracted from the speech signal
in each frame. One zero-crossing detector is used to estimate F0 from the output of a
low-pass filter, which has a cutoff frequency of 270 Hz, and another zero-crossing
detector is used to estimate F2 from the output of a 1000–4000 Hz band-pass filter.
The amplitude of F2 is then estimated by rectifying and low-pass filtering the output
signal. The schematic diagram is shown in Fig. 7.6.

The addition of the first formant (F1) information was found to improve the
speech recognition performance of patients in speech perception tests. In fact, both
F1 and F2 were reported important in vowel recognition for normal-hearing listeners
[24]. Dowell et al. [24] found that the average scores on word recognition increased
from 30% to 63% after switching from F0/F2 to F0/F1/F2 strategy.

Further improvements to the F0/F1/F2 strategy were made in the late 1980s,
including the involvement of high-frequency information. MULTIPEAK
(or MPEAK), a new coding strategy developed upon these changes, was used to
extract both formants and high-frequency information from the speech signal
(as shown in Fig. 7.7). The MPEAK strategy stimulates four electrodes at a rate of
F0 pulses/sec (pps) for voiced sounds, and at an average rate of 250 pps for unvoiced
sounds [57].

Although the MPEAK strategy has proved to be an efficient strategy for
extracting important information from the speech signal, the performance is still
limited. The MPEAK strategy and F0/F2 and F0/F1/F2 strategies tend to make errors
in formant extraction, especially when the speech signal is embedded in noise.
However, all the attempts made in the improvements of formant extraction methods
motivated the development of the next generation coding strategies for CIs.
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7.3.3 Temporal Envelope-Based Strategies

Another thought of spectrum regeneration with electric stimulation was based on the
implicit encoding of temporal envelope cues and could be traced back to earlier work
in speech vocoder [25]. Most of algorithms implemented in current commercial
devices origin from this idea.

7.3.3.1 Continuous Interleaved Sampling (CIS) Strategy

For modern multi-channel cochlear implants, which have M (e.g., 12–24) implanted
electrodes, CIS is a strategy used in the speech processors of all major cochlear
implant manufacturers [72]. CIS is a multi-band coding strategy, in which the
temporal envelope of signal in each band is extracted at a cutoff frequency of

Fig. 7.6 Block diagram of F0/F2 strategy

Fig. 7.7 Block diagram of MPEAK strategy
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160–400 Hz. For each frame of sound, the signal is applied through M band-pass
filters, and the envelopes of these frequency bands are extracted. The envelope also
has to be compressed, usually logarithmically, to match the narrow dynamic range in
electric stimulation. Then, all M frequency bands are stimulated in a
non-overlapping sequence at a constant rate. In this pattern, the stimulation rate of
each channel is relatively high and the interaction across electrodes can also be
reduced. Meanwhile, the original spectrum of received sound is regenerated by M
channels and one channel of the signal is produced by the stimulation of one
electrode. The schematic diagram of CIS is shown in Fig. 7.8. According to Shannon
et al. [56], four spectral bands in CIS processing can deliver acceptable speech
intelligibility in quiet.

7.3.3.2 n-of-m Strategies

A group of coding strategies based on channel selection or “spectral peak picking”
scheme is represented by “n-of-m strategy” (Fig. 7.9), which is designed in part to
reduce the density of stimulation while still reserving the most important aspects of
speech signals [38]. In each cycle, only N channels with largest amplitudes are
selected from all M channels and stimulated. The deletion of stimulation from
low-energy channels for each frame of sound may reduce the interference across
electrodes and restrict the area of stimulated region in the cochlea. Taking the fact
into consideration that low-level channels usually do not contain significant infor-
mation, such “unmasking” may improve the perception of sounds by patients. In
addition, selection of the channels containing higher energy in each frame may
enhance the signal-to-noise ratio in signal domain situations.

Fig. 7.8 Block diagram of CIS strategy
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The ACE and SPEAK strategy (differ in stimulation rate), used in the Nucleus
implant, consists of 22 fixed channels. The input signal is divided into 22 frequency
bands for each frame just as CIS strategy. After the envelope information for each
frequency band is extracted by rectifying and low-pass filtering, 6–10 frequency
bands with the largest amplitudes are stimulated. The number of stimulated channels
could be set by audiologists. Electrodes corresponding to the selected channels are
then activated, and the original spectrum is reproduced by 6–10 fixed channels [49].

Advanced peak selection (APS) is a coding strategy employed by the Nurotron
device [76]. The APS strategy can also be defined as an “n-of-m” strategy, with the
number of frequency bands being 24. The number of channels being stimulated in
each frame is typically set to 6–8, dependent on the number of available electrodes or
the feedback from patients. In the APS strategy, stimulation rate can be adjusted to
improve the representation of temporal fine structure. The typical stimulating rate of
each selected electrode is normally set to 680 pps or 890 pps.

7.3.4 Coding Strategies with Advanced Cues

As described above, both n-of-m and CIS strategies only employ a certain number of
channels to reproduce the original sound spectrum, which means only 12–24
electrodes can currently be implanted into a CI user’s ear to generate 12–24 fixed
channels. However, the population of auditory nerve fibers in a human cochlear is
around 30,000. Due to the limitation of the electrode number and design, the spectral
resolution of a CI user is normally worse than that of a normal-hearing listener,
which severely weakens their pitch and tone perception. Therefore, a school of new
coding strategies designed to improve pitch or tone perception of CI users has been
proposed in recent years.

Fig. 7.9 Schematic diagram of n-of-m strategy
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7.3.4.1 HiRes120 Strategy

Another alternative method is virtual channel strategy, in which the electrical stimu-
lation pattern is shaped by current steering technique [22, 41]. To implement the
virtual channel technique in a cochlear implant system, each electrode must have an
independent power source to allow more than one electrode to be stimulated simulta-
neously. Theoretically, with simultaneous stimulation of neighboring electrodes, the
locus of stimulation is controlled between fixed channels, creating virtual channels.

The HiRes120 strategy, used in the Advanced Bionics implant, is the first
commercial virtual channel strategy [40]. Since the Advanced Bionics implant has
16 implanted electrodes, there are 15 electrode pairs that can be used to steer the
electrical stimulation and 8 sub-channels within each electrode pair, generating
120 channels in total. Figure 7.10 is a diagrammatic representation of the
HiRes120 strategy. Similar to CIS strategy, in each frame of sound, the signal is
divided into 15 frequency bands and the envelope of each band is extracted. Next,
15 spectral peaks are also derived, which indicate the most important frequency
component within each channel. These spectral peaks are then steered by
corresponding electrode pairs based on the virtual channel technique. However,
according to results from clinical tests, HiRes120 strategy did not achieve expecta-
tion of researchers.

7.3.4.2 C-Tone Strategy

CI signal processing significantly affects lexical tone recognition due to the restricted
spectral resolution of CI users, which is to the disadvantage of overall speech
understanding of tonal languages (e.g., [30]). One way to improve tone recognition
rate is to deliver information other than temporal envelope. Since F0 has been found
to carry most of the lexically meaningful information for tonal languages, Luo and
Fu [47] evaluated a novel method to improve Chinese tone recognition in which
amplitude contour was modified to better resemble the F0 contour. In this study,
results showed significantly better tone recognition with the amplitude contour
modification. An amplitude contour manipulation algorithm (C-tone) that originate
from this idea was implemented in Nurotron implant system to challenge the
difficulties in lexical tone recognition of CI users [51].

C-tone was implemented as a tone-enhanced version of APS strategy as shown in
Fig. 7.11. A voice activity detector (VAD) is applied at the frontend of the algorithm
process. In each frame, the first step of C-tone is to estimate the F0 with the average
magnitude difference function (AMDF) algorithm [54]. Second, the input signal is
passed through a similar process as APS strategy. Finally, the amplitude envelope of
each selected stimulation channel is adjusted based on the relative change of F0
comparing to that estimated from the previous frame. An increment in F0 results in
an enhancement in the amplitude envelope and vice versa. The preliminary data
suggest that real-time enhancement of the amplitude envelope contour in C-tone
may benefit Chinese CI users’ tone recognition.
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7.3.4.3 Fine Structure Processing (FSP) Strategy

New processing options have also been introduced to increase the transmission of
fine structure information compared with the CIS and other n-of-m strategies in
current use. In one approach, the timing of positive zero crossings in the output of the
four band-pass filters with the lowest center frequency dominates the presentation of
a short group of pulses for the corresponding channels of stimulation as opposed to

Fig. 7.10 Block diagram of HiRes120 strategy

Fig. 7.11 Block diagram of C-tone
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the continuous presentation of pulses for standard CIS channels. This strategy is
called the “fine structure processing” (FSP) strategy [55], applied in MED-EL’s
implant. In FSP, signals in low-frequency channels and in high-frequency channels
are treated and processed differently. In low-frequency channels, the amplitude of
output signal is determined by the total energy in this band. In high-frequency
channels, however, signal is processed similar as that in CIS strategy.

The FSP and related approaches may provide an advantage compared with CIS
and other envelope-based strategies with the delivery of fine structure information in
the lower channels. With the help of additional fine structure information, FSP has
been reported to enhance music or speech perception of CI users [2].

7.3.5 Pre-processing Techniques

Despite the good performance of CI in quiet, there are still significant gaps in
performance between normal-hearing people and CI users. For example, the perfor-
mance of CI users in speech perception is extremely poor with additive noise. At
least a 15-dB loss in functional signal-to-noise ratio (SNR) could be produced in a
steady-state noise background [75]. In a study by Firszt et al. [28], speech recogni-
tion was assessed using the hearing in noise test (HINT) sentences. Results revealed
that CI recipients’ performance on sentence recognition tasks was significantly
poorer in noise compared with when listening at speech stimuli in quiet at a soft
level. In Spahr and Dorman [61]‘s study, it was reported that the average speech
intelligibility performance of CI recipients is around 40% in tasks involving con-
versational speech presented at 10 dB SNR. The average recognition of conversa-
tional speech dropped to around 20% when the SNR level was lowered to 5 dB.
Fetterman and Domico [27] had similar finding in their study, in which CI users were
asked to identify speech in noise. Average sentence recognition scores of CI users
decreased from 82% in quiet to 73% at 10 dB SNR and to 47% at 5 dB SNR.

The poor frequency selectivity of hearing-impaired listeners has been reported as
a significant reason why they cannot distinguish speech signal from the noise as
normal-hearing listeners [64]. Recent research efforts have been focusing on state-
of-the-art noise reduction solutions much more to improve speech intelligibility in
noisy environments. Since CIs deliver electrical pulses to stimulate auditory nerves
to help restore hearing sensation, multiple signal processing algorithms have been
applied to convert acoustic signals into electrical stimuli (e.g., [46, 74]). As we
mentioned above, the majority of CI users can score high in open-set speech
recognition tasks regardless of the device or speech coding strategy used (e.g.,
[58, 61]). However, few of them could overcome the problems of additive noise.

Many of current noise reduction algorithms can improve output SNR, but few of
them can really enhance the speech intelligibility (e.g., [44]). The generated speech
distortion has been considered as one of the reasons. A traditional method to reduce
the effect of noise is to apply a gain calculated from estimated SNR level to suppress
the noise. However, since the power of noise cannot be accurately estimated, the
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speech signal can be either amplified or attenuated due to the underestimation or
overestimation to the noise power, respectively. Considerable speech distortion is
then introduced [39], resulting in no or even negative benefits in speech
intelligibility [33].

In general, noise reduction algorithms designed for CIs could be divided into two
classes: single-microphone and multi-microphone methods. Single-microphone
approaches rely mostly on statistical models of speech and noise, and therefore
can only remove noise with different temporal and spectral features as speech
signals. In recent years, there has been a growing tendency toward the use of noise
reduction methods with multiple microphones in CI devices (e.g., [42, 73]). Large
improvements in SNR and therefore considerable benefits in speech intelligibility
can be obtained, only if the target speech and the noise sources are located at
different locations in space. In the following session, both single-channel and
multi-channel noise reduction techniques are reviewed.

7.3.5.1 Single-Channel Noise Reduction Methods

One of the first proposed single-channel noise reduction algorithms is spectral
subtraction, based on a maximum likelihood (ML) estimator, and has been
implemented in numerous applications. Its efficiency and low computational com-
plexity have resulted in its widespread use. The general idea of spectral subtraction is
to estimate the spectrum of noise during gaps in the speech, and then to remove it
from the noisy signal [66]. The performance of this class of algorithms depends
critically on the accuracy of noise estimation. A conventional method to estimate the
noise is to update the noise power cumulatively during speech gaps and hold it
unchanged during speech frames. To determine when speech is present or absent, a
voice activity detector (VAD) is required [4].

Despite its attractive simplicity, spectral subtraction has a number of shortcom-
ings, which limit its use in applications such as hearing aids and CIs. One commonly
audible artifact produced by the technique is termed “musical noise” and is generated
primarily by inaccurate estimation of the noise spectrum. Since only the average
power of the noise can be estimated over time, short-term, potentially important
details, such as momentary spectral peaks and valleys, are ignored by the algorithm.
As a result, after the estimated average noise is removed, those residual components
can produce annoying tonal sounds, which can worsen, rather than improve, speech
intelligibility and perceived quality.

Over the past three decades, much effort has gone into developing methods that
remove or reduce musical noise [17, 52]. A common technique is to set up a noise
floor, that when the signal level is under a certain threshold, it will be left
unprocessed [4]. A factor could be used to control the strength of this technique,
that how much the signal should be removed when its level is under the threshold.
Moreover, it has been noticed that the influence of noise on speech signal may not be
unified; it is rational to apply different control factors at different frequencies.
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Wiener filtering is another well-studied technique in speech enhancement, based
on optimal minimum mean square error (MMSE) estimator of each speech spectral
component [13, 45]. Martin [48] developed an algorithm based on the combination
of Wiener filtering and spectral subtraction to overcome the limitation of VAD, so
that in a speech frame, noise information could still be updated by a Wiener filter.
Extended Wiener filters have been proposed to further enhance the performance of
noise reduction algorithms. Multi-channel Wiener filtering, for example, has been
tested [68, 69]. In addition, the speech distortion weighted Wiener filter was
developed to reduce speech distortion, in order to maintain speech intelligibility
while cleaning speech [21, 62].

Most commercial CI devices employ single-channel noise reduction algorithm
due to its simplicity and efficiency. A recent proposed technique named as eVoice
applied in Nurotron speech processor, which can adapt to the external SNR condi-
tions so as to generate stable auditory perception, was evaluated with speech
perception test of CI users. Results are exhibited in Fig. 7.12. The percent of correct
rates of subjects using APS strategy were compared with the performance of the

Fig. 7.12 Results of speech perception test in evaluating the effects of eVoice. Notes: APS
represents using APS strategy along and eVoice indicates using eVoice as the pre-processing
technique prior to the application of APS strategy. SSN and Babble represent speech-shaped
noise and babble noise, respectively
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same group of subjects when using APS and eVoice together. In summary, eVoice
improves speech intelligibility of CI users in 5- and 10-dB SNR conditions in the
presence of both speech-shaped noise and babble noise. Meanwhile, most subjects
reported the preference of using eVoice in noisy environments.

7.3.5.2 Multi-Channel Noise Reduction Methods

Cocktail party problem [14] as one of the most challenging tasks for hearing-
impaired listeners has been attempted to be solved via multi-channel algorithms.
The crucial ability of completing this task is to separate the mixture of target speech
and interfering noise or speech. One group of methods is blind source separation
(BSS), which does not require the prior knowledge of microphone array and spatial
information of target speech (e.g., [70, 71]). Information-based criteria are usually
employed in such methods. A representative work was done by Douglas and Sun
[23], using convolutive blind source separation with natural gradient algorithm to
automatically resolve mixed recordings from the real environment. In this study, it
was found that the modified BSS technique with linear prediction filters was able to
complete the task of separating the mixture of two-channel speech signals.

Beamforming is another group of multi-microphone spatial enhancement tech-
nique via source separation and works by exploiting phase differences in the signals
arriving at two spatially separated microphones from a particular direction.
Beamformers can maximally attenuate noise at a null point whereas reserve the
target speech in front (Fig. 7.13). This pattern of directionality can either be fixed to
generate a static pattern of directionality or be adaptively updated to suppress
moving noise sources. In order for beamforming to work, a number of assumptions
typically have to be achieved: the target should always be located within a narrow
range on angles in front of the listener and the noise source should be spatially
separated from the target, meanwhile, the two microphones have to be well matched
and calibrated.

Over the past two decades, a few beamforming techniques have been used to
enhance speech perception of hearing-impaired listeners in noise. In a CI or hearing
aids, the combination of two microphones can detect the differences in amplitude
and phase of received signals and then generate the directionality of beam pattern to
block noise coming from directions other than that of the target.

In 2005, BEAM strategy, a modified dual-microphone technique was
implemented in the behind the ear (BTE) speech processor in Cochlear’s Nucleus
Freedom CI system. In BEAM, the first step is implemented through a spatially
adaptive system that integrates the front directional microphone (which is changed to
an omnidirectional microphone later in Nucleus 5 processor) and a rear omnidirec-
tional microphone to separate speech from noise. The output from the rear omnidi-
rectional microphone is firstly filtered through a fixed finite impulse response (FIR)
filter and then subtracted from the delayed output from the front directional
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microphone to create the noise reference [73]. The filtered signal from the omnidi-
rectional microphone is then added to the delayed signal from the directional
microphone to create the speech reference. The reference signals are then delivered
to an adaptive filter to remove additional noise, which can be updated with a least-
mean-squares (LMS) or a normalized least-mean-squares (NLMS) method. This
bilateral noise reduction system was tested and showed an average SRT improve-
ment of 11 dB over a directional microphone.

7.4 Wireless Signal Transmission

In this section, we mainly focus on the analog circuit of cochlear implant system, and
several critical analog blocks of wireless signal and power transmission are
discussed in detail in the following parts.

As mentioned in the previous section, the internal unit of the cochlear implant
system is powered by the inductive link for several considerations [76]. First, the
skin thickness of the implanting location is about 3–10 mm, where the wireless
transfer efficiency is still acceptable. Second, the expected implanting duration for
the cochlear implant is more than 10 years, and it is difficult to use the implanted
battery to sustain such a long period, because unlike pacemakers, the cochlear
implant has to stimulate the nerve all the time so that its power consumption is
relatively large. Third, both surgeon and patients request a small implanted device
for easy operation in the surgery and gentle appearance from outside to see.

Fig. 7.13 A typical beam
pattern of beamforming
technique. Note: 0�and
180�represent front and
back, respectively
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Figure 7.14 shows the basic schematic of a power amplifier with an inductive
link. The class E power amplifier drives the primary RF coil L2 that sends power
inductively to the secondary RF coil L3. C2 and C3 are used to be resonant in series
and in parallel with L2 and L3 at the working frequency, respectively. The RF signal
on L3-C3 tank then is rectified to provide the power for the internal unit and
stimulating electrodes. M1 is the main power transistor for the class E amplifier,
which is usually controlled by the modulated signal. L1 is the choke inductor to
provide supply current, and C1 is used to adjust the waveform of node 1 to make sure
that M1 is on right at the moment when the voltage of node 1 is close to ground
shown in Fig. 7.15a [60].

However, due to the variability of patient skin-flap-thickness and stimulating
current, the equivalent load of the power amplifier varies. Therefore, in many cases
as shown in Fig. 7.15b and c, the class E amplifier does not operate perfectly and
the entire power transfer efficiency reduced. To solve this issue, many researches
have been done. In Fig. 7.16a, the peak detector is used to find the zero crossing of
current going through L2, and M1 is trigger by adding a delay tdelay, which can be
expressed as:

tdelay ¼ T
2π

π� sin �1 idd
iL2,P

� �� �
ð7:1Þ

where T is the period of the input signal; idd is the supply current from L1; iL2, P is the
peak current going through L2 [37]. Figure 7.16b shows another method that tries to
achieve zero-voltage switching condition [3]. In this technique, when Vd is lower
than the reference voltage, M1 is on and the switch losses are minimized. Both
techniques show good results with different distances between the primary and
secondary coils. However, these proposed circuits could consume additional
power, especially because they are running at a high speed. In some cases, the
saved power could be less than the power these circuits dissipate.

L1

M1
C1

C2

L2 L3 C3

D1

C4 R1

VDD

GND1 GND2

Node 1

Skin

Fig. 7.14 A typical class E power amplifier with inductive link
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Fig. 7.15 Waveforms of node 1 when the coupling factor of the inductive link varies
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Fig. 7.16 (a) Using peak detector to find the zero crossing of current going through L2. (b) Using
comparator to guarantee Vd is near ground when M1 is on
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The efficiency of the inductive link is determined by the coupling coefficient k,
the quality factor of L2 Q2, the quality factor of L3 Q3, and the effective quality
factor of load network QL and can be simplified as:

ηLink ¼
k2Q2Q

0
3

1þ k2Q2Q
0
3

 !
Q3

Q3 þ QL

� �
ð7:2Þ

where Q0
3 ¼ Q3QL= Q3 þ QLð Þ: From (7.2), we can clearly see that with a higher

coupling coefficient, the transfer efficiency of the inductive link increases. It means
that the efficiency increases with thinner skin thickness. Also, Q2 should be as large
as possible to increase the efficiency. Normally k and QL varies in different circum-
stances so that it is difficult to find a determined Q3 to maximize the efficiency.
Moreover, the system usually uses on-off keying modulation, which means that the
input signal of the amplifier is not a continuous signal. The complexity of the design
needs to be more carefully considered.

7.5 ASIC Design

Stimulating auditory nerves and recording neural response are two main functions of
the internal unit in a cochlear system. To reduce dimension and power consumption
of implant, the internal circuit is implemented with application specific integrated
circuit (ASIC). Usually, the function blocks inside the dashed border of Fig. 7.4 is
achieved by ASIC.

7.5.1 Current Source

In Fig. 7.17, a current mode stimulating circuit is shown [77]. Twenty-four stimu-
lating electrodes are connected to node E1, E2, . . . E24, respectively. MP1 and MP2
are two reference electrodes. Two types of current sources, P-source and N-source,
can be selected by controlling switch S5 and S6. The reason why current mode is
chosen for stimulating circuit is because the charge injected into tissue could be
precisely controlled. To clearly describe the mechanism of this circuit, choose
electrode 1 as the stimulating electrode and MP1 as the reference electrode. Mean-
while, make S5 closed and S6 open to select P-type current source. In the cathodic
phase, S2[1] and S3[1] are closed, and the current flows from MP1 to E1. In the
anodic phase, S1[1] and S4[1] are closed and the current flows from E1 to MP1.

Stimulating charge balance is one of the most important factors to be considered
in the circuit design. The tissue damage does not occur in chronic stimulation of
cochlear implants if residual DC current is lower than 100 nA [34]. In this biphasic
stimulation as explained above, the positive and negative charge going through the
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tissue should be balanced ideally, since both phases utilize the same current source.
To further suppress imbalanced DC charge, a DC blocking capacitor, Cblock, in series
with each electrode is usually inserted as shown in Fig. 7.18. Moreover, when
stimulation is completed, switches S7 and S8 are closed in Fig. 7.18 to guarantee
that the stimulating and reference electrodes are on the same electrical potential [15].

7.5.2 Recording Circuit

A robust recording circuit is the key to successfully capture the electrically evoked
compound action potential (ECAP) signal. As shown in Fig. 7.19, the recording
circuit normally is composed of four blocks [12]. The targeted signal is received by
the sensing electrode, and then transmitted to the band-pass filter to remove
undesired noise. The variable gain amplifier (VGA), whose gain is set according
to different circumstances, is used to amplify this signal, because the amplitude of
this type of signals is only several millivolt or even smaller. At last, an analog-to-
digital converter (ADC) is employed to measure this signal and send the data out.

Mismatch compensation is a critical technique for VGA design, since the ampli-
tude of the input signal is comparable with the input offset of the operational
amplifier. In Fig. 7.20, a typical VGA circuit with mismatch compensation is
shown [53]. In this circuit, the first stage amplifier consists of Gm1, Gm2, and R,
and A1 is the second stage amplifier. Switches S7, S8, S9, and S10 are used to
change the gain of amplifier A1. The rest of switches are used for mismatch
compensation of the first stage. In detail, S1, S2, S5, and S6 are turned on first. At
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E1

C1

E2
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C24 MP1
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N-Source

Fig. 7.17 Current mode
stimulating circuit
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this moment, only the input offset VOS is amplified by the first stage. Then S3 and S4
are also turned on, and the output of the first stage VOUT becomes:

VOUT ¼ gm1
gm2

VOS ð7:3Þ

where gm1 and gm2 are the trans-conductance of Gm1 and Gm2, respectively. The
input offset information is stored in C3 and C4 by turning S1, S2, S3, S4, S5, and S6
off. Therefore, the offset of the first stage is cancelled by the output of Gm2.

Low power, small area, and high acquisition precision are three major factors for
ADC design in the cochlear implant, which should be considered carefully. Since the
neural response is relatively slow (~KHz), the speed of this circuit is not needed to be
very high. Based on the discussion above, the successive approximation (SAR)
ADC is one of the most suitable candidates for ADC design in the internal unit
[12]. Figure 7.21a shows a 12-bit fully differential SAR ADC circuit. The basic
theory is using the output of a 12-bit DAC to compare with the input signal
[19]. After comparing 12 times, the ADC finally gets all the digital output. Unlike
flash ADC and pipeline ADC, SAR ADC only needs one comparator so that both
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Fig. 7.18 Stimulating
circuit with charge
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Fig. 7.19 A block diagram of neural response recording circuit
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Fig. 7.20 Variable gain amplifier circuit with mismatch compensation
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power and area are saved. Figure 7.21b shows the simulation results of DAC_P and
DAC_N. We can clearly see that the comparator compares two input signals one
stage by one stage in sequential way and the input of next stage is the subtraction of
the output of this stage and the output of the DAC.

7.5.3 Reverse Telemetry Circuit

In a cochlear system, the implant in some cases needs to reversely transmit data to
the speech processor, for example, neural impedance test data, neural response
measurement data, or indication of operation status. Load-shift keying (LSK),
which was referred as “reflectance modulation,” is a commonly used technique for
reverse telemetry [65]. The essence of LSK is the variation of the equivalent
impedance in the primary coil, which could be influenced by changing the load of
secondary coil. Therefore, this telemetry can be achieved using the same inductive
link with forward transmission. Fig. 7.22a shows a modulation circuit that is based
on a circuit configuration modulator [65]. When switch S1 is open, the circuit on the
implant side is a full-wave rectifier. When S1 is closed, the circuit becomes a voltage
clamp circuit. Using this method, the load of the secondary coil is successfully
modulated by controlling S1. In Fig. 7.22b, LSK is realized by changing the resonant
capacitor of the secondary coil [77]. This technique is especially effective for half-
wave rectifier circuit.

The demodulator circuit is used to sense and digitize the variation of the signal
amplitude on the external coil, which is modulated by the implant. Unlike other regular
amplitude-shift keying (ASK) demodulator, this circuit is suffered from variable signal
amplitudes, a shifting DC level, and an undetermined digitizing threshold due to the
variation of patient’s skin depth and the misalignment of the coils. Figure 7.23 shows
that a demodulation architecture, which is based on a compact CMOS integrated
circuit solution, is proposed to greatly enhance the transmission robustness, increase
the maximum bit rate, reduce the bit error rate, and save the board area [35].

The entire architecture is composed of four blocks: sensor, rectifier, amplifier, and
digitizer. An additional small coil (Fig. 7.24a) is introduced to pick up the modulated
signal to separate the forward and reverse telemetry and reduce the interaction
between each other. A half-wave rectification (Fig. 7.24 b) is implemented to filter
high-frequency components and remove the negative part of the signal. In this block,
the RC filter should be carefully designed to minimize the load of the additional coil
to alleviate its effect on the main coil and save power consumption. The amplifier
(Fig. 7.24c) is used to amplify the output of the rectifier. It has two modes: a normal
mode and a sleep mode. The amplifier is in the sleep mode while the processor is
transmitting regular data containing sound information to the implant. In this mode,
a switch that is connected between the input of the amplifier and a constant DC
voltage source is on and the DC level of the input is determined. Once the amplifier
goes into the normal mode, the switch becomes off, and the common mode voltage
of the input is still well defined. A high-pass feedback network is employed in the
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amplifier so that the voltage on the capacitor in the network is the integral of the
output signal. This voltage is used as a reference for the digitization block to
differentiate digital “1” and “0”. A Schmitt trigger (Fig. 7.24d) is implemented to
convert the amplified analog signal to a clean digital signal. To further suppress
random and deterministic noise, a hysteresis characteristic is utilized to avoid
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Fig. 7.22 Reverse
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(b) full-wave rectifier

Fig. 7.23 A block diagram of the demodulator
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undesirable data transition caused by a small disturbance near the threshold voltage.
Figure 7.25 shows the outputs of the sensor, rectifier, amplifier, and digitizer. We can
clearly see how the modulated signal is transformed to be digital data.

Fig. 7.24 (a) Sensor circuit. (b) Rectifier circuit. (c) Amplifier circuit. (d) Digitizer Circuit
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7.6 Neural Response Measurement

7.6.1 History

Neural response measurement (NRM) in cochlear implants is to detect and measure
the electrically evoked compound action potential (ECAP) from the auditory nerve
in cochlear implant (CI) recipients. With the development of the multi-electrode
cochlear implant, there is a strong demand to request an easy and fast tool to give
objective information directly from devices and patients themselves to surgeons and
audiologists, because most of CI users are profoundly hearing-impaired people who
have difficulty to communicate with other people. The ECAP has been demonstrated
to be the best candidate, since the amplitude of the EAP could be proportional to the
number of auditory nerve fibers activated.

In 1970s and 1980s, many researches have been done to test the ECAP in
different animals [5, 11, 50, 63]. Compared with the acoustically evoked compound
action potential (CAP), which has been studied much earlier than ECAP, ECAP is
very difficult to be recorded, because the stimulating signal is always hundred or
even thousand times larger than the response signal. In 1990, Brown et al. firstly
used forward-masking subtraction method, which was originally proposed by
Charlet de Sauvage et al., to measure the neural response in the human beings
[6]. The results showed that the contamination of stimulus artifact on the recorded
response was greatly reduced and ECAPs were successfully detected and measured.

Fig. 7.25 Waveforms of the outputs of four main blocks: blue, purple, green, and yellow wave-
forms are the output of the sensor, the rectifier, the amplifier, and the digitizer, respectively
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Based on this technique, the first commercial ECAP measurement tool, whose
name was called “neural response telemetry” (NRT), was available in 1998. The
initial results showed that based on a carefully designed protocol, the ECAP can be
reliably recorded in most patients and most electrodes. After that, the similar tools
with different names (“neural response imaging,” “auditory nerve response teleme-
try,” “neural response measurement”) were issued by different brands of CI pro-
ducers. Nowadays, ECAP measurement tools (Fig. 7.26) become one of the most
useful tools to provide objective information of CI patients for clinical evaluation
from surgeons and audiologists.

7.6.2 Electrically Evoked Compound Action Potential

Essentially, the ECAP is the Wave I of the auditory brainstem response (ABR).
Once the auditory nerve is stimulated by an electrical signal, which is larger than a
specific threshold, the ECAP is generated. Figure 7.27 shows two types of ECAPs,
which were recorded with intra-cochlear electrodes in Nurotron Venus users. In
most cases, the ECAP, as shown in Fig. 7.27a, is composed of a negative peak
(N1) occurring at approximately 0.2–0.4 ms following stimulus onset and a much
smaller positive peak (P2) at approximately 0.6–0.8 ms [1, 6, 7, 18]. But two-peak
ECAPs as shown in Fig. 7.27b can also be occasionally recorded, whose incidence
is around 10–20% [43, 67]. In this case, the N1 occurs at similar time as the
one-peak case, but the P1 and the P2 typically occur at around 0.4–0.5 ms and
0.6–0.7 ms, respectively [43, 67].

Fig. 7.26 Neural response measurement (NRM) tool
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The amplitude of the ECAP varies from about 20 μV to 2 mV, and its maximum
magnitude usually is larger than the electrically evoked ABR [8]. Because of its large
amplitude, myogenic activity has little influence on the ECAP [32]. Moreover,
maturation of the central auditory system also is not a main factor that will cause
any changes in the ECAP. Therefore, the difference of ECAPs between adult and
pediatric CI users is very small [6, 26, 31], and the recorded waveforms do not
change with the increase of the duration of CI use. However, many factors also lead
to the variation of the latency and amplitude of the ECAP recorded, for example, the
stimulation level, the polarity of the stimulation, the surviving neural population, the
intra-cochlear test electrode location, and so on. The amplitude of the ECAP is the
voltage difference between N1 and P2 peaks. As shown in Fig. 7.28, ECAP
amplitude increases as the stimulation level increases.

The ECAP threshold and slope of the ECAP amplitude growth, as shown in
Fig. 7.29, are two major points in the neural response measurement, in which a
number of researchers are interested. The ECAP threshold is the stimulation current
level, at which the neural response measurement is able to capture the ECAP
waveform. Many studies indicate that the ECAP threshold falls between the behav-
ioral threshold (T-level) and comfort levels (C-level) of CI users [7, 9, 10, 18, 29,
59]. The slope of the ECAP amplitude growth is also widely used to objectively
predict the fitting program of CI users [10, 29].

Fig. 7.27 The recorded ECAPs with (a) one positive peak and (b) two positive peaks
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7.6.3 Hardware Implementation

Hardware implementation is one of the key factors to successfully record the
neural response. Figure 7.30 shows how the cochlear implant system realizes the
NRM function. Generally, at the beginning the computer, where the NRM tool is
installed and all the parameters are set, controls the speech processor to send a
command to the implant with the information about the electrode and stimulation
current level. The modulated signal, which is encoded by the speech processor
according to this command, is transmitted through the inductive link between the
external coil and the internal coil. The stimulator decodes the signal from the
internal coil and sends a biphasic current pulse to the stimulating electrode (e.g.,
electrode 3 in Fig. 7.31). Once the electrode finishes the stimulation, the forward
transmission is completed. After a determined delay, the recording electrode (e.g.,
electrode 5 in Fig. 7.31) starts to record the voltage signal it receives. This voltage
signal firstly is amplified by an amplifier with a very large gain (usually more than
60 dB). Then the signal is digitized by a high-resolution ADC (usually more than
10 bits). Later, all the data are reversely transmitted to the speech processor by the

Fig. 7.28 Recorded ECAP waveform with different amplitudes of stimulation current

Fig. 7.29 The relationship between the stimulation current level and the amplitude of ECAP
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reverse telemetry technique. In the end, the computer completes the analysis and
provides the report based on the data which are sent from the speech processor.

The entire system is very flexible so that the tool could change a number of
parameters. For example, the gain of the amplifier in the stimulator should be
variable. In most cases, a large gain (e.g., 60 dB) is required to amplify very weak
neural signal. By contrast, in some other cases, a relatively small gain (e.g., 40 dB) is
necessary to avoid a severe saturation problem. In addition, one electrode should be
able to consecutively generate two stimulating current pulses within a period, which
varies from 50 μs to several milliseconds. Moreover, the turn-on time of the analog-
to-digital converter (ADC) in the stimulator should also be well controlled, and the
requirement of the ADC’s turn-on duration time is at least 1 ms. Furthermore, the

Computer
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Internal
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External
Coil

Stimulator

Electrode
Array

Forward Transmission
Reverse Telemetry

Skin

Implant

Fig. 7.30 The diagram of hardware implementation of neural response measurement

Fig. 7.31 Electrode array. Note: In this case, electrode 3 is the stimulating electrode, and electrode
5 is the recording electrode
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roles between recording and stimulating electrodes can be easily changed or
switched. In the real application, every electrode could be either a stimulating
electrode or a recording electrode.

7.6.4 Measurement Techniques

The forward-masking subtraction method, which is briefly introduced above, now
becomes the routine technique for most commercial neural response measurement
tools [1, 6, 7, 9, 20]. The main purpose of this tool is to cancel the artifact caused by
the probe stimulus, which is substantially larger than the neural response. The details
of this method shown in Fig. 7.32 are described below.

Four types of stimulation are used each time in the measurement. For type A, the
probe is stimulated alone at t1. For type B, the masker is stimulated in the same
electrode at t0, and then the probe is stimulated at t1. For type C, the masker alone is
stimulated at t0. For type D, zero stimuli for both masker and probe are presented.
Each type of stimulation is measured separately. The main theory behind this
technique is that the neurons in the auditory nerve will be in the refractory state
for a short while after electrical stimulation. Therefore, the measurement results of
type A, type B, type C, and type D, A, B, C, and D, are presented below,
respectively:

A ¼ SAþ PAþ PN ð7:4Þ
B ¼ SAþMAþMNþ PA ð7:5Þ

C ¼ SAþMAþMN ð7:6Þ
D ¼ SA ð7:7Þ

where SA is the system artifact; PA is the probe artifact; PN is the neural response
caused by the probe; MA is the masker artifact; and MN is the neural response
caused by the masker. In (7.5), the reason why PN is missed is because in this case,
the auditory nerve is in the refractory state and has no response for the probe
stimulus. Combining (7.4), (7.5), (7.6) and (7.7), the final measurement result of
the ECAP (FMRE) is:

FMRE ¼ A� Bþ C� D ¼ PN: ð7:8Þ

Not surprisingly, the recorded signal is equal to the neural response caused by the
probe. According to (7.8), it is known that the amplitude of the probe stimulus is
variable and directly related to the amplitude of the ECAP. For the masker, the
stimulating current should be at a high level to make sure enough neurons are
stimulated by the masker and go into the refractory state [1].
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In practice, the results of this method are affected by several non-ideal factors.
The saturation issue is one of the most serious factors, which could lead to the
failure of neural response measurement. In Fig. 7.32, it shows that the signal the
recording circuit received is comprised of the stimulus artifact and the neural
response. However, the amplitude of the stimulus artifact is much larger than the
neural response. Accordingly, if the amplitude of the stimulus artifact is too large
so that the amplifier is saturated at its largest output, the ECAP could not be
captured after measurement. In this case, reducing amplifier’s gain and increasing
the recording delay after stimulation could improve the final results of ECAP
measurement.

In addition, changing the inter-pulse interval (IPI), which is the time difference
between t0 and t1 in type B stimulation, could also change the amplitude of
recorded ECAP. On one hand, the number of neurons in the refractory state after
the masker stimulus in type B stimulation gradually decreases with increasing the
IPI. Thus more and more neurons in the auditory nerve have responses to the probe
stimulus in type B stimulation, which may reduce the amplitude of the ECAP based
on (7.8). On the other hand, if the IPI is too short, the integration of probe and
masker stimulation current may reduce the amplitude of the ECAP as well [1]. Fig-
ure 7.33 shows a group of ECAP signals, which were captured by NRM tool. It
clearly shows that the amplitude of ECAP of this patient reaches the maximum
value when the IPI is 510 μs.
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200 X. Sun et al.



7.6.5 Clinical Uses

As mentioned in the previous section, the invention of the reliable ECAP measure-
ment meets great demands from surgeons and audiologists for their clinical work.
The neural response measurement now is clinically used in the following
applications [36].

First, the ECAP measurement is used to evaluate and verify the neural response
from the auditory nerve. In many cases, this objective information is very important
for surgeons and audiologists. For example, surgeons can use it to monitor whether
the electrode arrays are well placed in the cochlea in surgery. After surgery, the
recovering condition of CI recipients varies significantly, and the audiologists can
use this information to judge the effectiveness of the electrical stimulation in the
auditory nerve fibers.

Second, the electrode and device can be functionally verified. Even though the
impedance test also can offer useful information about the device in some degree, the
capture of the ECAP signal is the direct proof that the device works properly inside
the cochlea.

Third, the ECAP measurement creates a great convenience for programming the
speech processor. As we all know, the first and very critical step to use CIs is to find a
map with corresponding T and C levels, which is fitted with every user’s own
circumstance. Many studies prove that the NRM threshold fall between T- and C-
levels [7, 9, 10, 18, 29, 59]. In Figs. 7.34, 21 adult subjects are tested using NRM
tool, and the preliminary results also support this conclusion. Thus the ECAP
threshold can guide audiologists how to start to test T and C levels individually.
More importantly, for the people who poorly communicate with audiologists, for
example, very young children, the results greatly assist audiologists to build rela-
tively accurate maps for those people.

Fig. 7.33 The ECAP signal of patient P1 using NRM tool (stimulation of 130 CL was applied at
electrode 12)

7 Neural Interface: Frontiers and Applications 201



Compared with other measurement techniques, e.g., electrically auditory
brainstem response (EABR), ECAP measurement is easy and convenient to operate,
because it does not require special equipment, extra recording electrodes, and
entirely different software. All the measurement is achieved based on the standard
CI product itself and the tool is embedded into the programming software. Addi-
tionally, there is no strict requirement to limit patient’s status so that it is easy to
cooperate with patient to complete test, which is essentially useful for pediatric CI
users. Moreover, the ECAP does not have an obvious difference between adults and
children, a typical protocol with determined parameters can be used for most
patients. Thus the operation of audiologists is much simplified. Because of the
advantages discussed above, neural response measurement becomes a very promis-
ing technique for more clinical applications.

7.7 Emerging Technologies

Three pioneers of cochlear implant Graeme Clark, Ingeborg Hochmair, and Blake
Wilson received the 2013 Lasker~DeBakey Clinical Medical Research Award for
their outstanding contributions to the development of the modern cochlear implant.
Meanwhile, active and diverse research is currently taking place in the area of cochlear
implant. Compared with normal-hearing people, cochlear implant recipients find it
hard to listen in noisy environment or to listen to music or tonal languages. Studies on
conveying fine structure information, combined acoustic and electric hearing, and

Fig. 7.34 Preliminary results of the relationship between NRM threshold and T- and C- levels
using NRM tool
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bilateral implantation have been proposed to improve the performance of cochlear
implant listeners in above mentioned difficult tasks. Recently, optogenetic stimulation
of auditory nerve has been proposed to develop optical cochlear implant, which can
significantly reduce the channel interference of electrical stimulation. Cochlear
implant is on its way to confer more benefit to mankind.
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Chapter 8
Neuromodulation for Pain Management

Jing Wang and Zhe Chen

Abstract Pain is a salient and complex sensory experience with important affective
and cognitive dimensions. The current definition of pain relies on subjective reports
in both humans and experimental animals. Such definition lacks basic mechanistic
insights and can lead to a high degree of variability. Research on biomarkers for pain
has previously focused on genetic analysis. However, recent advances in human
neuroimaging and research in animal models have begun to show the promise of a
circuit-based neural signature for pain. At the treatment level, pharmacological
therapy for pain remains limited. Neuromodulation has emerged as a specific form
of treatment without the systemic side effects of pharmacotherapies. In this review,
we will discuss some of the current neuromodulatory modalities for pain, research on
newer targets, as well as emerging possibility for an integrated brain-computer
interface approach for pain management.

Keywords Pain management · Neuromodulation · Brain-computer interfaces ·
Circuit-based neural signature

8.1 Introduction

Pain is a complex human experience which contains sensory, affective, and cogni-
tive dimensions. The sensory component of pain provides information about the
exact location, timing, and character of a noxious stimulus – the stimulus that
provokes pain. The affective component includes feelings of annoyance, anger,
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sadness, anxiety, and depression in response to that noxious stimulus. Finally, the
cognitive component of pain dictates behavioral responses to this stimulus. During a
painful episode, these three components are integrated and contribute to the full
experience of pain.

The Webster dictionary definition of pain is “physical suffering or discomfort
caused by illness or injury.” However, this definition does not provide any anatom-
ical or mechanistic dimensions. Nor does it necessarily delineate the contribution of
the three components of pain. Compatible with this vague definition, the clinical
diagnosis of pain is established purely by verbal report and thus remains highly
subjective. Therefore, an objective diagnosis of pain can greatly improve both our
scientific understanding of pain and its clinical management.

At the treatment level, pharmacological options are limited. Opioids remain the
most efficacious analgesics, and these drugs have been utilized for pain management
for over 1000 years. Opioids, however, carry significant side effects, including
constipation, sedation, respiratory depression, immunosuppression, neuro-hormonal
dysregulation, dependence, and addiction. There is currently a great debate regard-
ing the use of opioids in the management of chronic non-malignant pain. Despite
enormous research over the last century, most of which focuses on spinal and
peripheral nervous systems, there have been relatively few new discoveries of
pharmacological therapy for pain. Neuromodulation, on the other hand, has emerged
as a potentially more specific form of treatment without the systemic side effects of
pharmacotherapies. In this review, we will discuss some of the current
neuromodulatory treatment modalities for pain, as well as ongoing research to
identify newer targets. We will also discuss the possibility for an integrated brain-
computer interface approach for pain management that involves both decoding pain
signals and neuromodulation of pain.

8.2 Spinal Neuromodulation for Pain

8.2.1 Theory for Spinal Cord Modulation

One of the key concepts in the scientific understanding of pain comes from a classic
paper by Melzack andWall [1]. In this paper, Melzack andWall argued that there are
possible gates of control for nociceptive and non-nociceptive signals at the spinal
cord level. More specifically, pyramidal or excitatory neurons in the spinal dorsal
horn (SDH) receive sensory inputs – both nociceptive and non-nociceptive – from
the peripheral primary sensory neurons, and then in turn transmit this sensory
information by projection to the thalamus and brain stem. The SDH, however, also
contains interneurons, which are GABAergic and inhibitory. These interneurons also
receive peripheral sensory information, but instead of projecting to the brain, they
project to other pyramidal neurons in the SDH to inhibit these neurons from
providing ascending signals. Thus, non-nociceptive sensory inputs to the SDH can
activate interneurons to inhibit the pain signal – in a sense shutting the gate for pain.
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Based on this theory for gate control, spinal cord stimulation (SCS) was devel-
oped as a way to treat pain. It was thought that external electric stimulator can
simulate the firing of interneurons to inhibit ascending pyramidal neurons in the
SDH. As a result, SCS can inhibit the transmission of the pain signal from the
periphery to the brain. Surgically, SCS includes a trial phase and a permanent
implantation phase. During the trial phase, a trial stimulator is implanted into the
epidural space under fluoroscopy guidance. The stimulator is then turned on, and the
frequency of the stimulation and the location of the stimulator are adjusted over a
period of hours to ensure patient comfort and analgesic effects. As the goal of the
SCS therapy is to replace the actual pain sensation with paresthesia, the SCS leads
need to cover the body area where the patient’s pain is generated [2]. If the trial is
successful and the patient is able to tolerate the side effects, a permanent implant is
then done in the operating room. The permanent implantation is procedurally similar
to the trial lead placement, but the leads and battery are implanted in a pocket inside
the patient. The battery can be remotely charged. In some cases, permanent lead
implantation is done by laminectomy and the leads are sutured to the dura to ensure
stable placement [2].

8.2.2 Current Clinical Practice

The frequency of spinal cord stimulation is typically 40–60 Hz [2]. Newer advances,
however, include the use of very high-frequency stimulation (10,000 Hz) and burst
stimulation. Through mechanisms that are not entirely understood, such higher
frequency stimulations have been shown in a limited number of preliminary studies
to confer superior pain relief compared with traditional stimulation protocols [3–7].

Numerous studies have confirmed the analgesic efficacy for SCS. In two recent
meta-analyses of SCS treatment, it was found that >50% of the patients experienced
pain relief with an average follow-up of 24 months [8, 9]. The pain syndromes most
responsive to therapy include lumbosacral radiculitis that is refractory to pharmaco-
logical and interventional treatments, failed back surgery syndrome, diabetic periph-
eral neuropathy, and other distal peripheral neuropathic syndromes [2]. In Europe,
SCS has also been utilized for ischemic chest pain [2].

8.2.3 Limitations of Spinal Modulation for Pain

Despite its efficacy in pain treatment, there are several distinct disadvantages for SCS.
First, the SCS is implanted in the epidural space, and with a constant movement of the
spine, there is a high risk for lead displacement, with rates reported to be as high as
30% in some studies [10]. Another key disadvantage of SCS is that it requires constant
stimulation. This is because while SCS was developed as a neuromodulation tech-
nique, it was not developed as a demand-based neuromodulation technique. As a
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result, many patients develop tolerance to SCS, and in a significant subset of patients,
SCS loses its analgesic efficacy over time. In addition, continuous stimulation makes
side effects more problematic. The main side effect of SCS is paresthesia. Over time,
many patients elect to turn off the SCS due to the continuous bothersome paresthesia.

Theoretically, a demand-based approach to neuromodulation can alleviate many
of the side effects associated with SCS. SCS would be turned on only when pain is
sensed. This way, the patient will not experience a long period of paresthesia when
there is no pain signal. The design for a demand-based neuromodulation approach,
however, requires real-time decoding of pain signals, which has not been achieved at
the level of SDH and DRG neurons.

8.3 Brain Neuromodulation for Pain

After it first emerged 70 years ago, brain neuromodulation has been studied to be a
treatment modality for refractory pain conditions. Some of the earlier studies are in
rodents. A number of brain targets have been sought, with the overall goal of
reducing the activities in these pain-producing or processing regions with high-
frequency stimulations in a protocol that is similar to deep brain stimulation
(DBS) utilized for Parkinson’s disease [11]. In some cases, direct stimulation with
lower frequency has been attempted to activate the region of interest. These targets
include the anterior cingulate cortex (ACC), motor cortex, sensory thalamus,
intralaminar parafascicular complex (CMP), periacqueductal gray (PAG), and
nucleus accumbens (NAc). A number of studies targeting these areas have shown
a varying degree of success in pain relief.

8.3.1 Current Practice of Brain Modulation for Pain

Cortical Stimulations
The ACC is well known to be a critical hub for the processing for the affective
component of pain [12–22]. Not surprisingly, it was one of the first regions to be
targeted for pain relief. The first case series of electrical stimulation of the ACC as a
treatment for chronic pain was published in 1960 [23]. A large number of these cases
involved pain from spinal cord injuries [24, 25]. In these studies, bilateral stimula-
tion using a DBS protocol achieved temporary pain relief as measured by the
patient’s pain reporting and medication dosages. In particular, patients who received
ACC stimulation reported a decrease in the affective component of pain. It was
reported that these patients still felt pain, but “it didn’t bother” them as much.
However, pain relief was not found to be enduring. In a more recent study of
15 patients with chronic pain, chronic DBS of the ACC using implanted electrodes
produced an analgesic effect in five patients [26]. The side effects have in general
been mild in most studies.
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Although not a region known for pain processing, the motor cortex has also been
targeted for pain relief. Motor cortex stimulation (MCS) has been evaluated partic-
ularly in central pain syndromes such as post-stroke pain or refractory trigeminal
neuralgia. The rationale for MCS comes from the observation that motor cortex
stimulation achieved sensory responses, and treatment as early as in 1971 has shown
partial analgesic effects [27]. Modern approach to MCS began with a study in 1991,
where eight of 12 patients were able to experience some degree of pain relief after
1 year of MCS with implanted electrodes [28]. A number of studies since then have
demonstrated efficacy for MCS, particularly for post-stroke pain syndrome, where
up to 70% of patients responded positively, and facial pain, with up to 80% efficacy
[29–34]. In these studies, a chronic implant with stimulation of 5–130 Hz has been
investigated to be efficacious.

Subcortical Stimulations
The role of the sensory thalamus in pain regulation is well established, as studies
have shown that thalamic injury such as in the case of stroke can lead to persistent
central pain or post-stroke pain. The thalamus is a highly heterogeneous structure,
and the regions involved in pain processing include the ventroposterior lateral (VPL)
and ventroposterior medial (VPM) nuclei. Whereas the lateral thalamus is thought to
project to the somatosensory cortex (S1) and provide accurate sensory information
related to pain, the VPM has been shown to project to a variety of cortical and
subcortical structures and is thought to be involved in the affective processing of
pain. Hyperactivity of the thalamus has been observed in neuropathic pain condi-
tions [35–37]. In an early and well-cited study, four of five facial pain patients who
received chronic VPM stimulation demonstrated pain relief [38]. Subsequently,
stimulation of both VPM and VPL regions have been carried in a number of studies.
Studies have shown that contralateral VPM stimulation can result in persistent
analgesia as well as paresthesia, whereas study with neuropathic pain patients
showed that thalamic stimulation can result in improvement in pain scores [39–
41]. The technical difficulty associated with thalamic stimulation, however, is
considerable, due to its position in the brain and its numerous subdivisions with
highly divergent functions. Perhaps as a result of these anatomic and structural
concerns, more recent studies have shown more conflicting results [42, 43].

The PAG projects to the rostroventral medial medulla (RVM), which in turn
projects to the spinal dorsal horn neurons, and depending on the exact neuronal
subgroups and circuit dynamics, this projection can provide either descending
inhibition or facilitation of ascending pain signals [44]. Given its well-established
involvement in descending pain regulation, the PAG has been pursued as a prom-
ising target in a number of studies [45–47]. Recent data, however, did not demon-
strate consistent and enduring pain relief [24, 43, 48–51]. Some of these studies
showed that PAG stimulation results in pain relief, whereas other studies did not
demonstrate persistent analgesic effect. These divergent results may be due to the
fact that the PAG can project to the RVM, but it projects to two distinct populations
of RVM cells. Whereas the off cells in the RVM produce pain relief, the on cells
actually give rise to pain intensification. As a result, a constant stimulation approach
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without differentiating on- or off-cells in the PAG may not be highly effective.
Furthermore, PAG stimulation appears to cause significant side effects including
nausea, nystagmus, vertigo, and nausea [45].

Additional targets in the brain include the NAc, CMP, hypothalamus (HT), and
the internal capsule (IC). The NAc forms the ventral striatum and is known for its
role in reward-based behaviors [52]. However, the NAc has also been shown in
recent studies to play a crucial role in pain and analgesia [53–55]. Specifically,
studies have shown that the projection from the medial prefrontal cortex (PFC) to the
NAc can produce relief of both sensory and affective components of pain in acute as
well as chronic pain conditions [56]. There are in fact case studies of post-stroke
(central) pain where stimulation of the NAc when combined with PAG stimulation
can achieve significant pain relief [57]. Meanwhile, the CMP has high levels of
expression of opioid receptors and is anatomically connected to the thalamus, ACC,
and NAc, and thus it has also been postulated to function as a target for pain
treatment [58]. Surgical stimulation of the CMP, however, has achieved variable
results. Some studies have shown CMP stimulation to have modest analgesic effects
in central or neuropathic pain syndromes, whereas other studies have failed to
reproduce such results with any significant time frame [59–61]. Finally, a recent
number of studies have shown that DBS of the posterior HT demonstrated relief for
cluster headache as well as for cephalgias [62–64]. The rationale for this approach is
that cluster headache has a circadian component, which in turn is regulated in large
part by the posterior HT [65]. These studies, however, are relatively small in sample
size. Meanwhile, the earliest study on IC stimulation in 1974 showed analgesic
efficacy [66, 67]. Subsequent studies in this area have also shown that DBS in this
area may have a role in reducing neuropathic pain [68–70]. The mechanisms for the
analgesic effects of IC stimulation, however, are not well understood.

8.3.2 Technical Considerations for Brain Modulation
for Pain

Electrical leads for MCS or DBS are typically two side by side four-contact
electrodes. MCS is achieved with an amplitude of 0.5–10 volts, with frequency
ranging from 5 to 130 Hz, with 40–100 Hz being the most common, and pulse
widths spanning from 60 to 450 ms. Meanwhile, standard DBS electrodes can be
implanted for pain similar to implants for Parkinson’s patients. Unfortunately, due to
the small number of studies, the difficulty in enrollment, and the nature of the
implantation surgery, MCS and DBS protocols have not been well investigated in
studies using large sample sizes. Important factors for consideration for cortical and
subcortical stimulation include the duration of stimulation, frequency of stimulation,
and the possibility of low-frequency stimulation to activate neurons vs high-
frequency stimulation to inhibit neuronal activities. The desired outcome would be
for the device to perform stimulation or inhibition of the neuronal networks during
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the occurrence of pain episodes. The ultimate goal, meanwhile, is to achieve
demand-based automated stimulation. The accomplishment of this goal, however,
requires accurate decoding of the pain signals in the brain.

8.4 Decoding Pain in the Brain

8.4.1 Electrophysiological Recordings in Rodents and Non-
human Primates

From a neural coding perspective, the goal of pain encoding is to understand how
neurons represent and transmit the information of pain. Current decoding of pain
relies on neuroimaging techniques such as fMRI or PET. These neuroimaging
studies have a few critical limitations. First, at the anatomical level, fMRI imaging
experiments cannot provide desirable single-cell resolution. Second, fMRI measure-
ments reflect the blood-flow changes, and such changes indirectly indicate brain
activity. Therefore, it only measures the correlation between blood flow and neural
activity instead of direct neurophysiological measurements. Nociceptive information
is distributed so widely that blood-flow changes sometimes cannot accurately depict
primary and secondary neural responses. Third, imaging studies cannot identify the
causal relationship between circuit change and pain behaviors. This lack of causality
limits the mechanistic insight that neuronal codes can provide. Fourth, the limited
temporal resolution of imaging studies precludes the analysis of ultrafast circuit and
synaptic events. It is the last constraint that makes various imaging techniques less
ideal tools for real-time decoding in the brain. Due to these limitations, circuit
mechanisms of pain, particularly the affective and cognitive dimensions of pain,
remain poorly defined. On the other hand, in vivo electrophysiological recordings in
animal studies have provided insight on pain mechanism at cellular and circuit levels
and at a millisecond timescale. Below we will review a few important electrophys-
iological studies in rodents and non-human primates. We focus on the primary
neural circuits that modulate the pain stimuli, including thermal, mechanical, inflam-
matory, and neuropathic pain.

Recent animal research on pain has focused on spinal and peripheral systems.
Spinal cord and peripheral systems mostly inform nociception. Pain, however, is a
multi-dimensional experience and includes sensory, affective, and cognitive
dimensions. Therefore, attempts to decode pain should ideally include circuitry
in the brain. Meanwhile, there is no “pain cortex,” as pain is perceived and
processed in a distributed network [71]. Among the many brain areas, the S1 and
ACC are two of the most studied areas for pain-related responses. The S1 has long
been thought to encode the sensory component of pain, whereas the ACC has been
known as a key anatomic region for understanding the aversive and other affective
manifestations of pain [72, 73]. Other brain regions that are engaged in pain
processing include the medial prefrontal cortex (mPFC) [74], insular cortex [75],
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NAc [76], thalamus including the thalamic reticular nucleus (TRN), medial dorsal
(MD) nucleus, and other thalamic nuclei [77, 78].

In rodent experiments, neurophysiological recordings in pain studies were
reported in both anesthetized and freely behaving animals. For instance, it was
found that neurons in the TRN and ventroposterior lateral nucleus responded to
CO2 laser in anesthetized rats [79]. These neurons have shown specificity in their
responses and hence have been thought to be nociceptive thalamic neurons. How-
ever, in another independent report, it was found that none of the mechanical
nociceptive neurons showed a clear relationship between discharge and thermal
pain temperature [80]. The differences in these studies may be attributed to the
fact that animals were under anesthesia, which can make the magnitude and duration
of the sensory information transfer variable.

Physiological recordings in conscious, behaving rats have been collected in S1
and ACC [81–83], as well as in VPL and MD [83]. Specifically, S1 and VPL are
within the lateral sensory pain pathway, whereas ACC and MD are within the medial
pathway more involved in the affective and cognitive processing of pain. Kuo and
Yen [81] compared noxious responses in S1 and ACC and observed that ACC
neurons were less frequently activated and had a longer latency of onset in response
to thermal pain induced by a CO2 laser [81]. Additional experiments showed that
neuronal responses in both the S1 and ACC increased with the intensity of the laser
heat; and the stimulus-response curve of S1 ensemble activity had a steeper slope
than that of the ACC. Furthermore, S1 neurons were better at coding laser-heat
intensity than ACC neurons, whereas more ACC neurons were involved in condi-
tioned fear associated with an electric shock than S1 neurons. These results suggest
differential contributions of the S1 and ACC to sensory and affective dimensions of
pain. With the simultaneous recording of multiple brain areas in lateral and medial
pain pathways, Zhang et al. [83] reported significant correlations between laser
intensity and the number of responsive neurons, the firing rates, as well as the
mass spike counts. In addition, their results also showed a comparable coding
capacity of medial and lateral pain pathway neurons [83]. Furthermore, Zhang
et al. used a linear discriminant analysis for pain intensities based on the mass
spike counts of neuronal recordings from multiple brain areas. Although several
electrophysiological investigations in rats similar to the above studies have
established that activities in the S1 and ACC are altered by pain stimuli, very little
effort has been devoted specifically to decoding analysis, especially for the onset
detection of pain signals.

In non-human primate experiments, Chudler et al. [84] have found that nocicep-
tive neurons in the S1 of anesthetized monkeys were responsive to noxious thermal
stimulation applied to the face [84]. One type of nociceptive S1 neurons showed
increased firing rate with increasing stimulus intensity, whereas another type of
nociceptive S1 neurons showed saturated response once reaching a plateau above
a specific temperature. At the behavioral level, the intensity of pain sensation or pain
rating in some ways parallels the neuronal responses of nociceptive S1 neurons. In
another study, Iwata et al. [85] recorded ACC neurons from awake behaving
monkeys [85]. Positively and negatively modulated ACC neurons were reported in
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response to a heat stimulus on the face. Their results further suggested that ACC
neurons are involved in the attention to pain and escape from pain but not in the
sensory-discriminative aspect of pain.

8.5 Potential for a Demand-Based Neuromodulation
Approach

From a treatment perspective, a neuromodulation is a potential option for refractory
pain. As discussed above, both spinal and brain stimulation has the potential for
modulating the pain experience [86]. In addition to therapeutic benefits, the use of
brain stimulation also allows mechanistic understanding of brain circuits that under-
lie the pain experience. However, current techniques such as deep brain stimulation
or transcranial magnetic stimulation (TMS) lack optimal targets in the brain and
require constant stimulation resulting in unacceptable side effects.

Demand-based neuromodulation, or closed-loop control for pain, provides an
appealing alternative strategy. This strategy can be combined with either spinal or
brain modulation. The realization of a demand-based neuromodulatory approach
depends critically on two factors: first, accurate and timely identification of the pain
signal, and second, low-latency neuromodulatory control. In other words, timing
matters in closed-loop neuromodulation therapy [87].

8.5.1 Challenges for Demanded-Based Pain Modulation

In neuroscience and clinical experiments, a closed-loop brain-machine interface
(BMI) offers a powerful platform to investigate the causal link between brain circuits
and behavior [88]. A basic closed-loop BMI system for pain modulation (Fig. 8.1)
would consist of a detection arm (which is aimed for detecting the onset of pain
signals) and a treatment arm (which is aimed for delivering neuromodulation).

For the detection arm, the central challenge in change-point detection is the speed
and accuracy of detection. In real-time processing, the objective of quickest detection
is to detect changes as quickly as possible in an online fashion, and the requirement
of time-delay for closed-loop feedback usually lies within tens or hundreds of
milliseconds.

For the treatment arm, the first step is to identify effective neural circuits for
modulating pain. Some candidate targets have been discussed above, including
the nucleus accumbens [89], ACC [90], and thalamus [79, 91]. The second step is
to apply neuromodulation methods. There are also a few strategies based on invasive
or noninvasive stimulations. In animal studies, the emergence of optogenetics
[56, 92–96] and chemogenetics [96] offer intriguing options. While not yet appli-
cable in humans due to the nature of viral transfer, these techniques allow quick and
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targeted methods to alter brain circuits. Such techniques can be used to perform
feasibility studies for therapeutics as well as to probe circuits in basic mechanistic
investigations.

8.5.2 Pilot Rodent Studies

In our investigations, we have used a rat model to study mechanisms of acute pain,
including acute thermal pain and acute mechanical pain. In thermal pain experi-
ments, we used a blue diode-pumped solid-state laser applied 1 mm from the plantar
surface of the hind paw contralateral to the brain recording site to generate pain in
freely moving rats. The laser was turned on by a transistor-to-transistor pulse
generator until paw withdrawal was observed. The fiber output power was calibrated
by compact power and energy at the beginning of every recording day [90, 97]. We
used custom-designed microdrives (32 channels) to simultaneously record neuronal
ensemble spike activity from the rat S1 and ACC areas. Both spike (>300 Hz) and
local field potential (<300 Hz) data were obtained.

For detection of the onset of pain signals, we have designed model-based and
model-free algorithms based on the input of (off-line or on-line) sorted neuronal
ensemble spike activity [97–99].

Fig. 8.1 A schematic of the rodent closed-loop BMI system. A closed-loop system consists of
the detection arm (detection of the onset of pain signals via online neural decoding) and treatment
arm (neuromodulation via electrical or optogenetic stimulation)
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A Model-Based Approach
Notations: Given C neuronal recordings, let yk ¼ [y1, k,. . .,yC, k] denote a
C-dimensional population vector, with each element consisting of the neuronal
spike count at the kth time bin (bin size Δ); let exp.(ηk) denote the Poisson firing
rate vector for C neurons. We assumed that the data follows a latent-state Poisson
linear dynamical system (PLDS), where the latent univariate variable zk denotes an
unobserved common input that drives neuronal ensemble spiking activity yk as
follows [97, 98]:

zk ¼ azk�1 þ Ek ð8:1Þ
ηk ¼ czk þ d, ð8:2Þ

ykePoisson exp ηkð Þ△ð Þ, ð8:3Þ

where the state Eq. (8.1) is a first-order autoregressive (AR) model (0 < |a| < 1)
driven by a Gaussian noise process with zero mean and variance N(0, σ2). We used
an iterative expectation-maximization (EM) algorithm to estimate the latent state
(E-step) and the unknown parameters {a, c, d, σ2} (M-step). Alternatively, we
transformed the Poisson population vector (nonnegative) into a Gaussian random
vector and obtained a transformed linear dynamical system (TLDS). In this case, the
inference procedure was simpler due to the approximation methods. In on-line
applications, once the model parameters are identified, we used a recursive (forward)
filter to estimate the latent state variable [97, 99].

From the estimated latent state ẑk, we further computed the Z-score related to the

baseline: Z ¼ z�mean zbaselineð Þ
SD zbaselineð Þ . Under the assumption that the Z-score is standard

normally distributed, we converted it to the one-tailed P-value. The criterion of
Z-score change was determined by a critical threshold for reaching statistical
significance.

A Model-Free Approach
We designed a greedy CUSUM (cumulative sum) algorithm. The CUSUM method
is aimed to detect a change point based on the instantaneous log-likelihood ratio
(LLR):

LLRf 1kf 0 ¼ ylog
λ1
λ0

� λ1 � λ0ð Þ ð8:4Þ

where λ0 and λ1are the rate parameters of two Poisson distributions f0and f1. We
assume that the baseline rate λ0 is known or can be estimated directly from data. We
define an empirical criterion for a significant change in λ1 such that λ sig1 ¼ λ0 � 2
ffiffiffiffiffi

λ0
p

in either a positive or negative direction. The CUSUM algorithm computes the
instantaneous LLR sc, k for the cth neuron and update the cumulative sum as follows:

Sk ¼ maxc Sc,kf g ¼ maxc max 0; Sc,k�1 þ sc,kf gf g ð8:5Þ
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where S0 ¼ 0. The technical details are referred to [99]. Once the cumulative sum Sk
is above a predetermined threshold θ0 and the trend continuous more than two
consecutive steps, then a decision is made and Sk is reset. The threshold θ0 in the
CUSUM algorithm controls the false alarm rate. An empirical choice is to use the
test statistic (twofold log-likelihood) being a chi-square distribution with 1 degree of
freedom: χ21, 1�αð Þ. If we set α ¼ 0.01, we have θ0 ¼ 0.5 � 6.64 ¼ 3.38.

To illustrate these two methods, we apply these two methods to simultaneous
recordings of rat S1 and ACC neuronal populations. Two representative examples of
online detection of pain signals are shown in Fig. 8.2.

Therefore, as these pilot studies demonstrate, the S1 and ACC neuronal ensemble
activity encode important information about pain signals. Even more importantly,
these experiments demonstrate that integrating neural signals from multiple brain
areas will further improve the decoding accuracy for the onset of pain. Developing
online statistical methods for detecting the onset of pain signals in closed-loop neural
interfaces can open new research opportunities for both acute and chronic pain. Such
methods, when combined with spinal or brain modulation, can have the potential to
achieve pain control with limited side effects.

8.6 Summary

Pain is a complex experience. In a subset of patients who suffer from chronic pain, it
is a debilitating experience. The current state-of-the-art neuromodulation therapy is
spinal cord stimulation. While this treatment modality is well validated, it continues
to have side effects. Neuromodulation in the brain, meanwhile, has also been

Fig. 8.2 Online detection of the onset of thermal acute pain. Top: Spike counts of simulta-
neously recorded, online-sorted 17 units (seven S1 units and ten ACC units) from a freely behaving
rat. Bottom: Continuous tracking and detection of pain signals derived from the rat S1 and ACC
activity. Shaded area denotes the CI of Z-score. Vertical lines denote the moments of change-point
detection. In this example, the detection results of the PLDS were better than those derived from the
TLDS and model-free method (not shown) [100]
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explored, but optimal targets remain lacking. Recent advances in neuro-engineering
and computational neuroscience, however, when combined with an improved under-
standing of neurocircuitry of pain, allow for the possibility of demand-based
neuromodulation of pain. The possibility of a brain-computer interface approach
can allow better mechanistic understanding of basic pain mechanisms, and at the
same time, it can provide much-needed treatment for refractory pain syndromes.
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Chapter 9
Future of Neural Interfaces

Farah Laiwalla and Arto Nurmikko

Abstract The technological ability to capture electrophysiological activity of
populations of cortical neurons through chronic implantable devices has led to
significant advancements in the field of brain-computer interfaces. Recent progress
in the field has been driven by developments in integrated microelectronics, wireless
communications, materials science, and computational neuroscience. Here, we
review major device development landmarks in the arena of neural interfaces from
FDA-approved clinical systems to prototype head-mounted and fully implantable
wireless systems for multi-channel neural recording. Additionally, we provide an
outlook toward next-generation, highly miniaturized technologies for minimally
invasive, vastly parallel neural interfaces for naturalistic, closed-loop
neuroprostheses.

Keywords Brain-computer interfaces · Wireless neural interfaces · Spatially
distributed neural sensors · Neuroprostheses

9.1 Overview: Where We Are Now

This volume contains many illustrative examples of the early development and
specific applications, across a spectrum of contemporary techniques, whereby direct
electronic access to brain circuits, primarily from/to the neocortex, offers opportu-
nities for basic brain science, emergence of medical devices for assisting and/or
correcting neurological deficits, as well as discovering potential device-based ther-
apies as an alternative to pharmaceuticals. The emergence of electronic neural
interfaces, in particular, reflects outcomes of worldwide multidisciplinary work
over the past two decades whereby device engineering, neuroscience, and clinical
needs have met at the intersection of fundamental and applied brain science. Here,
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we consider progress—and challenges ahead—for the development of brain-
computer interfaces for neural prostheses. We narrow the focus to cortical brain-
computer interfaces (BCI) in offering a subjective view of future assistive technol-
ogies, particularly those applicable to severe neurological injury to the motor system
such as in case of paralysis from neuromotor diseases, stroke, or spinal cord injury.
To gain a broader perspective, the reader is referred elsewhere for reviews of neural
interfaces including those which engage deeper brain structures such as deep brain
stimulation (DBS) which has reached medical device maturity in widespread treat-
ment of, e.g., Parkinsonian disorder [33]. The DBS technology is one example of
neuromodulation application of electrical stimulation; many other approved electri-
cal stimulation-based medical devices are also in widespread clinical use, such as
spinal cord treatment for chronic pain.

When compared to maturity of the DBS-like neuromodulation technologies,
and leaving questions about their therapeutic efficacy to clinicians, cortical BCIs
are still at relative infancy, limited at this writing to perhaps up to a dozen human
pilot trials worldwide. The fundamental challenges are, in our opinion, consider-
ably more difficult than devices which deploy electrical stimulation from a handful
of electrodes near/at the anatomical central or peripheral nervous system target. In
particular, for BCIs, one must be able to record cortical circuit activity at sufficient
level of detail and then decode typically many parallel channels of electrophysio-
logical activity (action potentials, field potentials, etc.). The decoding, in turn, for
essentially reconstructing cortical network activity in a predictive context requires
sophisticated computational models and tools to decipher, e.g., a subject’s inten-
tion to move a limb.

One set of illustrative examples of progress is from research where intracortical
microelectrode arrays (MEA) are used to record population dynamics from (<1 cm2

area) cortical patches at single neuron-level and subsequent application of stochastic
state-space dynamical models to decode, e.g., movement planning intention of a
subject. The genesis and progress have been well documented in a number of review
articles and book chapters. Suffice it to say here that from early discoveries in
non-human primates [9, 21, 30, 51], the adaptation of these methods has enabled
tetraplegic subjects to control communication devices and electromechanical
devices such as robotic arms and hands [3, 13, 22, 23, 46, 52]. The cortical locations
where such recordings are made have typically involved primary and/or premotor
and parietal areas where, e.g., direction and velocity tuning is distinctly encoded in
subsets of neurons. While specific tuning properties of neurons can be helpful across
a population which is part of an interconnected network with manifolds of internal
state representation (e.g., motor and visual cortices), new decoding techniques are
emerging using, e.g., deep learning methods, where presence of such tuning prop-
erties is not necessary for successful decoding.

While it follows from biophysical fundamentals that intracortical probes with
their inherently single-neuron space-time resolution offer the most direct means to
communicate with neuronal populations and their associate networks, they are by no
means the only, and not always necessary, requirement for building electronic neural
interfaces for prosthetic and other assistive use. As shown elsewhere in this volume,
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whether scalp-based (EEG) electrode arrays [36], epidural or subdural
electrocorticography (ECoG) [34, 50], peripheral nerves, or elsewhere, there are
multiple means to acquire meaningful control signals for assistive use. Broadly, for
any assistive medical technology, the overall cost-to-benefit calculations must weigh
in many factors: engineering and technological complexity, required medical pro-
cedures (such as surgery), safety and reliability—and above all, the level of required
performance of the neural interface from the user’s point of view.

This chapter examines electrophysiological BCIs only. While the brain is an
electrical (electrochemical) biological machine with remarkable level of perfor-
mance (e.g., per Watt of metabolic power) and lends itself readily to electrophysi-
ology, active research is being pursued to search for neural interfaces relying on
recording/stimulation modalities which range from optical to acoustic (ultrasound),
to magnetic to chemical modalities, and combinations thereof. Time will tell if these
alternative biophysical agents/modalities can compete or augment the direct electri-
cal/electronic approaches.

We summarize in Sect. 2 some recent progress where innovation of wireless
neural interfaces can now be envisioned to enable mobile BCIs, for untethered
movement of subjects. In Sect. 3, we peek into the early ambitious efforts to develop
very large-scale neural recording and microstimulation systems where scaling the
electrophysiological access to, say, thousands of cortical points requires entirely new
ways of approaching the problem, from developing new types of neural probes to
re-examining systems level neuroengineering concepts.

9.2 Examples of State-of-the-Art Electronic Brain
Interfaces

From a systems level perspective, a brain-computer interface may be broadly
partitioned into (i) the physical neural probe (electrodes), (ii) an electronic custom
integrated circuit (IC) core for signal acquistion, (iii) the (generally noisy) signal
conditioning and telemetry, and (iv) the computing modules with dedicated back-
end hardware embedding computational algorithms specific to the neural decoding
task. The last decade has seen significant advances in each of these areas, even if a
challenging road still lies ahead to meet the overarching goal of developing versatile
BCI systems that can adaptively engage with the underlying non-stationary neural
circuits in a closed-loop fashion, while compatible with long-term chronic implan-
tation of neural probes in a (future) mobile subject without eliciting significant
immune response.

The fundamental challenges of chronic intracortical or deep-brain neural probe
design are manyfold. First, it is arguably desirable that the spatial scale and density of
microscale probes reach close to single neuron resolution (say, ~20–100 μm electrode
proximity for a layer V pyramidal neural cell body). Second, the probe material in
direct electrical contact with tissue must enable high signal to noise ratio (SNR)
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recordings and high-charge-density biphasic microstimulation (the latter being critical
for eventual fully closed-loop BCIs) while maintaining designed form factor (rigidity,
etc.) and microscale surface characteristics that hopefully limit unavoidable immuno-
logic response. There have been multiple recent reports of successful refinement of
electrode microfabrication methodologies to yield, for example, high-density surface
ECoG electrodes [26, 49], as well as penetrating 3-D probes [40] approaching an
electrode pitch of tens of microns for high-density neural sampling. In contrast to
traditional epi and intracortical approaches, Oxley et al. [37] have described a mini-
mally invasive intravascular approach for the placement of a “stentrode” in cortical
veins to access neural information at high spatial resolution (where the latter approach
is currently being commercialized by Synchron med). Meanwhile, material science
research has provided several promising candidates for the integration of next-
generation BCI probes in addition to established work horses of Pt and IrOx, from
silicon-carbide [15, 16], carbon nanotubes [12], nanoelectronic threads [32] to hybrids
of conductive polymers like poly(3,4-ethylenedioxythiophene) (PEDOT) [10, 11,
27]. Success of optical techniques such as optogenetics has led to the development
of hybrid probes integrating, for example, optical stimulation and electronic recording
onto the same intracortical platform [22, 28, 45], where the latter target closed-loop
hybrid optoelectronic BCIs in rodents and non-human primates. Successful
transitioning of these novel experimental probe technologies for a chronic implantable
BCI is the next major challenge and goal.

The electronic core of a BCI system invariably includes signal amplifiers, condi-
tioning (filters) and dedicated analog-to-digital neural signal conversion. A number
of groups worldwide have been developing custom IC solutions for low-power and
low-noise neural signal acquisition, particularly focusing on channel scalability
(from a handful to >100) and ease of physical integration with the typically mono-
lithic multi-element neural probe. While it is not possible to review these develop-
ments exhaustively here, we highlight one recent work, namely, the “Neuropixel”
probe system where up to 1356 recording channels were microfabricated within one
silicon shank with integrated CMOS signal preconditioning [25, 39]. Systems such
as these which allow high-resolution, sub-acute (up to a few months) of robust,
wired access to the brain are instrumental in driving neuroscientific knowledge
forward, yet are limited for translational chronic use by the complex percutaneous
connectors in terms of full subcutaneous implantation. In general, adding a wireless
telecommunication capability to neural probes defines one crucial need to extend the
utility of these methods to freely moving animals and clinical applications.

9.2.1 BCI Going Wireless: General Considerations

In designing wireless neural interfaces, it is important to consider the requirements
and constraints in the full ecosystem context. Relevant questions to ask up front
might include, e.g., how a given intracortical MEA or subdural ECoG array may be
interfaced with the electronic payload, the latter now located within the hermetically
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sealed envelope of the wireless device system. A key question is where within or on
the body will the electronics package locate. We start with the design where the
system electronics are configured as a head-mounted compact package whereby
percutaneous/transcranial connectorization from, e.g., an MEA, is required. One
rationale for this configuration as a starting choice on the wireless path is that
silicon-based commercial intracortical MEAs are now widely available with a
variety of channel counts compatible with small-animal (rodent) as well as
non-human and human primate models, including reasonable chronic robustness
demonstrated in clinical trials.

Given that contemporary intracortical (or subdual ECoG) sensor arrays typically
sample on the order of 100 nodes (single neurons for MEAs, summated field
potentials for ECoGs), it is remarkable how such pronounced under-sampling of
neuronal population can be successful in enabling subjects to control, e.g., a robotic
hand/arm with multiple degrees of freedom of motion. The good news is that
this limited amount of neural data sets not unreasonable requirements for wireless
telemetry. As also noted elsewhere in this volume, much credit to BCI development
must be assigned to (scalable) sophisticated statistical models of neuronal dynamics
which have produced powerful algorithms for effective decoding of, e.g., patient’s
movement intention, from this under-sampled pool of “noisy” brain signals, for real-
time assistive device use. Since the “noise” typically hides valuable neural informa-
tion, it is important that the signal fidelity of a wireless link be maintained (use of
data compression techniques must thus be approached judiciously). The wire-
less neural population data provides direct inputs to the neuro-computational
decoding models. There are numerous approaches to neural decoding; one
representative example is state-space dynamical modeling, which distils
multidimensional neural data (spikes and field potentials) to lower dimensional
cortical state representation, suitable for interpretation both by visualization
(graphics algorithms), as well as for prosthetic use through forwarding the outputs
to assistive electronic devices (e.g., direct cortically operated laptops). The role of
machine learning applied to neural decoding and encoding is a rapidly evolving new
area of computational neuroscience, with very promising preliminary results sug-
gestive of significant performance and efficiency benefits for real-time BCIs. We
bypass the field of neural decoding/encoding in this article and refer the reader to the
rich literature, which by now exists for this topic.

From a generic system level view, a fully wired BCI instrumentation collects the
raw neural (multi-channel) data via multi-wire cables into electronic neural signal
processors (composed of combinations of analog and digital electronics). The
digitized data is fed to computers where even today’s desktop machines have enough
on-board processing power to carry out much of neural decoding to run a simple set
of assistive devices. Figure 9.1 shows a block diagram of the basic electronic
ecosystem which is more or less common to most (non-human and human) primate
researchers in the field.

The next level of significance in advancing this type of electronic brain interface
neurotechnology (even if still in early days) is to “untether the patient” by engineer-
ing direct wireless access to neural probes such as depicted in Fig. 9.2. While for
external body wearable biosensors (whether EEG, EKG, etc.), the transition to a
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Fig. 9.1 A block diagram view of a multi-channel neural recording system for brain-computer
interface applications. Multi-channel implantable microelectrode arrays are connectorized using
wire bundles, and external cabled electronics and computers are used for signal acquisition and
processing

Fig. 9.2 Block diagram and representative device view of a head-mounted wireless neural record-
ing system [55]. Integrated microelectronics are placed within a compact package powered by a
replaceable Li-ion battery
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wireless system for enhancing subject’s mobility is already possible by adapting any
number of wireless electronics developed in the past decade for consumer and
industrial use, the situation for implanted wireless BCIs poses a number of chal-
lenges. These include the following which must be designed and ultimately inte-
grated seamlessly into one viable medical grade implant device system:

• Very low-power and high-fidelity analog and digital (custom) application specific
integrated circuits (ASICs) for broadband (spikes, field potentials) neural signal
acquisition and electrical microstimulation.

• Very low-power radio frequency transmitter capable of high data rate transmis-
sion (~100 MBits/s and beyond), custom designed as an integrated circuit (“RF
ASIC”).

• Connectorization of the multi-element neural probe front-end (such as one or
more MEAs) to and integration with the on-board ASICs.

• Packaging the electronics within a compact housing which is hermetically viable
for long-term chronic use.

• Designing external RF receivers which capture the wirelessly emitted, digitally-
encoded signals for inputs to computational devices for decoding.

• Strategy for powering the implant electronics (internal battery or RF inductive
coupling by external coils).

These engineering challenges are further bound by the first priority in any medical
device candidate—safety—which overrides even the main functional claim of the
device, here the neurotechnological performance. In the wireless device system
which we use here as an example (from our laboratories), safety has multiple
components such as (and revisited further below):

• Electrical safety: the electrical energy required by the active ASICs in the implant
must have zero accidental probability of discharging into the body/brain tissue.

• Mechanical safety: if the implant unit locates, for example, in the subject’s head,
the packaging of the electronics must be correspondingly impact-proof.

• Chemical safety: the hermetic sealing of the electronics package must ensure that
there is no leakage of toxic or other chemically harmful materials into tissue.

• Thermal safety: ensure that maximum temperature, e.g., in the subcutaneous
vicinity of the implant during operation (or recharging batteries), does not exceed
ΔT < 2.0 �C and that corresponding temperature rise in the cortical space are kept
at ΔT < 0.1 �C.

• Electromagnetic (EM) safety: RF (or similar wireless) signal and power trans-
mission of the device are secure, and are not susceptible to external EM interfer-
ence by ambient RF traffic and vice versa.

Most of these requirements follow the footsteps of established protocols, such as
those for pacemakers or cochlear implants for human use, thereby mirroring
established regulatory guidelines determined by FDA in the USA. We note, how-
ever, that at the frontiers of neurotechnology such as discussed in this volume, the
device systems involve considerably complex electronics and require orders of
magnitude larger wireless data rates so that early discussions by the technology
developers with regulatory agencies is very important.
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A number of neurotechnology research groups have developed compact, exter-
nally head-mounted wireless neural recording systems as the first step, whereby this
approach has allowed leveraging commercially available microelectronics for the
development of proof-of-concept wireless BCI systems. Among some of the earliest
innovation in this arena, a set of contributions came from the Shenoy group at
Stanford. This team has built a series of incrementally sophisticated “Hermes” series
of wireless neural recording platforms [12, 19, 30, 38] beginning from a two-channel
Hermes-B [41] to a 96-channel battery-operated Hermes-E [17]. In the laboratories
of the authors of this chapter, we have similarly developed an external battery-
operated, 96-channel broadband neural recording system, featuring custom ICs for
neural signal capture and conditioning as well as a dedicated RF IC for 3.5 GHz
short-range (~4 m), very-low power wireless transmission with a net power con-
sumption of 61.2 mW [55]. The latter is now a licensed technology which is
commercially available, allowing animal researchers to conduct studies on freely
moving animals, for example in the context of foraging and naturalistic locomotion.

In addition to the systems level achievements highlighted above, new research
is particularly focused at pushing the limits of microelectronic technology to attain
improved performance for wireless neural recording with ever-shrinking power
budgets. This research extends from subsystems utilizing commercial technologies
such as UWB radios, WiFi, and Zigbee to highly optimized low-power integrated
approaches. For example, a 4096 channel multiplexed ECoG recording chip with
64-channel amplifiers and 5.12 Mbps data rata, transmitted at 7.8 GHz using UWB
radio has been described by Ando et al. [2] with a net power consumption of
1400 mW. Schwarz et al. [42] similarly describe a 128-channel head-mounted
system working with microwire array implants, but now integrating the capability
for on-board neural signal processing and bidirectional communications with a
power consumption of 264 mW, or ~2 mW per channel. Several other groups have
described multi-channel ASICs with sub-milliwatt power consumptions per chan-
nel while representing various trade-offs between signal compression and power
budgets [5, 8]. Finally, multi-modal sensing and stimulation, for example, inte-
grating dopamine sensing and electrical stimulation alongside electrical neural
recording [7, 22], and approaches incorporating optogenetic approaches, are
increasingly building a niche in the BCI component level landscape which is
anticipated to grow significantly in future.

9.2.2 Fully Implanted Wireless Devices—A Case Example

The development of head-mounted and other outside-body wireless neural record-
ing systems has provided a new BCI tool for neuroscience research by enabling
more complex and naturalistic animal experiments. However, the need for a
percutaneous connection still poses a limitation for BCI use of these systems, in
particular, limiting their translation into the human/clinical BCI domain. In con-
sidering the bridge from a head-mounted to a fully implanted wireless neural
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interface device system, we reiterate key challenges which have to be addressed,
typically through extensive animal testing and performance validation:

• Implantation of the system’s electronic components within the body in a hermet-
ically encapsulated unit, and choice for the anatomical location of this payload
relative to the actual neural probes, where the electronic package has a form factor
compatible with subcutaneous placement, for example, in the epicranial space.

• ASIC design and optimization for ultra-low power, consistent with thermal safety
guidelines defined by FDA for active brain implants (maximum of 0.5 �C incre-
ment in tissue temperature). Extensive thermal simulations and metrology of
implants in animal models are typically required.

• Implant power management (rechargeable batteries or continuous inductive cou-
pling) and transcutaneous wireless communication, mitigating the impact of
tissue RF absorption, and keeping within the specific absorption rate (SAR) limits
prescribed by IEEE Std C95.1–2005.

The basic microelectronic building blocks of a fully implantable neural interface
system are nearly identical to those described in previous sections; the caveat is that
now the spatial scale and performance metrics and requirements (such as those listed
above) for a fully implantable device are far more stringent. As the case example for
this chapter, the authors’ labs have developed a 100-channel hermetically-sealed, fully
implantable broadband wireless neural recording system utilizing a 100-channel
neural amplifier ASIC, 12-bit SAR ADCs, and a custom RF transmitter IC. The
components mirror those developed for the head-mounted system described previ-
ously, but now focus on a system architecture with a titanium (Ti)-based hermetic
enclosure. The Ti-enclosure has been equipped with a sapphire window to provide full
electromagnetic transparency for wireless charging and telecommunications. Further,
a custom planar interconnect interface has been built to feed the 100 microwires from
the intracortical MEA to the active electronics via multi-channel custom high-density
hermetic feedthroughs as shown in Fig. 9.3 [6]. In keeping with the need for further

Fig. 9.3 A fully implantable wireless device for neural recording using titanium hermetic enclo-
sure, ceramic feedthroughs, and a sapphire window for broadband wireless communication. Device
is powered using a rechargeable Li-ion battery, with multi-hour operation between recharges
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electronic integration, there have been several recent efforts to develop system on chip
electronics (SoC), where a single chip solution provides neural recording in conjunc-
tion with wireless charging, compressive sensing or spike detection, electrical stimu-
lation and bidirectional telecommunications [4, 31, 36]. These advancements are
important elements for the further development of fully-implantable systems, but the
most critical current bottle-neck for these devices is the availability of scalable
hermetic packaging solutions. Hermetic sealing approaches being further studied
include ceramic, metallic, or thin-film materials, among others. In addition to the
materials choice, a major engineering challenge is to microfabricate the large number
of electrical “feedthroughs” without compromising the hermeticity of the implant.

9.3 New Horizons: Large-Scale Neural Interfaces to 10,000
Nodes and Beyond

There has been significant progress in enhancing and maintaining neural access
through dense-electrode arrays and biocompatible surface modifications as
described in previous sections, yet the scalability of practical neural interfaces to
orders of magnitude higher numbers of recording and/or stimulating nodes (thou-
sands and tens of thousands) remains a persistent challenge. As we move from the
realm of highly controlled, experimental BCIs to more naturalistic, deployable
systems, neural task complexity (NTC) is expected to grow. To gauge the expected
number of microelectrode sites with increasing NTC, Gao et al. [18] have postulated
that neural decoding would be critically dependent on access to significantly higher
numbers of neurons at high densities, ideally from an anatomically diverse neural
population. Figure 9.4 represents the outcome from a high-dimensionality neural
state-space dynamical theoretical model. Current monolithic multi-electrode con-
structs are, in our view, inherently incompatible with large-scale implementations of
BCIs due to a variety of anatomical and fabrication constraints. For example,

Fig. 9.4 A dimensionality frontier in motor cortical data. Allowed possibilities of dimensionality D
and neural task complexity, NTC, exhibit three distinct regimes: (i) the number of recorded neurons
M but not NTC restricts dimensionality, (ii) NTC but not M restricts D, and (iii) D is far less than
both M and NT C, reflecting an unexplained circuit constraint beyond smoothness and task
simplicity. (Courtesy of [18])
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traditional hermetic sealing approaches require bulky Ti or ceramic cases, which add
significant volume overhead to device size. The intricacy of interconnect design,
particularly in the case of a multi-areal implant, is an added complication. While the
short tethers between intracortical arrays and the wireless electronics described in the
previous section represent a significant improvement over percutaneous tethers, they
are still relying on the traditional monolithic intra- or epicortical electrode arrays.
Looking forward, one needs to consider paradigm shifts in approaching future
BCI-compatible neural interface designs to mitigate these issues in the design of
vastly scalable systems. One such approach is to split individual recording and/or
neurostimulation electrodes into separate autonomous microscale active electronic
chiplets, each with its own internal electronics and (wireless) means to communicate
with a central information processing hub. The idea takes advantage of the remark-
able progress made by silicon microelectronics in the past 20 years which has pushed
component and transistor sizes deep into the sub-100 nm regime. For neural and BCI
applications, having access to such CMOS technologies is very attractive provided
that commensurate expertise is available for custom design of “mixed-signal”
CMOS chips (analog-digital-RF).

Among contemporary work is the concept of free-floating individual “neural
dust” sensors in conjunction with a sub-cranial interrogator which was proposed
by a number of neuroengineering researchers, most notably Seo et al. [43] (we show
concrete examples from our own work below to illustrate a related approach for
wireless microsensors and stimulators). The proposed system by Seo et al. [43]
involves ultrasonic power and telemetry to circumvent the challenges of efficient
electromagnetic energy coupling at millimeter-scale and has been demonstrated at
the level of a single 1 mm3 recording node in the peripheral nervous system
[44]. While the concept is presented as an ultra-miniaturizable sensor system, the
authors identify several fabrication and materials challenges requiring further
advances in CMOS die post-processing completion of microscale implantable
microdevices. Elsewhere, a purely electromagnetic-based distributed neural sensor
has been demonstrated by Yeon et al. [53], where a three-coil resonant near field
inductively coupled system is used to improve the efficiency of wireless power
transfer to a millimeter-sized free-floating wireless implantable neural recording
system (FF-WINeR). The approach to assembling the FF-WINeR sensor node by
manual techniques is also described by Yeon et al. [54] including integration of
microwire electrodes, ASICs with through-silicon vias (TSVs), discrete microcoils,
and surface mount components. Finally, hermetic sealing with polymeric film
deposition (parylene in this case) was applied to form a single “push-pin” recording
node measuring 1.05 � 1.05 � 0.3 mm3. Here too, the authors outline a number of
challenges ahead in scaling to many devices given the number of heterogeneous
materials and the complexity plus fabrication requirements comprising each
sensor node.

With these snapshots of recent early work, we support the view that spatially
distributed sensor systems, once developed as full-fledged medical devices can
contribute to future breakthroughs in the field of BCIs while providing new tools
for brain science. There are, however, several caveats for the development of a truly
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scalable distributed sensor system. First, it is imperative that it be possible to pursue
the fabrication of sensors in a uniform, high throughput batch process. Second,
sophisticated and ultra-miniaturized sensor node electronics are needed to support
semi-autonomous operation including critical functions such as memory and net-
working. Third, the full neural interface system needs to be defined in the context of
a highly-efficient multi-node telecom network. This includes the design and imple-
mentation of a compact wearable telecommunications hub that would drive and tune
the performance specifications of individual sensor nodes in an adaptive fashion,
depending on the specific neural interface application. Fourth, the next frontier in
BCI development beyond neural recording for decoding must include neural
encoding implemented as patterned cortical microstimulation by a spatially distrib-
uted ensemble. This capability needs to be integrated into the individual nodes to
form an independent, bidirectional neural interfacing element. Fifth, for chronic
implants, it is critical to develop the means for (thin film) hermetic seals which
provide a chemically impermeable envelope for the microdevices over decades in
the body environment. Finally, the implementation of any neural interface system for
use in a human subject requires a real-time neural encoding/decoding using a
wearable neurocomputational processor with wireless telemetry to supporting com-
putational platforms, including cloud computing. The concept image of Fig. 9.5
shows schematically the general approach (with some specifics to the approach
adopted in the authors’ laboratories).

Designing a system to meet the above-mentioned caveats is a challenging prop-
osition on multiple levels. Recent work in our laboratories has focused on develop-
ing a spatially distributed implantable wireless “cortical communication” system
toward these aspirations, which is built around 500 � 500 μm individually address-
able custom microelectronic “neurograins” chiplets (see Fig. 9.6, which also

Fig. 9.5 Overview diagram of the spatially distributed implanted wireless neurograin read-out-
write-in network—in full deployable system context. Here, two cortical areas are targeted. The
external telecom hub in this representation is synonymous with neural computation engine
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compares several other recent microdevices). Each chiplet integrates RF-energy
harvesting, broadband neural recording or cortical microstimulation. Ensembles of
neurograins operate as a synchronized, networked bidirectional RF telecommunica-
tion network, scalable in principle across populations of nodes up to tens of
thousands. We have chosen to utilize near-field electromagnetic coupling at
~1 GHz to mitigate RF tissue absorption for SAR compliance and designed a single
RF-channel simultaneous power-data link for network level simplicity. An external
RF telecommunications hub, implemented as a wearable module, wirelessly man-
ages implant performance, and is envisioned also to integrate real-time data
processing for neural decoding [19, 20]. Further, we have addressed the microscale
packaging challenge by utilizing a batch-process stacked multi-layer thin-film depo-
sition process which is able to yield packaged individual devices that are <0.01 mm3

in physical volume. This thin film hermetic sealing technique using atomic layer
epitaxy, has been demonstrated to provide implant impermeability in accelerated
lifetime tests exceeding 10 years [24]. These features have been validated in the
context of ex vivo rodent brain slices as well as acute in vivo experiments [29], and
now mature for transition to a specific application context.

The above-described system from our labs is one example of an approach for a
completely untethered neural interface system that is minimally invasive from the
perspective of implant volume burden. Alternative approaches involve flexible,
floating epicortical probes with very high channel counts [48] versus integration of
genetic approaches to modify neural responsiveness (optogenetics, etc.) toward the
realization of next-generation highly efficient, integrated neural interface systems.

Fig. 9.6 Comparison of some mm-scale neural microdevices using electrical and/or ultrasound
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9.4 Summary: Outlook for High-Performance BCIs

In this chapter, we have described approaches to high data rate neural interfaces via
examples of technical solutions to intracortical/intracranial recording systems. While
early clinical trials are under way, and mainly use well-established, but bulky cabled
systems, there is a need and opportunity to invest resources to pursue innovative
approaches across the entire ecosystem from micro- and optoelectronic probe arrays
to chipscale integration of tailored on-chip signal processing and storage functions,
to name two areas.

The microminiaturization approaches reviewed here offer a particular opportunity
to enhance the functionality of the wireless interfaces by adding neuromodulation/
stimulation capabilities. Among such functions is the implementation of patterned
electrical (e.g., [14, 47]) or/and optical microstimulation for enabling truly bidirec-
tional communication opportunities with the brain. Efforts to develop such multi-
node targeted microstimulation tools are being pursued in several academic and
commercial laboratories and are likely to reach primates in the near term. These
efforts must link closely with neural decoding/encoding models using combination
of theoretical neuroscience and machine learning tools.

We re-emphasize the importance of close synergy between closed-loop sense/
stimulate-based algorithms which have recently made progress in deep brain stim-
ulation [1]; however, the challenges encountered herein, for bidirectional interfaces
comprising hundreds of channels (nodes) and beyond require that large amounts of
real-time data, recorded from the nervous system, must be processed and decoded
(e.g., [38, 52]). Among the many challenges to this aspiration are the inherent
variability and statistical entropy-driven fluctuations in neural circuits, the latter
requiring approaches which can adapt to such “non-stationarities.”
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