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Preface

People across globe have understood the immense potential of IT with respect to its
contribution in terms of economic growth, efficient governance, and improving quality
of life in general. The main objective of the International Conference on Applications
of Computing and Communication Technologies 2018 (ICACCT-2018) held at
Shyama Prasad Mukherji College, University of Delhi, on March 9, 2018, was a
humble beginning toward the empowerment of our society through technology to
create a better tomorrow.

The University of Delhi is a premier university in India with a venerable legacy and
international acclaim for the highest academic standards, diverse educational programs,
distinguished faculty, illustrious alumni, varied co-curricular activities, and modern
infrastructure. Over the many years of its existence, the university has sustained the
highest global standards and best practices in higher education. Its long-term
commitment to nation building and unflinching adherence to universal human values
are reflected in its motto: “Nishtha Dhriti Satyam” (Dedication,
Steadfastness, and Truth). Established in 1922 as a unitary, teaching, and residential
university by the Act of the then Central Legislative Assembly, a strong commitment to
excellence in teaching, research, and social outreach has made the university a role
model and trend-setter for other universities. The President of India is the Visitor, the
Vice-President is the Chancellor, and the Chief Justice of the Supreme Court of India is
the Pro-Chancellor of the University. Beginning with three colleges and 750 students, it
has grown as one of the largest universities in India with 16 faculties, over 80 academic
departments, an equal number of colleges, and over seven lakh students.

SPM College is a well-known women’s college of the University of Delhi. It was
established in 1969 in the memory of distinguished academician and statesman Shyama
Prasad Mukherji. It has no affiliation with any sect, religion, political group, or
thinking. The college motto “tejasvi naa vadhi mastu” in Sanskrit has a profound
meaning. It is derived from the Taittiriya Upanisad. It means, “Let our efforts at
learning be luminous (Tejasvi) and filled with joy, and endowed with the force of
purpose (Vadhi Mastu).”

This conference was successful in facilitating academics, researchers, and industry
professionals to deliberate upon the latest issues and advancement in ICT and its
applications. In total, 109 papers were submitted in three tracks. After a thorough
review process, 30 papers were selected for oral presentation during the conference.
After the oral presentation of the papers at the conference, the papers were further
refined to enhance their quality.



This conference proceedings will prove beneficial for academics, researchers, and
practitioners as it contains a wealth of valuable information on the recent developments
in ICT.

July 2018 Ganesh Chandra Deka
Omprakash Kaiwartya

Pooja Vashisth
Priyanka Rathee

VI Preface



Organization

General Chairs

Jaime Lloret Polytechnic University of Valencia, Spain
Punam Bedi University of Delhi, India
Pooja Vashisth University of Delhi, India
Omprakash Kaiwartya Nottingham Trent University, UK
Priyanka Rathee University of Delhi, India

Technical Program Committee

Ganesh Chandra Deka
(Chair)

Ministry of Skill Development and Entrepreneurship,
Government of India, India

Robin Singh Bhadoria
(Co-chair)

IIIT Nagpur, India

Abdul Hanan Abdullah Universiti Teknologi Malaysia (UTM), Malaysia
Shiv Prakash Indian Institute of Information Technology (IIIT),

Kottayam, India
Sushil Kumar Jawaharlal Nehru University (JNU), New Delhi, India
Akshansh Gupta Jawaharlal Nehru University (JNU), New Delhi, India
Virendra Ranga National Institute of Technology, Kurukshetra, India
Yue Cao Northumbria University, Newcastle, UK
A. K. Verma Thapar University, India
Somayajulu D. V. L. N. National Institute of Technology, Warangal,

Telangana, India
Sudhakar Tripathi National Institute of Technology, Patna, India
Sujata Pal IIT Ropar, India
R. K. Aggrawal Jawaharlal Nehru University, Delhi, India
R. K. Sharma Thapar University, India
Rajiv Ratn Shah Singapore Multimedia University, Singapore
Sangram Ray National Institute of Technology, Sikkim, India
S. B. Bhattacharya Indian Association for Medical Informatics, India
Bhaskar Mandal National Institute of Technology, Jamshedpur, India
Kashif Naseer Bahria University, Islamabad, Pakistan
Koushlendra Kumar Singh Jamia Millia Islamia, India
M. Nizamuddin National Institute of Technology, Jamshedpur,

Jharkhand, India
Manoranjan Mohanty New York University Abu Dhabi, UAE
Meenakshi Tripathi Malviya National Institute of Technology, Jaipur, India
Navjot Singh National Institute of Technology, Uttrakhand, India
Neeraj Kumar Thapar University, India



Neetesh Kumar Indian Institute of Information Technology (IIIT),
Gwalior, India

Nitin Kumar National Institute of Technology, Uttrakhand, India
Pinaki Mitra National Institute of Technology, Guwahati, India
Pradeep Singh National Institute of Technology, Raipur, India
Deepak Garg Bennett University School of Engineering and Applied

Sciences, India
Dilip Singh Sisodia National Institute of Technology, Raipur, India
Ditipriya Sinha National Institute of Technology, Patna, India
Geetali Banerji IITM, Delhi, India
Anjali Thukral University of Delhi, India
Gyanendra Verma National Institute of Technology, Kurukshetra, India
Harmeet Kaur University of Delhi, India
Bhawna University of Delhi, India
Biri Arun National Institute of Technology, Sikkim, India
Biplav Srivastava IBM
Brij Gupta National Institute of Technology, Kurukshetra, India
Chandresh Kumar Maurya IBM Research Center, Bangalore, India
Daya Gupta Indira Gandhi Delhi Technical University, India
Deepa Anand CMR Institute of Technology, Bangalore, India
Deepak Gupta NIT Arunachal Pradesh, Yupia, India
Harsha Ratnani Jagannath International Management School, Delhi,

India
Hema Banati University of Delhi, India
Mohd Ansari Jamia Millia Islamia, India
Mohammad Yahya H.

Al-Shamri
King Khalid University, Abha, Saudi Arabia

Monica Arora Apeejay School of Management, Delhi, India
Mukesh Saini IIT Ropar, India
Pinaki Mitra IIT Guwahati, India
Prerna Mahajan IITM, Delhi, India
Raveesh University of Delhi, India
Richa Sharma University of Delhi, India
Rinkle Rani Thapar University, India
Sandeep Marwaha ICASR, India
Udai Pratap Rao S.V. National Institute of Technology, Surat, India
V. B. Singh University of Delhi, India
A. K. Mohapatra IGDTUW, India
Shefalika Ghosh Samaddar NIT Sikkim, India
Vinay Kumar Vivekananda Institute of Professional Studies (VIPS),

India
Deepali Kamthania Vivekananda Institute of Professional Studies (VIPS),

India
Judhistir Mahapatro National Institute of Technology, Uttarakhand, India

VIII Organization



Advisory Committee

Abdul Hanan Abdullah Universiti Teknologi Malaysia (UTM), Malaysia
Ao Lei University of Surrey, UK
Bingpeng Zhou Hong Kong University of Sciences Technology, SAR

China
Chandra K. Jaggi University of Delhi, India
D. K. Lobiyal Jawaharlal Nehru University, New Delhi, India
Jaime Lloret Polytechnic University of Valencia, Spain
K. K. Bharadwaj Jawaharlal Nehru University, New Delhi, India
Kusum Deep IIT Roorkee, India
Manoranjan Mohanty New York University Abu Dhabi, UAE
M. D. Asri Bin Ngadi Universiti Teknologi Malaysia (UTM), Malaysia
Mukesh Prasad University of Technology, Sydney, Australia
Paresh Virparia Sardar Patel University, Gujarat, India
Prakash C. Jha University of Delhi, India
Rajiv Ratn Shah Singapore Management University, Singapore
Saroj Kaushik Indian Institute of Technology, Delhi, India
Subhash Bhalla University of Aarhus, Denmark
Tiaohao Guo Queen Mary University of London, UK
Vasudha Bhatnagar University of Delhi, India
Vibhakar Mansotra University of Jammu, India
Xiaokang Zhou Shiaga University, Japan
Xu Zhang Xi’an University of Technology, China
Yue Cao Northumbria University, UK

Local Organizing Committee

Ram Shringar Raw Indira Gandhi National Tribal University, India
Reema Thareja SPMC, University of Delhi, India
Jaya Gera SPMC, University of Delhi, India
Baljeet Kaur SPMC, University of Delhi, India
Shweta Tyagi SPMC, University of Delhi, India
Pratibha SPMC, University of Delhi, India
Mansi Sood SPMC, University of Delhi, India
Anuradha Singhal SPMC, University of Delhi, India
Sonia Kumari SPMC, University of Delhi, India
Shaheen SPMC, University of Delhi, India
Akanksha Bansal Chopra SPMC, University of Delhi, India
Seema Rani SPMC, University of Delhi, India

Organization IX



Student Coordinators

Manisha Vashisth
Pooja Garg
Anchal Dua
Deepali Singhal
Vaishali Wahi

X Organization



Contents

Communication and System Technologies

Trending Pattern Analysis of Twitter Using Spark Streaming . . . . . . . . . . . . 3
Prachi Garg, Rahul Johari, Hemang Kumar, and Riya Bhatia

NPCCPM: An Improved Approach Towards Community Detection
in Online Social Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Hilal Ahmad Khanday, Rana Hashmy, and Aaquib Hussain Ganai

Financial Time Series Forecasting Using Deep Learning Network . . . . . . . . . 23
Preeti, Ankita Dagar, Rajni Bala, and Ram Pal Singh

MapReduce Based Analysis of Sample Applications Using Hadoop . . . . . . . 34
Mohd Rehan Ghazi and N. S. Raghava

End-to-End Security in Delay Tolerant Mobile Social Network . . . . . . . . . . . 45
Rinki Rani and C. P. Katti

Energy Efficient Transmission in the Presence of Interference for Wireless
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Ajay Sikandar, Sushil Kumar, Prashant Singh, Manoj Kumar Tyagi,
and Durgesh Kumar

Capturing User Preferences Through Interactive Visualization to Improve
Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Pooja Vashisth, Purnima Khurana, Punam Bedi, and Sumit Kr Agarwal

Item-Based Collaborative Filtering Using Sentiment Analysis
of User Reviews . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Abhishek Dubey, Ayush Gupta, Nitish Raturi, and Pranshu Saxena

Emotion Analysis of Twitter Data Using Hashtag Emotions . . . . . . . . . . . . . 88
Prerna Goel and Reema Thareja

Secure Data Exchange and Data Leakage Detection
in an Untrusted Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Denis Ulybyshev, Bharat Bhargava, and Aala Oqab-Alsalem

Computing and Network Technologies

Call Admission Control Scheme for Cellular Wireless Network Using
Queueing Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Jitendra Kumar, Vikas Shinde, and Punit Johari



On Scalability of Interconnection Network Topologies. . . . . . . . . . . . . . . . . 130
Nibedita Adhikari and C. R. Tripathy

Minimizing Route Coupling Effect in Multipath Video Streaming Over
Vehicular Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Ahmed Aliyu, Abdul Hanan Abdullah, Ajay Sikandar, Usman M. Joda,
Fatai I. Sadiq, and Abubakar Ado

Wireless EEG Signal Transmission Using Visible Light Optical
Camera Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Geetika Aggarwal, Xuewu Dai, Richard Binns, Reza Saatchi,
Krishna Busawon, and Edward Bentley

Aeronautical Assisted IoT Implementation: Route Lifetime and Load
Capacity Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

Kirshna Kumar, Pankaj Kumar Kashyap, and Sushil Kumar

An Efficient Best Fit Channel Switching (BFCS) Scheme for Cognitive
Radio Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

Anisha Grover and Vikram Bali

Coarse-Grain Localization in Underwater Acoustic Wireless Sensor
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

Archana Toky, Rishi Pal Singh, and Sanjoy Das

Content Credibility Check on Twitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Priya Gupta, Vihaan Pathak, Naman Goyal, Jaskirat Singh,
Vibhu Varshney, and Sunil Kumar

Transmission Line Sag Calculation with Ampacities
of Different Conductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

Sandeep Gupta and Shashi Kant Vij

Fuzzy-Kohonen Self-organizing Clustering Algorithm in Wireless
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

Pankaj Kumar Kashyap, Kirshna Kumar, and Sushil Kumar

IEEE 802.11 Based Heterogeneous Networking: An Experimental Study . . . . 237
Piyush Dhawankar and Rupak Kharel

A Load-Aware Matching Game for Node Association in Wireless
Ad-Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

Upasana Dohare and D. K. Lobiyal

Optimizing and Enhancing the Lifetime of a Wireless Sensor Network
Using Biogeography Based Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 260

Ajay Kaushik, S. Indu, and Daya Gupta

XII Contents



Application and Services

Investigation of Parameters Influencing the Success
of Crowdfunded Campaigns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275

Jaya Gera and Harmeet Kaur

Rise of Blockchain Technology: Beyond Cryptocurrency . . . . . . . . . . . . . . . 286
Hasil-E-Hayaat, Anu Priya, Aanchal Khatri, and Prashant Dixit

Smart Healthcare Based on Internet of Things . . . . . . . . . . . . . . . . . . . . . . 300
Dhruv Rohatgi, Siddharth Srivastava, Simran Choudhary,
Aanchal Khatri, and Vaishali Kalra

Blockchain Technology in Fund Management. . . . . . . . . . . . . . . . . . . . . . . 310
David Doe Fiergbor

Performance Analysis of Time Series Forecasting Using Machine Learning
Algorithms for Prediction of Ebola Casualties. . . . . . . . . . . . . . . . . . . . . . . 320

Manish Kumar Pandey and Karthikeyan Subbiah

Impeccable Renaissance Approach: An e-Village Initiative . . . . . . . . . . . . . . 335
Danish Faizan and Shaheen Ishrat

Bot Development for Military Wargaming Simulation . . . . . . . . . . . . . . . . . 347
Punam Bedi, S. B. Taneja, Pooja Satija, Garima Jain,
Aradhana Pandey, and Aditi Aggarwal

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361

Contents XIII



Communication and System
Technologies
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Abstract. A method had been adopted to predict the trending patterns on the
twitter in near-real time environment. These trending patterns help the compa-
nies to know their customers and to predict their brand awareness. The pattern
was recognized by analyzing the tweets fetched in real time environment and by
examining the most popular hashtags on the twitter platform in past few sec-
onds. The work was implemented using a big data technology ‘Spark Stream-
ing’. These hashtag patterns allow the people to follow the discussions on
particular brand, event or any promotion. These hashtags are used by many
companies as a signature tag to gain popularity of their brand on social net-
working platforms.

Keywords: Twitter patterns � Twitter trends � Popular hashtags
Spark Streaming � DStream

1 Introduction

Pattern recognition is the task of identifying similarities within a dataset. Twitter is a
social networking platform where people find and follow certain hashtags related to an
event, brand or any kind of promotion. The world is getting smaller and smaller day by
day through internet and usage of social sites. Data is growing exponentially as the
number of users and activities over the web are increasing rapidly [1]. The consumer
market is becoming competitive and the need to keep a tab on trends is a must. These
trends are the patterns being followed by most of the people. Twitter is a micro
blogging site that provides an opportunity for performing analysis on expressed
opinions and to predict the popular hashtags denoting a trend in the market [2]. In this
work, pattern recognition [3] of twitter trends was performed where tweets were fet-
ched on three consecutive days at same time every day. The tweets were processed and
the popular hashtags were computed separately for each day. These popular hashtags
denote the pattern on each day which is being followed by the people. While posting a
tweet, a user can mention a hashtag anywhere in the tweet text. Therefore only the
hashtags were extracted from each tweet and the count of each unique hashtag was

© Springer Nature Singapore Pte Ltd. 2018
G. C. Deka et al. (Eds.): ICACCT 2018, CCIS 899, pp. 3–13, 2018.
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maintained. This count denoted the number of occurrences of the respective hashtag.
The pattern so formed is used further as awareness analysis.

Twitter is a social networking platform [4], where users posts, can retweet others’
post and can interact using twitter messages called tweets. Data across twitter appli-
cation is growing exponentially as the number of users and activities over the web are
increasing rapidly. People take over to twitter to present their opinions related to any
issue. Hashtags is usually a label used by many people to emphasize the theme of their
tweet content [5]. It makes it easier for other users to find and follow the content related
to such themes as highlighted by these tags. This work adopted the approach of
analyzing such hashtags to evaluate the theme or trending pattern being followed
currently by the various people on social sites. Different social networking sites uses
these hashtags to evaluate the inclination of various users and comes out with the trends
being followed. Different companies uses this analysis process to identify the per-
spectives of different people about their brand and predicts the reach of their products
to users. This helps the companies to perform the awareness analysis of their respective
products. Exploiting this approach in this work, the pattern of trending was evaluated
[6]. The work was performed in near-real time. Companies follows the same task for
larger intervals of time to come up with large patterns, but such huge computations are
not possible on a single node (standalone).

2 Problem Definition

This work focused on performing pattern recognition of trends being followed on the
twitter. The tweets are important for analysis because data arrive at a high frequency
and algorithms that process them must do so under very strict constraints of storage and
time. All public tweets posted on twitter are freely available through a set of APIs
provided by Twitter. Using streaming APIs, the streaming context object [7] (created
for every task of streaming in Spark) established the connection of the spark master to
the twitter. The fetching of tweets occurred in near-real time since Spark involves
micro- batch processing wherein the fetched data is stored in the form of batches at
regular intervals of time [8]. The pattern was recognized using the hashtags to predict
the trending pattern. Different companies perform the same task of pattern recognition
and trending analysis for large intervals of time. The gist of this task used by many
companies was being showcased in this work.

Today the data is generating in exponentially huge amount across different plat-
forms. Different companies uses such data to analyze the reach of their product to
people and the views about their product. It is impossible to manually process such a
huge amount of data. This is where the need of automatic analyzing process becomes
evident. That is why, the tool ‘Spark’ fits in here correctly. Spark has in-memory
processing, due to which the processing speed of datasets is quite high. It works using
Resilient Distributed Datasets (RDDs), which have partitions to store the data. This
involves parallel processing. Therefore, Spark core API called Spark Streaming was
used to implement the work.

Twitter allows users to post messages, find and follow hashtags and provides its
data in real time for the researchers to perform any kind of analysis on it. The messages

4 P. Garg et al.



known as ‘tweets’ are streamed in near-real time in this work, as it included the micro-
batch processing wherein different batches were formed containing tweets, at regular
intervals. Such a huge amount of data can be efficiently used for social network studies
and analysis to gain useful and meaningful results. A user follows a set of people, and
has a set of followers. When that user sends an update out, that update is seen by all of
his followers. User can also retweet other user’s updates. Users find and follow the
hashtags on twitter. Hashtags are the tags, defined using a symbol of hash, which are
used by people to emphasize the theme of their tweet content [2]. These labels are used
by users to easily find the messages with a specific theme or content. Different social
networking platforms uses these hashtags to predict the trending and to identify the
pattern of the popular hashtags. Companies implement this at large scale to predict the
awareness, about their respective products, among people. Since the tweets are fetched
in real time, therefore an ecosystem having high processing speed was required.

3 Proposed System

To improve the scalability, efficiency and processing speed, it was proposed to
implement the application on Spark. Since, spark provides in-memory processing, the
computational and processing speed of Spark is quite high. Spark uses the core API
known as Spark Streaming. Spark streaming works by creating DStreams (Discretized
Streams). While fetching the data, the data is stored only at regular intervals of time.
Therefore, a dataset known as RDD is used, which stores the data being streamed
during an interval of time. As the interval finishes, the data is streamed but will only be
stored, after the commencement of next interval, in new RDD. This process creates a
group of RDDs. This collection of RDDs is stated as DStream. The interval at which
the batch is formed is known as micro-batch processing intervals. The processing of
this DStream is also done at regular intervals of time. This interval is defined as
window interval. Window interval states that how many RDDs have to be taken from a
DStream, to process the data. Therefore at each interval, it defines a certain window
containing a number of RDDs, on which the computations will be applied to process
the data contained in those RDDs. This is how Spark Streaming works as depicted in
Fig. 1.

3.1 Twitter Streaming APIs

Twitter enables users to fetch the twitter data in real time using special streaming APIs.
These APIs helps the application to establish a connection between the twitter and the
sink. Twitter provides four keys: ‘Consumer Key’, ‘Consumer Secret key’, ‘Access
Token’ and ‘Access Token Secret’. These keys are treated as the APIs and are unique
to every user. In this work, these APIs were provided at the run time using arguments.
Following steps were being followed to generate the streaming APIs:

• An application was created by the user by visiting the twitter site, after logging into
twitter account.

Trending Pattern Analysis of Twitter Using Spark Streaming 5



• The newly created application generates a unique set of Consumer key and Con-
sumer Secret key.

• Along with this, a set of Access Token key and Access Token Secret key was
generated.

These keys are passed as arguments at run-time while executing the application.
Further these APIs are used to set the system properties so that twitter4j library can use
them to generate the OAuth credentials. This library is used by twitter stream to
establish the connection between twitter and the sink and finally create the stream to
fetch the data. To set the system properties, following command was used:

Similarly for other keys, the system properties were defined.

4 Methodology Adopted

4.1 Creating a Spark Streaming Context Object

This object is created by passing the Spark configuration object and the interval in
micro- batch processing. To create this object, following command was executed:

Here setAppName() method defines the application name. setMaster() defines the
cluster on which the spark will run. In this work, local mode was used as the cluster and
2 threads were used to implement it.

Spark Streaming uses this object to establish a connection between the source (from
where the live data has to be streamed) and the sink (where the live data will be stored).

Fig. 1. Mechanism of streaming using Spark
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This object acts as the entry point for all streaming functionality. The Streaming
Context object is created after the initialization of Spark Configuration object and the
Spark Context object which are require to start the spark shell. Spark configuration
object also defines the cluster on which the application should be executed. There are
three possible clusters (master node) available in Spark which are ‘Mesos Cluster’,
‘Yarn Cluster’ and the ‘Local Mode’. This local mode is the standalone mode where
the application executes on the single node.

Here Seconds(1) is the micro-batch interval that is, the batch would be formed at
regular intervals of 1 s.

4.2 Creating a DStream

Spark streaming is a core Spark API which enables the live data stream processing.
Internally, this API transforms the live data streams being fetched into various batches.
Therefore, spark streaming never processes record by record of the fetched data, instead
it processes the whole batch at once. These batches are created at regular intervals of
time, and are stored as RDDs (Resilient Distributed Dataset). The collection of these
batches is known as DStreams (Discretized Streams). A group of batches are processed
in each interval. These groups of batches are defined using the window interval being
defined during the initialization of DStreams. Interval for creating the batches at regular
intervals is also defined in initialization phase. In this work, the interval for creating
batches was 1 s and the window interval was set as 5 s. This state that batches will be
formed at intervals of 1 s and the processing of DStreams (collection of batches) is
done at intervals of 5 s. This means that the processing will be done on the data being
fetched in last 5 s. This batch interval is known as micro-batch processing interval.
Spark Streaming works by creating an object called Spark Streaming Context.
Sometimes, a filter can be applied while fetching the tweets, which would then stream
only the tweets containing that particular filter keyword in the tweet text. The streaming
of tweets and the formation of batches occurs using the createStream() method. The
Streaming Context object and the filter (if there) is passed as arguments to it. Since this
whole process is executed on batches, and batches are formed only at regular intervals
of time, therefore this kind of streaming is stated as near-real time streaming.

Here ‘stream’ is the DStream formed for streaming the tweets. The ‘filters’ passed
as an argument in createStream() method is the filter if used to fetch the tweets. This
filter is used to target and fetch only those tweets, which have this value of filter being
used, in the tweet text. Therefore, only the tweets containing this word (value of filter)
would be fetched and stored in the DStream created. TwitterUtils is the class used as
the utility file to perform the real-time streaming of tweets.

Trending Pattern Analysis of Twitter Using Spark Streaming 7



4.3 Filtering the Hashtags

The tweets being fetched undergoes the split() method. This method splits the tweet
text into words, where each word was analyzed whether it starts from a hashtag or not.
If the word starts with the hashtag, then that particular word was retained and rest of the
words of the whole tweet text were discarded. The splitting of the tweet was done using
“ ” delimiter.

In this process, on every tweet fetched, split() method was executed using the “ ”
delimiter. This divided each tweet text into words. Finally, the words beginning with #
were retained and rest of the words were discarded. Finally, ‘hashTags’ is the DStream
storing only the words starting with #.

4.4 Computing Popular Hashtags Using Window Interval

For each tweet streamed, hashtags were retained if present. Words other than hashtags
were discarded. Now the window was created which contained the hashtags of only
some particular time interval. This resulted in a collection of hashtags in that particular
window. In this work, the window of 5 s was used. This interval states that the window
would contain the hashtags identified out of tweets in last 5 s only. Any further pro-
cessing can now only be done individually on these windows. This was how the
processing of the tweets fetched in last 5 s was done. Now the count of each unique
hashtag was made which resulted in the number of occurrences of each hashtag across
the window set of hashtags. The hashtags were sorted based on the number of
occurrences (count value) and were finally displayed. Finally, the 10 most popular
hashtags (based on their number of occurrences) were displayed at each interval of 5 s.

Here the count of each unique hashtag was computed that is, how many number of
times a hashtag was used by different users. Finally the hashtags were sorted, using
sortByKey() method, in decreasing order based on the count value. In this command
the ‘Seconds(5)’ defines the window interval. A window was created which considers a
certain number of RDDs at a time. This window was formed at regular intervals of time
that is, at intervals of 5 s. Now the processing of RDDs would be done only at intervals
of 5 s. Therefore, RDDs lying in a particular window would be considered together
while processing.
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4.5 Simulation Performed

The approach followed in this work is explained below in Algorithm 1.

4.6 Pattern or Trend Recognition on Twitter

The fetched tweets and the computation of the most popular hashtags resulted in the
trends being followed currently. The same process was executed for three days at same
time every day. This resulted in different trends or the patterns of the tweets every day
[9]. This was how the pattern or the trend of twitter hashtags was predicted and
recognized. These trends are used by companies to get to know their customers and the
awareness of their product, brand or any promotion in market. These trends depicts
patterns of the awareness among people. Out of all the hashtags, the 10 most popular
hashtags were considered to form the trending pattern [10].
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4.7 Results

The application was executed on three consecutive days. The popular hashtags were
identified on all the three days, wherein the hashtags were identified from the tweets in
last 5 s. Figure 2 depicts the popular hashtags on day 1. It also defines the total number
of hashtags in that interval. Figure 3 depicts the popular hashtags that were identified

Fig. 2. Popular hashtags identified on day 1.

Fig. 3. Popular hashtags identified on day 2.
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on day 2. Similarly, the process was executed on day 3, and the hashtags were iden-
tified as depicted in Fig. 4. The Fig. 5 depicts the bar chart depicting the hashtags
identified versus their respective number of occurrences on each day. Figure 6 depicts
the entire flow of steps being followed to generate the set of popular hashtags.

Fig. 4. Popular hashtags identified on day 3.

Fig. 5. Bar chart depicting the results of this application
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5 Conclusion

Users find and follow the hashtags on twitter to support an issue or a product. Different
companies uses this method of trending as a way to compute the awareness of their
product. They identify, how many people are tweeting about their product using these
hashtags analysis. Companies uses it to find the reach of their product to different users.
Different social networking sites are using this kind of pattern recognition to evaluate
the trending patterns in real-time. Spark has the capability of in-memory processing,

Fig. 6. Flowchart mentioning the steps being followed.
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therefore, this tool was used to implement the system. This work is used for identifying
the fake tweets being made by people to come under the top trending group.
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Abstract. In this paper, we focus on the task community detection in social
networks as it is the key aspect of complex network analysis. Lot of work has
already been carried out on community detection, though most of the work done
in this field is on non-overlapping communities. But in real networks, some nodes
may belong to more than one community, so overlapping community detection
needs more attention. The most popular technique for detecting overlapping
communities is the Clique Percolation Method (CPM) which is based on the
concept that the internal edges of a community are likely to form cliques due to
their high density. CPM uses the term k-clique to indicate a complete sub-graph
with k vertices. But it is not clear a priori which value of k one has to choose to
detect the meaningful structures. Here we propose a method NO PARAMETER
CORE CPM (NPCCPM) which calculates the value of k dynamically. Dynamic
calculation of k makes it sure to give out the good community structure. We have
developed a tool that improves the quality of simple CPM by making CPM-cover
much more efficient by absorbing all the eligible nodes to communities and
leaving out the bad nodes as outliers with respect to the given new detected cover.

Keywords: Social networks · Community detection · Clique · CPM
NPCCPM · Overlapping communities

1 Introduction

Social interactions have been increasing at a rapid pace, so to detect the subsets of nodes
in the social networks that are intra-densely interactive is an important task of the hour.
Understanding the structure of the network and making decisions in the network has
gained a great attention during last few years. Nodes in networks organize into densely
linked groups that are commonly referred to as network communities, clusters or
modules [1, 2]. The idea of community detection is different from the simple division
of network into sub-groups of members, rather it is a concrete (meaningful) division of
network into sub-groups of members. Detecting these communities in the social
networks is an NP Hard problem.

The understanding and models of network communities has evolved over time [3,
4]. Early works on network community detection were heavily influenced by the
research on the strength of weak ties [5]. This lead researchers to think of networks as
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consisting of dense clusters that are linked by a small number of long-range ties [6].
Graph partitioning [2], betweenness centrality [6], as well as modularity [7] based
methods all assume such view of network communities and thus search for edges that
can be cut in order to separate the clusters. Since then a lot of work has been done in the
field and later it was realized that such definition of network communities does not allow
for community overlaps. In many networks a node may belong to multiple communities
simultaneously which leads to overlapping community structure [8–10]. Since the inter‐
actions over the social networks are overlapped in nature [10], so using disjoint
community detection approach doesn’t suit best for social networks because of leaving
out some overlapped natural members of communities. Therefore the natural approach
for discovering the community structure in the social network is overlapped one.
Figure 1 is a simple network with two overlapping communities. In the figure, node 5
and node 6 belong to both the two communities, so they are overlapping nodes.

Fig. 1. Network with simple overlapped community structure

2 Related Work

Girvan and Newman’s algorithm [6] provides the key idea for community detection i.e.
whatever mechanism we use to detect the communities; the idea is to divide the network
into subsets of nodes, thereby increasing the power of intra-closeness within the groups
than between the groups. Detection of communities in social networks has two
approaches: one is the disjoint community detection - in which communities have no
intersected (common) members and another approach is overlapping community detec‐
tion - in which communities have some intersected members.

Since then much more work has been made in this area [11, 12]. Given a social
network represented by an undirected graph G with nodes n and edges m, the task of
community detection is to find the groups of nodes that are much more like communities.
The term community has made its existence since 1887 [6] but there is no globally
concrete definition of this term yet known but for us it is a group of nodes having better
intracloseness within group than intercloseness between groups [7, 8].

Many traditional community detecting methods hold that each node can only
belong to one community, such as Modularity optimization [13, 14], Hierarchical
clustering [6, 15], Spectral Algorithms [16, 17], methods based on statistical
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inference [18]. However in some real networks, communities are not independent,
nodes can belong to more than one community, which will lead to overlapping
communities. For example, a researcher may belong to more than one research
group, or a protein may exist in multiple complex systems. Therefore, the identifi‐
cation of overlapping communities is of central importance.

The principal step in the direction of the overlapped community detection approach
has been made by Palla et al. in 2005 whilst proposing Clique Percolation Method
(CPM). CPM is based on the impression that communities tend to form cliques due to
the high density of edges inside. The CPM works by detecting the cliques in the given
social graph of some clique size k, where k is the number of nodes forming the clique.
This CPM is able to discover a community structure that mostly makes the coverage of
a minimum number of nodes under respective community cover, although there can be
a vast percentage of nodes in the network that can be best members of some communities
in the CPM’s detected cover.

Palla and co-workers have designed a software package implementing the CPM,
called cfinder, which is freely available (www.cfinder.org). The algorithm has been
extended to the analysis of weighted, directed and bipartite graphs. For weighted graphs,
in principle one can follow the standard procedure of thresholding the weights, and then
applying the method on the resulting graphs, treating them as unweighted. Farkas et al.
[10] proposed that instead of thresholding the weights of cliques, defines the geometric
mean of the weights of all edges of the clique. The method has been extended to bipartite
graphs by Lehmann et al. [8].

The clique size k parameter is a big disadvantage of CPM because it is unclear
beforehand on what value of k, CPM will result the best meaningful community structure
[1]. There is also an extended version of this CPM that has been named as extended
CPM (ECPM). ECPM uses basic result cover of simple CPM as core cover uses
belonging coefficient to cover all other nodes that have been left uncovered by CPM.
This approach takes much more time to make the coverage of all nodes possible.

3 Proposed Method

Clique Percolation Method (CPM) is the most common technique for detecting over‐
lapped communities. It is based on the concept that the internal edges of a community
are likely to form cliques due to their high density. On the other hand, it is unlikely that
intercommunity edges form cliques. Palla et al. uses the term k-clique to indicate a
complete sub-graph with k vertices. But it is not clear a priori which value of k one has
to choose to detect meaningful structures. Our work tries to resolve the problem of this
clique size parameter k by calculating it dynamically in the given network, such that
there is no difference in making choice about its value beforehand in which case one is
not sure about the reliability of final community structure. We then improve the quality
of CPM by using the output communities of CPM as cores and by using community
conductance [10] as a measure to absorb the rest of the nodes that have been left uncov‐
ered by CPM in efficient amount of time; less its value, better is community like structure.

16 H. A. Khanday et al.

http://www.cfinder.org


So follows a way of making the community detection an efficient process rather than
taking it as a simple meaningless node coverage process.

We tried a lot of ways to solve the problem with parameter k, and at last we reached
to an efficient solution for the problem. Our method that we call NO PARAMETER
CORE CPM (NPCCPM) calculates this value of k dynamically in the given network in
the following simple way:

k = integer ((Sum of degrees of all the nodes in the network) ∕ (total number of nodes in the network)).

Mathematically we can say that

k =

∑
v𝜀V

d(v)

n
(1)

where k is the clique size, V is the set of nodes, d(v) is the degree of node v and n is the
number of nodes.

Our method NPCCPM calculates this value of k and catches the basic cliques
using CPM. There may be some efficient nodes which remain uncovered yet. We
then use these basic communities in the CPM cover as cores to find a measure called
as conductance:

Conductance = total no. of edges that are outward from the community∕total degree of all the nodes in the given community.

Our approach finds the conductance value for all the cores. Then each node among
the left out nodes from the given network is temporarily combined to each core as:

Tc = combine (new node, each core)

Tc: Temporary community constructed by including the new node.

And then re-calculating the value of conductance for new communities (containing
this node) in the following way:

If new node is sharing some edges directly with the given core then conductance is
calculated simply as above, otherwise if there is no sharing between the given node and
the core, then conductance is calculated differently as:

Conductance (tc) = ((total no. of outward edges of tc) − 1) ∕ ((total degree of tc) + 1)

After calculating this conductance value for every free node against each core, a
filtering comparison takes place as follows:

Nodes, whose conductance (Tc) for a given core is less than the Tc of respective
core, are all accepted as new members by the given core and there by resulting in the
updated community for that respective core. The procedure of filtering is repeated for
all the cores.

The newly updated communities are then merged to make the detected community
structure more efficient by using a coefficient called as Jaccard coefficient (Jaccard
similarity) [13, 18].This coefficient is obtained by dividing the Intersection of no. of
nodes among communities by the union of no. of nodes of the communities. If the value
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of Jaccard coefficient for a given number of communities is much high, then those
participating communities are merged, otherwise no merging takes place. After this
Jaccard similarity test has been performed for every permutation, the final community
structure is output in the form of a cover.

Eventually we used the overlapped modularity measure by Nepsuz, for testing the
efficiency of our approach as against CPM on the basis of motive: the higher the value
of modularity, the more like community structure [14]. The modularity M of a local
community is defined as the ratio of its internal edges and external edges

M =
Min

Mout

=

1
2
𝛴ijAij𝜃(i, j)

𝛴ijAij𝜆(i, j)
(2)

Min represents the internal edges whose endpoints are both in community C and
Mout represents the external edges which means only one of its endpoints belongs to
community C. If both nodes i and j belong to community C, θ(i, j) = 1, otherwise,
θ(i, j) = 0. λ(i, j) = 1 when just only one of nodes i and j belongs to community C and
else λ(i, j) = 0. A strong community should have high value of M, which is based on
the relationship between inside edges and outside edges rather than only relying on
inside edges.

4 Experimentation

We did all our work in Java language by making a tool that finds an optimised community
structure from a given social network. We mainly used two datasets for our study; one -
Karate Club Network having 34 nodes and 78 edges, and the other Dolphin Network -
having 62 nodes and 159 edges. Besides we tested our algorithm on certain synthetic data‐
sets and found the results quite normal. We used the recursive pruning on the datasets to
lower the time complexity. We did a unique implementation of CPM in our NPCCPM.

After applying the conventional CPM part to the two main datasets, only 35% of the
total number of nodes came under the detected cover for Karate club network while as
rest of the percentage remained uncovered. For Dolphin network only 15% of the total
number of nodes got covered under the cover given by CPM, and rest remained uncov‐
ered. In case of karate club network, the proposed approach resulted in 100% node
coverage under cover and in case of Dolphin network, 92% of the nodes got covered
while as only remaining 8% of the nodes acted as outliers. All the nodes of the karate
club have been covered in a single iteration, while as Extended CPM takes a lot of
iterations for the said network to make coverage of nodes 100%.

The threshold value we have used for Jaccard similarity is 0.80. Our approach yielded
two communities for each dataset, and when we see the ground truth of these two
networks, both of them have two communities.

The cover that was detected for Karate Club dataset is (shown in Fig. 2):

18 H. A. Khanday et al.



Fig. 2. Communities as found in Karate Club Network Dataset

c1’’: 1,2,3,4,5,6,7,8,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,29
c2’’:9,24,30,31,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,

29.33,34,28,32
The cover that was spotted for Dolphin network data is:
c1”:7,10,14,18,58,1,2,3,4,5,6,7,8,9,11,12,13,16,17,20,23,24,26,27,28,29,31,32,33,

35,36,37,40,41,42,43,44,45.47,48,49,50,51,53,54,55,56,57,59,60,61,62
c2”:52,19,30,46,22,25,4,5,8,9,11,12,13,17,20,23,24,26,27,32,33,36,40,42,45,

47.49.50,51,53,54,56,57,59,60,61,62
The outliers were: 15,22,34,38,39.

5 Results

We tested our algorithm on both of the above datasets: for karate club network the value
of total degree of all the nodes/total no. of nodes in the network came out to be 4.588
therefore the value of k = 4. And for Dolphin network, the initial value came out to be
5.129 and hence we took value of k = 5.

We calculated the modularity for the cover that was detected by CPM on karate club
network data and it came out to be 0.074 (as shown in Fig. 3). While as for our detected
cover for karate club network, it was 0.1008 (as shown in Fig. 4). So we believe that our
approach gives optimised values as compared to CPM.
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Fig. 3. Modularity value as found by CPM

Fig. 4. Modularity value as found by NPCCPM

When we tested the modularity by Nepsuz on the cover detected by CPM on Dolphin
network, it came out to be 0.059 and when we applied this measure to our detected cover
by NPCCPM, modularity value came out to be 0.076 (shown in Fig. 5). So our approach
is healthier than CPM.
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Fig. 5. Comparison of Modularity values as found on Dolphin Network Dataset by CPM and
NPCCPM (Our Approach).

We tested the implementation of our algorithm on a variety of other synthetic data‐
sets. As is shown in the graph below (Fig. 6), our results are either better than CPM or
are very close to it.

Fig. 6. Modulatory Values as obtained on various datasets using CPM and NPCCPM

6 Conclusion and Future Work

This paper presents a new approach for detecting overlapping communities which
encompasses the existing clique percolation method. We made an effort to solve the
problem of clique size parameter k by calculating it dynamically in the given network,
so that there is no issue in making a choice about its value beforehand. Then the proposed
method was used to detect the overlapping communities and it efficiently discovered
overlapping communities and assured maximum node coverage for connected networks.
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The quality of the community structures was evaluated using modularity measures. In
future, we will focus on detecting overlapping evolving community structures in directed
and weighted social networks.
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Abstract. The analysis of financial time series for predicting the future
developments is a challenging problem since past decades. A forecast-
ing technique based upon the machine learning paradigm and deep
learning network namely Extreme Learning Machine with Auto-encoder
(ELM-AE) has been proposed. The efficacy and effectiveness of ELM-AE
has been compared with few existing forecasting methods like Gener-
alized Autoregressive Conditional Heteroskedastcity (GARCH), General
Regression Neural Network (GRNN), Multiple Layer Perceptron (MLP),
Random Forest (RF) and Group Method of Data Handling (GRDH).
Experimental results have been computed on two different time series
data that is Gold Price and Crude Oil Price. The results indicate that
the implemented model outperforms existing models in terms of quali-
tative parameters such as mean square error (MSE).

Keywords: Auto-encoder · Deep learning · ELM · Forecasting
Time series

1 Introduction

Financial time series [3] are inherently noisy and nonstationary. The nonsta-
tionary time series are those where statistical parameters like mean, median,
standard deviation changes over a period of time. These characteristics of time
series will continuously alter the relationship between the input and output vari-
ables. It has been observed in literature that during forecasting recent observa-
tions have more impact rather distant observations. The same approach can be
considered in forecasting nonstationary time series [14].

Literature survey shows that a number of models have been built upon time
series data for forecasting and prediction analysis. The two widely used tech-
niques for time series forecasting are statistical and computational methods. The
statistical methods are used by economists for price forecasting studies. The
popular time series forecasting techniques include exponential smoothing and
autoregressive models like Autoregressive Integrated Moving Average (ARIMA)
[10] and GARCH family models [18]. However, recent trend shows that machine
learning algorithms have outperformed classical statistical techniques [7]. Among
c© Springer Nature Singapore Pte Ltd. 2018
G. C. Deka et al. (Eds.): ICACCT 2018, CCIS 899, pp. 23–33, 2018.
https://doi.org/10.1007/978-981-13-2035-4_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2035-4_3&domain=pdf


24 Preeti et al.

various machine learning techniques, Support Vector Regression(SVR) and Arti-
ficial Neural Network(ANN) [11] have widely been used to forecast the time series
data. Oancea [10] has used ANN in forecasting crude oil price data. Another
variant of ANN, i.e. Multi-layer Perceptron(MLP) have also been applied on
Gold-price and Crude-Oil price data [12]. However, above mentioned methods
can easily fall into local minima and it becomes difficult to achieve a global opti-
mal solution. Other than MLP, several other techniques have also been used such
as GARCH, GRNN, GMDH and RF for future prediction on time series data
[12]. Apart from neural network family models, Kim et al. [8] have studied SVR
technique for stock market price prediction. Furthermore, SVR technique with
adaptive parameters have been used for financial forecasting and achieved good
generalization performance [4]. Since financial time series data is more prone to
noise, so modelling this data using SVR could lead to overfitting and uderfitting
problems [4].

Recently, Deep learning(DL) [5,15] has gained more attention in pattern
recognition, computer vision, natural language processing, bio-informatics and
several machine learning fields since it is outperforming on a number of difficult
tasks. It is evident from the study of related work that several machine learning
techniques have been used for forecasting different time series but very few efforts
have been made to study this problem using machine learning technique with
deep learning. Kuremoto et al. [9] and Shen et al. [16] used deep belief networks
in financial market prediction. However, one of the approach of deep learning
namely autoencoders method have rarely been explored for time series predic-
tion. Therefore, this paper focuses on using the combination of autoencoder with
one of the machine learning techniques to build a forecasting model.

The remaining paper is structured as follows. In Sect. 2, there is a brief
overview of ELM and ELM-Autoencoder with an overview of deep learning.
Section 3 describes the proposed algorithm along with the description of finan-
cial time series data. In Sect. 4, experimental results have been presented and
discussed. Finally, conclusions and future perspective of paper is discussed in
Sect. 5.

2 Brief Theories About ELM and Auto-Encoder

This section presents an overview about the basics of Extreme Learning Machine
and ELM Auto-encoder.

2.1 Extreme Learning Machine

Extreme learning machine (ELM) is an efficient learning method proposed to
train single layer feed-forward neural networks (SLFNs) [6]. SLFN is a feed-
forward neural network with single hidden layer connecting input layer to output
layer. For past decades, Back-Propagation (BP) algorithm based upon gradient
descent has been used for training SLFN. However, gradient descent based learn-
ing methods are usually very slow due to iterative learning. These algorithms
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might not always converge to global minima. Because of these issues in learning
algorithms of feed-forward neural network, they might not lead to better gener-
alized solution. Unlike these traditional learning algorithms, ELM trains SLFN
by chossing input weights and hidden layer biases arbitrarily. So, there will not
be any iterative tuning of parameters. After choosing input weights and hidden
layer biases randomly, SLFN can be considered as a linear system. Then the
output weights of SLFN can be determined through simple generalized inverse
operation of the output matrix obtained from hidden layer.

Given a training set with N number of random samples S = {(xi,ti) | xi =
[xi1, · · · , xin]T ∈ IRn, ti = [ti1, · · · , tim]T ∈ IRm, i = 1, 2, · · · , N}, ELM is
mathematically modeled as [6]

Ñ∑

i=1

βig(xj) =
Ñ∑

i=1

βig(wi · xj + bi) = oj , j = 1, · · · , N (1)

where wi = [wi1, · · · , win]T is the weight vector which connects input layer and
hidden layer, n is number of features, m is the number of classes, Ñ represents
number of hidden nodes and g(x) is the activation function (infinitely differen-
tiable). In this study, radial basis function (RBF) has been used as the activation
function. The steps used by ELM for training SLFN are as follows:

1. For i = 1, 2, · · · , Ñ , input weights wi and biases bi are chosen randomly and
fixed.

2. In the nextstep, the hidden layer output matrix of neural network denoted
by H is computed as follows

H(w1, · · · , wÑ , b1, · · · , bN , x1, · · · , xN ) =
⎡

⎢⎣
g(w1 · x1 + b1) · · · g(wÑ · x1 + bÑ )

... · · · ...
g(w1 · xN + b1) · · · g(wÑ · xN + bÑ )

⎤

⎥⎦

N×Ñ

(2)

where, the ith column of H is the output of ith hidden node with respect to
inputs x1, x2, · · · , xN .

3. The output weight vector β connecting hidden nodes and output nodes is
calculated using β = H†T where T = [ti1, · · · , tim]T and H† is the Moore
Penrose generalized inverse of matrix H [13].

2.2 Auto-Encoder

Artificial neural network with deep architecture has become a powerful tool to
represent the high level abstract features of high dimensional data. Based on the
concept of ELM, the extreme learning machine with auto-encoder (ELM-AE)
[17] is proposed as an unsupervised learning algorithm. The aim of an auto-
encoder is to learn new encoding for set of data using deep learning architecture.
The basic idea of ELM-AE is consist of two stage process. Given a dataset
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X = [xT
1 , xT

2 , · · · , xT
N ] where, N represents the number of samples. In the first

stage, ni number of input features of original data are mapped onto nh number
of hidden neurons. Now, depending upon the size of ni and nh, three different
architectures of ELM-AE are possible: (1) compressed architecture, where ni >
nh (2) equal dimension architecture, ni = nh (3) sparse architecture, ni < nh.
The mapping of input xi with ni number of features to a nh dimensional space
is calculated as follows:

h(xi) = g(aTxi + b) (3)

where h(xi) ∈ IRh is the hidden layer output vector with respect to xi, a and
b are input weight matrix and baises of hidden units respectively, and function
g(·) represents an activation function which can be any non differentiable or
piecewise continuous function. Finally, the output vector of auto-encoder can be
calculated using

f(xi) = h(xi)Tβ, i = 1, 2, ..., N (4)

In the second stage of ELM-AE, the weight vector of output layer that is β
is computed by minimizing the error loss function. The closed-form solution to
calculate β is as follows:

β = (HTH + Inh
/C)−1HTX (5)

where C is a regularization factor that is a penalty coefficient on the training
error. Now given the original data X, new enriched data Xnew which is the
representation of X in nh dimensional space can be obtained as Xnew = XβT .
Further, this Xnew dataset is used to build a model using ELM for forecasting
time series.

3 Proposed Methodology

The framework followed to forecast time series data is depicted in Fig. 1. It shows
the several stages followed as a flow chart to predict the forecast value of a time
series.

The step-by-step procedure for forecasting financial time series using the pro-
posed ELM-AE is described as follows. Let Y = (y1, y2, · · · , yk, yk+1, · · · , yN ) be
the set of N observations of a financial series recorded at time t = (1, 2, · · · , k, k+
1, · · · , N) respectively. Then the output variable that is label can be forecasted
as follows:

1. Consider a memory order M = 3. Memory order M denotes the number
of previous values on which current time tcur value that is ycur is depen-
dent. Formulate the data having M number of input features and an output
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Fig. 1. System flow for forecasting financial time series.

variable/label. Where, yM+1 is dependent upon previous M number of series
records. The exact formulation of data using given Y series is as follows:

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

Inputfeatures Label
y1 y2 · · · yM yM+1

y2 y3 · · · yM+1 yM+2

y3 y4 · · · yM+2 yM+3

...
... · · · ...

...
yN−M yN−M−1 · · · yN−1 yN

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

(N−M)×(M+1)

(6)

2. Normalize the obtained data in Eq. 6 in the range of [0,1]. This transformation
of data is required to avoid differences in the smallest and largest value of a
time series dataset.

3. The normalized dataset is divided into 80/20 partitions of training and test
set respectively. Extreme learning machine algorithm is applied to obtain a
model using training set. While, developing a forecasting model using ELM, a
grid search has been performed to obtain the best set of values for parameters,
i.e. number of hidden neurons and radial function parameter. The grid-search
is performed for number of hidden neurons = {1,3,· · · ,99,101} and activation
function parameter = {2−6, 2−5, · · · , 20, 21}. The obtained model is tested
on test set.
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4. For each value of M = 4 to 7, repeat steps 1 to 3. The value of memory order
is varied from 3 to 7 to denote that minimum number of previous records on
which ycur is dependent.

5. The MSE obtained for every possible value of memory order M is compared
to find the best memory order M . The best M is the one with least mean
square error.

6. The best M is used to formulate the data again as in step 1 and obtained
data is normalized in the range of [0, 1].

7. In the next step, Auto-Encoder is applied on the normalized data with mem-
ory order best M by varying number of hidden neurons nh ranging from the
value of best M to 30. With nh number of hidden neurons, auto-encoder
results into new representation for the set of features which are used for fur-
ther processing.

8. The set of enriched features is used to train ELM with the optimal set of
parameters obtained from grid search to yeild forecasting of training set as
in step 3 and MSE is obtained.

9. Step 7 and 8 are repeated for the range of values of nh and corresponding
mean square errors are stored.

10. The resultant model with least MSE is found at some value of nh. Then obtain
the predictions of test set using that resultant model.

Computational complexity is the number of total functions evaluated. In the
proposed ELM-AE algorithm, two stage process is followed. In the first stage,
autoencoder is applied whose running time is O(mN), where m is the random
subspace of features and N is number of training instances. Second stage includes
ELM algorithm with grid searching for optimal set of parameters which takes
O(mN). Therefore, the total computational complexity of ELM-AE is O(mN).

4 Experimental Design

In this section, there is a brief description about the various datasets used
for experiments and the performance measures used for evaluation of proposed
model.

4.1 Datasets Description

The datasets used for experiments are based on daily US Dollar (USD) exchange
rates with respect to two different prices namely Gold and Crude Oil Price. These
two datasets have been used for testing the effectiveness of proposed forecasting
model. The Gold price data is obtained from [1] and Crude-Oil price data is
obtained from [2]. The total number of observations in Gold-Price data are
12, 630 and in Crude-Oil Price data are 7760. Each of the dataset is partitioned
into both 80% Training set and 20% Test set respectively. So for Gold-Price
dataset the number of records in training set are 10, 104 and in test set are
2, 526. And correspondingly for Crude-Oil price dataset, the partition is 6, 208
and 1, 552 respectively.
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4.2 Data Pre-Processing

The Gold-Price data and Crude-Oil price data used for the study are pre-
processed before using them with proposed model. The two major pre-processing
steps performed are as follows:

1. Phase Space Reconstruction: The original time series data y is just a
single column representing its closing value for time t. Where, Y =
(y1, y2, · · · , yk, yk+1, · · · , yN ) be the set of N number of observations at time
t = (1, 2, · · · , k, k + 1, · · · , N) respectively. In this phase, the original data is
converted into a set of input features given a memory order M and a label.
This obtained dataset is used for further processing.

2. Normalization: Since different time series dataset may have different range of
values. So after phase space reconstruction, obtained data is normalized in
the range of [0, 1]. This normalized data is used further for training a model
and to test it.

4.3 Performance Measures Used

Among several performance measures, Mean Squared Error (MSE) is the one
that can be used to evaluate the performance of proposed model on time series
data. It is defined as in Eq. 7

MSE =
∑N

i=1(yt − ỹt)2

N
(7)

where, N represents the total number of forecasts obtained, yt and ỹt are actual
and forecasted values at time t respectively. The MSE (see Eq. 7) measures the
average of the squares of the errors or deviations from true value. It is basi-
cally the difference between estimator and estimated. MSE is useful to measure
accuracy for a continuous variable. So lesser the mean square error better is the
model.

5 Results and Discussion

In the previous section, we discussed about the experimental design of proposed
method. This section presents the dataset-wise results obtained and discusses
them.

5.1 Gold Price(USD)

At first, ELM-AE is analyzed on gold price dataset. The proposed method
ELM-AE based on ELM technique is sensitive towards user defined parameter -
number of hidden neurons. Figure 2 depicts the MSE obtained while predict-
ing Gold-Price on test dataset with different number of hidden neurons. For a
particular number of hidden neurons, the depicted MSE is the MSE obtained
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by taking average of MSE of 20 executions. As shown in Fig. 2, the minimum
MSE 0.000015 for Gold Price data is obtained with 15 hidden neurons and mem-
ory order 5. Table 1 presents MSE values obtained by using different forecasting
models including GARCH, MLP, GRNN, GMDH, RF, ELM and ELM-AE for
both training set and test set of Gold Price (USD) dataset. It can be observed
from Table 1 that our proposed models are better than other models presented
in terms of MSE. Also, among the two different forecasting methods used in this
study, obtained MSE with ELM-AE for test set is better than ELM method.
The actual gold price index and predicted values obtained from ELM-AE model
is illustrated in Fig. 3. It can be observed that the predicted value of gold price
time series is very much close to its actual value. It shows the deep learning
based method for time series forecasting has good predicting capability.

Fig. 2. MSE obtained for Gold Price data

Table 1. Comparison of results for Gold-Price data using proposed and other models

Method Training set MSE Test set MSE

GARCH [12] 0.000565 0.001100

MLP [12] 0.001800 0.003200

GRNN [12] 0.000451 0.000918

GMDH [12] 0.000452 0.000903

RF [12] 0.000498 0.001100

ELM 0.0000186 0.0000158

ELM-AE 0.0000192 0.0000150

5.2 Crude-Oil Price(USD)

The performance of proposed method ELM-AE is also evaluated on Crude-Oil
price dataset. The proposed model was run for different number of hidden neu-
rons. The MSE obtained while forecasting Crude-Oil Price test dataset with
different number of hidden neurons is depicted in Fig. 4. The depicted MSE
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Fig. 3. Predictions of test set of Gold Price series data.

Fig. 4. MSE obtained for Crude-Oil Price data

in Fig. 4 is the average of MSE of 20 runs and minimum MSE 0.0000465 is
obtained at 29 number of hidden neurons and memory order 3. Table 2 presents
MSE values obtained by using different forecasting models including GARCH,
MLP, GRNN, GMDH, RF, ELM and ELM-AE for both training set and test
set of Crude-Oil Price (USD) dataset. It can be observed from Table 2, the two

Table 2. Comparision of results for Crude-Oil Price data using proposed and other
models

Method Training set MSE Test set MSE

GARCH [12] 0.003527 0.002351

MLP [12] 0.005400 0.002700

GRNN [12] 0.002100 0.001800

GMDH [12] 0.002700 0.001800

RF [12] 0.003500 0.002000

ELM 0.00005263 0.00005561

ELM-AE 0.00005631 0.00004651
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models presented in this study are better than other models proposed in related
work in terms of MSE. Since, autoencoder has been applied on crude-oil price
data with different number of hidden neurons to retrieve the enriched set of
features. Also, it shows that the parameter number of hidden neurons used by
autoencoder plays an important role in forecasting.

Fig. 5. Predictions of test set of crude oil price series data

Figure 5 depicts the actual price value and predicted value for crude-oil series
data. It can be seen in the Fig. 5 that the actual and predicted values of crude-oil
data are very close to each other. This shows that the prediction capability of
proposed ELM-AE method is good.

6 Conclusion

The main aim of this paper was to study the deep learning based technique for
time series prediction. This paper proposed an autoencoder based ELM algo-
rithm, ELM-AE to forecast different time series data. The experiments have
been performed on two different financial time series i.e. Gold-Price (USD) and
Crude-Oil Price (USD). It is observed that the proposed ELM-AE yielded statis-
tically significant results compared to other forecasting models such as GARCH,
MLP, GRNN, GMDH and RF on two time series datasets in terms of MSE.
The spectacular performance of ELM-AE is due to the presence of a deep learn-
ing approach that is autoencoder before ELM algorithm, which yeilded enriched
set of features used for further modeling. The proposed model ELM-AE based
on auto-encoder provides quiet promising results in forecasting. The obtained
results outperform the other methods which indicate its further use in forecast-
ing other financial or non financial time series.
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Abstract. The rate of increase of structured, semi-structured and unstructured
data is very high. To discover hidden information from different types of data is
a big challenge. The two techniques, word frequency count and string matching,
are applied on a single node and multi node cluster with an input data set. The
results are analyzed and compared by varying MapReduce configuration of both.
In this paper we have tested that for a MapReduce job how changing the number
of mappers and reducers can significantly affect performance. Further, it is
analyzed how Hadoop invokes number of mappers/reducers depending upon the
input size and Hadoop Distributed File System (HDFS) block size. The outcome
of research analysis for heterogeneous cluster configurations indicates the
prospective of the framework, as well as of mappers and reducers that affect its
performance.

Keywords: Big data · Cloud computing · Hadoop · HDFS · MapReduce

1 Introduction

Storing, processing, analyzing and examining huge amount of data has been a concern
for a long time. If we look at all data created since the beginning of civilization up
through the year 2003, it equals roughly 7 Exabytes. Today the data generated is 9.6
Exabytes on a daily basis. The rate of increase of data from different sources like e-mails,
business, blogs, scientific data, etc., is very high. Processing, analyzing and Examining
this enormous amount of data to extract some beneficial and valuable information there
is a need and demand of setting up of storage clusters and data-intensive applications
[1, 2]. Big data analytics is becoming progressively noteworthy in a variety of applica‐
tions or research areas ranging from extricating business intelligence to analyze,
examine and process data. Mapreduce programming model, with its scale-out architec‐
ture, is proficient in handling Big data-intensive analytic tasks and its capability to
process data by multi-node clusters in a parallel manner is exceptional [3, 4]. Crucial
requirements of high availability, scalability, load balancing and distribution of data,
parallel processing, and fault tolerance is handled and overcome by Google after intro‐
ducing the concept of Mapreduce programming model [5, 6]. MapReduce implemen‐
tation on Hadoop cluster provides an advantage in processing huge amount of data in a
parallel manner along with auto partition of data, distribution of data between nodes of
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a cluster, fault tolerance and load balancing management which finally results in scal‐
able, efficient and reliable computing approach.

Mapreduce programming model and its implementation on Apache Hadoop cluster
is a framework for distributed computing in scalable, reliable and parallel manner.
Rather than relying on expensive systems and costly hardware for storing and processing
raw data, Apache Hadoop provides efficient parallel processing of Big data [7, 8]. This
immense and fast growth rate of raw data posed challenges on big corps like Facebook,
WhatsApp, Google, Amazon, and Yahoo. These companies and organizations need to
carry out petabytes and terabytes of raw data regularly to handle demands and deduce
queries from their customers. Existing and traditional applications, software and tools
are incapable to process, analyze, examine and extract some beneficial and valuable
information from raw data. Apache Hadoop, with the help of its advantages, explains
and answers the problem by extracting beneficial and valuable information from the
enormous amount of raw data [3, 9]. Many universities, enterprises and industries works
on distributed and parallel computing but for a novice of Big data and its storing,
processing and analysis is not a cake walk as it wants much efforts to manage due to
insufficient money and inexperience to invest in supercomputers. So it is crucial to utilize
limited resources in an efficient and effective manner [10, 11]. Latency is minimized out
of the Hadoop multi-node clusters wherever and whenever possible. Storage is one of
the first places for latency that can be discovered and disposed of, which is why Hadoop
bring the compute closer to the Data Node by using direct attached storage.

The rest of the paper is systematized as follows. Section 2 narrates the Problems
overcome by Hadoop. The contribution this paper is mentioned in Sect. 3 and Sect. 4
describes implementation details and results by considering two different objectives.
Section 5 presents the comparative study of the single and multi-node cluster by varying
MapReduce cluster configuration. Finally, the conclusion is presented in Sect. 6.

2 Problems Overcome by Hadoop

When an enterprise needs to process a huge amount of unstructured, semi-structured
and structured data per day by exploiting existing or traditional resources, it would be
like hauling an elephant over a thread. The existing network would be flooded, batch
processing would take weeks to complete the work of hours, the hard disks latency will
increase the overhead and therefore the consequences will be harmful to the overall cost.
Sometimes existing or traditional approach can be able to maintain the system archi‐
tecture but how many times it will be altered and modified to the non-linear scalar solu‐
tion to balance with the race of growing data.

Hence, the First problem comes in size of data, big data have increased up to terabytes
and processing of this big data is not under the capability of existing or traditional
systems. The second problem comes from prolonging failure and cluster growth i.e., in
multi-node clusters, many nodes fail every day while storing or executing the task along
with the cluster size is also not fixed and sometimes not planned also and cluster size
should grow easily as the rate of Big data is increasing. The third problem is the overhead
in data transportation i.e., from the location where the data is stored to its processing
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location, in between, there are several latencies are present which includes hard disk
latency, congested network latency, etc.

For all the above-mentioned problems there is a solution available known as Hadoop
distributed file system and Hadoop MapReduce i.e., the core of Apache Hadoop. For
the first problem, HDFS and MapReduce distribute and parallelize the processing which
means that instead of spending 10 days in order to process 200 TB of enterprise data by
the only single system, the enterprise should use Hadoop cluster which dives the task
and finish the tasks in hours or minutes. In Hadoop processing and input data can be
scaled linearly by Hadoop over a set of low-cost commodity hardware and as the number
of nodes increases the execution times can be reduced to half or less. Solution to the
second problem is fault tolerance of Hadoop and its high scalability. HDFS and MapRe‐
duce have a flexible maintenance and its service availability keeps up automatically with
its cluster size. So, Hadoop provides distributed storage and parallel processing power
with perfect linear scalability. Hadoop tolerates faults at different levels from network
to storage by accomplishing replication. For the third problem, the solution provided by
the Hadoop is Data Locality which means that instead of carrying or transferring input
data to application processing logic, Hadoop caries processing logic to the input data
location as processing logic is comparatively much lesser in size as compared to input
data to avoid latency and congestions.

3 Contribution

The contribution of this paper is to adapt the clustering method to Map and Reduce using
Apache Hadoop. Two different methods have been deployed here for implementing
word frequency technique and string matching using MapReduce. By clustering Hadoop
using ten computers, the task execution time decreased by 85% compared to a single
computer. Copy input to HDFS time, however, increases when applying Hadoop Cluster
because Data Node is on every slave node and input is copied and replicated on every
separate Data Node with a block size of 64 Mb. The results indicate that the high
performance is achieved by combining ten separate Hadoop single node cluster and
forming multi-node Hadoop cluster of ten nodes.

By controlling the number of Reducers in MapReduce, the execution time may be
increased but the fault tolerance increases as if any reducer fails one can simply handle
the failure. The number of mappers is set to one per HDFS block i.e., for one 64 Mb
block there is one mapper because the number of map tasks for a particular task depends
on the number of input splits. Thus, for 280 MB of input data and have 64 Mb HDFS
block size, there will be 5 mappers.

4 Implementation Details and Results

The plan is to first execute the two applications on a single node cluster with some input
data size and then the results will be checked, analyzed and compared throughout the
experiments on the multi node Hadoop cluster. For a MapReduce job, changing the
number of Map tasks and/or Reduce tasks can significantly affect performance, because
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those two settings are directly associated with the amount of cluster resources used in a
job. Performance can suffer whether there is an allocation of too many resources or too
few. The hurdle encountered here is how to manage the number or instances of reducer
tasks launched by Hadoop’s Map Reduce since it is automatically initiated and also
analyze that how Hadoop invokes number of mappers depending upon the input size
and HDFS block size on both single and multi-node cluster.

4.1 First Objective

First objective is to run these two applications: Word Frequency Count and String
Matching on a single node cluster to analyze the ratio of their CPU execution time while
managing the number or instances of reducers of Hadoop Map Reduce.

4.1.1 Setup
The single node Hadoop cluster is set up for the experiment to be carried out on a laptop
for sequential execution of word frequency count and String Matching. The laptop has
Intel i3 CPU running at a clock rate of 2.27 GHz with 3 GB RAM and 320 GB of the
hard drive. The Hadoop and Oracle Java were installed on Linux Ubuntu 12.04 LTS;
secure shell protocol (SSH) is appropriately configured as it is used by Hadoop to
connect its nodes.

4.1.2 Applications
The first application is Word Frequency Count. In this, Input text files present in HDFS
and Word Frequency Count Algorithm with the help of MapReduce reads these files
and counts how frequently a particular word occurs generally separated by a tab/space.
Input provided and output received is in text format. Each line in a text format is provided
to the mapper and mapper breaks each line to words. For each word, key/value pair is
generated and reducer sums the count for each word. At last single key/value pair is
again generated with that particular word and sums. As a part of optimization, the
reducer, on the map outputs, is also exploited as a combiner.

The second application is String Matching. The String Matching MapReduce appli‐
cation on Hadoop counts how often a particular matched string or regular expression is
there in a file. Actually, it is the duty of mapper to count how often string appears in a
single line and the reducers job is just to sum up the values. The String Matching appli‐
cation input will always a regular expression only and Hadoop will automatically
generate number of mappers which are equal to the number of input splits. The Map
Reduce operation is in two steps as shown in a Fig. 1 below.
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Fig. 1. String matching scenario [12]

4.1.3 Results
In Word frequency count application, allocating different and random and number of
reduce tasks i.e., 1, 3, 6, and 12 to count all the words in a text file. The input was multiple
textbooks together form a single text file near about 270 MB so Hadoop chooses 5
instances of mapper tasks while considering the HDFS block size and the number of
input splits. This is the sequential Word Frequency count as it is on single node Hadoop
cluster.

In String matching application, allocating different and random and number of
instances of reducer tasks i.e., 1, 3, 6, and 12 but always the same string is searched for:
“the”. The input is multiple textbooks together form a single text file near about 270 MB
so Hadoop chooses 5 instances of mapper tasks while considering the HDFS block size
and the number of input splits. This is the sequential string matching as on single node
Hadoop cluster (Fig. 2) (Table 1).

Fig. 2. Results of String Matching and Word frequency count on single node
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Table 1. Result of experiments on single node

Application Number of reducers Execution time in
seconds

String matching 1 47.5
3 54.1
6 62.5

12 83.8
Word frequency count 1 213.9

3 215.2
6 222.6

12 238.2

Result of experiment, on single node, of word frequency count and string matching
represents that as the number of reducers increases the execution time of each experiment
increases while size of input file remains the same in all cases and number of mappers
invokes depend upon the input file split and HDFS block size. When searching for a
particular string or regular expression takes less time compared to count all the words
in a text input file. The impact of assigning more number of reducers, which results in
increasing the execution time, is high in string matching compared to the case of word
frequency count. In String matching the execution time almost doubled as the number
of reducers changes from 1 to 12 while in the case of word frequency count the impact
is comparatively less.

4.2 Second Objective

The second objective is to take benefit of the foregoing experiment on the single node
Hadoop cluster in order to improve and optimize Hadoop cluster configuration for the
multi node Hadoop cluster. Ultimately, the goal is to get better and preferable result as
compared to single node Hadoop cluster.

4.2.1 Setup
To run the experiments, a Hadoop cluster of ten computers is set up in the university
lab, each computer comprised of Intel i5 processor of 2.90 GHz and 4 GB ram with
500 GB hard drive. Ubuntu 12.04 LTS is used as an operating system on all PCs and all
the computer are interconnected using a switch. Later, Hadoop is installed in a fully
distributed mode in every single computer and cluster is configured as shown in Fig. 3
below:
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Fig. 3. Hadoop Cluster of 10 nodes

Steps followed to set up a multi node Hadoop cluster includes:

1. Install Hadoop in each computer with Ubuntu 12.04 LTS operating system as a single
node Hadoop cluster.

2. Each node in the cluster has its own IP address. Now, this unique value of IP address
is added in the hosts file of each node of the cluster.

3. Open SSH is used to give permission to the master node so that it can access all the
other nine nodes of the cluster: This is accomplished by replicating the master node’s
public SSH key to the slaves.

4. The “master” and “slaves” files in hadoop folder are revised and the hostnames of
the nodes are included.

5. Now, the following configuration is defined on the master node:
i. The hostname of the master node “hadoop1” added to “masters” file of the

hadoop folder.
ii. host names of the slave nodes added to “slaves” file of the hadoop folder; which

were “hadoop1” to “hadoop10”.
6. The configurations of the cluster modified as now it is no longer known as “localhost”

but rather as “hadoop1”; the changes were reflected across the files on all the ten
nodes of the cluster.

7. Finally, the nodes of the cluster are started, from the master node (hadoop1) using
two scripts: “start-dfs.sh” to start HDFS processes, and “start-mapred.sh” to start the
Map Reduce processes.

4.2.2 Results
In String matching application, allocating different and random and number of instances
of reducer tasks i.e., 1, 3, 6, and 12 but always the same string is searched for: “the”.
The input is multiple textbooks together form a single text file near about 270 MB so
Hadoop chooses 5 instances of mapper tasks while considering the HDFS block size
and the number of input splits. This is the parallel string matching as on multi-node
Hadoop cluster (Table 2).
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Table 2. Results of experiments on multinode

Application Number of reducers Exec. time (sec)
String matching 1 20.8

3 24.6
6 31.4

12 41
Word frequency count 1 91

3 91.6
6 97.4

12 104

In Word frequency count application, allocating different and random and number
of reduce tasks i.e., 1, 3, 6, and 12 to count all the words in a text file. The input was
multiple textbooks together form a single text file near about 270 MB so Hadoop chooses
5 instances of mapper tasks while considering the HDFS block size and the number of
input splits. This is the parallel Word Frequency count as on multi-node Hadoop cluster
(Fig. 4).

Fig. 4. Result of execution time on multi-node

Result of experiment, on multi node, of word frequency count and string matching
represents that as the number of reducers increases the execution time of each experiment
increases while size of input file remains the same in all cases and number of mappers
invokes depend upon the input file split and HDFS block size. When searching for a
particular string or regular expression takes less time compared to count all the words
in a text input file. The impact of assigning more number of reducers, which results in
increasing the execution time, is high in string matching compared to the case of word
frequency count. In String matching the execution time almost doubled as the number
of reducers changes from 1 to 12 while in the case of word frequency count the impact
is comparatively less.
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5 Comparative Study of Single Node and Multi-node Cluster

The overall results of the String matching and word frequency count application with
different number of reducers are compared are shown in the Fig. 5 and Table 3 below-

Fig. 5. Comparison of Results of execution time

Table 3. Comparison of results

Application Number of reducers Execution time on
Multi-node (sec)

Execution time on
Single node (sec)

String matching 1 20.8 47.5
3 24.6 54.1
6 31.4 62.5

12 41 83.8
Word frequency count 1 91 213.9

3 91.6 215.2
6 97.4 222.6

12 104 238.2

5.1 String Matching

After examining the String matching application concerning the number of reducers;
the right level of parallelism is achieved by executing a program on a multi-node cluster.
Figure 6 below basically shows execution time comparison, by changing the numbers
of reducers, of string matching on single node and multi-node Hadoop cluster.
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Fig. 6. Comparison of Results of execution time

Comparing the execution time, as the number of reducers increases, of string matching
on single node and on multi node the execution time, in each case, increases, while size of
input file remains the same in all cases and number of mappers invokes depend upon the
input file split and HDFS block size. Assigning different number of reducers results in
increasing the execution time is more in string matching. In String matching the execution
time almost doubled as the number of reducers changes from 1 to 12.

5.2 Word Frequency Count

After examining the word frequency count application concerning the number of
reducers; the right level of parallelism is achieved by executing a program on a multi-
node cluster. Figure below basically shows execution time comparison, by changing the
numbers of reducers, of word frequency count on single node and multi-node Hadoop
cluster.

Comparing the execution time, as the number of reducers increases, of word
frequency count on single node and on multi node, the execution time, in each case,
increases while size of input file remains the same in all cases and number of mappers
invokes depend upon the input file split and HDFS block size. Assigning different
number of reducers results in increasing the execution time is more in word frequency
count.

6 Conclusion

This paper shows how to operate, manage, process and analyze structured, semi-struc‐
tured and unstructured data by exploiting word count and string matching applications
on Hadoop by varying MapReduce configuration. Traditional and existing computing
paradigms have many limitations and also it increases the cost of managing and
processing data in an efficient way. To overcome these limitations Hadoop uses MapRe‐
duce and HDFS computing model. Our approach in this paper also described how
Hadoop is used to achieve scalability and fault tolerance. By controlling the number of
Reducers in MapReduce, the execution time may be increased but the fault tolerance
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increases as if any reducer fails one can simply handle the failure. In word frequency
count, the impact of changing the number of reducers, from 1 to 12, is quite less as
compared to string matching experiment. As mentioned earlier also that by clustering,
execution time decreased by 85% compared to a single computer. In future the experi‐
ment may be elaborated by exploiting more complex algorithms on Hadoop cluster and
other configuration parameters can be adjust to analyze the performance of Hadoop
cluster in order to increase the fault tolerance, scalability and reliability.
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Abstract. In a Delay Tolerant Mobile Social Network (MSN) it is very difficult
to maintain end-to-end security, which makes it vulnerable to various attacks
like black hole attack, spoofing, modifies routing packets, packets dropping and
many more. Apart from the attacks, there are various challenges in security of
MSN like access control, confidentiality and intrusion detection system.
Previously proposed model for security mechanism like efficient certificateless
aggregate signature scheme provides security without the headache of main-
taining the certificate, but the cost of signature verification is very high. So, to
resolve these problems we are using HIBE (Hierarchical Identity Based
Encryption) and proposing SPCRP (Secure Profile Cast Routing Protocol)
which will provide end-to-end security along with the efficient key management,
fine grained revocation and make sure the authorized access. We used ONE
(Opportunistic Network) simulator with Profile Cast Routing protocol and
observed various parameter overhead_ratio, number of messages transmitted,
threshold value. We can conclude that this secure environment provides integ-
rity, confidentiality and didn’t reveal the behavioural profile of the users.

Keywords: DTN � MSN � HIBE � Routing protocol � Security

1 Introduction

In a Delay Tolerant MSN [1] network, it is very difficult to maintain end-to-end
security. If the system is not end-to-end secured, then it will be vulnerable to various
attacks like black hole attack, spoofing, modifies routing packets, packets dropping and
many more. Previously proposed model for security mechanism like efficient certifi-
cateless aggregate signature scheme provides security without the headache of main-
taining the certificate, but the cost for the length of the signature verification is very
high. So, we need a mechanism which will provide security from attacks and also
maintains the authenticity in the network. For building a Delay Tolerant MSN we are
going to use Profile Cast Routing Protocol. This protocol builds a group of interested
users based on their behaviour profile and the behavioural profile is constructed from
the day to day movement. The transmission happens in between the interested users
and the interested users can communicate only when they are in range of each other.
But, this system does not hide the behavioural profiles of the users and anybody in the
network can see it. It also has some privacy concerns. So, to resolve the entire above
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mentioned problem we are going to use HIBE (Hierarchical Identity Based Encryption)
[2]. It will provide end-to-end security along with the efficient key management, fine-
grained revocation and make sure the authorized access. No need to manage the keys
all the time only when need can be asked to PKG (Public Key Generation) [3]. So it is
easy to manage the keys and no need of certification before starting the communication.
No overhead of maintaining the certificate.

We are proposing SPCRP (Secure Profile Cast Routing Protocol) which will
communicate only with authenticate users without maintain keys, certificate and will
provide end to end security in the network. There are various parameters which build
the network. We observe how much it will affect the Traditional Profile Cast Routing
Protocol. For simulation, we are going to use ONE (Opportunistic Network) [4]. After
simulation and observation, we found out that our proposed model gives better results
with respect to overhead ratio. The simulation result with respect to the number of
messages transmitted, a number of nodes shows slightly down then the Secured profile
cast routing, and this difference is very negligible. So, at the end of the dissertation we
showed all the result and explained everything. At the end, we can conclude this new
model provides a highly secured environment for the message transmission and also
provides the advantages of HIBE. Users don’t need to maintain the key for the whole
session. As required by the system they can ask for the key. This secure environment
provides integrity, confidentiality and didn’t reveal the behavioural profile of the users.

In Sect. 2, literature review of the previous model is discussed. The design and
implementation of the proposed model are presented in Sects. 3 and 4 discusses the
results and analysis of the work. Finally, Sect. 5 concludes the work.

2 Related Works

Mobile social networks consist of decentralized network. While mostly present existing
scheme for DTN considers one-to-one communication depends upon the user infor-
mation and the aim is to deliver information efficiently and precisely. Leguay et al. [5]
proposed the routing scheme for DTNs based on the mobility pattern of the two people.
Validation of routing scheme is based on the high-D Euclidean environment which
uses the mobility patterns of nodes called a MobySpac. Routing decision is made by
MobySpace and the reliable candidate gets the custody of bundle. After getting the
bundles further forwarding is done only to those nodes who have same or higher
similarity with the destination node mobility pattern. Vahdat et al. [6] proposed Epi-
demic routing whose objective is to deliver data with high reliability even if there is
loose or zero connectivity between sender and receiver. It distributes information to
hosts, called carriers which are present in the connected adhoc network. Further these
hosts come in contact with another host through mobility and spread the information.
Through such transitive transmission of data, message reaches the destination with high
probability. Daly et al. [7] model proposed a new forwarding metric based on ego
network analysis to locally determine a node’s centrality within the network and the
node’s social similarity to the destination node. Considered the complexity of the
centrality metrics in populated. Further Hui et al. [8] proposed a model called Bubble
which outperforms the PROPHET algorithm in terms of forwarding efficiency and
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doesn’t forward data blindly. It is an hybrid algorithm based on the mobility traces of
the user. These all proposed model are for decentralized and considers one to one
communication but in Mobile social network we need to communicate one to many.

The one to many communication target on a behavioral group. Some of the
proposed model [9] uses geographic information to build the communities. The data is
send to the corresponding community by selecting random node in that corresponding
community. Some are based on delivery probability as proposed by Lindgren et al.
[10]. This model works on probability of mobility. For e.g., if we want to deliver a
message from X to Z and X will never meet Z. There will be one person who will meet
both X and Z. So through transitive connectivity message get delivered. Further for
disconnected adhoc network Thomas et al. [11] proposed a model. In this model
routing is done at the group level rather than the node level. It used the traditional
concept of routing like AODV [12] by considering the group as an individual identity.
It assumes that members of the group are connected to each other and they are also
connected to other members of the different group. So, to communicate they used that
member to communicate to other groups but these leads to privacy preserving issues.
Based on the traces behavioral profile Hsu et al. [13] proposed a model, which doesn’t
provide security as high provided by the Hierarchical Identity Based Cryptography for
end-to-end security in DTN.

One key issue for the proposed models is privacy-preserving operations and
unauthorized access leads to some serious issues [14]. Liang et al. [15] proposed a
model based on the profile matching for information exchange. This model reveals
partial information while communicating to the initiator. Liu et al. [16] proposed a
secure efficient authentication protocol for mobile ad hoc networks uses port-based
vector switching and hierarchical identity based signature. But it takes some computing
and signals expenses. Li et al. [17] proposed a profile matching model based on
proximity. It doesn’t allow the sharing of your all personal information and provides
limited sharing as interest of sender. Our proposed model provides infrastructure level
security and provides integrity, confidentiality and didn’t reveal the behavioral profile
of the users.

3 SPCRP

In this section we present our Secure Profile Cast Routing Protocol (SPCRP) providing
end to end security services without certificate management and divided into two parts:

3.1 Mathematical Background

An identity-based encryption scheme E is specified e by four randomized algorithms:

• Setup: For setting up the system parameters (params) and master keys it takes
security parameter k. Given system parameters contain a description about the
limited message space , and a cipher text space C. The generated master key is
known only to the relative PKG (Public Key Generator) and the system parameter
are known to everyone.
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• Extract: It takes previously calculated params, master-key, and an ID. Params and
master-key are previously generated entity while the ID

P
0; 1f g�. This ID is a

public key and is an arbitrary string of 0; 1. After giving these parameters, it returns
the private key corresponding to the given public key.

• Encrypt: The message we want to send is encrypted here. For encryption it takes 3
parameters: input params, ID, and M 2 M. Input params were calculated in the first
step. ID is a public key of the receiver and M is the message to be encrypted. After
giving the input parameters, it returns encrypted message, i.e., a cipher text C 2 C.

• Decrypt: After receiving data from the sender. The receiver decrypts it with the
help of input params, C 2 C, and a private key d. Here C is a ciphertext send in the
previous step. The Private key is the private key of the receiver. It returns
This decrypted message should be same as the plain message.

This algorithm must satisfy the consistency by checking the decrypted message is
equal to the original message or not.

3.2 SPCRP Architecture

3.2.1 System Setup
Before starting the communication we need some security parameter k, system
parameter which contains the information of a predefined message space and cipher
text information C. All these system parameters are public while the master-key s will
be private and known only to “Private Key Generator” (PKG). PKG also store the
information regarding system parameters. Each end point in the network who wants to
send data has to get connected with the PKG and is authorized by the PKG. Each node
in the network will gets the public system parameter from PKG which will be used to
encrypt the message.

3.2.2 Phases in Encounters

• At source

1. The sender is always holder of the first message in the network.
2. Strategically, every time a sender wants to send a message to add a message

holder to the network.

• At neighbouring node

1. It searches for a dissimilar profile in the neighbourhood. When it encounters
with a dissimilar behavioural profile, it encrypts the message with the help of its
public key. Public keys can be made up of anything like Email id.

2. After encrypting the message, it sends the ciphertext to the destination and
senders keeps track of the behavioural profile that holds the message and all
these profiles should be dissimilar.
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3. If it encounters with a similar profile, a single bit is used which remember about
the message holder in its neighbourhood and replicate this information to other
nodes within the thnbr – neighbourhood. This bit presents excessive message
holder in the network.

• On receiving node

1. The receiver receives the encrypted text from the message holder.
2. If the receiver has its private key it will directly decrypt the message and adds

the message into its buffer.
3. If it doesn’t have its private key it will request the PKG for its keys and then

decrypt the message and stores in its buffer (Table 1).

A sender is always the first holder of the message. If a user X wants to transmit a
message in the network. For all the nodes who encountered with the X while mobility it
gets its mobility profile (MOP(Y)) and if it is not a holder of the message, it checks the
similarity between its own mobility profile (MOP(X)) and encountered node Y. If
similarity is less than forwarding threshold ðthfwdÞ and it is not group holder then it
elect it as holder of the message in the group and mobility profile of Y is added to the
holder list. Then message is encrypted with the predefine random no generated by the
system and public key Y and calculated cipher text is sent to the Y. After receiving the
cipher text, receiver (Y) decrypts the message with the help of its own secret key.
Mobility profile of new holder of A is send in the network. We are making holder in the
dissimilar group to reduce the number of copies transmitted.

If the similarity between mobility profile of holder of X and Y is greater than
neighbour threshold ðthnbrÞ, make theY group holder or if the similarity betweenMOP(y)
and MOP of X is greater then neighbour threshold then holder will remain as X. This is
done to reduce the overlapping of the holder and provide the copy of messages to the
intended receiver quickly. So, synchronization is done between X and Y to reduce the
overlapping. If any holder again encounter it adds a bit to remember it is already a holder
of the message.

If any message exists in the network for more than T time, remove all information
and related information from the network. It checks for similarity between each node of
Y belongs to the network except X. If the threshold value is greater than thnbr set the Y
as the group holder and also check for the duration of the message whether it expired or
not. If it is expired remove all the relevant information from the network. In this way
message get transmitted to every type of group with less overlapping of holder and
minimum replication of the message with secure environment.
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Table 1. Pseudocode for Secure profile cast routing protocol
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4 Experimental Results and Discussion

We used ONE (Opportunistic Network) with Eclipse luna based on JAVA to simulate
our work. In Fig. 1 Snapshot of ONE simulator GUI interface (Table 2).

Figure 2 shows the graph between the number of nodes and the number of mes-
sages transmitted. As the number of nodes increases in the Profile Cast Routing, the
number of messages transmitted during the simulation time increases. From the above
graph, it is clear as the number of a node increases the number of messages transmitted
increases. The difference between the messages transmitted between the traditional and
secured Profile Cast Routing protocol is that the drop in the number of messages is 5%

Table 2. Simulation parameters [4]

Parameters Values

Area 15000 m � 15000 m
Simulation time 34560 s
Number of groups 2
Group threshold value 0.60
Bluetooth interface transmit speed 250 k
Bluetooth transmit range 10 m
Buffer size 2048 M

Fig. 1. ONE simulator GUI interface
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during the observation period. Figure 3 represents performance with different threshold
values. Each group in the network has predefined threshold values. If nodes’ calculated
values greater than the threshold value, then transmission starts. It is clear that if the
threshold value is a small number of messages will be transmitted and the number of
messages transmitted is inversely proportional to the number of messages transmitted.
It is clear from the above graph as the number of threshold values increases the number
of messages transmitted decreases. The difference between the number of messages
transmitted between the traditional and secured profile cast routing is not so large. For
such high-security infrastructure, we can ignore this margin.

Figure 4 representing overhead ratio performance with TPCRP and SPCRP. As we
know that in this protocol there is the overhead of maintaining behavioural profiles,
which is an important parameter to observe the performance. The overhead ratio
contains the overhead of the message transmission and storage of the behavioural

Fig. 2. Performance with different no. of
nodes

Fig. 3. Performance with different threshold
values

Fig. 4. Performance with respect to overhead ratio with different number of nodes
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profiles. As compared to traditional profile cast routing secured profile cast routing
transmit a less number of messages. So, because of less message transmission, there is
less overhead in the secured profile cast routing as compared to the traditional profile
cast routing. The result data set after considering different parameter is shown in
Table 3.

Data set of TPCRP and SPCRP are shown in table above. This data set was
generated after implementing the TPCRP and SPCRP on ONE simulator with different
number of nodes and different threshold values as shown in figure with number of
nodes 10, 20, 30, 40, 50, 60. While the threshold values were 0.1, 0.2, 0.3, 0.4, 0.5, 0.6.
It is clear from the table that SPCRP shows slightly low performance regarding number
of messages transmitted but better performance regarding the overhead ratio.

5 Conclusions

A secured profile cast routing protocol is proposed for end-to-end security in DTN
Mobile Social Network. The Profile cast routing protocol makes social groups based on
the interest of the user and sends the information only to the interested users when they
come in the range of communication. We provide the end-to-end security with the help
of HIBE. We compare the performance of the traditional profile cast routing protocol
with the secured profile cast routing protocol. For comparison with these two models
we analyze the performance with (1) by changing the number of nodes and then check
the number of messages delivered, (2) by changing the threshold value of the groups
and observes the number of messages transmitted, (3) by observing the overhead_ratio
with the changes in the number of nodes. After observing all the parameter we can
conclude that secured Profile Cast Routing Protocol performance is marginally lower
than traditional Profile Cast Routing Protocol.

Acknowledgement. This research has been partially supported by the Council of Scientific and
Industrial Research, a research and development organization in India, with sanctioned no.
09/263(1054)/2015-EMR-I.

Table 3. Data set of traditional and secured profile cast routing protocol

No. of msg transmitted after
changing the number of nodes

Overhead ratio after changing
the number of nodes

No. of msg transmitted after
changing the threshold value

No. of nodes TPCRP SPCRP No. of nodes TPCRP SPCRP Threshold value TPCRP SPCRP

10 14 20 10 8.5 8.0 0.1 1051 812

20 79 31 20 39.0 35.0 0.2 877 852
30 89 82 30 30.2 24.5 0.3 772 706

40 201 139 40 57.2 54.6 0.4 654 604
50 409 371 50 40.0 36.0 0.5 624 579
60 525 449 60 70.0 50.0 0.6 422 364
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Abstract. Minimizing Energy consumption in a wireless sensor network has
become a challenging issue. Energy consumption in transmission is higher in the
presence of interfering nodes due to more re-transmissions required for a suc-
cessful transmission. In this paper, energy consumption model has been pre-
sented. Mathematical models for Rayleigh interference have been derived.
Energy efficient algorithm for interference minimization has been investigated.
The simulation result has been carried out in MATLAB. The proposed model
consumes low energy and reduces interference in the presence of one interferer,
two interferer and multiple interferers.

Keywords: Rayleigh interference � Signal to interference ratio
WSNs

1 Introduction

In Wireless Sensor Networks (WSNs), sensors are constrained by limited resource of
memory, computation power, and energy [1]. Because of their limited battery power,
energy saving is one of the prime issue in protocol designing. Therefore, energy efficient
MAC protocol design is gaining attention among researchers for enhancing the lifetime
of WSNs. The prime design objective of MAC protocol is to provide high throughput, to
minimize collision, delay and energy usage [2]. Time division multiple access (TDMA)
protocol allows some users to allocate the same frequency channel by dividing the signal
into different time slots. In TDMA, each sensor is assigned a slot. The sensor turns on its
radio during in the assigned time slot, and turnoff the radio when not transmitting or
receiving. The time slots assignment in TDMA makes collision free multiple accesses.
In this protocol, hidden terminal problem is solved because it can schedule transmission
time of neighboring nodes that occur at different time.

© Springer Nature Singapore Pte Ltd. 2018
G. C. Deka et al. (Eds.): ICACCT 2018, CCIS 899, pp. 55–64, 2018.
https://doi.org/10.1007/978-981-13-2035-4_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2035-4_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2035-4_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2035-4_6&amp;domain=pdf


Fig. 1. Illustration of WSN: (a) mobile application oriented usage, (b) impact of sensing quality
on specific WSN based product, (c) energy issue in cluster oriented routing in WSN
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In order to reduce interference, time slot is assigned to every communication link, thus
number of slots equal to the number of communication links of the network [3, 4]. In spite
of link time slots assignments, the interference cannot be avoided completely because the
transmission by a sensor node will be received by all neighboring sensor nodes [5]. It is
important to have energy efficient communication because high transmit power can
increase the Signal-to-Interference Noise Ratio (SINR) at the receiver. On the other hand,
lower power transmission can diminish interference. The interference phenomena can be
modeled mathematically by either Gaussian distribution or Rayleigh distribution. In this
paper, we assume that the receiver gets no direct line to sight signal component, either
from its own transmitter or from the interfering transmitter. The assumption leads us to use
Rayleigh fading model for interference [6, 7]. Quality sensing and communication of
boxes is illustrated. Sensors are inserted into container. During the flow of data over the
internet, energy consumption is focus issue for localization, scheduling and communi-
cation in interference environment [9, 12, 17]. The illustration ofWSN focusing on recent
mobile application oriented usage, impact of quality of sensing in specificWSN oriented
product, and energy oriented issue inWSN routing operation is presented in Fig. 1(a)–(c).

In this paper, we propose an Energy Efficient Interference Reduction Algorithm
(EEIRA) to reduce wasteful transmissions due to interference. A standard energy model
to represent the energy consumption in transmission and reception has been used to
analyze the proposed algorithm. A mathematical formulation for the received power in
presence of Rayleigh interference is given. The proposed algorithm is simulated on
MATLAB platform. The rest of the paper is organized as follows: In Sect. 2 we present
the overview of the related work. In Sect. 3, we present energy efficient interference
reduction focusing on network model, energy model, and interference reduction
algorithm. Section 4 discusses simulation result and analysis. Finally, we conclude
paper in Sect. 5.

2 Related Work

Various MAC protocols have been proposed by researchers that guarantee collision free
communication. Energy efficient sleep scheduling scheme was proposed for low data
rate WSNs [3]. They suggest a novel interference free TDMA sleep scheduling scheme
called contiguous link scheduling. In [5], authors presented distributed and centralized
algorithms to find a valid link scheduling for realistic wireless network model. Authors
investigate two centralized heuristic algorithms: level based scheduling and node based
scheduling in [10]. Node based scheduling is adapted from classical multi hop
scheduling algorithms for general ad-hoc network. Level based scheduling is novel
scheduling algorithm for many to one communication in sensor networks. Energy effi-
ciency in TDMA link scheduling was investigated with transmission power control using
a realistic SINR based interference model [6]. In this scheme the works are accomplished
in two folds. Firstly, express Power control and joint scheduling as a novel optimization
problem that provides tunable between throughput, energy and latency. Second, author
suggests both polynomial and exponential greedy based heuristic algorithm.

In [8], authors investigate TDMA scheme for energy efficiency in order to construct
transmission schedule to reduce power consumption while decreasing end to end
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transmission time to gateway. TDMA schedule determines the length of listening period,
that is as small as possible, and at the same time make sure that wake up packet collision
are avoided. In [11], authors suggested a mathematical model for co-channel interferers
using Rayleigh distribution. Energy oriented green computing approach has been sug-
gested focusing on path selection and message scheduling approach. Authors suggested
an energy oriented path selection and message scheduling framework for wireless sensor
networks. They focus on effective cooperation between message scheduling and path
selection [14]. Sensor enabled wireless network environment has been considered as
application area for the green computing technique. Various energy models have been
critically investigated considering model derivation and limitation identification as pri-
mary aim for cross layer approaches [15]. Energy efficient traffic prioritization scheme has
been suggested focusing on medical use case of wireless sensor networks [16]. Mobile
sink based adaptive immune energy efficient clustering protocol is investigated. It uses to
reduce the total dissipated energy in communication and overhead packets as well as
adaptive Immune Algorithm (AIA) to find the sojourn location of the mobile sink and the
optimum number of cluster heads [17]. In [18], authors suggested analytical model for
different deployment techniques to provide system behavior and design parameters.
Mathematical model have been proposed to measure the quality of coverage, energy
consumption and the network cost of geometrical deployment of pattern in term of
different matrix. In these aforementioned energy efficient techniques, interference based
energy oriented WSN techniques are limited.

3 Energy Efficient Interference Reduction

3.1 Network Model

In TDMA protocol, the time is divided into slots of equal length. The number of slots in
each frame is fixed. The protocol has two states: active and sleep. In active state, a sensor
node can receive or transmit packets. If packets are not available then node goes to idle
mode. In idle mode, node doing nothing but ready to receive or transmit packet. In sleep
state, sensor node turnoff its power for a period. The energy consumption of sensor node
in sleep state is much less than the energy consumption in active state (cf. Fig. 2).

3.2 Energy Model

We have used radio dissipation model [13] to evaluate the performance of the proposed
algorithm. In this model, energy consumption in the transmission of sensor node
depends on the sum of amplifier energy and constant electronic components energy
consumption proportional to distance between transmitter and receiver. In the trans-
mission of bits message, energy consumed by radio is given by

ETx l; dð Þ ¼ l u þ pfriss amp d2
� �

d � d0
l u þ ptwo ray amp d4
� �

d [ d0

�
ð1Þ

Where u constant energy consumed by electronic components, pfriss amp and
ptwo ray amp are the amount of energy per bit dissipated in the transmitter amplifiers,
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and d distance between sender and receiver. The energy consumed ERx lð Þ to receive the
l bit message is given by

ERx lð Þ ¼ l � u ð2Þ

Transmitted power of sender is to be adjusted so that the power at receiver is above a
certain threshold value. During the communication between transmissions receiver’s
pair, the required power for transmission by the sender is a function of threshold power
and the distance between the transmitter and receiver.

x ¼ a � Pr threh d2 d � d0
b � Pr thres d4 d [ d0

� �
; ð3Þ

Where x is the transmit power by the sender node.

3.3 Interference Reduction Algorithm

In this section, we present an algorithm to reduce the wasteful transmissions due to
interference. Assume that all sensors use the same channel for the packets transmission
and reception. The receiving sensor overhears the unwanted transmission from the
nearby co-channel sensors, may cause packet loss (cf. Fig. 3). This is because of the
ratio of received signal power to the interference signal power is less than a certain
threshold power. The proposed algorithm sets off the nearby sensors into sleep mode
such that the ratio of received signal power to the interference signal becomes greater
than or equal to the threshold power. To implement the proposed idea, we assume that
the interferers obey law of Rayleigh fading. In the Rayleigh fading environment, the
receiver gets no direct line to sight signal component, either from its own transmitter or
from the interfering transmitter. Probability density function of the corresponding
received power x is given by

Fig. 2. TDMA active sleep model
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P xð Þ ¼ 1
a
e�

x
að Þ ð4Þ

where, a is the mean signal power. Similarly, the probability distribution function of
interfering signal can be written as

P y1ð Þ ¼ b1
a
e

�y1b1
a

� �
ð5Þ

where y1 is the local SNR of interfering signal and b1 is the wanted signal/interfering
signal power ratio.

We derive a mathematical formula of received power at a sensor in the presence of
single interfering co-channel sensor and then we generalize it for the case of multiple
interfering co-channel sensors. For successful reception of packet by the receiver in the
presence of single co-channel interferer, the received signal power is greater than both the
desired threshold power v0 and signal to interference protection ratio P1. The probability
of successful reception of packet at receiver in the presence of one interferer is given by

P1
succ ¼ probðx[ v0; x=y1 [PI:Þ

¼
Z 1

v0

1
a
e�

x
að Þ � ½

Z x=PI

0

b1
a
e

�y1b1
a

� �
dy1� dx

¼ e�
v0
að Þ � 1

1þ b1
a

� e �v0
a 1þ b1

a

� �� � ð6Þ

Assume that the number of nearby co-channel sensors that interfere at receiving sensor
is more than one. The probability distribution of the received signal power from n
interfering co-channel sensors can be expressed as

Fig. 3. Interference at receiver node
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P ynð Þ ¼ bn
a
e

�ynbn
a

� �
ð7Þ

The probability of successful reception of a packet at the receiver in the presence of n
interfering sensors can expressed as

Pn
succ ¼ probðx[ v0; x=yn [PI:Þ

¼
Z 1

v0

P xð Þ
Z x=PI

0
P y1ð Þ. . .

Z x=PI�y1�y2... yn

0
P ynð Þdyn�1 dy2dy1dx

¼ e�
v0
að Þ � ½pd1 þ pd2 þ pd3 þ . . .þ pdn�

¼ e�
v0
að Þ � c

ð8Þ

Where c is the additional outage caused by n interferers, i.e., the difference between
P0
succ and Pn

succ. The aforementioned network model, energy model, and interference
reduction model are utilized to develop a complete set of steps for energy efficiency in
WSN (see Algorithm 1).
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4 Results and Discussion

4.1 Simulation Environment Setting

In this section, the outcome of simulation runs to analyze the energy efficient trans-
mission algorithm which reduces interference, and thus the wasteful transmissions, is
presented. Nodes are uniformly distributed in sensing field area of dimension
500 � 500 m2. Nodes are assumed to be homogeneous in all aspect. The numbers of
nodes deployed are 1200. The proposed model is simulated on MATLAB platform.

4.2 Results and Analysis

Figures 4 and 5 plot numerical computations on how the outage probability varies with
Signal-to-Interference Ratio (SIR) in the presence of one interferer, multiple interferers,
respectively. We obtain outage probability in the presence of Rayleigh interferer and
compare with EEIRA algorithm. Where we get improve results in the different cases. In
Figs. 4 and 5, show outage probability against SIR in the case of one interfering, two
interfering, and multiple interfering. Algorithm is used for different cases where we get
the improved result. The presence of additional interference will increase the proba-
bility of outage. It is observed that interfering sensors should be switched to sleep state
to minimize the interference at receiving node that saves the power consumption of the
whole networks. Energy consumption is less with less interference. As the SIR
increases, outage probability increases, then system becomes more energy efficient.

Fig. 4. Success probability with one interfering node
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5 Conclusion

In this paper, we have proposed Energy efficient interference reduction algorithm.
Energy consumption model was derived. Mathematical models for Minimizing Inter-
ference in Rayleigh fading environment have derived. It was observed that interfering
sensors should be switched to sleep state to minimize the interference at receiving node
that saves the power consumption of the whole networks.
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Abstract. Recommender systems are widely used intelligent applications which
assist users in a decision-making process to select one product from a huge set of
alternative products or services. Recent research focus has been on developing
methods for generating recommendations. We note lack of coherent research in
the field of visual depictions of recommendations as well as how visualization
and interactivity can aid users in use and decision-making with recommender
systems. This paper proposes a novel approach to visualization of recommenda‐
tions driven by preferences of the user to provide them with beneficial and
persuasive recommendations. A personalized visual interface has been used
considering requirements of the user and product’s utility in order to provide
effective recommendations to the user. The anticipated visual interface is inter‐
active and tailored according to user’s preferences. Users can alter their current
necessities interactively in order to acquire the value-added recommendations
from the Recommender System. It provides the users with a simple and most
relevant set of recommendations as per their interest. This substantially reduces
users’ interaction effort, especially for a sizable and complex product domain.
Precision and recall metrics have been used to measure performance of the
proposed system as well as users’ subjective feedback.

Keywords: Recommender system · Visualization · Interaction · Personalization
Preferences

1 Introduction

The explosive growth and variety of information available on the Web along with the
rapid introduction of new e-business services (buying products, product comparison,
auction, etc.) frequently overwhelmed users, leading them to make poor decisions. This
is due to lack of sufficient personal experience and competence required to evaluate the
overwhelming number of alternatives. The availability of choices, instead of producing
a benefit, started to decrease users’ well-being. It was understood that while having a
choice is good, but having a number of choices may not be always better. Hence, a
pressing need emerged for providing recommendations derived from filtering the whole
range of available alternatives [19].

Recommender systems are widely used intelligent applications which assist users in
a decision-making process to choose one item amongst a potentially overwhelming set

© Springer Nature Singapore Pte Ltd. 2018
G. C. Deka et al. (Eds.): ICACCT 2018, CCIS 899, pp. 65–76, 2018.
https://doi.org/10.1007/978-981-13-2035-4_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2035-4_7&domain=pdf


of products. Recommender systems use likeness between users and recommenders or
between items to form recommendation list for the user. 

Various recommender systems have been developed in recent years from the very
successful collaborative systems to the more recent content-based conversational
systems to help online consumers find their desired products on e-commerce websites
[2, 22]. When the product domain is complex, very often users are not familiar with the
details of each product, or may not fully understand and appreciate the trade-offs that
exist between different product attributes. It is not likely that users are able to input all
their preferences precisely at one time. Thus the recommender systems need to interact
with users so that they can construct their preferences gradually with a sequence of
recommendation cycles. During each cycle, one or more products are recommended
based on some developing model of the user’s requirements, and the user has the oppor‐
tunity to provide feedback in order to steer the recommender in the course of the desired
product [12]. The motivation behind this research work is to provide a solution to
research problems or issues faced by present day RSs. The issue under consideration is
that of, “Exposing underlying assumptions behind actions”. By tracing the evidence
used to provide suggestions to the users, recommenders can expose the underlying
assumptions for the user. For example, this can be done by revealing similarities between
user’s preferences and the product availability. This revelation is also important from a
recommender’s view, as it would enable exposure of reasons behind user’s likes and
dislikes. In addition, user’s tastes are normally unstable and they keep changing on the
disclosure of some new information. Hence, to resolve this issue, it is very important to
understand the dynamics of modeling user preferences. This would also improve the
system’s understanding of a user’s perspective and can be achieved using interactive
user interfaces. The recommendations can be presented to the user using a personalized
visual considering utility of the product and personal requirements of user [15]. These
kinds of systems have the potential for significant performance benefits in terms of
recommendation quality and user satisfaction.

User Interfaces for today’s recommender systems are usually created in a one-inter‐
face-suits-all manner, making implicit assumptions about the needs and preferences of
the user. But, user behavior is associated with an inherent uncertainty. The purpose of
personalized information services is to adjust strategies of product recommendation (to
fit user interests) modeled according to users’ preferences. Therefore, we were motivated
to propose personalized visual user interfaces for recommender systems that can not
only recommend but also give rational suggestions for improving the same. These inter‐
faces are adapted to a person’s needs, preferences and can improve user satisfaction and
system performance.

Visual interfaces are known to be created using icons. An icon is the unique visible
element in an interactive interface, which not only bears certain information itself, but
also has the function of connecting and executing in delivering messages [26]. Icons
have direct influence on users’ understanding, judgment and behaviour towards the
interface and thus affect the process including result of interaction. Icons enhance visu‐
alization and attract the users towards recommendation systems by increasing their
involvement and eagerness.
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We have structured the rest of the paper as follows; related work is discussed in
Sect. 2. The proposed system algorithm and the interface designs are described in detail
in Sect. 3. Section 4 presents various parameters for performing user evaluation and
gives the experimental results for both subjective and objective evaluation. Finally,
Sect. 5 discusses conclusion and future prospects.

2 Related Work in Interactive Visual Interfaces in Recommender
Systems

Though the traditional approaches to recommendation applications have solved the
enormity problem of the content available and the diverse expectations of users to an
extent, still there are several challenges which need attention. These challenges, in turn,
have driven the increasing need for more intelligent, trustworthy and personalized
applications, such as e-commerce recommender systems. The potential of these person‐
alized and adaptive systems has been realized by industry in order to increase sales and
to retain customers. Likewise, web users have come to rely on such systems to help them
in finding items of interest in large information spaces more efficiently.

Three common levels in the degree of personalization were specifically identified in
the work by [20]. First, when recommender applications provide identical recommen‐
dations to each customer, the application is classified as non-personalized. Second,
recommenders that use current customer inputs to customize the recommendation
according to the customer’s current interests provide ephemeral personalization. Finally
third, the most highly-personalized recommender applications use persistent personal‐
ization to create recommendations that differ for different customers, even when they
are looking at the same items. Some of the ongoing research work in the field of persistent
personalization is mentioned in the works [8, 11, 13, 16]. The personalized technologies
aim to enhance a user’s experience by taking into account users’ interests, preferences,
and other relevant information [24]. Personalized recommendations can be provided by
using interactive visual interfaces.

There are three important issues related to the realization of interactive visual inter‐
faces in the recommender systems. These are: adapting interfaces to user preferences
[14], user interactions for eliciting preferences [2], and explaining an output. Previously,
model-based interface generation systems [18] generally did not provide any mecha‐
nisms for adapting the user interface generation process to the preferences of their end
users. As per survey in [10, 25], there has been little prior work on adapting interface
generation systems to people’s preferences, but there has been extensive prior work in
the general area of preference elicitation.

Our approach focuses mainly on the issue of adapting interfaces to user preferences
and improving the same according to their requirements. Below we discuss some rele‐
vant work on interaction techniques for eliciting user preference responses.

While eliciting user preferences, there has to be distinction between a user’s funda‐
mental objectives and the means of achieving them. This is important because if the
system attributes do not reflect user’s fundamental objectives, users will be unlikely to
estimate the values of those attributes. For example critiquing [1] (sometimes referred
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to as “tweaking” [9]) is an alternative interaction technique that allows users to provide
their feedback by proposing (or choosing) incremental improvements to solutions gener‐
ated by a system [1, 9]. Such customization mechanisms however have two limitations.
Firstly, it may be hard for the user to provide meaningful critiques until system can
generate interfaces close to desired. Secondly, as this interaction is entirely user-driven
[1], it does not guarantee a complete coverage of the interface design space. In contrast
to user-driven example critiquing, system-driven interactions, where the system chooses
what concrete examples to present to the user to request their opinion, can be designed
to avoid the shortcomings of the user-driven approaches. Recent research [21] suggests
that pair wise comparisons of suggestions may be the most robust interaction for eliciting
preferences. In that way we are providing the user with two outcomes and is asked which
of the two he or she prefers. In the proposed work we adopt a system-driven complement
to the user-driven critiquing interaction.

3 Personalized V & I Interface for Recommender Systems

A recommender system through its interface or e-face provides its access to the user.
Also, user’s trust and their persistence of using the system can be increased by incor‐
porating visually attractive interfaces [3, 4]. This paper proposes a visual interactive
interface for a recommender system that is driven by user’s favorites in order to deliver
more actual and convincing recommendations. These endorsements are presented to the
users keeping in view their individual requirements and analogous product rating for
every recommendation. Customer can revise his existing needs interactively in order to
fetch the most relevant set of recommendations as per his interest.

We enhanced a prior recommendation algorithm [6, 7] by implicit attribute grade
calculation based on user profile. The enhanced work considers only those attributes for
book recommendation generation which are relevant for the user as per the preference
list specified by him and his communication history with the RS. In the proposed system
user is also provided with a facility to modify the attributes’ grading of the book for
recommendation generation using the V & I interface.

Recommendation generation in the proposed system consists of the following basic
steps:

1. The RS, considering profile of the user, computes grade for all book attributes for
a particular category of book. Any book B is characterized by n attributes (a1, a2,
a3…….an). For each attribute ai it performs the following tasks:

a. The maximum frequency of book titles for each and every attribute ai is calculated
by the RS.

b. The system then chooses the highest frequency feature/attribute as the default
grade.

2. The system allows the user to change the default grade using interactive visual
interface. The attributes that have grade greater than an onset value will be deli‐
berated for recommendation as IFS (Intuitionist Fuzzy Set) [5] generation of
recommended books.
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3. Recommender performs the first cycle of recommendation generation using modified
IFS by calculating the DOI (Degree of Importance) as per the user preference list.

4. The system takes the user’s feedback on the recommendations by having an explicit
input from the user. The user specifies whether he accepts the recommendation or
needs an improvement.

a. In case user accepts the recommendation, RS adds the accepted recommendation
to update user’s preference list.

b. In case of user wants to improve, RS calls for the next cycle of (improved) recom‐
mendation generation for the cases which requires improvement.

(i) RS again calculates grades for book attributes implicitly as per the new preference
list. Through its visual interface the RS suggests further changes that the user can
make to one or more book attributes, to generate more desirable recommendations.
These grades can be changed interactively by the user if required.

(ii) Recalculate the DOI as per IFS to generate an improved set of recommendations
for user. Go back to step 4 or quit.

The main focus of this paper is on the interface design for recommendation engines
that provide suggestions based on user preferences. A previously developed RS for book
recommendation generation [3, 4] was using a textual interface only. The users were
required to explicitly give a grading input for all the book attributes to get recommen‐
dation from the system. Therefore, the RS did not have any implicit rating facility;
neither had it allowed users to change the grades interactively over several recommen‐
dation cycles. The RS could also not provide any suggestions to guide the users in giving
appropriate attribute grades to get better recommendations from the system. Users could
not improve upon the recommendations iteratively. A new recommendation process has
to be started every time in case of a preference or requirement change. Hence, we
designed the proposed system to overcome these shortcomings. It allows users to
concentrate on the utilization of visualization, explanation and interaction as the feed‐
back mechanism to improve upon recommendations iteratively.

The interface layout is composed of the four main elements: a grading panel, an
explanation panel, a product recommendation and a feedback panel. In the grading panel,
each attribute has an automatic grading by RS and is provided with two small buttons,
which allow users to increase or decrease a grade value when numeric attributes are
taken into consideration, and to make an alteration in value in the case of categorical
attributes such as the author type or publisher type (Fig. 1(a)). Since icons are perceived
as being closer in meaning to the textual representation, the attributes in this panel are
represented visually using the icons. The user can get further book details corresponding
to a chosen attribute grade value by clicking the related icon. We have added tokens to
the right side of each icon: an up arrow, a down arrow or an equal sign, to further indicate
if the grade value was respectively increasing, decreasing or equal to the current best
match. The recommender’s suggestions for improving recommendations are repre‐
sented by highlighting the relevant token(s) of the corresponding book attribute(s) that
requires change. The explanation panel gives details of the semantics of attribute grading
by RS (Fig. 1(a)). The product recommendation panel (Fig. 1(b) and 1(c)) shows the
current recommended products which best matches the user’s preferences and recom‐
mender’s rating database. The users’ ratings are also shown in percentage against each
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book recommendation. The interested users can also view other details of the books
except those shown in the recommendation list, by clicking on the desired book icon.

Fig. 1 (a). Snapshot of RS to show implicit grade calculation for relevant book attributes and its
subsequent improvement. (b). Snapshot of RS to show initial recommendation cycle 1 and
feedback as first iteration for a user’s query. (c). Snapshot of RS to show improved
recommendations in the recommendation cycle 2 as second iteration for the same user’s query
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This is done to hide the unnecessary details initially. The feedback panel is an augmen‐
tation to the list of recommendations shown as textual sentences. Users can provide a
feedback by clicking the button “Accept” or “Improve” displayed on the right-hand side
in the mentioned figures (see Fig. 1(b) and  1(c)). These four elements make up the main
book RS interface and are always visible to end-users.

We are interested in getting a better perception of the role of the interface’s design
in the whole interaction process. We were in particular motivated by the frequent obser‐
vation that people find the interfaces loaded with too many product attributes and admit
to not actually reading all the information provided. In this context, we decided to create
a visual representation of the most relevant product attributes adapted according to user’s
profile and hide others (details can be seen by the interested users by clicking icons).
We then compare the proposed system with the traditional textual format through an
experimental evaluation study as explained in the subsequent sections.

4 User Evaluation and Feedback: Experimental Results

The experimental set up for user evaluation was deliberately chosen to be extensive and
exhaustive in order to put the system to a rigorous testing exercise. For this reason, the
set up consisted of 638 target users who belonged to various walks of life like: authors/
writers, research scholars, academicians, students, industry professionals and amateur
users. Each user was made to use the RS based on previous textual interface and the
proposed visual interface. Every user has performed a minimum of 25 recommendation
iterations using each interface. Their experiences were recorded as explained below.

There are two types of evaluation criteria for measuring the recommender system’s
performance: the objective criteria measured using the precision, recall, F-measure and
fall-out metrics and the subjective criteria based on users’ opinions. Users’ subjective
opinions [17] include satisfaction, understandability, usability, intention to purchase,
etc. They are obtained through several questions given below in Table 1.

Table 1. Post-stage assessment questionnaire

Questionnaire
S. No. Statement title
S1 It was simple to use the system
S2 The explanation provided by the system is clear
S3 It was easy to provide product preferences in the system
S4 The on-screen information is helpful to solve the task
S5 The feedback mechanism is good
S6 I am sure that this is the book I have been searching for
S7 I did not find the improved recommendations useful when searching

for books
S8 Overall, it required too much effort to find my desired book
S9 The chosen product attributes were relevant to my preferences
S10 I am satisfied with the final book recommendation list
S11 Overall, I am satisfied with the system
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The general evaluation procedure for both interfaces (textual and visual) consists of
the following steps:

Step 1. The user inputs his/her background information.
Step 2. The user is able to input his/her initial preferences to start the recommendation
process as given in the algorithm in Sect. 3.
Step 3. The user is asked to fill in a system assessment questionnaire to evaluate the
system. He/she can indicate the level of agreement for each statement on a five-point
scale, ranging from −2 to +2, where −2 means “strongly disagree” and +2 is “strongly
agree”.
Step 4. Recommendation accuracy is estimated by asking the user to compare his/her
chosen book to the entire books’ list in the relevant book category, to determine
whether or not he/she prefers another book.
Step 5. The user will perform steps 2 to 4 to evaluate the textual interface as well.

To be efficacious, a recommender system must be able to efficiently lead a user
through a product-space and, in general, higher precision is desirable. For evaluating,
we found the number of products viewed by users before they agreed to the system’s
recommendation (precision) compared with the recall values (ratio of the relevant books
suggested by the system and books choices of the user in the real recommendation list).
Precision can be seen as a measure of exactness or quality, whereas recall is a measure
of completeness or quantity. Though both precision and recall are important in esti‐
mating the performance of a system that generates top N recommendations; depending
upon the requirements of an application, one needs to find an optimal trade-off between
the two. A single-valued metric like the Fβ measure [23] can be used to obtain an appro‐
priate weighted combination of precision and recall (refer Eq. (1)).

F𝛽 =
(
1 + 𝛽2) × Precision × Recall

𝛽2 × Precision + Recall
(1)

The parameter ‘β’ controls the trade-off between precision and recall. A special case
of the Fβ measure with β = 1 is the traditional F-measure or F1, which places the same
weight on both; precision and recall (refer Eq. (2)).

F − measure =
2 × Precision × Recall

Precision + Recall
(2)

As F1 places the same weight on both, it is sometimes also called a biased metric.
Further to support the notion of increasing the number of relevant items and subse‐

quently decreasing irrelevant ones in the recommendation list of top N, the fall-out
measure for three RS variants was evaluated. Fall-out is defined as the proportion of
non-relevant items that are retrieved, out of all non-relevant items available (see Eq. (3)).

Fall − out =
|non − relevant books recommended|

|all non − relevant books retrieved and not retrieved| (3)
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This measure can be looked at as the probability that a non-relevant item is retrieved
by a query. Hence for obvious reasons it is desired to be the least.

Recommenders should also be measured by the quality of the recommendations over
the course of a session. One factor for estimating recommendation quality is the recom‐
mendation relevance and accuracy, which can be measured by letting users to review
their final selection with reference to the full set of books in the given book category.
Here we also derive recommendation accuracy as the percentage of times that users
choose to stick with their selected product (refer Q5 and Q6 in the System Assessment
Questionnaire). If users consistently select a different product the recommender is
judged to be not very accurate. The more people stick with their selected best-match
product, the more accurate the recommender is considered to be. In addition to the above
objective evaluation results we were also interested in understanding the quality of the
user experience with the two interfaces. For this we used our post-stage system assess‐
ment questionnaire (Fig. 2). Summarizing, we wish to evaluate both interfaces (textual
and visual) by measuring: recommendation accuracy, relevance and the user subjective
opinion. The ratings given by the user for questionnaire were used for evaluation by
measuring precision, recall, fall-out and Fβ measure as shown in Table 2 for top N
recommendations (where N = 3, 5, 10). The following observations were made from the
results:

Fig. 2 Results of system assessment questionnaire
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Table 2. Showing comparison of Textual_old and Visual_new systems using evaluation metrics
for precision, recall, F1 and fall-out.

Top N 3 5 10
RS_type Textual_old Visual_new Textual_old Visual_new Textual_old Visual_new
Precision (P) 0.7504 0.9654 0.6634 0.8587 0.5444 0.7795
Recall (R) 0.2422 0.1884 0.3005 0.2381 0.3379 0.2912
F1 0.3662 0.3153 0.4136 0.3728 0.417 0.424
Fall-out 0.1116 0.0306 0.2 0.1012 0.2956 0.1285

The influence of integrating visual interfaces in our system on recommendations was
observed. As shown in Table 2, with the enhancement of recommendation generation
process, the precision is increased as one moves from Textual_old to Visual_new and
Fall-out is decreased.

5 Conclusion

A competent method was developed for making recommendations, where both quanti‐
tative and qualitative analysis of user preferences and diverse opinions played important
roles. Capturing user preferences and giving personalized recommendations to users
increase users’ trust on recommender systems. This helps users’ revisit to the recom‐
mender system. In this paper user preferences are captured by a book recommender
system which makes use of an interactive visual interface. Users can interact with the
proposed visual interface, which in itself can be customized as per preferences of the
user. The system also provides users with a provision that they can input further require‐
ments in an incremental manner, which benefits them as they get better and improved
suggestions from the recommender system. System becomes more transparent for the
user as they can look beyond the suggestions presented to them. The system also
considers user’s acceptance and rejections for improvement of recommendations inter‐
actively. The performance of RS was evaluated using standard metrics like precision,
recall, F-measure and fall-out for generating recommendations for a book dataset. Our
experiments showed that the proposed recommender system is able to achieve “high
precision at low recall”, hence users would find most relevant and accurate recommen‐
dations. Also, the personalized user interfaces significantly improve recommendation
accuracy and satisfaction for users as compared to the textual interfaces for the same
purpose.
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Abstract. Traditional Collaborative filtering algorithm works by using only the
past experience of a user. To overcome the limitations of the traditional collab‐
orative algorithm, an item based collaborative filtering system was introduced. In
this paper, an improved recommender system is proposed. A dictionary of senti‐
ment scores is created. These sentiment scores are calculated by finding the prob‐
ability of the reviews to be positive. This sentiment score is used by an item based
collaborative filtering system to improve the recommendations and filter out items
with overall negative user opinion. The performance of the proposed system is
compared with previous work done in this field.

Keywords: Collaborative filtering · Item based · Logistic regression
Recommender systems · Sentiment analysis

1 Introduction

The huge stock of data has given birth to the problem of determining which portion of
information is exactly relevant to a particular recipient. Since it is virtually impossible
to go through every bit of data to look for what is required, information filtering helps
to make the process efficient [28]. A subclass of information filtering is Recommender
System. Most noticeable application of recommender system these days can be found
in e-commerce applications. Here, recommender system is a software that processes and
analyses the available data and gives some products out of the complete set as suggestion
to user. The data which is analysed can be choice patterns of other users who went
through similar product choices as that of the current user, user’s profile information
and shopping history, demographic categories of the market and their trend or a combi‐
nation of all these [2, 4]. Above data works as an input does the trick in most situations
but lacks a humanitarian aspect of the choice prediction part. In some cases, products
are recommended which do not have good customer feedback and review, making the
process a machine logic generated instead of a particular to person experience. Also, for
the recommendations, opinion of only a subset of users is considered ignoring the overall
opinion of all the users.

The proposed recommender system aims to find out the overall sentiment about any
product, which is suggested by any traditional recommender system, and present it to
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user in product suggestions only if it qualifies its public reviews and opinions. Sentiment
analysis has been used to judge the sentiment of any customer’s comment using a Bag
of words [6] model and supervised learning [18, 20] technique. An average customer’s
comment on any online platform is not well structured and does not follow language
principles and grammar of the English language. Further, beautification of the language
along with use of special features of language like idioms, proverbs, hyperbole and
others, the meaning extraction becomes multifaceted and can easily mislead a machine
to synthesize faulty predictions. For understanding and extracting the actual meaning of
the text, natural language processing is used, which is a part of computational linguistics,
studying interaction between computers and humans. The first part of system is senti‐
ment analysis, performed using Supervised learning, which uses the Internet Movie
Database (IMDb) review dataset [1]. The reviews labelled as ‘0’ or ‘1’ for denoting
NEGATIVE and POSITIVE respectively forms the training dataset. These reviews
contain irrelevant data such as HTML tags, digits, symbols, etc., which makes them
unsuitable as training input. Pre-processing is applied to clean the data. The actual
comments from e-commerce sites also need to be pre-processed. In pre-processing,
HTML tags are removed, text is tokenized, words are reduced to their root form and
those words are removed from the text which do not convey any useful meaning in
deciding the sentiment. After cleaning the data, a Bag of Words model has been used to
represent the text as a group of feature vectors containing term frequencies with tf-idf
applied to it. Logistic regression has been used as the prediction algorithm. Second part
of this system is the recommender system to which the derived sentiments are fed as an
additional input along with user preferences. The recommender system is an item based
collaborative filtering system which uses similarity as a measure. It finds the items which
are most similar to the ones rated by the user and computes an average weighted sum
of the ratings and similarity score. Including the sentiment score in the product improves
the recommendations made by the system.

This paper is organized as follows: Sect. 2 presents a systematic review of sentiment
analysis, recommender systems and different approaches for making recommendations
followed by inference from review of literature. Section 3 presents the proposed model
for making better recommendations using sentiment analysis in detail. Section 4 gives
analysis of result of the presented model and future directions for research of considering
limitations of the model, followed by conclusive remark is presented in Sect. 5.

2 Related Work

In recommender systems, collaborative filtering is used to build personalized recom‐
mendations to the users based on their behaviour. It uses the previous experiences of the
users, their past ratings to predict ratings for the items they have not rated yet [22]. It
uses the similarity between users to make better recommendations. The first paper on
collaborative filtering was published in 1990s [38]. This required the users to manually
give their opinions, but this system is not effective when the number of users become
very large as each person cannot know about everything. Collaborative Filtering
approaches can be categorised into 3 classes – Memory Based, Model Based and Hybrid.
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A memory based collaborative filtering system consists of a matrix of user ratings for
items. This matrix is used to find similarity between users and predict ratings for items
which they have not experienced [17, 31, 33, 36]. They can be further sub-divided into
user based and item based collaborative filtering systems. User based collaborative
filtering is based on the idea that people having similar choices in the past may have
similar choices in the future as well. This approach was first introducing by Group lens
for recommending news articles [36] and was also used video [35] and movie [24]
recommendations. However, user-based system is not appropriate when the number of
users is very large as comparing a user to every other user for every recommendation
can be very costly. To address this issue of scalability, Amazon invented the item based
collaborative filtering system [26]. In this system Items are recommended based on the
similarity with other items. When a user purchases an item, similar items are picked and
recommended to the user. The similarity is computed between items based on how
different users rated the items. For computing similarity, similarity measures like
Pearson correlation [32, 33] can be used to find linear relationship between the user and
item vectors. In model-based recommender systems [30, 32, 33], models of user ratings
are built to give item recommendations. Model building is performed by various
machine learning algorithms such as Bayesian Network [21], Clustering [10, 14], and
Matrix Factorization [3]. Hybrid recommender systems are a combination of memory
based and model based collaborative filtering systems. They are built to solve the issues
of scalability and sparsity. However, none of these approaches put into consideration
the opinions of users about the item. Textual reviews about various items can be found
on different sites. These reviews tell a lot about the likability of an item. Even if an item
may be similar to another item, but it may not be likable. Very little research has been
carried out in this field.

In this section, some of the research related to sentiment analysis, recommender
systems and collaborative filtering has been presented. Sentiment Analysis has been an
idea of research since the 1950s. Various papers have shown different approaches
towards sentiment classification and opinion mining [5, 11, 13, 16, 25, 37]. Sentiment
Analysis can be performed by lexicon-based techniques [9, 12, 23] or by machine
learning [15, 27, 28]. Lexicon based techniques aim to extract sentiments according to
the words. However, since the amount of data available today to train the machine
learning is enormous, these approaches outperform the lexicon-based approaches.
Several studies have also been performed which show the comparison between these
approaches [9, 12]. This paper focuses on the machine learning based approach for
sentiment analysis. Leung et al. [19] proposed a rating inference approach to incorporate
textual data into collaborative filtering systems. They proposed the idea of performing
sentiment analysis on the reviews about a product to determine an overall sentiment.
(i.e. recommended or not recommended). However, the model to incorporate the senti‐
ments into collaborative filtering system was not specified. In this paper, this approach
has been explained along with analysis of results. Krishna et al. [8] proposed a recom‐
mendation system using Learning Automata and Sentiment Analysis. The system opti‐
mizes the recommendation score produced by the proposed system using sentiment
analysis and then recommends the places nearby the current location of the users by
analysing the feedback from the places. However, the response time of the system
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increase with the increase in requests and issues a problem of scalability. This paper
improves the recommendations without affecting the scalability of the recommender.
Guimaraes et al. [5] presented a recommendation system based on sentiment analysis
on textual data extracted from Social Networks. They used the polarity of the adverb in
the sentences to classify them as positive or negative. But the recommendation model
was not given which used the sentiments. The model proposed in this paper addresses
the problems of low accuracy in sentiment analysis by using machine learning based
sentiment analysis and the problem of scalability by using an item based collaborative
filtering system. Further the results of the recommendation with and without the senti‐
ment scores have been analysed which shows an improvement over the previous works.

3 Proposed Model

The proposed model consists of mainly two modules. The first module analyses the
reviews and obtain overall sentiment about the products. The second module uses
collaborative filtering for recommendations with the sentiment score as an input.
Figure 1 shows our proposed framework.

Fig. 1. Proposed framework for item based collaborative filtering using sentiment analysis

3.1 Sentiment Analysis

Sentiment analysis is the first component which has been divided into four major steps,
data collection, followed by pre-processing, and construction of bag of words and finally,
frequency measurement. These have been explained in further subsections.
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3.1.1 Data Collection
Data collection is the process of collecting data from various sources. A huge amount
of data is required for training the classifications algorithms. This data can be collected
from various sources like crawling and scraping e-commerce websites, user forums,
getting pre-built datasets or making own reviews for the dataset. For this research, the
IMDb review dataset has been used [1]. It contains 25000 reviews labelled as ‘1’ for
positive and ‘0’ for negative.

3.1.2 Pre-processing
After gathering data from various sources, it is made homogeneous. Different techniques
are applied in the pre-processing of data. They are shown in Fig. 2.

Fig. 2. Steps involved in data pre-processing

The data has to be cleaned. Reviews fetched from web contain html tags, which are
removed. Symbols such as punctuation marks and digits which are irrelevant and do not
give any information are also removed. Punctuation marks sometimes give an idea of
the opinion expressed in a phrase or sentence. However, in the bag of words symbols
are not useful in the bag of words representation. Tokenization involves splitting the
sentences into words or ‘tokens’. These tokens are later used in making the bag of words
model. Uppercase text is converted to lowercase to avoid the differentiation between
same words in different cases. Stop words are words in the corpus which give little or
no information about the sentiment expressed and can reduce the accuracy of ‘bag of
words’ since they have very high frequency. Lemmatization is the process of removing
inflectional endings and to return the base or dictionary form of a word, known as
‘lemma’, by using a vocabulary and performing morphological analysis of words. So,
words like trying, tried, etc. are all returned to the same base form ‘try’.

3.1.3 Bag of Words
Textual data cannot be directly fed to the classification algorithms, as they require
numerical feature vectors with a fixed size. The bag of words model is a method of
representing textual data as a vector of numbers. In this model, text is represented as a
set of words. This bag of words is used to generate term frequency. A subset of the terms
is selected as features. The number of features selected is the size of vectors. These
vectors represent the count of each word in the review. For e.g. consider two sentences
(Table 1).

1. The quick brown fox jumps over the lazy dog
2. Never jump over the lazy dog quickly
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Table 1. Bag of words model

The Quick Brown Fox Jump Over Lazy Dog Never
The quick Brown Fox
jumps over the lazy dog

2 1 1 1 1 1 1 1 0

Never jump over the lazy
dog quickly

1 1 0 0 1 1 1 1 1

The aforementioned sentences can now be represented as vectors representing term
counts. Each of them is a 9-element vector.

[2, 1, 1, 1, 1, 1, 1, 1, 0]

[1, 1, 0, 0, 1, 1, 1, 1, 1]

3.1.4 Frequency Measurement
In a large text corpus, some words occur frequently (e.g. “the”, “a”, “is” in English)
hence carrying very little meaningful information about the actual contents of the docu‐
ment. If the count data is fed directly to a classifier, those very frequent terms will shadow
the frequencies of rarer yet more interesting terms. In order to re-weight the count
features into floating point values suitable for usage by a classifier, tf-idf transform is
applied. tf means term-frequency while tf–idf means term-frequency times inverse
document-frequency. The tf-idf is given by Eq. (1) and idf can be calculated using
Eq. (2).

tf − idf(t, d) = tf(t, d) × idf (t) (1)

idf(t) = log
1 + nd

1 + df(d, t)
+ 1 (2)

Where nd is the total number of documents, and df(t, d) is the number of documents
that contain term (t). The resulting tf-idf vectors are normalized by the Euclidean norm
as shown in Eq. (3).

vnorm =
v

||v||
=

v
√

v2
1 + v2

2 +…+ v2
n

(3)

3.1.5 Training and Prediction
Now, the feature vectors are ready and can be fed to the classifier for training. A logistic
regression classifier is trained using the 25000 training examples from the bag of words
model. Then it is used to predict positive probability of the test reviews. Logistic
Regression predicts a probability for a class in the range [0, 1] and then a threshold is
applied to make the result binary (in case of binary classification). In this case, the
probability of class being positive is taken.
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3.2 Sentiment Database

In our database, we have calculated the overall sentiment of the users towards different
movie based on the sentiments of their reviews towards the movie. Sample calculated
rating for some movies are depicted in Table 2.

Table 2. Sample sentiment database

Sr. No. Item name Sentiment score
1. Toy Story (1995) 0.96
2. Golden Eye (1995) 0.83
3. Four Rooms (1995) 0.64
4. Get Shortly (1995) 0.94
5. Copy Cat (1995) 0.96
6. Babe (1995) 0.87
7. Richard III (1995) 0.97

3.3 Recommender System

In our recommendation system, we are the collaborative filtering technique. It is one of
the most widely used personalized recommendation technique. It processes and filters
the information based on user ratings. To predict any product for a particular user,
collaborative filtering compares the likeness and dis-likeness of other users towards that
product.

This paper focuses on the Item based collaborative filtering system which uses simi‐
larity as a measure to recommend items. The Movielens dataset [7] by Grouplens
research was used for testing the recommender system. The process is as follows:
First, a model consisting of all items and their most similar items is built. Items in this
data refers to movies. Pearson Correlation has been used as the means to find correlation
among the items. High correlation suggests higher similarity and a higher chance that a
person who liked one item may like the other one as well. Pearson Correlation can be
calculated using Eq. (4).

r =
n
(∑

xy
)
−
(∑

x
)(∑

y
)

√[

n
∑

x2 −
(∑

x
)2
][

n
∑

y2 −
(∑

y
)2
] (4)

Where ‘x’ and ‘y’ are vectors representing ratings of two items by different users
and ‘r’ is the correlation coefficient. For prediction Pu,i of an item i by a user u, a weighted
sum of the ratings Ru,j, the similarity score Si,j and the sentiment score SSi is computed
for all the items similar to i rated by the user. Then the weighted sum is scaled by sum
of similarities [36]. The prediction can be calculated using Eq. (5).
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Pu,i =

∑n
j=1

(
Si,j × Ru,j × SSi

)

∑n
j=1

(
|
|
|
Si,j

|
|
|

) (5)

Then the items are sorted in descending order of their prediction score and the
topmost items are recommended to the user.

4 Result

The system needed a vast set of real user’s sentiments and data for training the recom‐
mender system. For our experimental setup, we used the Movielens 100 k dataset. The
dataset consists of 100,000 ratings from 1000 users on 1700 movies. The reviews for
these movies were gathered using web scraping. The best practices for scraping were
employed.

Having collected all the data we built sentiment database, which is an organized set
of movie titles and their corresponding reviews. We used the IMDb review dataset [1]
which consists of 25000 reviews classified as either positive or negative. The logistic
regression classifier is trained on this dataset (all 25000 reviews). The title wise scraped
reviews are then classified, and the final sentiment scores are calculated as the average
of sentiment scores of all the reviews on any particular title. Thus, we get the recom‐
mendations without sentiment and with the calculated sentiments and then we compare
the results. The logistic regression model was tested on the training data giving an accu‐
racy of 92%. This model was used to predict positive sentiment probabilities on the
reviews of the items from the movie lens dataset.

The recommender system initially predicted items which were similar based on the
similarity score but had overall negative opinion by other users. After incorporating the
sentiment scores in the weighted average for predicting rating of an item, the recommender
showed improvement. The items which had overall negative opinion were either not recom‐
mended or had lower similarity score and were pushed backwards in the recommendation
list. Table 3 shows the results of the recommender using sentiment vs not using sentiment.
10 results were taken for a test and the fraction has been computed as positive items per
total recommendations and negative items per total recommendations.

Table 3. Comparison between previous and the improved recommender system.

S. No. +ve per total
recommendations
(without sentiment)

–ve per total
recommendations
(without sentiment)

+ve per total
recommendations
(with sentiment)

–ve per total
recommendations
(with sentiment)

1 0.6 0.4 0.9 0.1
2 0.8 0.2 1.0 0.0
3 0.8 0.2 0.9 0.1
4 0.9 0.1 1.0 0.0
5 0.6 0.4 0.8 0.2
6 0.7 0.3 0.9 0.1
7 0.8 0.2 1.0 0.0
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This approach increases the accuracy of the recommender while making a very little
impact on the time required and performance as the opinions need to be computed only
once for every item (or once in a while to incorporate the changes due to new reviews).
Our work is in line with some of the other approaches on using the sentiment analysis
with collaborative filtering, notably framework of Leung [19] to make sentiments repre‐
sentable to collaborative filtering using opinion dictionary. Our framework further
provides scope of improving efficiency and making it calculable in addition to making
sentiments representable to machines for the purpose of recommendations.

5 Conclusion

This paper presents an improved item-based recommendation using sentiment analysis
of user reviews. Including sentiment score as one of the parameters for providing
recommendations has changed the otherwise collected result. This system shows an
improvement over traditional recommender system, improving the quality of predictions
without major impact on performance. This supports the theory of overall user senti‐
ments being helpful in determining quality of any item. All the recommendations would
be ranked as the combination of both factors i.e. user’s liking and item’s quality.
However, this system has its limitations like every other. Determining the sentiments
cannot be always completely accurate. Sometimes positive comments are classified as
negative and vice versa depending upon the usage of the language and its correctness.
This is an initial work in the particular direction. With further research and adopting
more efficient algorithms sentiment scores could be made more accurate.
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Abstract. Twitter, being a social networking service used by millions of people
to express their opinions, emotions on number of topics in form of short mes-
sages, makes it rich source of data for sentiment and emotion analysis. This
paper analyses the various emotions expressed by twitter users and finds the
most and least expressed emotion on twitter using sentiment analysis. Because
of the recent trend of using hashtags with tweets, task of extracting tweets using
specific hashtag keyword has simplified. These hashtags are utilized in this
paper to extract tweets specifying particular emotions.
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1 Introduction

Today microblogging has become a very popular communication tool among Internet
users. Twitter, being a microblogging tool, allow individuals to express their opinions,
feelings, and thoughts on a variety of topics in the form of short text messages com-
monly known as tweets. These tweets may also include the emotions of individuals
such as happiness, anger, anxiety, sadness [1]. For example, the tweet “dm me, I’m
bored” shows that the person is getting bored and the tweet “I ordered pizza #happy” is
expressing happy mood.

Here second example shows the use of twitter hashtags. A tweet may include one or
more words immediately preceded with a hash symbol (#). Such words are called
hashtags [12]. A hashtag is a way of categorizing tweets, making tweet part of a narrowed
conversation. If hashtag is included in a tweet, people who search for that hashtag will be
able to see that tweet. This put tweeter’s thoughts into context and lets followers and those
browsing search results know the specific topic to which tweet is associated. Thus,
hashtags organize tweets so they are easier to find in Twitter search [2]. Hashtags can also
indicate the tone of the message or the tweeter’s emotions. For example, #happy is used
for expressing happy emotion and #tired for expressing tiredness.

As of 2016, Twitter had more than 319 million monthly active users [3]. Due to its
large audience, Twitter can be considered a rich repository of emotions, sentiments and
moods. Also, Twitter limits tweet length to specific number of characters which is 140
characters currently [10]. This is very different from other microblogging sites, which
allow individual’s opinion and reviews to be consisted of multiple sentences. With the
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Twitter API and other tools, it is much easier to collect millions of tweets. Therefore,
data from twitter can be suitably used in tasks like opinion mining, sentiment and
emotion analysis [4].

2 Related Work

Social media alternatives such as Twitter allow the people to share their experiences
and impressions about almost every facet of their lives. Millions of people use twitter to
share their opinions, express emotions [13]. Being a rich source of data, it is widely
used for sentiment analysis by researchers. Sentiment analysis, also called opinion
mining, focuses on identifying and categorizing patterns expressed in a piece of text. It
helps in determining one’s attitude towards a particular topic, product etc. [5]. Clas-
sifying tweets based on their emotion or sentiment has been a growing area of research
[1]. Several researchers have relied on emotion symbols like emoticons and emoji
ideograms to classify Twitter messages [4, 11, 22, 23]. There are few examples in
which researchers have used hashtag tweets for classification. In [1], Hasan, Run-
densteiner and Agu proposed an approach for automatically classifying text messages
of individuals to infer their emotional states. Davidov, Tsur and Rappoport in [14]
utilized 50 Twitter tags and 15 smileys as sentiment labels for sentiment classification
and showed identification of sentiment types of untagged sentences. Mohammad and
Kiritchenko [12], have gone beyond the classification to investigate the relationship
between emotions and personality using the Hashtag Emotion Lexicon.

There are few works employing Twitter hashtags to perform sentiment analysis and
then using its result to perform sentiment analysis again, in order to obtain a wide range
of emotion lexicons and find the least and most expressed emotion on twitter.

3 Proposed Work

3.1 Tweets Extraction for Emotion Analysis

The main problem is how to extract the rich information that is available on Twitter and
how to use it to draw meaningful insight. Twitter messages, usually called tweets, are
extracted with the help of twitter mining using R. The ‘twitteR’ package can be used to
extract tweets from specific user or retrieve recent tweets containing particular search
term [15]. Twitter has numerous regulations and rate limits imposed on its API, and for
this reason it requires that all users must register an account and provide authentication
details when they query the API [4]. We can’t use the Search API to get tweets from a
specific date range because it returns tweets created before the given date. Date should
be formatted as YYYY-MM-DD. The search index has a 7-day limit. In other words,
no tweets will be found for a date older than one week [16]. If Search API had worked
properly for the date range then there was no need of finding emotion lexicons to
determine the least and most expressed emotion on twitter. We could have relied on
number of tweets extracted per emotion word within that specific date range.

We have used only hashtag tweets for our research work because it is easy to
analyse the emotion expression expressed by tweeter using these emotion-word
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hashtag. For example, the tweet “Feeling left out… #bored” clearly shows that tweeter
is feeling bored. But, there also exist tweets where reading just the message before the
hashtag does not convey the emotions of the tweeter. For example the tweet “Mika
used my poem for her assignment #angry”. Here, the hashtag is providing information
not present in the rest of the message. Also there are some tweets such as “It’s raining:/
#joy” where tweet do not seem to express the emotions stated in the hashtags [12].

In [4], author was relied on assumption that “the emoticon in the tweet represents
the overall emotion contained in that tweet” for successful classification of emotions. In
our paper, we can’t make this assumption because in some of the cases, we can’t say
that emotion expressed by the tweet is same as that of emotion-word hashtaged. For
example, the tweet “first-ever Angry Birds World to open at DFC #angry#birds” has
angry as the emotion-word hashtags while tweet itself do not seem to express angry
emotion.

Due to the challenges outlined above, we cannot rely only on emotion-word
hashtags to determine emotion, we have to make list of emotion lexicons using sen-
timent analysis of these emotion-word hashtag tweets and then further use these lexicon
lists to perform emotion analysis on tweets. Therefore, Emotion analysis is done as an
additional layer on top of the simpler sentiment classification [4]. So, finding least and
most expressed emotion on twitter is the two-step process:

(1) Extracting emotion lexicons depicting various emotions using sentiment analysis
(2) Using extracted lists of various emotion lexicons to perform emotion analysis on

twitter data

Although tweets extracted for this paper are specifically in English, as language can
be specified while searching for tweets, the informal language that is used in tweets
make sentiment analysis in Twitter a very different task [4]. Tweets often have spelling
mistakes, short forms, and various other properties that make such text difficult to
process by natural language systems [12].

3.2 Extracting Emotion Lexicons Using Hashtaged Tweets

Emotions can be defined as subjective feelings and Thoughts. Therefore they can be
said to be closely related to sentiments [4]. People’s emotions can be categorized into
four distinct classes:

Happy-active
Happy-inactive
Unhappy-active
Unhappy-inactive [1]

To get the emotion lexicons, we need tweets with emotion-word hashtaged that
depict different kind of emotions. For this purpose, 1000 tweets of each emotion-word
hashtag are extracted with the help of twitter mining (Table 1).

Tweets extracted include only hashtag tweets. For example, to extract tweets
expressing happy emotion, ‘#happy’ keyword is used and ‘#tired’ for tweets expressing
tiredness.
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Extracted tweets need to be processed in order to convert them in the form suitable
for sentiment analysis:

Corpus of extracted tweets is created.
Preprocessing is done to obtain proper data set with accurate features. Text pre-

processing include steps like removing English stop words, removing punctuations and
urls, converting all text to lower case, removing numbers and words of single length
and stripping off extra white spaces [6].

Splitting of processed tweets into individual words so they can be easily compared
for sentiment analysis.

Splitted individual words are compared with list of already proposed positive and
negative opinion words [7] to extract distinct words used for various emotions. This list
of positive and negative opinion words contains many misspelled words. They are not
mistakes but included because these misspelled words appear frequently in social
media content. Also, the appearance of an opinion word in a sentence does not nec-
essarily mean that the sentence expresses a positive or negative opinion [8]. For
example, the tweet “I break her record #happy”. Here, ‘break’ is a negative opinion
word but used to express positive opinion. This problem is solved by using both
positive and negative opinion words list while finding emotion lexicons.

Our splitted individual words are compared with list of both positive and negative
opinion words. Because of this, in our previous example, ‘break’ will be included in the
list of happy emotion words and while performing sentiment analysis in future tasks
will give correct result. So, we can say that, even though appearance of an opinion
word in a tweet does not express any opinion, presence of hashtag emotion in that tweet
is enough to reveal the opinion expressed by that opinion word.

Positive and negative opinion words found after sentiment analysis of tweets with
“#happy” keyword are named as happywords and those words found after sentiment
analysis of tweets with “#sad” keyword are named as sadwords. Same is done for other
emotions.

Some opinionwords can be present inmore than one emotionwords list. For instance,
“I’m so #excited right now because I ordered my Cockles Photo-op for my 1st Super-
natural Con!!! #cantwait #happy”, here, positive and negative opinion words present in
this tweet will be included in both excitedwords and happywords list. Same holds for the
tweet “3 more hours of a 12 h shift to go #coffee #tired #sleepy #bored”, opinion words
present will be included in all tiredwords, sleepywords and boredwords list.

Table 1. List of hashtags we have used from each emotion class

Class Hash-Tags

Happy-active #happy, #excited
example: might get a wii u for my birthday yessssss!#excited

Happy-inactive #relaxed, #sleepy
example: #sad A poor girl trying to earn some pennies in extreme cold

Unhappy-active #angry, #afraid
example: Do not be #afraid

Unhappy-
inactive

#tired, #bored, #sad
example: Buzzing for a day off #Tired
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Other than above mentioned challenges, one of the most difficult tasks is matching,
which has to be done manually. As can be seen from numbering mentioned in Fig. 1,
there are around 13000 words for 1000 tweets, obtained after removing punctuations,
stopwords and splitting tweets into individual words. Figure 1 shows the result after
comparing splitted words with positive opinion words. It gives NA when there is no
match and whenever there is a match, number denotes the positive word. Matching
these numbers with numbers in positive opinion list, gives us that positive word. Same
is done for negative words. These numbers has to be matched manually with numbered
positive words present in positive opinion words list to get the positive opinion rep-
resented by that number. This comparison is necessary, as only numbers are mean-
ingless. They can only help in determining number of distinct opinion words that
appear.

3.3 Emotion Analysis from Sentiment Analysis

Usually sentiment analysis is done using positive and negative opinion words to track
attitudes and feelings of the individuals towards particular topic, service or product. In
our paper, we have used it to track emotions of individuals which include extracting of
emotion lexicons by categorizing positive and negative opinion words into emotion
words. It resulted in 9 lists of emotion words obtained from tweets of 9 emotion
hashtags: happy, excited, angry, sad, sleepy, relaxed, tired, bored, and afraid.

Emotion analysis is done as an additional layer on top of the sentiment classifi-
cation. It will use these lists of emotion lexicons to perform sentiment analysis on
varied amount of tweets extracted using twitter mining which is called emotion anal-
ysis. Tweets extracted for this purpose are not extracted using any particular keyword
or hashtag. They are the recent general tweets which can include opinions, discussion
and emotion about any topic.

Table 2 shows the result of emotion analysis when performed with 2000,5000,
10000 and 20000 tweets.

Fig. 1. Happy hashtaged tweets after being compared with positive opinion words
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4 Result Representation

4.1 Line Graph Representation of Emotion Analysis

Line graph is showing the variation of emotions with varied number of tweets. We can
say that for 2000 tweets, there is not much difference between sad, angry and tired
words but as the number of tweets are increasing, difference can be seen clearly
between these three (Fig. 2).

Table 2. Result of Emotion Analysis

Emotion words Number of tweets
2000 tweets 5000 tweets 10000 tweets 20000 tweets

Happy 641 1780 3363 6279
Sad 820 2305 4211 7962
Angry 761 2126 4026 7511
Tired 732 2127 3825 7262
Afraid 353 1052 1850 3620
Sleepy 651 1868 3410 6390
Relaxed 577 1595 3011 5543
Bored 640 1992 3459 6401
Excited 617 1702 3235 5936

Fig. 2. Line graph for emotion analysis
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Both line graph and table are sufficient to analyze that sadwords, which include the
emotion lexicons used to express sadness, are the most used words while afraidwords,
lexicons used to express afraid, are the least used words on twitter. So we can say that
afraid is the least expressed and sadness is the most expressed emotion on twitter.

4.2 Algorithm and Code for Emotion Analysis
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Above algorithm describes how emotion analysis is performed step by step using
sentiment analysis [17–20].

Code for Emotion Analysis Written in R
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4.3 Comparison Cloud Representation

Wordcloud gives greater prominence to words that appear more frequently in the
source text [9]. It adds simplicity and clarity and is easy to understand. A comparison
cloud works on the same principles as a word cloud. It allows us to study the differ-
ences or similarities between two or more documents by simply plotting the word cloud
of each against the other.

Figure 3 shows the comparison cloud [21] drawn after the emotion analysis of 2000
tweets. We can see the word clouds for nine emotions, together forming comparison
cloud. Each word cloud is represented using a different colour. Cloud contains the
various emotion-words obtained after performing emotion analysis on 2000 recent
tweets. Emotion-words for same emotion are depicted using same colour. More
highlighted the word, more is the frequency of its occurrence. For example, ‘like’ is the
most used word for relaxed emotion while ‘blessing’ for afraid and ‘burden’ for bored.
There are some emotion-words which are not present in comparison cloud, which
means, that emotion-word has not been used in any of those 2000 tweets that were
extracted for our purpose of emotion analysis. In this way, comparison cloud help in
comparing the words used for different emotion and within each single emotion, helps
in knowing frequency of words occurrence.

96 P. Goel and R. Thareja



5 Conclusion

In this paper, Emotion analysis is performed over twitter data. To achieve the desired
result sentiment analysis is done on twitter data to obtain words that are used to express
different kinds of emotions. For this, hashtag tweets for different emotions are extracted
from twitter using twitter mining. Emotion analysis is done on twitter data by per-
forming sentiment analysis using various emotions. As a result, we found that afraid is
the least expressed and sadness is the most expressed emotion on twitter. Obtained result
is shown using line graph, to show variation of various emotions and through com-
parison cloud, to show frequency of occurrence of various words within each emotion.

Fig. 3. Comparison cloud for emotion analysis

Emotion Analysis of Twitter Data Using Hashtag Emotions 97



References

1. Hasan, M., Rundensteiner, E., Agu, E.: EMOTEX: Detecting emotions in Twitter messages.
In: ASE BigData/SocialCom/CyberSecurity Conference (2014)

2. Dugan, L.: Twitter 101: why use hashtags? (2011). http://www.adweek.com/digital/twitter-
101-why-use-hashtags/. Accessed 31 Jan 2018

3. Twitter (2018). https://en.wikipedia.org/wiki/Twitter. Accessed 25 Jan 2018
4. Wolny, W.: Emotion analysis of Twitter data that use emoticons and emoji ideograms. In:

25th International Conference on Information Systems Development (2016)
5. Sentiment Analysis (2018). https://en.wikipedia.org/wiki/Sentiment_analysis. Accessed 3

Jan 2018
6. Sharma, P., Agrawal, A., Alai, L., Garg, A.: Challenges and techniques in preprocessing for

Twitter data. Int. J. Eng. Sci. Comput. 7(4), 6611–6613 (2017)
7. Hu, M., Liu, B.: Mining and summarizing customer reviews. In: Proceedings of the

ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD-
2004) (2004)

8. Liu, B.: Sentiment analysis and subjectivity. In: Handbook of Natural Language Processing,
2nd edn. (2010)

9. Wordle - Beautiful Word Clouds. http://www.wordle.net/. Accessed 15 Jan 2018
10. Counting Characters - Twitter Developers. https://developer.twitter.com/en/docs/basics/

counting-characters. Accessed 18 Mar 2018
11. Ortony, A., Turner, T.J.: What’s basic about basic emotions? Psychol. Rev. 97(3), 315

(1990)
12. Mohamma, S.M., Kiritchenko, S.: Using hashtags to capture fine emotion categories from

tweets. Comput. Intell. 31(2), 301–326 (2015)
13. Gama, J., Rambocas, M.: Marketing research: the role of sentiment analysis (2013)
14. Davidov, D., Tsur, O., Rappoport, A.: Enhanced sentiment learning using Twitter hashtags

and smileys. In: Proceedings of the 23rd International Conference on Computational
Linguistics, pp. 241–249 (2010)

15. Cherian, P.: Extract tweets from within R (2016). http://rstatistics.net/extracting-tweets-
with-r/. Accessed 18 Jan 2018

16. Standard search API - Twitter Developers. https://developer.twitter.com/en/docs/tweets/
search/api-reference/get-search-tweets. Accessed 18 Jan 2018

17. Jalayer Academy: R - Twitter mining with R (part 1) [Video File] (2015). https://www.
youtube.com/watch?v=lT4Kosc_ers&t=336s

18. Jalayer Academy: Text mining (part 4) - positive and negative terms for sentiment analysis
in R [Video File] (2017). https://www.youtube.com/watch?v=WfoVINuxIJA

19. Jalayer Academy: Text mining (part 5) - import a Corpus in R [Video File] (2017). https://
www.youtube.com/watch?v=pFinlXYLZ-A

20. Jalayer Academy: Text mining (part 6) - cleaning Corpus text in R [Video File] (2017).
https://www.youtube.com/watch?v=jCrQYOsAcv4

21. Jalayer Academy: Text mining (part 7) - comparison Wordcloud in R [Video File] (2017).
https://www.youtube.com/watch?v=pvjhm5TTd2A

22. Saif, H., He, Y., Alani, H.: Semantic sentiment analysis of Twitter. In: Cudré-Mauroux, P.,
et al. (eds.) ISWC 2012. LNCS, vol. 7649, pp. 508–524. Springer, Heidelberg (2012).
https://doi.org/10.1007/978-3-642-35176-1_32

23. Pak, A., Paroubek, P.: Twitter as a Corpus for sentiment analysis and opinion mining. In:
Proceedings of the Seventh Conference on International Language Resources and Evaluation
(2010)

98 P. Goel and R. Thareja

http://www.adweek.com/digital/twitter-101-why-use-hashtags/
http://www.adweek.com/digital/twitter-101-why-use-hashtags/
https://en.wikipedia.org/wiki/Twitter
https://en.wikipedia.org/wiki/Sentiment_analysis
http://www.wordle.net/
https://developer.twitter.com/en/docs/basics/counting-characters
https://developer.twitter.com/en/docs/basics/counting-characters
http://rstatistics.net/extracting-tweets-with-r/
http://rstatistics.net/extracting-tweets-with-r/
https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-tweets
https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-tweets
https://www.youtube.com/watch%3fv%3dlT4Kosc_ers%26t%3d336s
https://www.youtube.com/watch%3fv%3dlT4Kosc_ers%26t%3d336s
https://www.youtube.com/watch?v=WfoVINuxIJA
https://www.youtube.com/watch%3fv%3dpFinlXYLZ-A
https://www.youtube.com/watch%3fv%3dpFinlXYLZ-A
https://www.youtube.com/watch?v=jCrQYOsAcv4
https://www.youtube.com/watch?v=pvjhm5TTd2A
http://dx.doi.org/10.1007/978-3-642-35176-1_32


Secure Data Exchange and Data Leakage
Detection in an Untrusted Cloud

Denis Ulybyshev(&), Bharat Bhargava, and Aala Oqab-Alsalem

Computer Science Department, CERIAS, Purdue University,
West Lafayette 47907, USA

{dulybysh,bbshail,alsalema}@purdue.edu

Abstract. In service-oriented architecture, services can communicate and share
data amongst themselves. It is necessary to provide role-based access control for
data. In addition, data leakages made by authorized insiders to unauthorized
services should be detected and reported back to the data owner. In this paper,
we propose a solution that uses role- and attribute-based access control for data
exchange among services, including services hosted by untrusted environments.
Our approach provides data leakage prevention and detection for multiple
leakage scenarios. We also propose a damage assessment model for data leak-
ages. The implemented prototype supports a privacy-preserving exchange of
Electronic Health Records that can be hosted by untrusted cloud providers, as
well as detecting leakages made by insiders.

Keywords: Data leakage detection � Access control � Privacy
Cloud security

1 Introduction

Services in Service-Oriented Architecture (SOA) can communicate and share data
amongst themselves. A methodology for privacy-preserving data exchange among
services in SOA, in which each service can access only those data items the service is
authorized for, was presented in [3, 14]. In this paper, we extend that approach with
data leakage detection capabilities and a damage assessment model for data leakages.
Each service can have a database associated with it. Our solution handles non-relational
databases stored as key-value pairs. The methodology employs Active Bundles
(AB) [2, 3, 14], that contain key-value pairs with values in encrypted form; metadata;
access control policies and a policy enforcement engine (virtual machine) [3]. Each
subset of data (e.g. contact, medical or billing information of a patient) is encrypted
with its own symmetric key, using an AES encryption scheme. Our solution supports
both centralized and decentralized data exchanges. The Active Bundle can be hosted by
the server or cloud provider that serve data requests. We also support fully decen-
tralized architecture, when services in a peer-to-peer network exchange data by sending
Active Bundle amongst themselves. Default implementation of Active Bundles used in
the ‘WAXEDPRUNE’ project [1, 5] provides privacy-preserving data dissemination
among services, but does not protect against data leakages made by insiders to
unauthorized entities. In this paper, we address two scenarios of data leakages: leakage
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of the whole Active Bundle and leakage of the plaintext data to unauthorized services.
In the first scenario, leakage is prevented by an Active Bundle kernel, which prohibits
unauthorized data accesses and, in addition, contains digital watermark. The second
scenario is more challenging since protection provided by the Active Bundle is
removed in this case. As a solution, we employ digital and visual watermarks, as well
as monitoring network traffic between web services in SOA. A web crawler with built-
in classifier detects digital watermark, embedded into RGB images, if the leaked image
is located in public network directory. Digital watermarks for RGB images are based
on a pixel transformation function. Monitoring network messages and validating data
packets with a specific pattern allows detecting data leakage for cases when data pattern
can be validated. For instance, credit card number always follows the specific pattern
that can be validated using regular expressions [18]. We embed visual watermarks on a
web page when data retrieved from an Active Bundle are displayed in a client’s
browser. Zoomed visual watermarks can be used as evidence of data ownership. Our
approach helps to investigate data leakages and do forensics based on provenance
records that are made each time a data request is served by the Active Bundle.
Provenance [8] records contain information regarding who is trying to access what
class of data, when, and the origin of the Active Bundle.

The rest of the paper is organized as follows: Sect. 2 contains a brief overview of
related work. Section 3 describes the core design. Section 4 presents the evaluation.
Section 5 concludes the paper.

2 Related Work

There are variety of Digital Rights Management (DRM) protection tools [11] that
provide role-based access control. These tools are supposed to protect against data
leakages. Microsoft has DRM-service, called Windows Media DRM [12]. It is
designed to provide dissemination of audio and video content over an IP network. The
“MediaSnap©” DRM solution [24] was proposed to protect PDF documents. Most of
its principles are applicable to other digital media content. The core component of the
“MediaSnap©” system is a pdf-plugin. Our data exchange model considers the context
and client’s attributes, such as the trust level, which is constantly recalculated, cryp-
tographic capabilities of a browser and authentication method. A Digital Cosine
Transformation [9] can be used to create watermarks for images.

The hardware-based DRM approach provides a trusted hardware space for exe-
cuting only permitted applications. “DRM services such as content decryption,
authentication and rights rendering take place only in this trusted space” [11].
Advantages of hardware-based DRM are that it is resistant to security breaches in used
operating systems, it is infeasible to bypass security features and it provides memory
space protection. The main disadvantages are higher costs, limited flexibility and less
interoperability [13].

Ranchal et al. [10] proposed a Framework for Enforcing Security Policies in
Composite Web Services (EPICS), which protects data privacy throughout the service
interaction lifecycle. The framework uses the Active Bundle concept [3, 14] for SOA.
The solution ensures that the data are distributed along with the access control policies

100 D. Ulybyshev et al.



and with an execution monitor that controls data disclosures. The framework provides
cross-domain privacy-preserving data dissemination in untrusted environments and
reduces the risk of unauthorized access. We extend that approach with capabilities of
detecting data leakages made by authorized insiders to unauthorized entities. We also
consider wider set of attributes in attribute-based access control model.

Nevase et al. [19] proposed a steganography-based approach to detect leakages of
images, text, video and audio content. Steganography provides covert communication
channel between data entity and data owner by hiding the message in the sensitive
content, e.g. in the image or text. The existence of sensitive message in the content is
hidden for everyone except the data owner, who is able to decipher it. Steganography-
based “forensic readiness model” [20] identifies and prevents emails, which attempt to
leak data. Kaur et al. [21] also addressed prevention of data leakages that can be made
by malicious insiders via emails. Email is protected via gateway during data transfer.
The algorithm matches the email pattern with the stored keywords in order to detect
leakage and take the action to prevent it.

Gupta and Singh [22] presented an approach for detecting intentional and inad-
vertent data leakages using a probabilistic model. Detecting a data leaking malicious
entity is based on the allocation and distribution of data items among the agents using
Bigraph.

3 Core Design

3.1 Data Leakage Detection

In our solution web services exchange data by means of Active Bundles [2, 3, 14].
Active Bundle is the core component that provides data leakage prevention in our
system. Active Bundle is a self-protected structure that includes key-value pairs with
encrypted values, access control policies, metadata and policy enforcement engine
(virtual machine) [2, 3, 14]. Each subset of data (e.g. contact information of a patient,
billing or medical information such as medical history, test results, diagnosis, pre-
scriptions, etc.) is encrypted with its own symmetric key, using an AES encryption
scheme. The key is generated on-the-fly using unique information produced in the
execution control flow of an Active Bundle [3], depending on the subject’s (service’s)
role, extracted from X.509 certificate of the subject (e.g. doctor, insurance agent or
researcher), set of access control policies and on Active Bundle code, including
authentication and authorization code. Details of the on-the-fly key derivation proce-
dure are covered in [3]. One of the novelties offered by Active Bundle concept is that
the symmetric keys used to encrypt/decrypt sensitive data are not stored neither on a
cloud provider nor inside an Active Bundle nor on any Trusted Third Party (TTP).
Firstly, the identity of service requesting data from an Active Bundle is verified.
Services present their X.509 certificates signed by a trusted Certificate Authority
(CA) to the Active Bundle [3]. Then, if authentication is granted, the client’s attributes,
such as browser’s cryptographic capabilities, are evaluated. Then, access control
policies stored in the Active Bundle are evaluated. Based on the evaluations made by
the Active Bundle kernel, symmetric decryption keys are created to decrypt the
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accessible data items. Access control policies are enforced by the open-source policy
enforcement engine “Balana” [4]. Based on derived decryption keys, the values from
corresponding key-value pairs belonging to accessible data subsets are decrypted and
sent back to the client by means of an https protocol. If a doctor requests for medical
data, contact and billing information, the data will be extracted from Active Bundle,
decrypted and sent back to the doctor. However, if the doctor sends a data request from
an outdated and insecure browser, then a lesser portion of the medical data will be
retrieved from the Electronic Health Record (EHR) of a patient. Each EHR is stored as
an Active Bundle, one per patient. One of the key-value pairs (with encrypted value)
from our Active Bundle is given below:

A Javascript object notation (JSON) [7] is used to store key-value pairs, where
value is encrypted with a symmetric key generated for each data class. An Active
Bundle has a built-in tamper-resistance mechanism, which is based on the digest of the
Active Bundle components and their resources. This digest is calculated when an
Active Bundle is created. Modification of any of the components’ resources will lead to
a different digest and to incorrect decryption key generation. It protects from an
attacker that tries to:

(a) modify an Active Bundle code in order to bypass authentication phase or evalu-
ation of access control policies and a client’s attributes;

(b) modify access control policies in order to get access to unauthorized data;
(c) impersonate service identity by using the wrong certificate in order to get access to

unauthorized data.

Instead of data, Active Bundles can store software modules in encrypted form. For
instance, different departments within an organization may have different permission
levels for software access and updates. Our approach guarantees that each software
module can only be accessed by authorized entities.

Our methodology for data exchange in SOA supports both centralized and
decentralized architectures. An Active Bundle can be hosted by a server or cloud
provider that serves data requests for the Active Bundle. We also support fully
decentralized architecture, when services in peer-to-peer network can exchange data by
sending Active Bundle amongst each other. That is why all data that can be shared
among services are included in encrypted form into an Active Bundle, but unauthorized
data requests are denied, based on client’s role and attributes, such as the cryptographic
capabilities of the browser [15, 16] and trust level. To demonstrate the core design of
our approach, we consider a hybrid architecture when both centralized and decen-
tralized data exchanges among services are supported (see Fig. 1). A demo video of the
implemented prototype for an EHR management system is available [17]. There is a
Hospital Information System (IS), hosted by the cloud provider. It hosts EHRs of
patients as Active Bundles, one Active Bundle per patient. The EHR of a patient
consists of 3 types of data: contact, medical and billing information. There are three
services (subjects): Doctor, Insurance Agent and Researcher, who can send data
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requests to the Hospital Information System, i.e. to Active Bundles (see Fig. 1). The
access control matrix is given in Table 1.

Adversary Model:

1. Cloud provider or server may have curious or malicious administrator that tries to
access confidential data or modify them.

2. Client can be malicious in terms of:
a. leaking data, for which client is authorized, to unauthorized parties;
b. modifying the Active Bundle code to extract the confidential data for which the

client is unauthorized.

Assumptions:

1. The entity that hosts/executes Active Bundle has trusted hardware, a trusted
operating system and a trusted Java Virtual Machine.

2. Http(s) protocol is used for data exchanges amongst all the web services.
3. Leaked data is attempted to be used by the adversary that has it, i.e. the adversary

tries to decrypt data from a leaked Active Bundle or uploads the leaked Active
Bundle to a publicly available network directory. The analogy is that someone, who
is using an unlicensed copy of the Microsoft Windows XP operating system, tries to
update it from an official Microsoft repository.

Table 1. Access control matrix for EHR

Role/Data class Medical data Contact information Billing information

Doctor Allow Allow Allow
Insurance agent Deny Allow Allow
Researcher Allow Deny Allow

Fig. 1. Hospital information system (proposed by Dr. Leon Li, NGC)
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4. Leaked data is accessible on the adversary’s side. In case of investigating leakage
incident by using visual watermarks, the investigator needs permission to search for
leaked data, e.g. having a police order to examine a suspicious hard drive.

Default implementation of Active Bundles used in [1], does not protect against
malicious insiders that leak data to unauthorized entities. We address two leakage
scenarios in our extended solution below: leakage of the whole EHR in the form of
Active Bundle and leakage of decrypted plaintext data without the Active Bundle. The
following implemented features provide leakage detection/prevention:

(a) Active Bundle that stores data in encrypted form and access control policies.
(b) Digital watermark, embedded into Active Bundle.
(c) Digital watermark, embedded into RGB images, stored in Active Bundle.
(d) Visible and nearly invisible visual watermarks, used to display data.
(e) Monitoring network messages and validating data packets with a specific pattern,

e.g. credit card number pattern, using regular expressions [18].

The limitation of digital/visual watermarking approach, used in methods (b), (c) and
(d), is that it does not work once watermark is removed from the data. Ways to mitigate
and prevent data leakages in this case are proposed in Sect. 3.1.3 below.

3.1.1 Leakage of the Active Bundle
In our scenario, illustrated in Fig. 1, clients are allowed to store Active Bundles locally.
For instance, a doctor might want to store the EHR of a patient on her local department
computer in the hospital for cases in which the hospital Information System is down.
When an Active Bundle is saved locally, the identity (or role) of the subject who saved
it is written into the Active Bundle in encrypted form. This identity will be used to
detect data leakage (“Sender Role” column in Table 2). The feature to save the EHR
locally can be disabled, if necessary. In that case, this type of potential data leakage will
be prevented, but the network architecture becomes centralized with having central
storage of EHRs as a single point of failure. After saving the EHR on her local
repository, the doctor can inadvertently or intentionally send the EHR to a service that
is not authorized for some included data items, e.g. to an insurance service. If the
insurance agency tries to access detailed medical data (e.g. X-Ray or blood test results),
this access will be denied by the Active Bundle, since access control policies embedded
into the Active Bundle don’t permit insurers to read the medical data of a patient; they
only allow them to read contact and billing information. An attempt to decrypt data
made by an unauthorized service will be recorded by a trusted Central Monitor (CM).
Every Active Bundle transaction in the data exchange network is monitored by the CM,
who is notified each time a client tries to decrypt a data subset from an Active Bundle.
The notification message contains information on what service attempts to decrypt
what type of data, when, who is the origin/sender of the Active Bundle. The Central
Monitor queries its local database of access control policies, called data obligations, in
order to check whether the service that tries to decrypt data is authorized for that class
of data. Without obtaining permission from the trusted Central Monitor, the data
decryption process will not continue. Figure 2 illustrates the process. An Active Bundle
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contains encrypted data Enc [Data(D)] = {Enck1 (d1), …, Enckn (dn)} and access
control policies (P) = {p1, … , pk}. Service M is authorized to read di and it may leak
decrypted di (addressed in the Sect. 3.1.2) or the entire Active Bundle to service N,
who is unauthorized to access di. If N attempts to decrypt di, the Active Bundle kernel
sends a message to CM to verify whether di is supposed to be at N. In addition, service
N might be asked to get an activation code from the authentication server, which is
under our control, and which will again notify the Central Monitor that data of type di
has arrived from service M to service N. If di is not supposed to be at N then:

(a) trust level of services M and N is decreased;
(b) data di is marked as compromised and all other services are notified about that;
(c) Active Bundle is re-created with stricter access control policies to make it stronger

against similar leakages:
(c1) separate compromised role (of service M) into Role and Trustworthy_Role;
(c2) send new certificates with Trustworthy_Role to all trustworthy entities;
(c3) create a new Active Bundle with modified policies to prohibit data access for

Role;
(c4) disable the “Save As” functionality to prohibit storing sensitive data locally;
(c5) raise the sensitivity level for leaked data types to prevent leakage repetition.

Table 2. Data obligations (access control policies)

Recipient role Sender role Data type Access result

Doctor Doctor All Allow
Doctor Insurance All Allow
Doctor Researcher All Allow
Insurance Doctor All Deny
Insurance Researcher All Deny
Researcher Doctor All Deny
… … … …

Insurance Doctor Medical Deny
Insurance Doctor Contact Allow
Researcher Doctor Contact Deny
… … … …

Researcher Insurance Contact Deny
Doctor Researcher Contact Deny
Insurance Researcher Contact Deny

Fig. 2. Data leakage detection by central monitor

Secure Data Exchange and Data Leakage Detection 105



Service trust level is calculated by CM, based on the following parameters:
(a) number of sent/received data requests, (b) number of rejected data requests,
(c) number of communication errors, (d) CPU/Memory usage.

If the trust level goes below the specified threshold, future data requests coming
from that service to the Active Bundle will be denied, even if access control policies
allow that service to access a certain data item. Figure 3 illustrates the control flow for
data request with added data leakage detection capability. As shown above, a data
request is processed by the Leakage Detector and Trust Calculator. If a leakage is
detected or the trust level is not sufficient, the data request is denied; otherwise, the data
request will be transferred from the Central Monitor service to the Active Bundle
(EHR), where a client’s attributes and access control policies are evaluated. The Central
Monitor hosts the relational database of obligations, i.e. of access control policies. To
make a data leakage check, the Central Monitor issues a SQL query to this database.
An example of the database used in our scenario with EHR sharing is given in Table 2.

In addition to the data obligations enforced by trusted Central Monitor, we
implemented a web crawler to verify digital watermarks that are embedded into the
Active Bundles. If an Active Bundle is uploaded to a publicly available directory in the
network, the crawler verifies the digital watermark to check whether Active Bundle is
supposed to be at that network node. We assume that it is possible to determine the
identity of the node that hosts a public directory (e.g. in the Hospital Intranet). Network
nodes, participating in data exchanges, use X.509 certificates that identify their roles
(e.g. doctor or insurance agent or researcher). Also, identity can be based on node’s IP
address or other attributes.

Fig. 3. Secure EHR sharing framework with data leakage detection capability
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3.1.2 Leakage of Plaintext Data
A second, more challenging data leakage scenario that we address in this work, is when
the service that is authorized for data di can get it from an Active Bundle (see Fig. 2),
store it locally in plaintext form and then send it behind the scene as a plaintext to an
unauthorized service without the Active Bundle. Even if local storage functionality is
prohibited, an authorized client (malicious insider) can still take a picture of a displayed
di on a mobile phone’s camera when di is displayed on the screen.

Protection provided by Active Bundle is gone in this case, and we cannot prevent
plaintext di leakage. We aim to help investigating the leakage and do forensics based
on provenance records that are stored on the trusted Central Monitor each time a data
request is served by the Active Bundle. Provenance [8] records contain information on
who is trying to access what class of data, when, and who is the origin/sender of that
Active Bundle. To mitigate a leakage problem, we embed visual watermarks on a web
page when data retrieved by client from an Active Bundle is displayed in the client’s
browser. Zoomed visual watermarks can be used as an evidence of data owner-
ship. There are two types of visual watermarks that we use to display data: clearly
visible (see text “Secure Dissemination of EHR” on Fig. 4) and very small ones that are
only visible if zoomed. These watermarks will remain on the image if picture of a
screen is taken by a malicious client. For some types of data, e.g. on Fig. 4, it is easy to
reproduce the screen’s content and write it down e.g. on a piece of paper. It removes the
visual watermark. But for some types of medical data, e.g. X-Ray images, it is hard to
reproduce them on a piece of paper and easier to take picture of a screen, which will
contain both our visual watermarks: large visible and small invisible.

Additionally, we embed digital watermarks into RGB images. The conversion
function F (r, g, b) is applied to every pixel. It changes the RGB image in such a way
that it is indistinguishable by the human eye from the original RGB image. If we add
+1 to the RGB values of every pixel, if the value is less than 255, it will not be
distinguishable to human eye. However, our web crawler, which has a built-in

Fig. 4. Retrieved medical information on a web page with visual watermarks
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classifier, is able to determine whether the RGB image has the embedded watermark or
not. We assume an RGB values range from 0 to 255. This watermarking method works
only if the RGB image is stored in a publicly available folder. The simple way to
modify an RGB image is to change the RGB values for every pixel by adding or
subtracting 1 in such a way that the sum of RGB values is always odd for every pixel.
Initial values should be less than 255 for adding and greater than zero for subtracting. If
all pixels of the RGB image follow this rule of odd sum of RGB values, our classifier
considers this image to have a watermark. Once it is detected, the Central Monitor is
notified, and it checks whether the given RGB image is supposed to be at that network
node. We assume that it is possible to determine the identity of the node that hosts a
public directory. Network nodes, participating in data exchanges, use X.509 certifi-
cates, that identify their roles (e.g. Doctor or Insurance Agent or Researcher). Also,
identity can be based on node’s IP address or other attributes. For instance, if a data
obligations database (see Table 2) has no record that an ‘Unknown’ recipient is
allowed to access a patient’s medical data, a leakage alert will be raised. Instead of
applying such a simple conversion function F (r, g, b) to every pixel such that the sum
r + g + b is odd, more secure conversion functions F can be used.

3.1.3 Proposed Work
The following additional data leakage detection/prevention methods [23] are proposed:

• Partial data disclosure

(a) Authorized client after the first data request is only given a portion of accessible
data;

(b) Monitoring the client’s trust level, which is constantly re-computed by the
Central Monitor using the following metrics: (a) number of sent/received data
requests, (b) number of rejected data requests, (c) number of communication
errors, (d) CPU/Memory usage;

(c) Disclose the next accessible chunk of data, provided trust level is satisfactory.

• “Fake” leakage
In case of detected data leakage, e.g. if the exam questions got leaked, several other
“fake” versions of data, i.e. other exam questions, might be intentionally leaked to
lower the value of leaked data.

• Data classification level elevation
The idea is to raise the classification level for leaked data class to prevent leakage
repetition.

3.2 Data Leakage Damage Evaluation

Data leakage damage is evaluated using the following information [23]:

• How malicious is the recipient of unauthorized data;
• Sensitivity of data that got leaked;
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• Leakage timing
• Inference threat, which indicates whether other data can be inferred from the data

that got leaked

Damage = Kds Data Sensitivityð Þ � Ksm Service Maliciousnessð Þ � F tð Þ ð1Þ

Kds denotes data sensitivity coefficient, Ksm is service maliciousness coefficient, F
(t) is data sensitivity function.

Figure 5 illustrates different data sensitivity functions. The data event (e.g. final
exam) happens at time t0. Damage from data being leaked before t0 is high. Damage
from data being leaked after t0 either immediately drops to zero (e.g. final exam got
leaked after the exam is over) or decreases linearly (e.g. newly invented cryptographic
hash function, which is examined by users and attackers) or remains high (e.g. export-
sensitive technology).

4 Evaluation

We measured performance for clients sending data requests to EHR, represented as an
Active Bundle, one per patient. Data request round-trip time (RTT) is measured
between times of sending a data request and data retrieval from an Active Bundle. RTT
is a sum of times spent for authentication, evaluation of access control policies and
client’s attributes, data leakage checks (if the data leakage detection feature is enabled),
key generation and data retrieval. ApacheBench utility (version 2.3), as well as browser
developer consoles (for Firefox browser) are used for RTT evaluation. Details of
framework implementation are covered in [6].

Experiment 1
In this experiment, we aim to measure the latency of a data request sent to EHR, which
is hosted by the Hospital Server, located in the same network as the requesting client.
The Hospital Server that hosts EHR has the following characteristics:

Fig. 5. Data sensitivity functions
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Hardware: MacBook Pro, Intel Core i7 CPU @ 2.2 GHz, 16 GB memory
OS: macOS Sierra 10.12.6.

The client sends a request for Patient ID to the EHR, represented as an extended
Active Bundle, and to the basic Active Bundle, which supports neither attribute-based
access control nor tamper-resistance. In contrast, EHR supports tamper-resistance and
extended attribute-based access control with checking cryptographic capabilities of the
client’s browser [1]. The Basic Active Bundle, as well as EHR, contains four access
control policies. The access control matrix for EHR is shown in Table 1. Basic Active
Bundle and EHR are running on a Hospital Server, located in the same network as the
client. We measure RTT for data request processing at the server side, and do not
consider network delays between client and server in this experiment. Results in Fig. 6
represent latency when a first initial data request is sent to EHR. We consider it to be a
special case, since the very first request to the basic AB and to EHR (which is an
extended AB) takes significantly longer to be executed due to the initial authentication
phase and initial evaluation of attributes. The EHR with embedded attribute-based
access control and tamper resistance imposes a 12.9% performance overhead as
compared with basic AB. Tamper-resistance imposes performance overhead because
the digest of an Active Bundle is validated by its kernel whenever the data request
arrives. Detection of the cryptographic capabilities of client’s browser and checking
whether it is sufficient imposes extra overhead.

In the next experiment, we run 50 similar data requests for Patient ID in a row. As
shown in Fig. 7, mean RTT has been decreased 33.5 times for basic AB and 35.9 times
for EHR. Having embedded attribute-based access control and tamper resistance in
EHR imposes a 5.2% performance overhead as compared with basic AB.

Experiment 2
In this experiment, we aim to measure the latency of a data request sent to EHR which
is hosted by Google Cloud Provider and has the following characteristics:

Hardware: Intel(R) Xeon(R) CPU 2.30 GHz
OS: Linux Debian 4.9.65-3 + deb9u2 (2018-01-04) x86 64, kernel 4.9.0-5-amd64
Ephemeral IP: 35.192.160.136

The procedure is same as in experiment 1, but now the client queries basic AB and
EHR, running on a Google cloud instance. For the data request, we measure the overall
RTT that includes network delays between client and cloud server in this experiment.

Fig. 6. EHR performance (initial request) Fig. 7. EHR performance
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Results in Fig. 8 represent latency when the first initial data request is sent to EHR. As
pointed in the previous experiment 1, we consider it to be a special case. EHR with
embedded attribute-based access control and tamper resistance imposes a 2.6% per-
formance overhead as compared with basic AB.

In the next experiment, we run 50 similar data requests for Patient ID in a row. As
shown in Fig. 9, mean RTT has been decreased 5.85 times for basic AB and 5.59 times
for EHR. Having embedded attribute-based access control and tamper resistance in
EHR imposes a 7.4% performance overhead as compared with basic AB.

Experiment 3
In this experiment, we measure performance overhead imposed by a data leakage
detection feature added to the framework. There are four services (Hospital, Doctor,
Researcher and Insurance), that are running as NodeJS servers at http://www.
waxedprune.cs.purdue.edu:3000. Local data requests from a client with the role
‘Doctor’ are sent from the browser to the Active Bundle, hosted by the Hospital
Information System at localhost: 3000. Network delays do not affect RTT measure-
ments. The hospital server has the following specification:

Hardware: Intel Core i7, CPU 860 @2.8 GHz x8, 8 GB memory
OS: Linux Ubuntu 14.04.5, kernel 3.13.0-107-generic, 64 bit

The client sends a request to EHR, hosted by the server, from Mozilla Firefox,
version 50.1.0, browser. In our experiment, the doctor requests all available informa-
tion of a patient. Active Bundles, used in Data Leakage OFF/ON scenarios, contain the
same data and access control policies. The tamper-resistance mechanism and the cli-
ent’s browser cryptographic capabilities detection are the same and are used in both
scenarios. The only difference is the data leakage detection feature. If it is enabled, it
requires the Central Monitor to examine every data access before accessible data can be
retrieved from the EHR, if a leakage is not detected. As shown in Fig. 10, data leakage
detection support adds a 60.8% performance overhead. Before approving or denying a
data request, the Central Monitor issues a SQL query to the relational database of
obligations (see Table 2) in order to check whether requested data is accessible by the
requesting client. Then either data request is denied or approved, and the accessible
data decryption process starts. Active Bundle also contains metadata of its origin and
who currently hosts the Active Bundle. In the case of a leakage alert, the hosting site
will be marked as potentially malicious.

Fig. 8. Cloud EHR performance (initial request) Fig. 9. Cloud EHR performance
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5 Conclusion

We presented a comprehensive solution for privacy-preserving data exchange, which
supports data leakage detection/prevention for several types of leakage scenarios. Data
exchange mechanism does not need the data owner to be available since data, access
control policies and policy enforcement engine are incorporated into a self-protected
structure, called an “Active Bundle”. The Active Bundle mechanism provides data
integrity and confidentiality, protecting data from malicious/curious cloud adminis-
trators. Active Bundle supports role-and attribute-based access control. A client’s
attributes used by the data exchange model include level of cryptographic capabilities
of a browser, authentication method and trust level of a client, which is constantly
recomputed by a trusted Central Monitor. Data exchange also considers the context,
e.g. normal vs. emergency. Data can be updated on-the-fly by multiple parties.
Implemented data leakage detection mechanism imposes a 60.8% performance over-
head. We also came up with a damage assessment model for data leakages. A demo
video of the implemented EHR management system is available.
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Abstract. In this paper, we study a mathematical model for new and handoff
calls with blocking under queueing system. The aim of this paper is to assign the
available channel effectively to call admission control scheme, which is clas-
sified in three categories priority, non-priority and sub-rating. We apply an
algorithm for evaluating the blocking probability for new and handoff calls. The
proposed algorithm is analyzed the effectiveness of call admission control
policy. Numerical illustrations have been validated our results.

Keywords: Queueing system � Cellular networks � Channel allocation scheme
Blocking & handoff probability

1 Introduction

Cellular mobile communication technology has greatly enhanced in last two decades.
This technology provides users mobility, which makes it more popular. The cellular
communication system has to provide an effective and efficient communication
between user and system. Such a cellular communication system will be dedicated by
handoff. There are various issues of wireless communication system in different
dimension for efficient traffic management, channel allocation, tuning of frequency
spectrum etc. Handoff is a quite common phenomenon of changing channels while the
call is in progress for which mobile industry has to develop new infrastructure to
accommodate more users. The users require quality of service (QoS) which includes
messages, audio, video etc., and are ascending exponentially. Effective and efficient
utilization of bandwidth is more important to meet up the better quality of service.
Quality of service is more important to determine predictable service from available
resources in communication system. Which are as follows:

• Blocking probability in which a new and handoff calls are blocked.
• Dropping probability in which a call is either blocked or admitted under the life

cycle of call and the occurrence of immature call is terminated.

Generally a mobile consumer moves to and fro during the call then call may be
transmitted to the new base station. On the other hand, the link with the existing base
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station occurs too poor as the distance is more. When the call will be dropped, then
handoff will shift the mobile network.

In Fig. 1, we have shown the mobile users are served by BS in cell. The BS (Base
Station) establishes the call between two users in the network. To establish a call or
connection, user must specify its traffic characteristics and quality of service. Such
issue developed the need of new and tangible analytical technology to examine the
QoS. In order to handle the huge consumers of multimedia applications with immediate
requirement of new call admission control (CAC). In communication networks, CAC
can ensure a few level of quality for improvement in bandwidth. CAC algorithm runs
by provision of the total consumed bandwidth, the entire number of calls routing the
special node (Fig. 2).

The channel allocation of cellular network is done by using queueing model to
allocate the cell. Queueing model is an effective tool to resolve these issues.

2 Literature Review

Recent development of next generation of cellular mobile network and its related
technology is being enhanced. Service area of cellular wireless network cells are served
by channels and channels accept new and handoff calls. Calls of network are heavily

Fig. 1. Structure of handoff call

Fig. 2. Control system for call admission process
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loaded because of too much multimedia applications are simultaneously performed by
consumers. Therefore call is not able to establish every time. This is cause of call
blocking and dropping. These issues attract the attention of researchers to enhance the
performance of handoff calls. Hong and Rappaopt [1] proposed various priority
schemes for handoff calls. Katzeal and Naghshineh [2] established new channel
assignment schemes which treat the handoff calls. Sidi and Starobinski [3] complexity
of non-priority scheme of handoff call were analyzed and elaborated. Haring et al. [4]
considered cell duration time and service time distribution which is followed by
arbitrary distribution. Rajaratnam and Takawira [5] observed that Poisson process may
not sufficient to handle the handoff traffic because handoff calls crossed a large number
of boundaries. They also employed blocking of handoff calls. Rajaratnam and Takawira
[6] extended earlier work for analyzing the performance of cellular networks with
general arrival of handoff and channel reservation. Xie and Kuck [7] described a traffic
model for one and two dimensions with identical density of mobile consumers which is
equally fit for moving in any direction. Zeng et al. [8] established traffic model of any
dimension in which effective termination probability and blocking probability of calls
are in small amount. Zeng and Agrawal [9, 10] discussed the handoff in different
dimension assumed to be occurring at cell boundary and including handoff limitations
as well as quality of services. Jain [11] developed allocation policy for voice and data
traffic for wireless communication systems with the regulation of subdivision of rating.
Samanta et al. [12] evaluated dropping probabilities of cellular wireless networks by
queueing handoff; in place of guard channels with gamma inter arrival and general
service time distribution. Saini and Gupta [13] for improving the avidity of the soft
handoff calls in mobile communication were studied. Jain and Mittal [14] presented
allocation scheme for admission control policies by exploiting the soft handoff cov-
erage area of soft handoff calls. Shen and Hou [16] compared the first model and
second model engaging handoff calls by using the sub division policy. Kim [15], Shen
and Hou [17] dealt with the heavy network traffic of handoff calls under the sub
division policy support to step down for blocking the incoming calls.

3 Assumption and Mathematical Description of Model

We assume the following nomenclature
kN = average arrival rate for new calls
kH = average arrival rate for handoff calls
khd = average arrival rate for handoff data calls
rnv = average arrival rate for new voice calls
CBP = Call blocking probability according new calls in the cell
CHP = Call handoff probability according handoff calls in the cell
N = Number of channels
NC = Number of remaining channels
NR = Number of assigned channels
r = Number of extra channels.
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Integrated wireless and mobile network of a single cell is discussed. We focus on
the traffic of new and handoff calls due to high mobility. Traffic under different channel
allocation scheme have been analyzed in three category such as Priority Scheme (PS),
Non-Priority Scheme (NPS) and Sub-Rating Scheme (SRS).

A. Priority Scheme

Priority of handoff requests by assigning NR channels exclusively for handoff calls
among the N channels in a cell. The remaining NC (=N – NR) channels are shared by
both originating calls and handoff requests. An originating call is blocked if the number
of available channels in the cell is less than or equal to NR (=N – NC). A handoff re-
quest is blocked if no channel is available in the target cell. The system model is shown
in Fig. 3.

We define the state i (i = 0, 1, � � �, N) of a cell as the number of calls in progress for
the BS of that cell. Let P(i) represent the steady-state probability that the BS is in state
i. The probabilities P(i) can be determined in the usual way for birth–death processes.
The pertinent state transition diagram is shown in Fig. 6, the state balance equations are

ilPi ¼ kO þ kHð ÞPi�1; 0\i\NC

ilPi ¼ kHð ÞPi�1; NC\i\N

�
ð1Þ
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Fig. 3. System model with priority for handoff call
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Using normalize condition, we have

XN

i¼0
Pi ¼ 1 ð2Þ

Apply steady-state condition, we get

Pi ¼
kO þ kHð Þi

i!l P0; 0\i\NC

kO þ kHð ÞNC kHð Þi�NC

i!l P0; NC\i\N

8<
: ð3Þ

where

P0 ¼
XNC

i¼0

kO þ kHð Þi
i!l

þ
XN

i¼NC þ 1

kO þ kHð ÞNC kHð Þi�NC

i!l

( )�1

ð4Þ

B. Non-priority Scheme

All N channels are shared by both originating and handoff request calls. The BS
handles a handoff request exactly in the same way as an originating call. Both kind of
request are blocked if no free channel is available. The system model is shown in
Fig. 5.

With the blocking call cleared (BCC) policy, we can describe the behavior of a cell
as a (N + 1) states Markov process.

The state transition diagram is shown in Fig. 4. The system model is modeled by a
typical M/M/N/N queueing model.
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Fig. 5. System model with non-priority for handoff

HO λλ +
HO λλ + Hλ Hλ

CN N0

μ μCN μ)1( +cN μN

Fig. 6. State transition diagrams
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Let P(i) be the probability that the system is in state i. The probabilities P(i) can be
determined in the usual way for birth–death processes. From Fig. 6, the state equi-
librium equation is

Pi ¼ kO þ kHð Þ
il

Pi�1; 0� i�N ð5Þ

Using the above equation recursively, along with the normalization condition

XN

i¼0
Pi ¼ 1 ð6Þ

The steady-state probability P(i) is easily found as follows:

Pi ¼ kO þ kHð Þi
i!l

P0; 0� i�N whereP0 ¼ 1PN
i¼0

kO þ kHð Þi
i!l

ð7Þ

C. Sub-Rating Scheme

Sub-Rating Scheme is capable to increase system’s capacity to serve more handoff
voice attempts. For this purpose, sub-rating scheme is used for reserve channels which
are split into two half rate channels to serve more handoff voice attempts. The state
transition diagram for this model is shown in Fig. 7. The steady state probabilities for
this model can be obtained using the product type solution and is given by

Pi ¼
1
i

kO þ kHð Þi
l P0; 1� i�N � r

kO þ kHð Þr kHð Þi� N�rð Þ

i!lr P0; N � rþ 1� i�N

kO þ kHð Þr kHð Þ N�rð Þ kHvð Þ i�Nð Þ

i!lr P0; Nþ 1� i�N þ r

8>><
>>: ð8Þ

Fig. 7. State transition diagram for finite capacity model with sub-rating channel
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Where

P0 ¼
XN�r

i¼0

kO þ kHð Þi
i!l

þ
XN

i¼N�rþ 1
kO þ kHð Þr kHð Þi� N�rð Þ

i!lr
þ

XNþ r

i¼Nþ 1
kO þ kHð Þr kHð Þ N�rð Þ kHvð Þ i�Nð Þ

i!lr

( )�1

ð9Þ

D. Estimation of Blocking probabilities for New and Handoff calls with priority
scheme:

The call blocking probability PB for new call is described as

BP PBð Þ ¼
XN

i¼r
Pi ð10Þ

The call blocking probability PH for a handoff request is

HP PHð Þ ¼ kO þ kHð Þrk N�rð Þ
H

N! lN
P0 ð11Þ

E. Estimation of Blocking Probabilities for New and Handoff calls with non-
priority scheme:

The call blocking probability PB for new call is

BP PBð Þ ¼ kO þ kHð ÞN
N! li

P0 ð12Þ

The blocking probability PH of a handoff request is

BP PBð Þ ¼ HP PHð Þ ð13Þ

Equation (13) is known as the Erlang-B formula.

F. Estimation of Blocking Probabilities for New and Handoff calls with sub-
rating scheme:

The average blocking probability BP for new call is

BP PBð Þ ¼
XNþ r

i¼N�r
Pi ð14Þ

The blocking probability PH handoff data calls is

HP PHð Þ ¼
XN þ r

i¼N
Pi ð15Þ
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4 Proposed Algorithm

In the proposed algorithm is capable to handle the call admission control policy. We
consider the different incoming calls which are assigned respective categories viz
priority, non priority and sub-rating by using Boolean value. Depending on the cate-
gory of the incoming call, the channel is allotted to process it. All the priorities calls are
treated straightforwardly. However the other categories of calls (non priority and sub-
ratting) are further filtered through mean and deviation method. They are sorted on the
basis of frequency. This is conversion of non priority and sub rating calls into high
frequency range/call. Low frequency range of this category is discarded. The call
queues are indexed according to the respective frequency assigned to them (high
frequency and low frequency) and they have been allotted channels on the basis of
index to process it. Remaining calls have been discarded.

Initialize

• Call queue (C1, C2, ……,Cn) //A queue that hold all incoming call
• Boolean priority (Ci) //Returns the boolean value (1: priority call, 0: non-priority

call)
• Boolean non-priority (Ci) //Return the frequency level of call Ci in boolean value

where 0: high frequency and 1: low frequency.
• Boolean sub rating (Ci) //Return the boolean value 1: if call is sub rating call

otherwise 0.
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5 Sensitivity Analysis

We have fixed some parameter to evaluate the performance measures to consider that
priority calls have no barricades (Tables 1, 2 and 3).

Table 1. Performance measures

Parameters Descriptions Value

N Number of channels (N) per BS 20
r Number of extra channels ® 05
kN Average arrival rate for new calls 0.5 call/sec
kH Average arrival rate for handoff calls 30 s
1/l Mean cell residence time 40 s

Table 2. Analytical evaluation for new and handoff call arrival rate.

S.
No.

New call
arrival
rate

Handoff
call arrival
rate

Sub-ratting calls Non- priority calls
Blocking
probability

Handoff
probability

Blocking
probability

Handoff
probability

1 0.02 0.001 0.94 0.90 0.90 0.88
2 0.04 0.003 0.62 0.60 0.54 0.59
3 0.06 0.005 0.49 0.48 0.45 0.45
4 0.08 0.007 0.35 0.33 0.32 0.32
5 0.1 0.009 0.3 0.29 0.29 0.25
6 0.12 0.011 0.24 0.23 0.21 0.20
7 0.14 0.012 0.20 0.19 0.19 0.18
8 0.16 0.013 0.18 0.17 0.17 0.16
9 0.18 0.015 0.15 0.14 0.145 0.13
10 0.2 0.017 0.123 0.12 0.121 0.11
11 0.22 0.018 0.122 0.123 0.12 0.115
12 0.24 0.019 0.121 0.112 0.12 0.110
13 0.26 0.021 0.121 0.111 0.11 0.109
14 0.28 0.023 0.120 0.110 0.115 0.108
15 0.3 0.025 0.119 0.109 0.112 0.106
16 0.32 0.025 0.118 0.108 0.111 0.105
17 0.34 0.027 0.117 0.106 0.110 0.104
18 0.36 0.029 0.116 0.105 0.109 0.103
19 0.38 0.031 0.115 0.103 0.108 0.102
20 0.4 0.033 0.114 0.102 0.105 0.101
21 0.42 0.035 0.113 0.101 0.104 0.100
22 0.44 0.037 0.112 0.101 0.103 0.090
23 0.46 0.039 0.110 0.09 0.102 0.089
24 0.48 0.041 0.109 0.08 0.1025 0.088
25 0.50 0.043 0.107 0.05 0.10 0.085
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Table 3. Implementation of suggested algorithm for new and handoff call arrival rate.

S.
No.

New call
arrival
rate

Handoff
call arrival
rate

Sub-ratting calls Non- priority calls
Blocking
probability

Handoff
probability

Blocking
probability

Handoff
probability

1 0.02 0.001 0.01 0.01 0.10 0.02
2 0.04 0.003 0.05 0.04 0.20 0.04
3 0.06 0.005 0.12 0.09 0.30 0.06
4 0.08 0.007 0.21 0.19 0.40 0.08
5 0.1 0.009 0.32 0.25 0.50 0.16
6 0.12 0.011 0.42 0.36 0.60 0.20
7 0.14 0.012 0.51 0.40 0.70 0.34
8 0.16 0.013 0.70 0.55 0.75 0.42
9 0.18 0.015 0.76 0.59 0.78 0.54
10 0.2 0.017 0.80 0.60 0.80 0.58
11 0.22 0.018 0.86 0.69 0.83 0.64
12 0.24 0.019 0.87 0.75 0.86 0.70
13 0.26 0.021 0.88 0.82 0.87 0.76
14 0.28 0.023 0.89 0.84 0.88 0.80
15 0.3 0.025 0.90 0.86 0.89 0.83
16 0.32 0.025 0.91 0.88 0.90 0.84
17 0.34 0.027 0.92 0.89 0.91 0.87
18 0.36 0.029 0.93 0.90 0.92 0.88
19 0.38 0.031 0.94 0.92 0.93 0.89
20 0.4 0.033 0.95 0.93 0.94 0.91
21 0.42 0.035 0.959 0.94 0.95 0.92
22 0.44 0.037 0.96 0.949 0.959 0.93
23 0.46 0.039 0.96 0.95 096 0.94
24 0.48 0.041 0.97 0.96 0. 96 0.95
25 0.50 0.043 0.978 0.98 0.97 0.96
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Fig. 8. Number of channel vs prob. of new and handoff calls for sub-ratting call
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Fig. 9. Number of channel vs prob. of new and handoff calls for non- priority call
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Fig. 10. Number of channel vs prob. of new and handoff calls for sub-ratting call
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Numerical values have been plotted between numbers of channel vs probability of
new and handoff calls in Figs. 8 and 9 which depict that the probability of calls is going
down with respect to the increasing assigned number of channels. Some time it is found
that the calls are being blocked, dropped and overlapped. After employing this algo-
rithm we have observed that the dropout rate of calls is minimize which indicate that
the proposed algorithm is being capable to enhance the efficiency of the cellular system
which described in Figs. 10 and 11 between numbers of channel vs probability of new
and handoff calls. We also noticed that the more assigned number of channels provide
the better performance of call admission control scheme.

6 Conclusion

Mobile customers require more effective service from cellular network system. Call
admission control scheme provides better quality of service (QoS) to the mobile users.
In this paper, cellular mobile network for new and handoff calls have been analyzed. It
is observed that the proposed algorithm will be provided better results for non-priority
and sub-rating calls. However, priority is entertained by the system automatically.
Described algorithm is useful to simplify call admission control policy for cellular
mobile networks. It is also effective to analyze the quantitative analysis of the system
behavior. Thus proposed algorithm will be helpful to improve the quality of service.
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Abstract. An in depth study in the field of advanced computer architecture
reveals that the quest for faster processing has resulted in different architectural
innovations. The current work attempts to compare different networks proposed
earlier. All the interconnection networks are compared on a common platform
with fixed node degree. The various parameters that are taken into consideration
are network size, diameter, cost, message traffic density and reliability. The main
objective is to find the best network among all on the basis of cost optimality
and scalability.

Keywords: Isoefficiency � FCC � FMC � SCC � ECC � MCC

1 Introduction

The reliable performance of the interconnection network topologies is an important
issue in the design of parallel computer systems. The scalability of a parallel system is a
measure of its capacity to increase speedup in proportion to the number of Processing
Elements (PE) [1, 2]. It also reflects a parallel system’s ability to utilize increasing
processing resources effectively. The Efficiency is a measure of the fraction of time for
which the PE is usefully employed [3, 4]. For a given problem size, if the number of
processing elements is increased, then the overhead of the system or the idle time of the
PE also increases. The scalability and the efficiency both depend on the problem size
which is also termed as the input size. For the sequential algorithms the time com-
plexity is expressed as a function of input size.

The cost of solving a problem on a parallel system is the product of parallel runtime
and number of processing elements. A parallel system is said to be cost optimal if the
cost of solving a problem on a parallel computer has the same asymptotic growth as a
function of input size similar to complexity of serial runtime. In parallel systems, the
number of processors, the input size, the problem size and the maximum number of
parallel computations etc should be taken into consideration equally. The network’s
packing density also plays a very important role in design of parallel interconnection
topology [5]. If the network’s packing density matches with the desired input size, the
system is regarded as cost optimal [6].

While studying the scalability of the parallel systems, the Isoefficiency function
needs to be determined. The Isoefficiency is defined as the ratio of speedup to the total
number of processors in the system. It determines the ease with which the parallel
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system can maintain the constant efficiency and hence can achieve scalability [3–5].
The parallel systems efficiency can be maintained at any value between 0 and 1
depending upon the network size. Due to architectural innovations there are several
modifications suggested to improve the interconnection networks. To achieve faster
processing the alternatives suggested are – folding technique, cross linking, extension,
load balancing, hierarchical connection, replacement of nodes etc.

The current paper attempts to compare the performance of all the networks which
are proposed in [7–15]. A common platform is used to measure and compare the
performance of these networks. The networks taken for comparison are: Folded crossed
cube [7], Meta crossed cube [8], Balanced varietal hypercube [9], Folded meta cube
[10, 11], Star crossed cube [12], Extended crossed cube [13], Extended star [14] and
the Meta star [15]. In Sect. 2 the different performance metrics of all the above said
networks are evaluated and compared. The Isoefficiency metric of scalability is defined
in Sect. 3. For some specified problem size the suitability of these networks is eval-
uated in Sect. 4. Basing on the comparisons, cost optimality of the proposed systems
are discussed. The Sect. 5 concludes the paper.

2 Comparison of Topological Properties of the Various
Networks

Some new classes of parallel interconnection networks namely Folded crossed cube
(FCC), Folded dual cube (FDC), Folded meta cube (FMC), Extended crossed cube
(ECC), Extended star (ES), Star crossed cube (SCC), Meta crossed cube (MCC), Meta
star (M-star) and the Balanced varietal hypercube (BVH) are proposed earlier. The
different topological properties of the above said networks are also derived. The most
suitable way for evaluating the networks is to conduct a comparative study among the
topological properties. The comparison of the topological properties such as degree,
diameter, cost, the total number of nodes and edges of the proposed networks is done
and presented in Table 1. The various performance parameters for them are presented
in Tables 2 and 3. As listed in the table, all of them have different parameters. The
parameter used for FCC network is n similar to that of Hypercube [6]. The FMC and
MCC networks have two distinct parameters k and m. Similarly, the SCC has m and n
as its parameters to describe its dimension and other properties. Next, the ECC and the
ES network have a couple of parameters namely (k, l) and (n, k). The M-star network
contains two variables specifically k and m to describe the topological structure. Due to
the existence of a variety of parameters, a common platform is needed to compare these
networks. Hence the link complexity is chosen as the common platform. At first, the
network size is computed for different values of node degree to observe the scalability
of these networks. The computed values are shown in Table 4.

In Table 4, the total number of nodes of different networks is listed for the node
degrees varying from 3 to 6 respectively. The growth rate of the FCC is the least among
all whereas all other networks grow comparatively at a high rate. This is because they
are all having two layered structures with two parameters. The ES, M-star and MCC
networks show their existence at node degree 3 and the M-star possesses the highest
value. With degree 4, the highest value of total nodes is observed to be found in case of
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M-star whereas least value is seen in case of ECC. Same number of nodes in FDC and
FMC are found for node degree 4.

For degree 5, higher values are obtained in case of M-star and significantly higher
values for MCC and FMC. The smaller values are found for FCC, SCC and ECC.
Evaluating for degree 6, FMC value can be regarded for getting highest value where as
M-Star value can supersede in specific conditions. However, values in increasing order

Table 2. Comparison of cost factor

Proposed networks Cost

FCC(n) n
2

� �ðnþ 1Þ
FDC(1, m)
(r = 1 + m)

(r + 1)(2r − 2)

FMC(k, m)
(r = k + m)

(r + 1)(2r − 2)

ECC(k, l) kþ 1
2d eþ 2 l�1ð Þð Þ kþ 1ð Þ2kl þ 2k þ kþ 1ð Þ 2kl�1

2k�1

� �� �

2kl þ 2k þ kþ 1ð Þ 2kl�1ð Þ
ES(n, k)

3
2 n� 1ð Þ� �þ 2 k� 1ð Þ� ��

n n!ð Þk þ n!þ nð Þ n!ð Þk�1
ðn!�1

� 	

n!ð Þk þ n!þ nð Þ n!ð Þk�1ð ÞÞ
SCC(m, n) mþ n� 1ð Þ 3 n�1ð Þ

2

j k
þ mþ 1

2

� �� 	

MCC(k, m) mþ kð Þ mþ 1
2

� �þ 1
� �

2k

M-star(k, m) 3 m�1ð Þ
2

j k
þ 1

� 	
2k kþm� 1ð Þ

BVH(2n) 2n� nþ n
2

� �

Table 1. Comparison of topological properties of the networks

Proposed
networks

Nodes Degree Diameter Edges

FCC(n) 2n (n + 1) n
2

� �
nþ 1ð Þ22n�2

FDC(1, m)
(r = 1 + m)

22mþ 1 (r + 1) (2r − 2) (r + 1) 2 2r−2

FMC(k, m)
(r = k + m)

22
kmþ k (r + 1) (2r − 2) (r + 1) 2 mh+k−1

ECC(k, l) 2kl þ 2kl�1
2k�1

(k + 1) kþ 1
2

� �þ 2 l� 1ð Þ 2k k
2 þ 1
� �� 2k l�1ð Þ 1�2�kl

1�2�k

� 	

ES(n, k) n!k þ n!k�1
n!�1

(n) 3
2 n� 1ð Þ� �þ 2 k � 1ð Þ 1
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n!�1
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MCC(k,m) 2m2
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2k 2mhþ k mþ k
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� �
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for this node degree is observed in the order FCC, BVH, SCC and ECC. However the
BVH have its existence at even values only.

The packing density of an interconnection network is defined as the ratio of total
number of nodes to the cost of the network. For VLSI layout design smaller chip area is
preferred for which higher packing density is required, hence the comparison of
packing density of the proposed network topologies is done with respect to link
complexity. The comparison of packing density is shown in Fig. 1. The M-star has the
highest value requiring lowest chip area. The Figure depicts that the MCC comes next
followed by the FMC network. The other networks namely the SCC, ES, FCC and the
BVH all lie in the lowest density level.

The comparison of various topological properties with link complexity is essential
as it establishes the superiority of a network over other networks. A network of fixed
size of node degree is preferred and for that value of node degree all the topological
properties namely network size, diameter, cost, total number of edges, average distance
are evaluated. Also the performance parameters namely the cost effectiveness, time cost

Table 3. Comparison of performance parameters of the proposed networks

Proposed networks CEF TCEF

FCC(n) 1
1þq nþ 1

2ð Þ
1þ r

1þ q nþ 1
2ð Þþ r

2n

FDC(1, m)
(r = 1 + m)

1
1þq mþ 2
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Table 4. Comparison of network size with links per node in proposed networks

Links/node FCC FDC FMC ECC ES SCC M-star MCC BVH

3 - - - - 7 - 72 32 -
4 8 32 32 9 25,43 24 1152 128, 1024 16

5 16 128 128, 1024 73 121,259,
601

48 2304,28800 512, 16384 -

6 32 512 16384 273,585 14,000 96, 192 4608, 57600 2048,
26,000

64
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effectiveness and reliability are evaluated and shown in the Tables 5 and 6. In Table 5,
the results are shown for an odd degree that is 5. The Table 6 shows values for an even
node degree that is 6. The comparison in the Tables clearly shows that the M-star can
build sufficiently large scale parallel system with having very small links per node.
The MCC contains 16384 numbers of nodes with 40960 numbers of edges which
comes next in the comparison.

Other parameters are well compared for different networks and can be suitably
adopted for prioritizing the parameters in preference. So far as links per node odd or
even is concerned, M-star is found to be more suitable in both the cases. However, the
TCEF was found to be decreasing with increase in node degree as the TCEF will attain
its maximum for a fixed node size. The ECC, ES and MCC have higher TCEF values.
The reliability of all the networks decreases with respect to increase in network size.
The BVH network is found to have highest reliability.

Fig. 1. Comparison of packing density of the proposed networks

Table 5. Comparison of parameters of proposed networks at even node degree (dg = 5)

Links/per node(5) FCC FMC ECC ES SCC MCC Mstar BVH

Nodes 16 128 1024 17 121 48 512, 16384 2304, 28800 16
Diameter 3 8, 8 3 6 6 12, 20 20,14 3
Cost 15 40, 40 15 30 30 60, 100 100,70 12
Edges 40 320, 2560 48 360 210 1280 40960 5706, 72000 32
Average distance 2.06 2.25 1.9 2.29 2.87 5.8 11.56 3.52
CEF 0.769 0.769 0.456 0.626 0.800 0.80 0.88 0.9
TCEF 1.502 1.536 1.720 1.247 1.573 1.59 1.599 1.74
Reliability 0.827 0.905 0.650 0.600 0.842 0.60 0.55 0.99
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3 Comparison of Isoefficiency for the Proposed Networks

For Interconnection networks’s scalability study, the Isoefficiency (fe) is defined as
follows:

Generally the parallel run time (TpÞ for ‘p’ processing elements and input size ‘w’ is
defined as [3]

Tp ¼ wþ To w; pð Þ
p

ð1Þ

where To is the overhead of the system due to idling of the processor.
The speedup (S) is defined as

S ¼ W
Tp

ð2Þ

The Isoefficiency fe pð Þ is defined as

fe pð Þ ¼ S
p
¼ 1

1þ To w; pð Þ=w ð3Þ

If a system can maintain constant Isoefficiency for different problem sizes then it is
said to be scalable. Using Eq. 3, the Isoefficiency metric for all the proposed networks
is evaluated. For evaluation the input size ‘w’ need to be specified. For the present
work the problem size specification is stated as follows:

For all these networks the efficiency is evaluated using Eq. 3 for different desired
problem sizes as discussed in Table 7. The computed values and there comparison for
the proposed networks are shown below in Figs. 2, 3, 4, 5 and 6. In the figures the
horizontal axis denotes the problem size and the vertical axis denotes the computed
Isoefficiency values.

As depicted in the comparative graphs it is found that the FCC, SCC, M-star and
MCC networks have continuous curves showing their existence at all values of network
size as shown in Figs. 2 and 6. The discontinuity in the curves of FDC, FMC, ECC, ES

Table 6. Comparison of parameters of proposed networks at odd node degree (dg = 6)

Links/per node(6) FCC FMC ECC ES SCC MCC M-star BVH

(1, 4) (2, 3)

Nodes 32 512 16384 33 721 96 2048, 262144 57600 64

Diameter 3 10,10 3 7, 6 6 14, 24 28 5
Cost 18 60, 60 18 35, 30 30 84, 144 168 30
Edges 96 320, 49152 112,3696 516 210 6144, 786432 34500 192

Average distance 2.406 3.25 6.26 3.23 3.87 6.3,11.6 18.73 5.69
CEF 0.740 0.769 0.445 0.588 0.769 0.76 0.869 0.76

TCEF 1.464 1.481 1.73 1.76 1.526 1.768 1.53 1.76
Reliability 0.829 0.891 0.650 0.600 0.813 0.495 0.469 0.983
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and BVH reveal that they lack to fit in the network size band as shown in Figs. 3, 4 and
5. The up and down nature of the curves indicate that the Isoefficiency is not maintained
at a constant value. However the FCC network found to maintain a constant value in
the range of 50 to 200 and 500 to 2000. Similarly in case of FDC and FMC constancy
was observed from 50 to 200 and 500 to 2000 (Figs. 3 and 4). In case of ECC the
efficiency level is maintained at an increasing level from 200 to 1000 indicating
suitability for medium scale problems. The value of efficiency does not exceed 0.9 for
higher network size. The ECC network is also fit for problems of size 2000 to 5000 for
its increasing trend as shown in Fig. 4. The Isoefficiency of BVH network ranges within
0.8 to 0.9 for small and large scale problems as shown in Fig. 5. For ES network the
efficiency label is around 8 but the discontinuity indicates inferior usability.

The SCC network maintains a throughout continuity at 0.96 for network size
starting from 50 to 5000 as depicted in Fig. 6. Beyond that the value decreases. Hence

Table 7. Problem size specification

Size(w) Scale

50–100 Small scale
100–500 Medium scale
500–1000 Big scale
1000–10000 Large scale

Fig. 4. Isoefficiency of FMC and ECC
network

Fig. 5. Isoefficiency of ES and BVH
network

Fig. 3. Isoefficiency of FDC networkFig. 2. Isoefficiency of FCC network
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the SCC network is observed to be suitable for small scale, medium scale and large
scale problem sizes yielding a cost optimal solution.

The MCC network has the least efficiency that is around 0.6 for very large scale
problems, Isoefficiency level of 0.8 for small scale and 0.9 for medium to large scale
problem size. Beyond 5000 also MCC network exhibits comparatively better effi-
ciency. Lastly for the Meta star network Isoefficiency range fluctuates from 0.6 to 0.85
for problem size of small to very large scale.

4 Results

The new networks discussed are of various categories namely multi level, hierarchical
network, hybrid network, and load balanced. The FCC is a modified network with
additional links in pure network. The FDC and FMC are two level structures. The ECC
and ES are hierarchical in nature. But the SCC, MCC and M-star are hybrid networks
while the BVH is load balanced. The growth rate of FCC network is least while for
others it is very high. The Meta star network possesses highest network size resulting in
highest packing density. Though M-star is scalable, but is highly unreliable due to
increase in total number of edges. The MCC network also exhibits similar phenomena.
The ECC network is suitable for small as well as medium scale problems with com-
paratively better reliability and higher cost effectiveness. The extended star network has
shown similar properties only for medium scale problems with still improved cost
effectiveness. For FMC network growth rate is high but it is suitable for small and big
scale problems with better reliability. It fails to help in very large scale problem. Due to
load balancing BVH is highly reliable but it is suitable for small and medium scale
problems. The star crossed cube network is scalable while maintaining high end reli-
ability like MCC with better cost effectiveness and with a good packing density.

5 Conclusions

The current work attempts to compare different types of interconnection networks on
the basis of a single parameter that is the link complexity. The comparison of packing
density revel that the M-star contains highest number of nodes. The FCC network

Fig. 6. Comparison of Isoefficiency of SCC, MCC and Meta star network
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contains least number of nodes. The MCC network is the next in sequence followed by
the FMC network. Though the FMC network has high growth rate it is suitable for
small and big scale problems. The folded networks are not able to maintain constant
efficiency due to increase number of links. The extended star network is suitable for
medium scale problems. The extended networks show better average distance but fail
to exhibit constant efficiency with respect to various problem sizes. The BVH network
is highly reliable though it exists only for even node degrees.

The comparison of the Isoefficiency function reveals that the Star crossed cube
(SCC) network is scalable and is most suitable for small, medium and large scale
problems. It also yields cost optimal solutions.
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Abstract. Multipath video streaming is one of the most commonly used strat‐
egies for high data rate transmission. It is employed to achieve lower delay, load
balancing, and path diversity. However, multipath strategy experiences the
problem of route coupling due to concurrent transmission via multiple paths. This
problem leads to data collision and wireless contention. Therefore, in this paper,
estimation of the angle between multiple paths to minimize route coupling effect
and the use of Packet Error Rate (PER) as a link quality parameter for multipath
video streaming has been considered in order to achieve qualitative video
delivery, by minimizing interference due to route coupling effect. Firstly, math‐
ematical formulations of the path selection and PER parameters based on the angle
of forwarding are presented. Further, the numerical formulations are implemented
using Matlab. The numerical results are presented showing the probability of the
presence of a vehicle in an angle area. The PER is analyzed considering both
shadowing and non-shadowing settings. The results based on the PER demon‐
strate its impact on the angle of path selection, which in turn improve the quality
of the video streaming.

Keywords: Video streaming · Multipath · Vehicular network · Route coupling
Forward error correction · VANETs

1 Introduction

The advancement in vehicular communication improves on-road safety and infotain‐
ment services. The Intelligent Transportation Systems (ITS) are designed systems that
minimize on-road accident and enhances mechanisms for emergency response. This had
lead to several contributions by both industries and researchers to improve on protocols
and mechanism that enhance on-road safety and infotainment services. In most of the
recent contributions, text message-based and signal message-based data are mostly
considered. However, the nature of the data does not provide a more realistic information
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G. C. Deka et al. (Eds.): ICACCT 2018, CCIS 899, pp. 139–151, 2018.
https://doi.org/10.1007/978-981-13-2035-4_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2035-4_13&domain=pdf


on on-road accident and infotainment [1]. The VANETs has also been applied in cloud
computing for better infotainment [2–5]. Therefore, streaming of video for on-road
safety and infotainment has been considered in some research work. Video data provides
information that is more appealing, comprehensive, interactive and understanding to
vehicle users [6]. Most of the research works which are based on FEC techniques gener‐
ates duplicate packets during transmission, this lead to redundant packets and large
bandwidth consumption [7]. Protocols including forwarding Error Correction (FEC) and
multipath solutions have been employed in several research studies. Both the FEC and
multipath solutions are often cross-layer based approach. Multipath approach has been
employed in several research studies to reduce high data rate and minimize delay in
video streaming transmission.

In this paper, we proposed a route coupling effect minimization mechanism for
multipath video streaming. The mechanism considers route coupling effect between
nodes of multiple paths during video transmission. Further, the link quality parameters
are considered for selection of next forwarding vehicle. The remaining parts of the paper
are structured as follows; In Sect. 2, the related works have been discussed. In Sect. 3,
we suggest our proposed mathematical formulations. Section 4, presents the numerical
results and their analysis, and finally, Sect. 5 concludes the paper.

2 The Related Work

In this section, related literature are discussed considering their relationship with the
aforementioned problem and proposed solution. The literature is divided into two,
namely multipath video streaming solutions and geographical routing for vehicular
communication. These are discussed in Subsects. 2.1 and 2.2 respectively.

2.1 Multipath Video Streaming Solution

In recent research works, which are based on multipath video streaming [6, 8, 9]. It is
believed that the approach is based on video frames partitioning in order to transmit the
frames through multiple paths (see Fig. 1). This approach minimizes the high data rate
issues in video transmission. However, in the multipath formation, the signal coverage
of the nodes in different paths are not considered. Hence, this may lead to contention,
collision, and congestion of video packets, which in turn causes video packet loss. The
loss of the video packets affects the quality of the video streaming. Therefore, in order
to have a quality video streaming, the signal coverage of nodes in the multipath and the
most suitable routing protocol must be taken into consideration during paths formation.
Thus, the interference in multiple paths can be minimized. Video streaming in vehicular
environment encounters several challenges due to the high data rate of the video stream,
the dynamic topology of VANETs and constrained resources (see Fig. 2).
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Fig. 1. Multipath video streaming scenario

Fig. 2. Constraints of video streaming in vehicular communication

In Xie et al. [6], video streaming solution for VANETs using multipath transmission
has been suggested. The multipath transmission considers node and link disjoint strategy
in order to minimize interference, which leads higher delay and transmission rate, and
wireless contention in the network. Further, the I-frame of the video packet is transmitted
via TCP protocol, while other frames including P and B frames are transmitted through
UDP protocol. Moreover, A TCP-ETX metric is employed to enhance the delay encoun‐
tered when utilizing TCP transmission. However, the node and link disjoint strategy did
not adequately handle the problem of route coupling effect, because separation distance
between the nodes of the multipath is not considered hence contention might persist. To
achieve node separation of the multipath solution, the degree of closeness of the nodes
has been employed in order to minimize route coupling effect in [18]. The scheme
employs location information in order to select nodes that are short and far apart for
multipath formation. The multipath is based on receiver based video data forwarding
concept. However, due to high dynamicity of the VANETs nodes the position estimation
alone may not be very feasible. In addition, the same author tries to improve the afore‐
mentioned studies by considering three paths for the multipath transmission. Because
in the aforementioned studies only two paths were considered. However, the findings
in the study reveal that the more the number of paths the higher the route coupling effect.
Thus, the suitable number of multiple paths is two [19]. Therefore, in the proposed
solution, the use of angle and PER as the link quality parameters for video streaming
has been considered. The entire idea is based on geographical routing using geocast and
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location concept. In the next subsection, the ideal geographic routing in the vehicular
network has been discussed.

2.2 Geographic Routing for Vehicular Network

One of the most suitable routing protocol for vehicular communication is geographic-
based routing protocol [10]. It is based on the exploitation of a geographical position of
a vehicle for making routing decision [11]. The routing decisions are often based on
parameters such as direction, speed and/or static forwarding region [12, 13, 33]. Several
research studies have focused on direction and distance such as Mobility-Aware which
is an improvement on Greedy Forwarding protocol (MAGF) in Brahmi et al. [14],
forwarding decision based on Directional Greedy Routing (DGR) in Gong et al. [15]
and data forwarding based on Greedy Stateless Perimeter Routing considering Motion
Vector (GSPR-MV) [16]. Some techniques which are based on the static geographic
region have also been suggested including Segment of vehicle node, quality of Link and
Degree of connectivity-based Geographic DIstance Routing (SLDGDIR) in Omprakash
et al. [13] and Voronoi Diagram-based Geographic Distance Routing (V-GEDIR) [12].
Therefore, in our proposed protocol a fixed forwarding region based on the angle
between multiple paths for video streaming is considered.

In Raw and Das [25], a packet forwarding techniques based on Peripheral node
GEographical DIstance Routing (P-GEDIR) has been suggested. It is based on all vehi‐
cles available inside the circular strip coverage area of width R∕2 where R is the trans‐
mission range of a vehicle which is in the direction of destination vehicle. The vehicles
in the circular strip coverage area are called the peripheral vehicle as shown in Fig. 3.
However, this protocol might not be very suitable for large number of vehicles due to
it node selection criteria.

Fig. 3. Forwarding region using peripheral zone

Further, a scheme based on the selection of next hop vehicle has been proposed in
[13]. The segment region is an estimated small area at the boundary of the signal
coverage area, which is based on sector angle as depicted in Fig. 4. The scheme further
employs link quality metrics with distance for estimating the quality of next hop vehicle
in the segment area. The link quality considers packet error rate and degree of connec‐
tivity for connectivity assurance. In another hand, a highway traffic setting considering
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Free standing Position-Based Routing (FPBR) has been suggested in [26]. The FPBR
protocol has various modules that handle different highway settings issues for example
propagation condition and high-speed vehicle. Meanwhile, the protocol is limited to the
only highway traffic situation.

Fig. 4. Next forwarding vehicle selection based on segment region

Interestingly, a routing algorithm that predicts vehicle next future position based on
Grid Predictive Geographical Routing (GPGR) has been proposed to minimize the link
breakage during packet forwarding [27]. The protocol minimizes the breakage of the
link, which occurs during packet forwarding by estimating the future position of the next
hop vehicle. However, due to the present structure of roads, the grid packet forwarding
concept might not perform efficiently. Further, Soares et al. [28] proposed a geographical
routing scheme for delay tolerant network named GeoSpray. The scheme is the inte‐
gration of two forwarding techniques including single-copy and multiple-copy
forwarding techniques. The scheme considers the multiple-copy technique to spread
some number of the packet in the network. Then, it employs a forwarding technique that
guarantees the delivery of the packet to the vehicle that is close to the destination vehicle
based on inter-vehicle contact. Nevertheless, the waiting period during packet
forwarding has not been considered in this study. Conversely, an approach that is
centered on Relative Position-Based Message Dissemination (RPB-MD) protocol for
the vehicular network has been suggested [29]. The protocol predicts the destination by
employing anonymous addressing scheme considering the relative position of vehicles.
Greedy broadcast forwarding based on direction is employed once the destination is
identified. The messages are forwarded to a selected set of upstream vehicles for holding
messaged and enhancing forwarding reliability. However, all the aforementioned
geographical routing approaches have not considered high data rate situations and have
not employed the multipath routing approaches considering video streaming. Mean‐
while, some research studies have considered multipath packet forwarding using
geographical routing approaches, for example in [30–32].

However, the summary of multipath video streaming considering interference and
reliability standard has been presented in Table 1. The table entails the reference,
approaches interference-aware schemes and reliability standards.
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Table 1. Comparison of Multi-path Video Streaming Based on Reliability Standard and Interference

Author Approaches Interference-aware
scheme

Reliability standard
Routing Encoding

[7] Network proxy MPEG-4 AVC Low Nil
[23] Network coding Distributed video

coding
Low Nil

[24] Network coding Scalable video
coding (SVC)

Low Nil

[18] Location-aware MPEG-4 AVC Medium QoS assurance
[21] Probability

generation
function

H.264 AVC Low QoS assurance

[22] Adaptive
provisioning

SVC Low QoS assurance

[19] Location-aware Erasure coding Medium Nil
[9] Field-based

anycast routing
MPEG-4 AVC Low Nil

[20] Distributed
beaconles video
dissemination

MPEG-4 AVC Low QoE Assurance

[6] AOMDV with
TCP-ETX

H.264/MPEG-4
AVC

Medium TCP & UDP

3 The Proposed Work

In this section, the main contributions of this study have been presented, which is based
on minimization of route coupling effect in multipath video streaming. It includes the
angle of multipath and its probabilistic analysis considering shadowing and non-shad‐
owing settings. Followed by the mathematical formulation of the PER as the link quality
parameter.

3.1 Angle of Multipath

The interference level of nodes in a multipath setup can be symmetrically reduced if the
angle between the source node and the corresponding two forwarding nodes are widened
such that the signal coverage of each node does not overlap with one another. In order
to mathematically model the concept of the angle. We consider a line with a distinct
endpoint ⃖⃖⃖⃖⃖⃖⃖⃗P1P2 where P1 serve as a Source Vehicle Node SVN and P2 is the intermediary
node (relay node). Since we are considering two paths transmission, we consider another
line P3 connecting from P1 that is ⃖⃖⃖⃖⃖⃖⃖⃗P1P3, hence, an angle is formed between two paths
with the same starting point, which is calculated in degree and is named angle of the
multipath, that is ∠P2P1P3 (see Fig. 5). In multipath video transmission, the angle
between the SVN and the two relay nodes from the corresponding two paths need to be
considered. The angle between the SVN and the two relay nodes of the selected paths is

144 A. Aliyu et al.



proportional to the interference coverage area of each node in the two paths. The suitable
separation angle from P1 between P2, P3 is an obtuse angle, since ∠P2P1P3 > 90◦ and
∠P2P1P3 < 180◦ which has the ability of reducing interference in the multipath commu‐
nication.

Fig. 5. Vehicular communication scenario forms an obtuse triangle

First of all, we relate the area of the obtuse triangle considering ⃖⃖⃖⃖⃖⃖⃖⃗P1P3 as the base of
the triangle (see Eq. 1).

Area of P1P2P3 =
[
P0 P2P3

]
−
[
P0 P2P1

]
. (1)

Where breadth of the obtuse triangle area (Oarea) is P1P3 = b. Therefore, we deduced
that area of triangle is expressed as in Eq. 2:

Oarea = P1P2P3 = 1∕2 h × b. (2)

To estimate an angle of the multipath video packet forwarding, we need to calculate
the obtuse angle where 90◦ > 𝜃 < 180◦. Using cosine rule, an obtuse triangle with side
dimensions p1p2p3 can be used to calculate the multipath suitable angle, we consider 𝜃
for angle P1, which is opposite side p1 as follows:

cos 𝜃 =
p2

2 + p2
3 − p2

1

2p2p3
. (3)
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An angle is said to be obtuse, if and only if cos 𝜃 < 0. Hence, an obtuse triangle
fulfils p2

2 + p2
3 < p1, p2

3 + p2
1 < p2, and p2

1 + p2
2 < p3. In the next subsection, the proba‐

bility analysis of finding one or more vehicles in an obtuse triangle area is presented.

3.2 Probabilistic Analysis of One or More Vehicles Nodes in a Circular
Transmission Coverage Forming an Obtuse Triangle

In this section, the circular transmission coverage area of the vehicle node is considered.
A SVN P1 is assumed to be at the center point of diameter of the circular coverage area
with two other vehicle nodes P2P3, which they serve as relay nodes. They form an obtuse
angle with P1 in order to reduce interference while creating two paths transmission for
video streaming. The existence of three vehicle nodes that forms an obtuse triangle in
the coverage area relies on obtuse angle 𝜃, the vehicle node density λ and the transmission
paths in the coverage area which are the two Radii Rp3

p2
. The aim is to investigate the

impact of parameters 𝜃, λ and Rp3

p2
 on the probability of finding at least two vehicles nodes

which forms an obtuse triangle. In order to achieve an obtuse triangle, range of 𝜃 values
is given as 90◦ > 𝜃 < 180◦ until two vehicle nodes are found. The vehicle nodes are
navigating in a two dimensional network region and presence of two vehicles in the
network region strictly follows Poisson Distribution Function (PDF) based on vehicle
node density λ. Considering the average density of vehicle nodes in a network coverage,
the frequency of vehicle nodes available to form an obtuse angle is calculated by
employing Poisson distribution. In addition, each vehicle node is independent and
vehicle nodes are selected to serve as a relay node, which are chosen at random consid‐
ering obtuse angle requirement. Due to lack of studies that focuses on interference in
the routing process. Hence, we use angle estimation for minimizing interference in a
multipath video streaming transmission. The investigation deduced that large dispersion
of angle 𝜃 that is 90◦ > 𝜃 < 180◦ connected to the two paths reduces multipath route
coupling effect. Also, if the density of vehicles is high, there is need for smaller trans‐
mission coverage in order to do away with interference, because it lead to video data
collision. Hence, we consider a value of radius (200 m) for the coverage area in this
study. Let assume Y  represents the random variable which is the frequency of vehicle
nodes that can form an obtuse triangle, then the probability of the availability of g vehicle
nodes that forms an obtuse triangle area in a Non-Shadowing Setting (NSS) PNSS

Oarea

(Y = g)

is calculated as shown in Eq. (4):

PNSS

Oarea

(Y = g) =

(
λ × Oarea

)g
× e−(λ×Oarea)

g!
. (4)

By substituting Oarea given in Eq. (2), then we have Eq. (4):

The probability PNSS
Oarea

(Y = 1) of the presence of at least one vehicle node in the obtuse
triangle area considering NSS is presented as follows in Eq. (5):

PNSS

Oarea

(Y = 1) = 1 − e
−λ

(1
2

h(b)

)

. (5)
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3.3 Impact of Shadowing on the Probabilistic Analysis of the Presence of One
or More Vehicles in an Obtuse Triangle Area

To achieve a more realistic probabilistic analysis of the presence of one or more vehicles
in an obtuse triangle area, a Shadowing Settings (SS) must be considered. Shadowing
is caused due to obstruction of huge vehicles, buildings, and other physical objects.
These lead to non-circular transmission coverage. Therefore, non-circular transmission
coverage is employed for integrating shadowing model considering obtuse triangle area.
Transmission coverage is usually varied in terms of direction due to the impact of shad‐
owing on the received signal power [17]. The received signal power is expressed as in
Eq. (6):

PSr = PSt

{
10 log10 K − 10𝜔 log10

d

d0
− 𝜏

}
. (6)

The received signal power is PSr and the transmission signal power is PSt. Constant
K represents channel attenuation and antenna characteristics, path loss exponent is
represented as 𝜔. Distance between nodes and reference distance for nodes’ antenna are
denoted as d and d0 respectively. Where 𝜏 is the Gaussian non-centralized random vari‐
able. In other to estimate the impact of shadowing in a circular transmission coverage,
a small additional area sa at a certain distance r can be used to find the UnBlocked area
(UBarea) between circular transmission area and the unblocked coverage area. In
UBarea, the received signal power PSr often maintains greatness above the minimum
required signal power PSmin to interpret a signal. Thus, UBarea is mathematically repre‐
sented in Eq. (7) and further derived Eq. (8)

UBarea =
1

𝜋R2 ∫
2𝜋

0 ∫
R

0
P
(
PSr(r) ≥ PSmin

)
rdr d𝜃. (7)

PSS

Oarea
(Y ≥ 1) = 1 − e

−λ

(1
2

h(b)

)

×

(
UBarea

𝜋R2

)
. (8)

Link Quality: In order to evaluate the impact of packet error rate on link quality, we
assume the following mathematical formulations for packet error rate on the proposed
multipath angle of forwarding considering shadowing and non-shadowing settings.
Packet Error Rate PERn

l
 of a multiple path with n retransmission in a link l, which is

made up of k number of nodes is expressed as in Eq. (9):

PERn

path
= 1 −

(
1 − PERn

l

)k. (9)

For the two paths is mathematically formulated as presented in Eq. (10)

PERn

Mpath
= 1 −

((
1 − PERn

l

)k
)2

. (10)
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4 Analytical Results

In this section, the numerical results have been generated using MATLAB to examine
the effect of parameter variations on the mathematical formulations. The effect of
parameter variations on the probability of availability of one or more vehicle nodes in
an obtuse triangle area considering non-shadowing settings (PNSS

Oarea
(Y ≥ 1)) and shad‐

owing settings (PSS
Oarea

(Y ≥ 1)) are depicted in Fig. 6(a). Considering the results shown
in Fig. 6(a), it demonstrates the effect of shadowing on the probability of availability of

Fig. 6. The probability of availability of one or more vehicle in the obtuse triangle area
considering two paths with NSS and SS, (a) and (b) represents vehicle availability versus angle
and PER of different one-hop coverage respectively.
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one or more vehicles in the obtuse triangle area. The result demonstrates that, shadowing
has great effect on a smaller obtuse triangle angle. For example, when 𝜃 < 120◦, but with
the rise in obtuse triangle angle 𝜃 > 130◦ the effect is minimized significantly. Further,
Fig. 6(b) depict the probability of two paths PER in one hop coverage considering NSS
and SS.

The results of the probability of PER based on multipath PERn
Mpath

 with n retrans‐
mission are shown in Fig. 6(b). The result shows that the effect of shadowing on packet
error rate is lower for the multipath one-hop coverage. It shows that the effect of shad‐
owing rises significantly as the one-hop coverage becomes greater than 250 m. From
closer observation, whenever the link path coverage becomes larger than 250 m, then
the PERn

path
 increases due to high probability of blockage and interference by other vehi‐

cles.
However, due to consideration of interference using larger angle 𝜃 of connectivity

greater than 90° and less 180° with path diversity for selection of multiple paths in video
streaming. Hence, the PER has been minimized which in turn improve the quality video
streaming.

5 Conclusion

In this study, minimizing route coupling effect in multipath video streaming over a
vehicular network based on the multipath angle of packet forwarding and link quality
parameter have been proposed. The aim is to achieve high-quality video streaming in
multipath vehicular communication. The results demonstrate that the assumption of
angle in the coverage area of vehicle node is feasible, hence route coupling effect can
be minimized. The transmission quality is evaluated based on PER considering both SS
and NSS. It also shows that the PER parameter can express the route coupling effect and
improve the quality of video transmission. Therefore, the results obtained has proven
that our proposed work has the ability to minimize route coupling effect and improve
the quality of the video streaming.
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Abstract. Electroencephalogram (EEG) has been widely adopted for the brain
monitoring. The transmission of the EEG signals captured from the scalp using
electrodes to a displayed screen is often performed through wires utilizing Radio
Frequency (RF) communication technology. The wired EEG transmission
restricts the patient movement during the entire EEG recordings. However,
patient movement is necessary during EEG recordings in certain medical sce-
nario. Towards this end, wireless transmission of the EEG signals enables
patient movements during the recordings. In this context, this paper proposes a
Visible Light Optical Camera Communication (VL-OCC) system for wireless
transmission of EEG signal. The signal transmission under the LOS, line of sight
is conducted modulation scheme namely On-Off-Keying (OOK), Non-Return-
to-Zero (NRZ). Specifically, organic light emitting diode, and optical camera are
used as sender and receiver in the system, respectively. The performance of VL-
OCC system is evaluated by developing an experimental prototype under
realistic medical scenario.

Keywords: EEG � Biomedical data � Visible Light Communication
Organic Light Emitting Diode � Optical Camera Communication

1 Introduction

Monitoring the brain electrical activity has great possibility to perceive the brain
functionality and to diagnose the brain abnormalities. The traditional Electroen-
cephalogram (EEG) monitoring systems deploy several scalp electrodes, physically
connected to the EEG recording machine however recently the wearable EEG devices
have gained wide popularity due to lesser number of electrodes, ease and comfort [1].
Some of the EEG machines deploy wireless Radio Frequency communication protocols
alike Bluetooth and ZigBee to transmit signal information wirelessly; however, both
Bluetooth and ZigBee dependent EEG machines emit radio frequency signal that may
interfere to other medical equipment. Radio Frequency (RF) communication plays an
important role in daily life such as TV, radio, Wi-Fi and so on. Furthermore, the RF
signal transmitted is susceptible to contamination by other RF signals in the neigh-
boring environment [2].
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As RF spectrum is immensely crowded, therefore to meet the requirements of the
increasing bandwidth is possibly one of the biggest challenges or drawbacks of RF. In
healthcare, the RF radiation may cause interference with the operation of some
equipment to hospital equipment, therefore owing to shortcomings of RF, the Visible
Light Communications (VLC) technology is an alternative solution since VLC uses the
license free light spectrum ( 380–780 nm ) and free from electromagnetic interference
with enhanced security [3]. Recent reports showed that VLC communication systems
employing Light Emitting Diodes (LEDs) have been widely adopted and have reached
gigabit transmission speed [4], however the Organic Light Emitting Diode (OLED) is
promising area for research due to easy integration and fabrication, wide beam angle,
rich colors and flexibility. As the latest development of VLC, Optical Camera Com-
munication (OCC) has shown its existence in several applications [5], hence due to
advances in imaging technology and an extension of IEEE 802.15.7 standard for VLC,
OCC presents a promising vision of optical communications [6]. The eruption in the
usage of smart and advancement in technology over the decade unfolds the capacity of
VLC implementation for the smart devices or camera with no hardware modifications
[7], hence the proposed research in this paper comprises of visible light and optical
camera communication between the OLED screen and image sensor of the camera.

Over the years, there has been an increase in improvement in healthcare quality at
several hospitals and nursing homes thereby bringing the wireless technology due to
high mobility and flexibility [8]. However, the most important thing for the wireless
technology to be adapted and used in hospitals is that it should be free from invisible
Electromagnetic Interference (EMI) which tends to affect the medical equipment’s and
their functionality thus posing a threat to both patient’s health and medical equipment.
Hence, the Optical wireless communication such as Visible Light Communication
(VLC) is most suited for the environment such as hospitals as VLC is free from
electromagnetic inference, highly reliable and low cost [9]. In [10], it has been stated
that the usage of communication technology such as RF in medical applications,
mainly EEG is flustered because of EMI hence affecting the reliability and accuracy of
the transmitted data.

This paper proposes a new optical/electrical front-end and experimental system for
VLC-OCC system thus achieving data rate of 2 kbps over free space at camera frame
rate of 30 frames per second. Organic Light Emitting diode, OLED screen acting as
transmitter converts the EEG signal into two dimensional images by displaying the
images. The camera operates as the receiver and detects the images shown on the
OLED screen and thereafter a computer to demodulate the EEG signal from image
further processes the image received by the camera. This paper suggests a novel
scheme for wireless transmission of EEG signals deploying OOK_NRZ modulation
scheme employing OLED screen at the transmitter and camera at the receiver. The
paper is divides into four different sections. Section 2 presents the proposed system for
EEG use case. Section 3 discusses experiments and analysis of results followed by
conclusion presented in Sect. 4.
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2 Visible Light Optical Camera Communication (VL-OCC)
System

This section illustrates the system modelling of the optical wireless communication link
as shown in Fig. 1. In this system, the transmitted bits in the form of OOK-NRZ is
represented by bn. The system has three major operational components including EEG
data processing, microcontroller, and offline processing module. The EEG signal module
is responsible for generating raw data from the signal. The microcontroller takes raw
EEG data as input and perform Serial-to-Parallel (S/P) operation on data. The offline
processing module is responsible for generating final EEG output focusing on image
processing, decision processing, and parallel to serial operation. The OLED screen is
divided into rows and columns. The number of bits transmitted simultaneously in parallel
using OOK-NRZ modulation scheme in each frame can be computed by N ¼ R1 � C1.
Thereafter, following serial to parallel conversion the signal is transmitted in dimen-
sional form and can be written as s tð Þ ¼ n1; n2½ �, with n1 and n2 representing the discrete
spatial coordinates of the OLED Display pixels and t denotes tth frame.

The information bits consist of square of pixels of size D. Hence, the number of bits
effectively transmitted per frame changes with the value of D, thus number of trans-
mitted bits per frame N given by Eq. (1).

Szrow=Dð Þ � ðSzcolumn=DÞ ¼ R1 � C1 ð1Þ

Fig. 1. Overall system model of the proposed VL-OCC framework
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Where, Szrow and Szcolumn is number of rows and number of columns respectively.
Following the transit from the optical, channel the signal can be computed as given by
Eq. (2).

x tð Þ r1; c1½ � ¼ s � hð Þ tð Þ r1; c1½ � ð2Þ

Where, h is impulse response. Hence, at receiver the signal can be represented by
Eq. (3).

y tð Þ r1; c1½ � ¼ xð Þ tð Þ r1; c1½ � þ vð Þ tð Þ r1; c1½ � ð3Þ

Representing the signal received at the camera in the form of pixels of matrix. Also,

vð Þ tð Þ r1; c1½ � is a realization of White Gaussian Noise (WGN) with mean value equal to
zero, variance r2v and is independent of the pixels. Table 1 shown below provides the
description of the symbols and notations used in system model.

The EEG signal extracted from EEG lab toolbox is downloaded to MATLAB,
thereafter signal processing and Analogue to Digital Conversion (ADC) is done before
uploading the data to the program memory of microcontroller thus forming patterns on
OLED screen which are captured by camera in the video form and finally the offline
processing in MATLAB. The number of frames or the length of the video depends
upon the pixel size and the data rate transmitted. For example: if the pixel size is 16 and
the number of bits transmitted are 256 at a data rate of 256 bps then the number of
frames needed to transmit 256 bits will be 256=16 ¼ 16.

Table 1. Nomenclature

Notation Description

N Number of bits transmitted by formation of rows and columns on OLED screen
D Size of Pixel
R1 Number of rows per frame
C1 Number of columns per frame
bn Transmitted bits from Microcontroller before S/P

s tð Þ dimensional signal transmitted after S/P in t-the time frame

y tð Þ Received dimensional signal

v tð Þ Noise realization which is known by white noise

x tð Þ Signal at optical channel

S/P Serial to Parallel
P/S Parallel to Serial
fps Frames per second
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3 Experiments and Results Analysis

3.1 Experimental Setup and Hardware

EEG signal is of low amplitude of the order of some micro volts and a mixture of
different frequencies or EEG bands comprising of waves divided into category of delta
(d, 0.7 Hz−5 Hz), theta (h,5 Hz−9 Hz,) alpha (a, 9 Hz−15 Hz) and beta (b,15 Hz
−35 Hz) [11]. Table 2. Illustrates the equipment and the model used for experimental
set-up.

In the experiment testbed, the EEG signal transmitted shown in Fig. 2(a) and
(b) was obtained from EEG toolbox [12] using MATLAB.

The normalized EEG signal obtained is then amplified to a desirable voltage level
with the help of amplifiers and filtered by making use of a low pass filter ranging
between 0.5 Hz to 40 Hz to remove the noise and artifacts. For the analogue to digital
conversion, a 16 bit ADC was chosen to allow for higher resolution and low quanti-
zation error. The selected microprocessor was FRDM-KL25Z, because of high speed
and low power consumption.

DD-160128FC OLED [13] screen is preferred as the transmitter with an active area
of 28.78 mm into 23.024 mm and a weight of 3.6 g. The evaluation board of OLED
screen required a voltage of 2.8 V to switch on the OLED screen hence, switching
board designed using KICAD software having resistors forming a potential divider thus
reducing the voltage level of power of the microcontroller from 3.3 V to the voltage
level of 2.8 V required to switch on the OLED screen. The optical camera is tested at
the receiver section to capture the video of the OLED screen at several distances in
Line of Sight (LOS). Figure 3 represents the experimental hardware where micro-
processor connected to the OLED screen through the switching board and the 741 op-
amp designed as voltage regulator in order to regulate the dual power supply.

Table 2. Experimental Equipment

Equipment Model

OLED Display Module DD-160128FC with EVK board with a resolution of
160RGB � 128 dots

Microprocessor ARM Processor FRDM KL25Z
Thorlabs Camera DCC 1645C
Language/Software used
for coding

C, MATLAB

Power Supply EL302D Dual Power Supply 13.3 V which is regulated to 3.3 V
using Voltage regulator
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The OLED screen is a power efficient operating at 2.8 V hence switching board
drops down the voltage coming from microcontroller to 2.8 V. The bits in the form of
OOK_NRZ uploaded to the microcontroller through software written in the C lan-
guage. With the help of switching board, the patterns based on transmitted bits formed

(a) 

(b) 

Fig. 2. (a) EEG signal from EEG tool box, (b) Normalized EEG signal for VLC-OCC
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on OLED display module, which then recorded by the camera in video form followed
up by image processing to calculate the Bit Error Rate (BER).

3.2 Result and Discussion

During the lab work, several measurements were taken in different distances at pixel
sizes of 8 and 16. The OLED screen had a library where OLED screen divided into
pixel sizes of 32; 16; 8; 4; 2 and 1. In our experiments, we considered the pixel sizes 8
and 16 to accept the challenge of complexity in calculating the Bit Error Rate
(BER) with decrease in size of pixels thus enabling to transmit more information bits
per frame. Additionally, the experiments carried out with the pixel size of 32 of the
OLED screen thus dividing the OLED screen into 5 rows and 4 columns resulting in
lesser number of bits transmitted, hence was an optimum choice. On the other hand, to
increase the data rate and the number of bits transmitted per frame OLED screen
divided into pixel sizes such as 4; 2 and 1 could be considered. However, due to
reduction in BER using pixel size of 4, we restricted to the experiments with OLED
screen divided into pixel size 8 and 16, respectively.

The number of frames required for the entire length of the video calculated by total
no of bits transmitted divided by no. of bits per frame. Figure 4(a) and (b) show the
image processing at pixel size 16 and 8, respectively. It illustrates the transmitted
information per frame captured, and the gray image conversion after the border
detection and then the cropped image taking the background off.

As shown in Fig. 3 the cropped image is identical to the transmitted information
hence illustrating the successful optical transmission of electroencephalogram signals.
After the video capture the image processing is performed for BER calculation by

Fig. 3. Experimental set-up: 1-microcontroller, 2-switching board, 3-OLED screen, 4- voltage
regulator
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comparing the bits obtained per frame and the entire video. The BER obtained at pixel
size 16 was lower or better than BER obtained at pixel size as shown in Fig. 5. Though
the number of bits transmitted using 8-pixel size are increased in comparison to number
of bits transmitted using the pixel size 16. It is a trade-off between BER and symbol
size. The increase in pixel size results in increase bit number possibly transmitted per
frame hence, the information capacity or data rate improves significantly however,
processing speed increases and possibly increases the BER too. After demodulation
and digital to analogue converter the received original transmitted EEG signal in shown
in Fig. 6. The received EEG signal is same as that of transmitted EEG signal, hence
implicates the successful and error free optical transmission of EEG signal. Further-
more, the detection of transmitted bits is clearly possible for images and videos
however, the BER changes with increase in distance.

Fig. 4. Image Processing, (a) at pixel size 16, (b) at pixel size 8
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Fig. 5. BER vs Distance

Fig. 6. Amplitude of received EEG signal Vs number of samples
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4 Conclusion

This paper suggested a novel technique to transmit EEG signals using VL-OCC system.
The system proposed deployed in healthcare without generating any RF radiation in the
sensitive areas such as hospitals. Furthermore, we successfully proposed a technique
that could replace current EEG systems deployed in clinical applications based on RF,
which suffer from electromagnetic interference and signal loss. The BER obtained from
the pixel sizes of 8 and 16 respectively at 25 cm is of the order of 10e-3. However, with
the increase in distance, the BER for 8-pixel size drops considerably after 50 cm unlike
16-pixel size where the BER obtained is of the order of 10e-3 up to 75 cm and the data
rate achieved was 2 kbps at a camera frame rate of 30 frames per second.
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Abstract. Aeronautical ad hoc networks (AANET) support IoT while allowing
communication between aircraft and the ground in flight systems. Current
research is focused on aeronautical data-based IoT applications thus leaving the
gap between benefits and services of IoT objects and aeronautical objects. In the
present scenario, quality of service provisioning is the most prominent
requirements in aeronautical flight communication systems. For this perspective,
in this paper we propose QoS aware routing protocol (QSRP) to enhance net-
work performance in Aeronautical ad hoc networks assisted IoT environment.
The proposed QSRP includes two QoS metrics: route availability period and
residual route load capacity for route finding process and describes a broadcast
optimization technique to reduce traffic overhead. Finally, the performance of
the proposed QSPR is compared with AODV and GPSR in terms of ground
connectivity, packet delivery ratio and route load balancing. The simulation
results prove that the performance of QSRP is better as compared to state of arts
protocols.

Keywords: Internet of Things � Routing � Quality of service � AANET
Load balancing

1 Introduction

Internet of Things (IoT) is a system of interconnected computing devices, digital and
mechanical machines, objects, animals or people having unique identities and the
ability of transferring data across a network with or without human to human or human
to device interaction [1]. The new domain including aircraft simulation, smart home,
smart city, smart healthcare, forest fire detection, air pollution monitoring, inventory and
Product management are few examples of revolution in IoT environment [2]. In aircraft
applications, in order to transmit and view data immediately, Internet is used to connect
sensors and actuators in the aircrafts. After completion of trip, tracking of flight data in
real-time would be done with IoT in place of downloading data from sensors [3].

While including multi hop ad hoc networking between aircrafts, extension of
network architecture is called aeronautical ad hoc network (AANET) [4]. While
allowing communication from aircraft to ground, over the region with no communi-
cation infrastructure, AANET can be worked as a complementary communication
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system. AANET facilitates Internet access to these aircrafts traversing via these areas,
with no use of high delay and costly satellite links [5]. In AANETs assisted flight
communication systems, providing reliable and stable communication among aircraft
and ground stations is a great challenge [4].

The demand of aeronautical networks having QoS provisioning motivates to design
a QoS aware routing protocol in IoT. In this context, this paper proposes QoS aware
routing protocol (QSRP) to enhance network performance in Aeronautical ad hoc
networks assisted IoT environment. In this paper, first we use route availability period
and residual route load capacity as the metric for QoS provisioning in route selection
process respectively, which results stable and traffic balanced route between aircraft
and ground stations. Second, we utilize broadcast optimization technique to minimize
the overhead message generated during route selection process. Finally we evaluate and
compare proposed QSRP protocol with greedy perimeter stateless routing (GPSR) [6]
and ad hoc on demand distance vector (AODV) protocols.

The rest of the paper is structured as follows. Section 2 covers related literatures. In
Sect. 3, proposed QSRP protocol is described. In Sect. 4, simulation results are dis-
cussed. Conclusion of the work and future research direction in IoT are presented in
Sect. 5.

2 Related Literatures

In Ad hoc On Demand Vector Protocol (AODV) [7] minimal number of hops is the
basis of root selection process. Routes are discovered on demand. AODV utilizes
HELLO packets periodically for checking about active neighbors. It provides well
defined structure, low complexity and low overhead because of on-demand routes.
Failure of single route increases delay and failure rate of data delivery. More packet
loss due to short route, lacking of energy efficiency mechanism and reliable data
transmission results in energy holes. Ad hoc routing protocol for aeronautical mobile
ad hoc networks [8] exploits the proactive functions and the geo-localization infor-
mation to find the shortest and complete path. However, as route selection metric it
only considers number of hops or distance and provides less route stability.

Geographic load share routing (GLSR) [9] utilizes the position information of
aircraft and information of buffer size while exploiting the total air-2-ground (A to G)
capacity. Unfortunately, GLSR consider only static topology. Link availability
estimation-based routing [10] considers only the link availability parameter for
selecting and updating route. Firstly, to imitate the airliners behavior, semi- Markov
mobility model is proposed, then for selecting reliable path in terms of link availability
period, expectation of link lifetime and pdf for the relative speed is utilized. It exploits
the pdf of the link lifetime and relative speed to derive the parameter of link availability
for selection of reliable route. Load balancing metric is not considered in it.

Delay aware routing protocol [11], is a reactive routing protocol in which route
finding decisions are taken on the basis of expected node delay metric. The perfor-
mance metrics such as network stability and traffic demand are used to analyze their
scheme. Load balancing metric is also not considered in this protocol. Multipath
Doppler routing protocol (MUDOR) [12] exploits Doppler frequency shift based
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relative velocity of nodes to establish stable routes. However, it does not consider
quality of service (QoS) and load balancing issues. On the basis of MUDOR, QoS-
MUDOR [13] has been proposed to provide better link stability, while provisioning
QoS parameters. But only theoretical analysis has been considered and deeply details
of specific QoS metrics have not been described. A geo-location assisted aeronautical
routing protocol for highly dynamic telemetry environments (AeroRP) [14] has been
proposed, while exploiting the broadcasting of wireless channel and location of node to
mention necessity of airborne telemetry usage. But it does not reduce the network delay
factor and causes network congestion. A novel geographical routing protocol for
AANETs (A-GR) [15] eliminates beaconing of traditional routing while utilizing
velocity and position of aircraft. For neighbor hop selection it uses metric based on
velocity. In case of heavy data traffic, performance of this protocol is poor.

3 Proposed QSRP

In this section, network model for proposed QSRP protocol has been described. Then
QoS metrics: route availability period and residual route load capacity are formulated.
Thereafter, route selection process and broadcast optimization technique has been
discussed. The network model has three main components: airports, aircraft and ground
stations. Here ground stations works as Internet gateways (IGs). In this scenario, main
focus is only on the aircraft and IGs communication, not aircraft-aircraft
communication.

The following assumptions have been made for simplicity.

• All aircrafts are distributed in a plane.
• Physical layer, transmission power and transmission range are uniform for all

aircrafts.
• ADS-B system is being equipped in all aircrafts for getting real-time state vector

like position, velocity, ID and other information.

3.1 Route Availability Period

Route availability period between two nodes those are not neighbors, is defined as the
minimum link availability period between intermediate nodes in this route. Let node i
and j are two intermediate nodes and lie in the transmission range a of each other. The
coordinate of node i and node j are xi; yið Þ and x j; y jð Þ respectively. Let vi and v j are
speeds, and hi and h j are moving directions of node i and node j respectively
0� hi; h j � 2p
� �

. If a link from node i and node j has link availability period lpij [16].
Then lpij is formulated as

lpij ¼
� pqþ rsð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ r2ð Þa2 � ps� qrð Þ2

q
p2 þ r2

ð1Þ
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Where

p ¼ vi cos hi � v j cos h j

r ¼ vi sin hi � v j sin h j

q ¼ xi � x j

s ¼ yi � y j

Here, lpij becomes 1 when hi ¼ h j and vi ¼ v j.

Let Lk is the route availability period of route k, then route availability period of
route k is estimated as

Lk ¼ min lpij
n o

ð2Þ

3.2 Residual Route Load Capacity

In this section, residual route load capacity is defined as minimum residual load
capacity among all node’s residual load capacities in the route. Let ci is the residual
load capacity of node i. Then ci is formulated as

ci ¼ d�
Xm

i¼1
xili ð3Þ

Where, d be the maximum load capacity of node i, and li and xi be the average
packet size of traffic and average packet arrival rate from m sources, respectively. If Ck

is residual load capacity of route k, then Ck is estimated as

Ck ¼ min ci
� � ð4Þ

In our scheme, during route selection process, route with maximum residual load
capacity is considered.

3.3 Joint Metric

In QSRP protocol, both QoS metrics: route availability period and residual route load
capacity are integrated to find the optimized route. If the joint metric of route k is Pk,
then Pk is formulated as

Pk ¼ a:
Lk

Lmax

� �
þ b:

Ck

Cmax

� �
ð5Þ

Where Cmax and Lmax are maximum residual route load capacity and maximum
route availability period respectively. a and b are weight factors corresponding to both
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QoS metrics in joint metric. Where aþ b ¼ 1, and 0� a; b� 1f g. a and b can be set
for different values to prioritize any parameter on the basis of network preferences.

3.4 Optimal Route Selection

In QSRP, IGs send IG advertisements (IGADs) to advertise their QoS metrics peri-
odically over the network. Then aircraft knows their information because of IGADs.
Let IGAD interval for all IGs is same in this scheme. The format of IGAD message is
presented in Fig. 1.

When IGAD is received by aircraft node, then Lk and Ck are computed according to
Eqs. (1) and (3). If Lk or/and Ck are less than LGAD or/and CGAD, then parameters are
updated in routing table of aircraft node and in IGAD also. Otherwise existing LGAD

or/andCGAD are used. Algorithm 1 presents the basic algorithm for route finding process.

Packet.
Type TimestampSource.

Address
X. 

Coordinates Velocity LGAD Broadcast
ID

Hop
Count

Destination
Address

Y.
Coordinates CGAD

Fig. 1. Format of IGAD message
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Route update message is unicasted to source node by intermediate node, if new link
is established or existing link breaks on the route. On the basis of updated parameters of
route, source node chooses a potential route. The aircraft node maintains QoS
parameters of every route to IGs in its routing table. According to Algorithm 2, the
joint metric for every route is calculated by aircraft node and route with maximum joint
metric is selected. Then after establishing forward route, IG in this route is selected as
IG for the aircraft node.

3.5 BADF Broadcasting Optimization Scheme

In this section, Best advertisement forwarding (BADF) scheme is presented, while
involving three aspects to control the overhead of advertisement flooding. First, aircraft
discards the duplicate IGADs, while checking originator IP address and broadcast ID of
newly received IGADs and already received IGADs. Second, the aircrafts already
landed or not yet taken off (with velocity 0) discard the received IGADs and not be
considered for computing routing table. Finally, an aircraft only rebroadcasts the
advertisements having route availability period and residual route load capacity less
than setting threshold. Hop count from node to IG should be lesser than maximum hop
count set in advanced. Therefore, traffic overhead in term of broadcasting advertise-
ment is minimized.

4 Experimental Results and Discussion

4.1 Simulation Environment

The simulation experiments for the evaluation of the performance of QSRP protocol
have been conducted in ns2. Here, the weight factors for both metrics have been
assigned equally: a ¼ b ¼ 0:5 (Table 1).

4.2 Experimental Results (with Same Weight Factors)

Packet delivery ratio (PDR) is described as the ratio of the number of successfully
transmitted packets to the total number of transmitted packets. Figure 2 illustrates that
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how PDR vary in case of all three routing protocols as interval of aircraft departure
increases (aircraft density decreases). As shown in Fig. 2, from starting to threshold
value (40 min) PDR increases (aircraft density decreases) for all three routing proto-
cols. As aircraft density decreases (interval of aircraft departure increases), then
overhead reduces and PDR increases. PDR for QSRP is lesser than GPSR in case of
small interval of aircraft departure, but better in case of higher interval of departure
(more than 30 min).

Figure 3 shows impact of traffic load on PDR, while keeping interval of departure
20 min. As the traffic load increases, QSRP performs better in terms of PDR as
compared to GPSR and AODV, because path load balancing factor has been consid-
ered in QSRP but not considered in GPSR and AODV protocol.

Overhead is defined as the amount of excess packets generated by routing protocols
for the successful delivery of actual packets from the source to destination. Figure 4
shows the overhead incurred in case of all three routing protocols. The overhead for
QSRP is far lower than AODV, because it utilizes BADF scheme for overhead min-
imization. But GPSR incur less overhead rather than QSRP and AODV, because
periodic hello packet sent in neighbor discovery scheme utilized in GPSR is smaller
than IGAD packet of QSRP.

Table 1. Simulation parameters.

Parameters Values

Area 200 km � 200 km
Propagation model Free space
Simulation time 150 min
Trans/Receiv antenna Omnidirectional
IGAD interval Uniform (3.5, 4.5) seconds
A to A trans range 40 km
A to G trans range 40 km

Fig. 2. PDR vs Interval of departure Fig. 3. PDR vs Traffic load
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Stability is defined in terms of number of the handoffs. It is inversely, proportional
to the number of handoffs. Figure 5 shows that how Average handoffs per hour vary in
case of all three routing protocols as interval of aircraft departure increases (aircraft
density decreases). QSRP performs better with less number of handoffs (higher sta-
bility) as compared to GPSR and AODV, because of consideration of better path
duration for the selection of new route. But GPSR and AODV protocols do not con-
sider any path stability metric.

Ground Connectivity is described as the fraction of directly connected aircrafts or
aircrafts having at least one multiple route to an IG at a particular time. Figure 6
illustrates that how ground connectivity vary according to the variation in interval of
aircraft departure. According to Fig. 6, as the interval of aircraft departure decreases,
ground connectivity enhances in case of all three protocols. When interval of departure
is 20 min or lower, ground connectivity of all the protocols reaches to almost 100%. In
case of interval of departure lower than 40 min, QSRP performs better than other
protocols, but in case of more than 40 min, ground connectivity of QSRP is relatively
weak, because building up of routes becomes relatively difficult due to strict IGADs
forwarding conditions in QSRP.

4.3 Experimental Results (with Different Weight Factors)

Simulation has also been performed for the proposed QSRP protocol while considering
various weight factors corresponds to route metrics to enhance the performance of
QSRP. Two different scenarios have been described in simulation. In first scenario,
route availability period has been preferred by considering weight factors: a ¼ 0:7 and
b ¼ 0:3 and in this scenario, QSRP is denoted as QSRP1. In second scenario, residual
route load capacity has been preferred, while taking weight factors: a ¼ 0:3 and b ¼
0:7 and denoted as QSRP2. Then performance of QSRP1 and QSRP2 have been
compared with QSRP0 (without weights), GPSR and AODV protocols.

Fig. 4. Overhead vs Interval of departure Fig. 5. Handoffs vs Interval of departure
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Figure 7 shows the variation of PDR with respect to various traffic load in all
scenarios. PDR in all scenarios is almost same, but is better than GPSR and AODV
protocols. It illustrates that for improving PDR, more interest in route load balancing
and stability should be taken in case of heavy traffic. Figure 8 shows that number of
handoffs in case of QSRP1 are slightly reduced as compared to QSRP0, but for QSRP
these are slightly more than QSRP0. But number of handoffs in all scenarios are far
lesser than AODV and GPSR protocols. These results with different weight factors
show that route stability and network PDR can be enhanced in some scenarios.

Fig. 6. Connectivity vs Interval of departure

Fig. 7. PDR vs Traffic load Fig. 8. Handoffs vs Interval of departure
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5 Conclusion and Future Work

In this paper, we propose QoS aware routing protocol (QSRP) to enhance network
performance in Aeronautical ad hoc networks assisted IoT environment. The proposed
QSRP includes two QoS metrics: path availability period and residual path load
capacity for route finding process and describes a BADF technique to reduce flooding.
Through simulation experiments, we analyzed and compared the performance of the
proposed QSRP with respect to GPSR and AODV protocol, in terms of ground con-
nectivity, packet delivery ratio and path load balancing. The simulation results show
that the performance of QSRP is better as compared to state of arts protocols. In future,
we will enhance the proposed work while considering delay, energy consumption as
performance metric by modifying the design. We will also explore our work in diverse
scenarios and applications in future.
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Abstract. This paper represents a scheme for solving the problem that is faced
by the Secondary Users for channel switching in Cognitive Radio networks. In
this work, an efficient proactive channel selection and switching framework
called Best Fit Channel Switching (BFCS) is proposed to minimize the amount
of channel switching overhead for SUs between different channels. Based on
channel usage information of PU and application specific parameters, One State
Transition Probability (OSTP) and Two State Transition Probability (TSTP) are
calculated. Then with the help of OSTP and TSTP a list of best channels for
switching is obtained. Thus the proposed scheme enables the SUs to proactively
predict the future spectrum availability status and switch to the best channel for
communication when any PU arrives amidst of its current transmission. The
proposed method is compared with the existing methods to evaluate its per-
formance for parameters like channel switching cost.

Keywords: Cognitive Radio � Cognitive Radio Network � Secondary users
Primary users

1 Introduction

Cognitive Radio operates with the help of its underlying SDR Technology. Furthermore,
the CR can also be programmed to transmit and receive on a range of frequencies and
utilize various transmission access technologies are supported by its hardware [1, 2].
Cognitive Radio Network (CRN) also known as secondary network or unlicensed
network comprises of collection of nodes equipped with CR [3]. CR enables the CRNs
to utilize the temporally unused spectrum referred to as spectrum hole or white space [4].
In case this band is utilized by the licensed user, SU node moves to another white space
or alter its transmission powers level while staying in the same spectrum band. This
avoids the interference to the PU. Thus CRNs can be said to dynamically access the
spectrum bands opportunistically with the help of CR [3]. Generally in CRN, a channel
selection algorithm selects the most appropriate spectrum band or channel for the radio
interface of the SU based on parameters like throughput, spectrum utilization etc.

In this paper, our research works focuses on reducing the switching overhead by
reducing the channel switching cost for the secondary user. An algorithm called Best
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Fit Channel switching (BFCS) has been developed for this which mainly calculates two
probabilities-OSTP and TSTP for short listing the number of channels with their ranking
in decreasing order from n number of channels. The main advantage of the algorithm is
that it gives the less number of channels to be selected for the switching. One needs not
to consider all the channels for switching which in turn reduces the chances of delaying
the decision for channel switching for the Secondary User and improves the network
performance by reducing the switching cost and increasing the throughput.

The rest of the paper is divided into the following parts. Section 2 of the paper
provides the Literature Review. Section 3 consists of Proposed methodology. Section 4
includes the Results and Analysis, Sect. 5 focuses on comparative study of the pro-
posed scheme Best Fit Channel Switching (BFCS). Section 6 consists of Conclusion
and Future Scope.

2 Literature Review

This section focuses on the various research works done in this filed so far. In general
the existing schemes for channel selection can be categorized in three categories [5] as
follows in Fig. 1:

In Centralized schemes of channel selection [6], a central entity (supervising node)
obtains the link and local spectrum information from all other nodes to perform
mapping for all the nodes and links in the network. The result of this mapping is then
passed on to the nodes with the help of which all the nodes efficiently configure their
interfaces. In the distributed channel selection schemes [7], each and every node in the
network evaluates the potential free channels for its links by local observation. Dis-
tributed channel selection schemes are prone to channel oscillation and ripple effect
problems since the local information does not guarantee the optimal channel selection.
Finally, the decentralized channel selection schemes [8] clubs the merits of both dis-
tributed and centralized schemes implemented in cluster based class of wireless net-
works. In this, a supervising node (called cluster head) within each cluster helps in
configuring the interfaces of all other nodes in that cluster by using the local infor-
mation of the cluster. After that all the cluster heads collaborate and share information
to determine the inter cluster channel selection.

Furthermore, the shifting of SU from one spectrum band to other spectrum band on
arrival of PU is called Channel Switching. There are mainly two types of spectrum

Channel
Selection Schemes

Centralized   
Schemes

Distributed 
Schemes

Decentralized 
Schemes

Fig. 1. Categories of channel selection schemes
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switching techniques: Reactive channel switching and Proactive Channel Switching
[9]. Reactive channel switching is a passive switching wherein SUs communicate via
one channel until any PU is detected. When a PU appears, SU switches from that
channel by sequentially sensing all licensed channels until it finds some idle channel.

In proactive channel switching technique, SUs periodically monitor the spectrum
bands or channels and utilize the past channel observations to estimate future avail-
ability of free channel in the spectrum. Then, on arrival of any PU, the SUs can switch
channel smartly and quickly while avoiding any collision with the PU [9]. In this paper,
a channel switching scheme is proposed in which the SUs estimate channel usage
pattern and determine the most desirable channel whenever it needs to locate an idle
channel for switching.

In [10] authors have proposed a stochastic channel selection algorithm based on the
learning automata techniques to avoid costly channel switches. Kannan et al. [11] have
proposed the movement and channel availability prediction scheme (MCAP), a new
channel selection scheme for CRNs that take into account both future location of SU
and prediction about the channel availability. The objective of their work is to improve
the channel switching decision by reducing the number of unnecessary SU switches as
well as the number of disconnections. Feng et al. [9] have proposed a new channel
switching algorithm, which considers the drastic cost of channel switching. In their
algorithm, the SUs decide whether to switch or not based on the channel information
prediction. Devnarayana et al. [12] have discussed a channel set selection scheme to
perform channel switching. Their algorithm is based on Markov process where each
SU calculates the reward of using each channel and then selects the channel set with the
highest reward.

Husari et al. [13] have proposed a handoff scheme which employs the markov
model to predict the activity of the PU’s future locations in order to make better hand
off decisions. Meghanathan et al. [14] have proposed new local spectrum knowledge
based minimum channel switching routing (MCSR) for CRNs. MCSR models the
weight of an SU-SU edge as 0 if the two end nodes of the edge have the same preferred
PU channel or as 1 otherwise. Finally it chooses the SU-SU path that has least sum of
weights of edges. Ashtiani et al. [15] have given a probabilistic approach in deter-
mining the initial and the target channel for the handoff procedure in a single SU
network. To characterize the network, a queuing theoretical framework has been
introduced. Both stay and change handoff policies are addressed. Gabriel et al. [16]
have investigated the interference among the cognitive emergency wireless networks
and define a fractional service area, or a metric for evaluating service provisioning
capabilities in coexisting networks that share the same TV white space.

Ferrus et al. [17] specifies the importance of sharing the spectrum band in
improving the capability of public safety networks in the regions that are affected by
any natural disasters and therefore relieving conditions are organized. Mishra et al. [18]
categorize the channel allocation algorithms which depend on the ways to assign the
channels and the platform to execute them. But, the differentiation of algorithms of
allocating channels are dependent on distribution of the traffic, the expense to
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implement that algorithm, awareness for the wireless network, scalability of the net-
work, the extend of efficiency of algorithm, the extent of robust behavior etc.

Chieochan et al. [19] have surveyed existing methods of channel assignment for
infrastructure-based 802.11 WLANs. [20] have presented the most fundamental
methods to solve the problem of assigning spectrum and the state-of-the art spectrum
assignment algorithms in the Cognitive Radio Networks. Salem et al. [21] have
researched on Cooperating spectrum sensing in CRN. They concluded that the issue of
identification of PU activity onset is not completely tackled by cooperative spectrum
sensing. Hence they have proposed a new channel selection scheme ICSSSS (Intelli-
gent Channel Selection Scheme for cognitive radio ad hoc network using Self orga-
nized map followed by simple Segregation) to deal with the above issue. They have
coupled segregation with mapping technique to locate the best channel for selection
along with reducing the chance of false detection of PUs. Misra et al. [22] have
proposed a new clustering based technique called k-hop knowledge algorithm. Their
algorithm has O(n2m) complexity where n signifies the number of secondary users and
m denotes the number of clusters. Their simulation results have outperformed existing
schemes in terms of both inner and outer channel indices.

3 Proposed Methodology

Motivated with the challenges of channel switching in Cognitive Radio Networks
(CRNs), we propose an Best Fit Channel Switching (BFCS) scheme to minimize the
switching overhead and improve network performance.

3.1 Assumptions

A network environment is considered where both primary and secondary users coexist
while operation of the network. The operational frequency band of the spectrum is
divided into n number of non overlapping homogenous channels. Each of the above
channels is divided into number of slots T1, T2, T3….Tm. Each slot is further divided
into two sub slots: sensing slot (Ts) and transmission slot (Tt). Therefore any slot can
be represented as: Ti = Ts + Tt, where i = 1 to m. We also considered that the
channels are modelled as alternative exponential ON/OFF model where ON means a
busy state and OFF means idle state [9]. ON/OFF periods are assumed to be inde-
pendent and identically distributed as shown in following Fig. 2.

ON

OFF

Fig. 2. ON/OFF model
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Each slot is represented either by 0 or 1 where 0 means idle slot and 1 means busy
slot as shown in following Table 1:

The above channel usage history of the PU is gathered from the ON-OFF model.

3.2 Proposed Best Fit Channel Switching (BFCS)

BFCS scheme is primarily a proactive channel handoff framework that works for min-
imizing the number of channel switching between different channels for SUs. From the
PU channel usage matrix, SU can predict the reappearance of PU. Some channels are
heavily utilized by PU and some channels always remain idle. In the proposed BFCS
scheme, all the available channels are arranged as a list of best or maximum idle channels
(Bc1, Bc2…BcN). Thus using the proposed scheme, the SU will select the channels
which have the highest probability of being in the idle state. SU sense the channel from
the list of best channels, if the channel is idle then SU transmits data. Furthermore the
proposed scheme can be represented as comprising of following modules:

I One State Transition Probability (OSTP)

In this step, SU calculates the one state transition probability (OSTP) for all
channels. OSTP means the probability of two consecutive slots being in idle state.
Suppose C1, C2, C3…..Cn are the channels and T1, T2, T3….Tm are the slots for each
channel. Then OSTP means if slot Ti of channel Cj is idle then what is probability that
slot Ti + 1 will be idle in the same channel. OSTP is calculated with the help of
functions F1 and Count1 defined as follows:

II Two State Transition Probability (TSTP)

In this step, once the OSTP is calculated, SU calculates the two state transition
probability (TSTP) for the channels whose OSTP is greater than or equal to the
Threshold. TSTP means the probability of three consecutive slots being in idle state.
Suppose out of C1, C2, C3…..Cn channels, k channels are shortlisted and T1, T2,
T3….Tm are the slots for each channel. Then TSTP means if slot Ti of channel Cj is

Table 1. PU channel usage matrix

C1 0 1 0 0 1 .. 1
C2 0 0 0 1 0 .. 1
C3 1 0 0 0 1 .. 0
. . . . . . .. .
Cn 0 0 1 1 0 .. 0

An Efficient Best Fit Channel Switching (BFCS) Scheme for Cognitive Radio Networks 177



idle then what is probability that slot Ti + 1, Ti + 2 will be idle in the same channel.
TSTP is calculated with the help of functions F2 and Count2 defined as follows:

III Channel Ranking

TSTP as explained above is calculated for all channels whose OSTP is greater than
or equal to threshold. Other channels with OSTP less than threshold are considered
busy. On the basis of TSTP probability, channels are arranged in descending order. The
channel which has highest TSTP values will be considered as rank 1 and will be the
first in the list and so on.

IV Selection of Best Channel and Communication

From the above channel ranking step, the channel ranking list is obtained with
decreasing TSTP values. The channel with rank 1 is considered to be the best idle
channel among all channels with lesser appearance of primary users. Hence secondary
users select the channel which has the highest rank for communication and starts
sensing a slot, if the slot is idle then the SU transmits the data and go on sensing and
transmitting until the slots are free. If any slot is found to be busy then the SU will
switch to the channel with next rank. This way, process continues until secondary users
have some data to transfer.

3.3 Algorithm

The algorithm consists of two parts-one is the main algorithm called Best Fit Channel.
Switching and other is the sub algorithm called Channel Ranking Algorithm.
When the main algorithm begins, the sub algorithm is called in which firstly we

update the channel usage matrix i.e. we will check whether the Primary User is using
its channel or not. If not, then we will update the threshold for the application, and then
we will check if OSTP� Threshold. The channels for which this condition is satisfied
then we will calculated the TSTP for those channels. So we will get a list of channels
with their ranking in descending order.

Then we will return to main algorithm, in which the initial switch count is zero,
loop will be initialize and we will sense if the slot j of channel i is empty, if yes then we
will transmit the data. If no more data is left, then the algorithm will end. But if more
data is to be transmitted then we will sense the another slot of the same channel and
transmit the data if it is empty. But if the data is still remaining but the slot of the
channel is not empty, then we will switch to another channel and increment the switch
count to 1 and again the loop will be executed until the data is transferred. This switch
count tells the actual cost of algorithm.
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3.4 Flow Chart
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4 Results and Analysis

This section shows the simulation results for the comparison of performance of our
proposed approach BFCS with other schemes like Sequential channel Switching
(SCS) and Random Channel Switching (RCS) in MATLAB. In SCS, SUs select the
channel sequentially from the given list of channel for communication while in RCS
SUs select channel for switching randomly among the available channels.

4.1 List of Parameters

The following Table 2 shows the list of parameters used along with their range values
during simulations:

4.2 Results

The results shown below reflect the number of channel switches while the number of
channels in the spectrum or the SU load increases. In the first scenario, spectrum
handoff with varying number of channels and a constant SU load is depicted. Fol-
lowing Table 3 shows the number of channel switches for SCS, RCS and BFCS
respectively with increasing number of spectrum channels and fixed SU load (4000
bytes).

Table 2. List of parameters for simulation

Parameter Value

No. of Channels 3, 5, 7, 8, 9, 11
No. of SU 1 (with varying load)
Packet length 200
No. of slots 10
b (Threshold for TSTP) 0.2

Table 3. Number of switches versus number of channel

No. of channels Switches in SCS Switches in RCS Switches in BFCS

5 4 4 2
10 9 9 7
15 13 10 4

An Efficient Best Fit Channel Switching (BFCS) Scheme for Cognitive Radio Networks 181



The above Fig. 3 shows that channel switches for the proposed scheme BFCS are
lower than both SCS and RCS scheme. Hence switching overhead had reduced and
overall performance of the network had improved.

In second scenario, we vary the load of SU while keeping the number of channels to
be fixed. Tables 4, 5 and 6 shows the variation of number of channel switches with
respect to varying SU data load when the number of channels is kept fixed at 7, 9 and 11.

Fig. 3. Number of switches versus number of channels

Table 4. Number of switches versus SU data load when number of channels is 7

SU data load (Bytes) Switches in SCS Switches in RCS Switches in BFCS

1600 5 4 3
1800 5 5 4
2000 5 2 4
2200 5 4 4
2400 6 6 4

Table 5. Number of switches versus SU data load when number of channels is 9

SU data load (Bytes) Switches in SCS Switches in RCS Switches in BFCS

1600 4 2 2
1800 6 4 2
2000 7 7 2
2200 8 8 2
2400 8 8 2
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Figures 3, 4 and 5 shows the comparison graphs of SCS, RCS and BFCS schemes
with varying SU load and fixed number of spectrum channels.

It is clearly observed from the above Figs. 4, 5 and 6 that BFCS incur lesser
number of channel switches and hence lesser switching cost as compared to SCS and
RCS Thus the proposed channel selection and switching scheme BFCS proves better
than the existing SCS and RCS schemes in overall performance of the network.

Table 6. Number of Switches versus SU data load when number of Channels is 11

SU data load (Bytes) Switches in SCS Switches in RCS Switches in BFCS

1600 6 9 2
1800 6 5 2
2000 6 5 3
2200 6 9 4
2400 9 10 4

Fig. 4. Number of switches versus SU data load when channels = 7
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Fig. 5. Number of switches versus SU data load when channels = 9

Fig. 6. Number of switches versus SU data load when channels = 11
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5 Comparative Study of BFCS, SCS and RCS

The following table summarizes the comparison between the three schemes i.e.
Sequential Channel switching (SCS), Random Channel Switching (RCS) and proposed
scheme Best Fit Channel switching (BFCS).

S. No. Performance factor No of
switches in
SCS

No of
switches in
RCS

No of
switches in
BFCS

1 When Load of SU is fixed and
channels are increasing

Max 13 Max 10 Max 7

2 When channel is fixed (no. 7)
but load of SU is varying

Max 6 Max 6 Max 4

3 When channel is fixed (no. 9)
but load of SU is varying

Max 8 Max 8 Max 2

4 When channel is fixed (no. 11)
but load of SU is varying

Max 9 Max 10 Max 4

So from the above table it can be clearly mentioned that the proposed scheme
(BFCS) is better than the other two Schemes (SCS) and (RCS) in every respect which
is taken.

6 Conclusion

In this paper a Best Fit Channel Switching (BFCS) scheme has been proposed to
minimize switching overhead in cognitive radio networks. The proposed BFCS scheme
provides an efficient way for SUs to select the best channel among all idle channels of
the licensed spectrum which minimizes the amount of channel switching and hence the
total network overhead. The experimental and graphical results show that the proposed
channel switching scheme BFCS performs better than SCS and RCS by reducing the
number of channel switches. Channel switching cost eventually decreases when
number of switches decrease.
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Abstract. Underwater Acoustic Wireless Sensor Networks (UASNs) is
the way to connect underwater environment with the rest of the world.
The existence of the huge number of applications which need to moni-
tor the underwater environment, it is gaining popularity. The collected
data from these networks are meaningless without the physical location
of the sensor nodes. Localization schemes relate the data with its spatial
information. In this paper, we have developed a localization scheme for
Underwater Sensor Networks which gives a Coarse-Grain location infor-
mation of the sensor nodes. The simulation results show that with a less
energy consumption more than 90% of underwater sensor nodes can be
localized by the proposed scheme.

Keywords: Underwater Acoustic Sensor Networks (UASNs)
Coarse-grain localization · Autonomous Underwater Vehicles (AUVs)

1 Introduction

Underwater Acoustic Sensor Networks (UASNs) is a way to connect the underwa-
ter environment with the rest of the world. The existence of the huge number of
applications makes it popular among the researchers, these applications include
underwater military tactical surveillance, mining, pollution monitoring and nat-
ural disaster prevention etc. [1,2]. The existence of some applications requiring
the sensor’s location information encourage the development of scheme to find
the underwater position of sensor nodes for UASNs. Localization is a way to
relate gathered information from underwater with its spatial information [3].
The underwater networks are a group of sensor nodes, Autonomous Underwater
Vehicles (AUVs) which work together and collaborate to monitor the application
area [4]. AUVs are used in localization scheme because it follows a predefined
trajectory and can be controlled easily.

The underwater sensor networks are different from the terrestrial sensor net-
works as there is a need for sparse deployment of the sensor network for bet-
ter coverage. Secondly, The acoustic communication channel is used for inter-
node communication which is much costlier as compared to radio communication
c© Springer Nature Singapore Pte Ltd. 2018
G. C. Deka et al. (Eds.): ICACCT 2018, CCIS 899, pp. 187–196, 2018.
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channel of the terrestrial sensor networks [5]. Acoustic communication channels
also suffer from low bandwidth, high error rate, high propagation delay, and
limited battery power [8]. Due to the differences between these two networks,
The localization schemes developed for terrestrial sensor networks do not work
for underwater acoustic sensor networks [10]. Another challenge in developing
localization scheme for UASNs is the unavailability of the Global Positing Sys-
tem (GPS) because of high attenuation of Radio Frequency waves (RF) under
water [6].

We are motivated to develop a localization scheme for underwater sensor
network which can provide a coarse-grain localization with less amount of energy
consumption. We have also observed a few facts are as follows firstly, the sensor
nodes can get their depth information through the pressure sensor attached to
it we need to calculate only the two-dimensional coordinates of the sensor node.
Secondly, the availability of mobile AUVs to assist the localization process. The
proposed scheme reduces the energy consumption by reducing the inter-sensor
node communication.

In this paper, a localization scheme has been developed for Underwater
Acoustic Wireless Sensor Networks. A coarse-grain estimation is provided by
the proposed scheme instead of the accurate location of the sensor nodes. The
aim of the localization scheme is to reduce the energy consumption and the
computational complexity of the localization scheme.

It is anchor-free localization scheme using an Autonomous Underwater Vehi-
cles (AUV). AUV dives into the water, after reaching to a predefined depth
it starts moving horizontally at slow speed among the sensor networks. While
wandering in the network, AUV broadcast its location periodically at multiple
power levels from each broadcasting positions. The sensor nodes after hearing the
broadcast messages record the power level and the position of AUV from where
the message was sent and forward it to an underwater sink node. Due to a better
storage capacity and powerful battery life, the sink node takes the initiative to
estimate the location of the sensor nodes. The rest of the paper is organized as
follows: Sect. 2 gives a brief introduction of localization scheme developed for
UASNs. Section 3 describes the proposed localization scheme. Section 4 presents
the performance analysis of the proposed scheme. Section 5 concludes the paper.

2 Releted Work

For underwater acoustic sensor networks, on the bases of communication method,
there are two broad categories of localization schemes namely range-based and
range-free localization scheme. To estimate the location of the sensor nodes
range-based schemes relies on the distance or angle measurement form some
reference point in the network. To estimate the distance and angle one of the
following techniques used: TDoA (Time Difference of Arrival), ToA (Time-of-
Arrival), RSSI (Received Signal Strength Indicator), and AoA (Angle-of-Arrival)
[9]. Then, the position of the sensor node is computed using trilateration or mul-
tilateration techniques. Range-free localization schemes do not depend on any
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calculation about the range or angle information of the sensor node rather they
use network topology and position of the nearby anchor nodes. A range-free
localization scheme gives a coarse-grain estimation of the location. In [7], A sur-
vey on the architecture and the localization schemes for underwater acoustic
sensor networks is presented.

SLMP (Scalable Localization with Mobility Prediction) localization scheme
for large-scale underwater sensor network to attain better accuracy and network
coverage is proposed in [11]. Each node calculates its location based on the mobil-
ity prediction and its past known position information. The major drawback of
the SLMP is the need of a large number of anchor nodes although it increases
the localization accuracy it also increases the communication overhead.

The localization schemes using projection technique is proposed in [12–14].
In the projection based localization schemes, the anchor nodes are projected to
a horizontal virtual plane at the depth of the sensor node. The sensor nodes
get their location by at least three anchor nodes using trilateration or triangu-
lation technique. UPS (Underwater Positioning Scheme) proposed in [15,16], is
a localization scheme without time synchronization. In UPS sensor nodes first
calculates its range from at least four anchor nodes using TDoA than convert it
into the position information using trilateration method. The scheme assumes
that the whole application area can be covered by only four reference node
which reduces the application area of the network and also the sensor nodes
cannot be localized uniquely. A localization scheme proposed in [17], Wide Cov-
erage Positioning (WPS) scheme generalized the UPS with N nodes. The scheme
introduces the fifth anchor node if the node cannot be localized by four anchor
nodes. Although WPS increases the localization area, it also increases the com-
munication overhead but it guarantees the unique localization. An Area-based
Localization Scheme which estimates the area where the sensor node lies in the
network was intially developed for terrestrial sensor network [18] with the inspi-
ration of which a localization scheme for UASNs was developed in [19]. Instead
of providing the actual location of the sensor node it gives an estimation of
the area where the node lies in. The whole domain area is divided into different
regions by the anchor nodes using multiple power levels of beacon messages. The
range of the power levels covered by the power levels divides the network into
different sections. The sensor node after hearing the beacon messages records
two information. First is the ID of the reference node from where the signal
is being received and second is the power level at which the beacon was sent.
Sensor nodes forward this information to an underwater sink node where the
estimation of the position is performed. DNR localization scheme proposed in
[20] uses a mobile anchor node instead of stationary anchor node. The anchor
moves vertically in the network into the water and sends the beacon message in
the network after regular intervals. The sensor nodes remain silent and estimate
the distance between the mobile anchor node using ToA of the message.

The Advantages of Area Localization scheme and DNR localization schemes
are combined in 3D-MALS (3-dimensional multi-power area localization scheme)
proposed in [21]. Instead of using stationary anchor nodes of ALS, anchor nodes
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dive and rise into the water and sends the beacon message at multiple power
levels. The major drawback of the scheme is high energy consumption due to
the large number of message exchange. The contribution our paper is to reduce
the energy consumption by using a single AUV in place of multiple DNRs of
3D-MALS scheme.

3 Proposed Scheme

The structure of the network for proposed scheme is shown in Fig. 1. The types
of nodes in the networks are Autonomous Underwater Vehicle (AUV), sensor
node, and the underwater sink node.

Fig. 1. Structure of the network model

AUVs are the important part of underwater wireless networks, due to the
rich battery life it has the capability to work underwater continuously for a
longer period of time. The battery can be solar-powered and can be recharged
from solar energy while floating on the surface of the sea or it can be recharged
from the sub-sea docking stations [22]. An AUV named REMUS 600 can operate
underwater for at least 24 h up to the depths 600 m and it can be configured for
1500 m operations. The AUV consumes 110 W propulsion power to move at the
speed 2.9 m/s, and 15 W propulsion power to move at the speed of 1.5 m/s [23].
Deployment of the sensor nodes underwater is random which keep moving in the
network due to the effect of fluid dynamics. A pressure sensor is attached to all
sensor nodes from where we can get the depth of the sensors which reduces our
three-dimensional problem in Two-dimensional. All computations are performed
by underwater sink nodes which have better computational and storage capacity.
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Figure 2 represents the movement of the AUV in the network. AUV dives
underwater to reach a predefined depth and starts moving horizontally in the
network among the sensor nodes.

Fig. 2. Movement of AUV

While wandering in the network, it broadcast a beacon messages at multi-
ple power levels after a regular time interval. The packet format of the beacon
message is shown in Fig. 3. The beacon message informs the sensor nodes about
the position of the AUV and the power level of the beacon message. The sensor
nodes adds its ID to the packet received from the AUV and send it to the sink
node as shon in Fig. 4. The sink node then estimates the position of the sensor
node. To reduce the length of the packet a number corresponding to each power
level is used eg. i = [1...n] where 1 indicates the smallest power level and n shows
the highest power level. The sink nodes stores these numbers with corresponding
power levels.

Fig. 3. Packet format of messages send by AUV

Fig. 4. Packet format of messages send by sensor nodes

During the localization process, the AUV will broadcast the beacon messages
at different power levels after a fixed time interval while moving in the network.
For example the AUV at position posi will broadcast the beacon messages at
power levels PL1, PL2, ..., PLn. The set PS = PL1, PL2, ..., PLn contains all
power levels in increasing order.n indicates the number of power levels in the set
PS i.e. PLi, i = [1, n]. The distances covered by each power level from set PS
is indicated by the set SD = S1, S2, ..., Sn where, Si, i = [1, n] represents the
distance covered by the power level PLi when a sensor node S(x, y, z) receives a
AUV’s beacon message from position (xj , yj , zj) at power level PLm, m ∈ [1, n]
than the following equations are attained

(x − xj)2 + (y − yj)2 + (z − zj)2 <= Sm

(x − xj)2 + (y − yj)2 + (z − zj)2 > Sm−1 (1)
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3.1 Location Estimation

Suppose there are total k positions pos1, pos2, ..., posk from where AUV broad-
casts the beacon message, and the coordinates of the positions are (xj , yj , c), for
j = [1, k] as shown in Fig. 2. Since the depth of the AUV is predefined we have
replaced it with a constant value c. The beacon message correspondence to each
beacon position is denoted by:

pos1 : (x1, y1, 1), (x1, y1, 2), ..., (x1, y1, n)
pos2 : (x2, y2, 1), (x2, y2, 2), ..., (x2, y2, n)

...
posk : (xk, yk, 1), (xk, yk, 2), ..., (xk, yk, n)

The set of power levels is PS{1, 2, ..., n} which is indicated by the elements
{N1, N2, ..., Nn} such that Nn−1 = Nn − 1.

We are calculating the location of one sensor node similar procedure can
be followed to find the location of the other nodes. We are assuming that
the underwater node say A at position (xa, ya, za) can receive the beacon sig-
nal from all k positions of the AUV and the lowest power level received from
these positions are represented by a set PLS

{
PL(1,Na), PL(2,Nb), ..., PL(k,Nx)

}

and the corresponding distance covered is denoted by the set SDS{
SD(1,Na), SD(2,Nb), ..., SD(k,Nx)

}
. where Na, Nb, ..., Nx ∈ PS and PL(1,Na)

represents that Na is the lowest power level received from position
pos1 and the distance covered by the power level is SD(1,Na) that
is Sa. From the Eq. 3 we can say that A can’t receive the power
level from these positions are

{
PL(1,Na−1), PL(2,Nb−1), ..., PL(k,Nx−1)

}
and{

SD(1,Na−1), SD(2,Nb−1), ..., SD(k,Nx−1)

}
are their corresponding spreading dis-

tances which gives us the relations:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(x1 − xa)2 + (y1 − ya)2 <= SD2
(1,Na)

− c2 = C1

(x2 − xb)2 + (y2 − yb)2 <= SD2
(1,Nb)

− c2 = C2

...
(xk − xx)2 + (yk − yx)2 <= SD2

(1,Nx)
− c2 = Ck

(2)

and
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(x1 − xa)2 + (y1 − ya)2 > SD2
(1,Na−1) − c2 = C1

(x2 − xb)2 + (y2 − yb)2 > SD2
(1,Nb−1) − c2 = C2

...
(xk − xx)2 + (yk − yx)2 > SD2

(1,Nx−1) − c2 = Ck

(3)

The bounded region covered by all these circles are assumed as the location
area of the sensor. Center of the area covered by these circles is estimated as
the coordinates of the sensor node. Figure 5 illustrates the localization scheme
with k positions of AUV and four power levels at which beacon messages are
sent from all positions.
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Fig. 5. Example of area estimation with four power levels from k beacon positions

4 Performance Evaluation

Performance analysis of the presented scheme is evaluated using MATLAB sim-
ulation. The localization area is considered as 1500m×1500 m with a maximum
depth of 1000m. The speed of acoustic sound is set to 1500m. The number
of sensor nodes deployed in the network is 500 and the beacon interval is set
to 50 s which increases up to 120 s. The packet size is taken as 80 bits. The
power level required to send and receive a packet is set to 35 w and 0.3 w respec-
tively. The performance is evaluated for the parameters Localization success and
energy consumption of the scheme. Localization success indicates the percent-
age of nodes localized by the presented scheme. Energy consumption indicates
the energy consumed by the inter-node communication during the localization
period.

Figure 6 indicates the impact of the beacon interval on energy consumption
with the different number of power levels. The beacon interval is initially set to
50 s and increases with the step of 10 s up to 120 s. The number of different power
levels at which the AUV sends the beacon messages is set to 3, 4, and 5. The
graph clearly shows that energy consumption of the proposed scheme decreases
with the increasing beacon interval the fact behind it is when we increase the
beacon interval the number of positions from where AUV sends the beacon
decrease which results in the decrease of the total number of beacon messages.
The graph also shows that the energy consumption increases with the number
of power levels of the AUV’s beacon messages.
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Fig. 6. Energy Consumption when the number of power levels are 3,4, and 5

Fig. 7. Localization Ratio
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Figure 7 shows the localization ratio with respect to the beacon interval. Ini-
tially, the beacon interval is taken as 50 s and increases regularly at the interval
of 10 s and reaches upto 120 s. Localization ratio is above 95% when the beacon
interval is 50 s. The number of nodes deployed in the network is 500. The local-
ization ratio decreases when we increase the beacon interval. The reason behind
it is, some of the nodes may not receive the beacon messages from all positions
of the AUV. The overall localization ratio of the proposed scheme is above 90%

5 Conclusion

In this paper, we have presented a localization scheme for underwater acoustic
wireless sensor networks which gives a coarse-grain location information of the
sensor node underwater. The new scheme has three kind of nodes namely: AUV,
sensor nodes, and the underwater sink node. AUV act as an anchor node which
moves in the network and broadcast the beacon messages from different positions
at multiple power levels. The sensor nodes are deployed underwater and listen
to the beacon messages silently and sends the information about the position
of AUV and the power level received to the sink node for location estimation.
As the underwater sensor networks are very complex and expensive as compare
to terrestrial sensor networks. We have develop a localization scheme which has
very low computational complexity. The localization scheme has very low energy
consumption due to the silent nature of the sensor nodes in the network. The
simulation of the proposed scheme results in high localization success with less
energy consumption.
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Abstract. During large-scale events, a large volume of content is posted on
Twitter, but not all of this content is trustworthy. The presence of spam,
advertisements, rumours and fake images reduces the value of information
collected from Twitter. In this research work, various facets of assessing the
credibility of user–generated content on Twitter are described, and a novel real-
time system to assess the integrity of tweets has been proposed. The system has
been proposed to achieve this by assigning a score or rating to content on
Twitter to indicate its trustworthiness.

Keywords: Fact-checking � Knowledge graph � String matching

1 Introduction

Twitter is a micro-blogging web service with 319 million average monthly active users
all across the globe. Twitter has gained reputation over the years as a prominent news
media, disseminating information faster than conventional media. Researchers have
shown how Twitter plays a role in aiding crisis management teams by providing on the
ground information, helping in reaching out to people in need, and helping in the
coordination of relief efforts [8]. On the other hand, Twitter’s role in spreading rumours
and fake news has also been a major cause of concern. Due to the dynamic nature of
Twitter, fake news or rumours spread quickly on Twitter and this can adversely affect
thousands of people. The current methods to filter out false content rely mostly on
human monitoring. With this proposed model we aim to automate the process to a great
extent. In this research work, various facets of assessing the credibility of user gen-
erated content on Twitter are described, and a three-pronged system to assess its
veracity has been proposed. Our model is named “CCC” (for Content Credibility
Check) - a model to impede the flow of false news. In the following sections, we talk
about the literature review in which we discuss the previous work which has been done
in this field. We take our inspiration for the work of well renowned researchers and
build our concept on the basis of success and failure of the researchers who worked
before us. We also present the results of a survey conducted by us to understand the
thinking process of a wide variety of our society. Then we give a brief about the
technical concepts and API’s we have employed in our model and finally present our
model. The description of the working helps us understand the breakdown of the model
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and it will help us distinguish credible tweets from fake news. Finally, we talk about
the limitations of our program and what future work can be done in order to improve
upon the model.

2 Literature Review

The work that has been done in this field so far has been focussed on both, the
theoretical understanding of the phenomenon that is fake news and the practical cre-
ation and deployment of a viable system to filter out fake news. One of the major
driving factors behind carrying out this research work was the realisation that this field
requires greater awareness, especially in today’s times. The effects of propagating non-
verified information on Twitter and in other OSM (Online Social Media) have been
studied by researchers before. Carvalho et al. [2] analyzed the effects of what they
termed as a false news shock. They took up an episode from September 2008 wherein a
six-year-old article about the 2002 bankruptcy of United Airlines’ parent company had
resurfaced on the Internet and was mistakenly believed to be reporting a new bank-
ruptcy filing by the company. This episode caused the company’s stock price to drop
by as much as 76% in just a few minutes, before NASDAQ halted trading. After the
“news” had been identified as false, the stock price rebounded, but still ended the day
11.2% below the previous close. They also found out that it had a persistent effect on
the stock prices of other major airline companies too.

Supervised classification has been applied by researchers to detect credible and
incredible content in OSM. Castillo et al. [3] showed that automated classification
techniques can be used to detect news topics from conversational topics and assessed
their credibility based on various Twitter features. They achieved a precision and recall
of 70–80% using decision-tree based algorithm. They evaluated their results with
respect to data annotated by humans as ground truth. Wang [20] proposed a spam
detection prototype system to identify suspicious users on Twitter. He found out that
the Bayesian classifier had the best overall performance in terms of F-measure,
achieving 89% precision. Some researchers focused their study of trustworthy or
credible information during particular events which had high impact. Donovan et al.
[18] focused their work on finding indicators of credibility during different situations
(8 separate event tweets were considered). Their results showed that the best indicators
of credibility were URLs, mentions, retweets and tweet length. Also, they observed that
the presence and effectiveness of these features increased a lot during emergency
events. Location-based Social Networks (LBSNs) like Twitter are designed as plat-
forms allowing the creation, storage and retrieval of vast amounts of georeferenced and
user-generated contents. De Longueville et al. [6] explored as to how LBSN can be
used as a reliable source of spatio-temporal information, by analysing the temporal,
spatial and social dynamics of Twitter activity during a major forest fire event in the
Marseille, France in July 2009. Oh et al. [19] analyzed the content of Twitter postings
of the 2008 Mumbai terror attack and based on that they suggested a conceptual
framework for analyzing information control in the context of terrorism.

Some of the research work done to assess, characterize, analyze and compute trust
and credibility of content on online social media is mentioned here. Truthy was a live
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web service developed by Ratkiewicz et al. [20] to study information diffusion on
Twitter and compute a trustworthiness score for a public stream of microblogging
updates related to an event to detect political smears, astroturfing, misinformation, and
other forms of social pollution. Gupta et al. [8] created TweetCred, a practical system to
assess credibility of tweets, based on training data obtained from six high-impact crisis
events of 2013. They developed a semi-supervised ranking model using SVM-rank to
rank the tweets. The way our proposed model differs here is that it adds a bit of
granularity in terms of user verification. Finn et al. [7] introduced a tool called TRAILS
which made use of propagation, timeline, retweet and co-retweeted network visual-
izations to make it easier to investigate a suspicious story. By inputting a single tweet
into the system, and selecting keywords relevant to the story being investigated, the
system gathered a dataset of tweets through which the user could trace the story origin.

Researchers have sought varied routes to frame this problem of filtering fake news.
Ciampaglia et al. [4] framed fact-checking as a network problem. They showed that by
finding the shortest path between concept nodes under properly defined semantic
proximity metrics on knowledge graphs, this approach is feasible with efficient com-
putational techniques. Liben-Nowell et al. [14] proposed a random link predictor for
social networks and also examined other approaches to link prediction based on mea-
sures for analysing the “proximity” of nodes in a social network. But they concluded that
all methods so far lack accuracy, even the best proving to be correct on just 16% of its
predictions. Wu et al. [22] proposed a framework that viewed claims based on structured
data as parameterized queries. A key insight was that a lot could be learned about a claim
by perturbing its parameters and seeing how its conclusion changes. They formulated
practical fact-checking tasks–reverse-engineering (often intentionally) vague claims,
and countering questionable claims–as computational problems. Our research work,
while drawing upon some of the feature sets employed in previous papers, seeks to add
new layers of verification in the overall fact-checking process.

3 Survey Results and Employed Concepts

‘False news’ has rapidly become a catch-all term to discredit all kinds of stories. In its
purest form, false news is completely made up, manipulated to resemble credible
journalism and attract maximum attention and, with it, advertising revenue. It includes
news articles that are intentionally and verifiably false, and could mislead readers.

Analysis by BuzzFeed found that fake news stories drew more shares and
engagement during the final three months of the US presidential campaign than reports
from (for example) the New York Times, the Washington Post and CNN [1].

There are various motivations to spread false news. One is pecuniary: news articles
that go viral on social media can draw significant advertising revenue when users click
to the original site. Another is ideological: fake news providers seek to advance can-
didates they favour.

We need to be smarter at recognizing and combating such outright fabrication.
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3.1 Survey

A survey was conducted to analyse how most of us get notified about the news and
how vulnerable we are to fake news. Here are the key findings (Figs. 1, 2, 3, 4, 5, 6, 7
and 8):

In this survey both, the working class people and college students, were covered to
ensure wide variety of view-points are obtained. Social media, which is the most
unreliable source of news as nobody cross-checks it, came out to be the topmost source
as expected. In that, approximately more than 80% of the people believe the news they
come across. Softwares made to check validity of social media news are unheard of by
roughly 67% of the respondents. A strong majority of the respondents feel this area
requires more awareness, motivating us to continue with this project.

This survey shows us how people from across the spectrum view the phenomenon
that is false news. It pushes us to delve further into this area and work together to
produce a reliable solution.

3.2 Concepts Employed

The concepts of knowledge graph, string matching and Twitter’s Streaming API have
been used to work on the project. A detailed course of action is given below.

Fig. 1. Occupation of sample surveyed
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Fig. 2. Sources of news consumption

Fig. 3. Respondents’ readiness to believe
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3.2.1 Knowledge Graphs
Let a statement of fact be represented by a subject-predicate-object triple, e.g.,
(“Socrates,” “is a,” “person”). A set of such triples can be combined to produce a
knowledge graph (KG), where nodes denote entities (i.e. subjects or objects of state-
ments), and edges denote predicates. Given a set of statements that has been extracted
from a knowledge repository, the resulting KG network represents all factual relations
among entities mentioned in those statements. Given a new statement, it is expected to
be true if it exists as an edge of the KG, or if there is a short path linking its subject to
its object within the KG. If, however, the statement is untrue, there should be neither
edges nor short paths that connect subject and object.

In a KG distinct paths between the same subject and object typically provide
different factual support for the statement those nodes represent, even if the paths

Fig. 4. Self-checking of doubtful news items

Fig. 5. Awareness of efforts in this area
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contain the same number of intermediate nodes. For example, paths that contain
generic entities, such as “United States” or “Male,” provide weaker support because
these nodes link to many entities and thus yield little specific information. Conversely,
paths comprised of very specific entities, such as “positronic flux capacitor” or “ter-
minal deoxynucleotidyl transferase,” provide stronger support [4]. A fundamental
insight that underpins our approach is that the definition of path length used for fact
checking should account for such information-theoretic considerations.

It is proposed to use Google’s Knowledge Graph Search API to match the tweets
with the relevant news articles. Google’s knowledge base compares subjects and
objects as nodes and predicates as edges and gives the required comparison result.
The API uses standard schema.org types and is compliant with the JSON-LD speci-
fication [11].

Fig. 6. Awareness of current initiatives

Fig. 7. Perception of the issue’s importance
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Some examples of how the Knowledge Graph Search API can be used include:

• Getting a ranked list of the most notable entities that match certain criteria.
• Predictively completing entities in a search box.
• Annotating/organizing content using the Knowledge Graph entities.

3.2.2 String Matching
The fundamental string searching (matching) problem is defined as follows: given two
strings – a text and a pattern, determine whether the pattern appears in the text.

Knuth-Morris-Pratt (KMP) algorithm is employed here. It searches for occurrences
of a “word” W within a main “text string” S by employing the observation that when a
mismatch occurs, the word itself embodies sufficient information to determine where
the next match could begin, thus bypassing re-examination of previously matched
characters.

3.2.3 Streaming API
The Streaming APIs give developers low latency access to Twitter’s global stream of
Tweet data. A streaming client will be pushed messages indicating Tweets and other
events have occurred, without any of the overhead associated with polling a REST
endpoint.

The streaming process gets the input Tweets and performs any parsing, filtering,
and/or aggregation needed before storing the result to a data store. The HTTP handling
process queries the data store for results in response to user requests. While this model
is more complex than using the REST API, the benefits from having a real-time stream
of Tweet data makes the integration worthwhile for many types of apps [13].

Twitter Firehose is another option that can be used to receive data. It is in fact very
similar to Twitter’s Streaming API as it pushes data to end users in near real-time,
but the Twitter Firehose guarantees delivery of 100% of the tweets that match your

Fig. 8. Respondents’ interest for fact-checking tools
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criteria. The reason it has not been used here is because it proves to be very costly for
an individual user, unlike Streaming API which is free of cost.

4 Features Used by the Credibility Model

The following features have been used in this model:

1. Tweet Meta-data Features: Number of seconds since the tweet, Source of tweet
(mobile/web/etc.), Tweet contains geo-coordinates

2. Tweet Content Features: Number of characters, Number of words, Number of
URLs, Number of hashtags, Number of unique characters, Presence of stock
symbol, Presence of happy smiley, Presence of sad smiley, Tweet contains ‘via’,
Presence of colon symbol

3. User based Features: Number of followers, friends, time since the user is on
Twitter, etc.

4. Network Features: Number of retweets, Number of mentions, Tweet is a reply,
Tweet is a retweet

5. Linguistic Features: Presence of swear words, Presence of negative emotion
words, Presence of positive emotion words, Presence of pronouns, Mention of self-
words in tweet (I, my, mine)

6. External Resource Features: WOT score for the URL, Ratio of likes/dislikes for a
YouTube video

5 Proposed Model (CCC)

As shown so far, it is understandable that there is a clear need for trustworthy sources
on the Internet.

For our proposed model (Fig. 9), we take Twitter as an example. It shall be a three
dimensional model, the dimensions being:

1. News Authentication
2. Viewers Authentication
3. User Authentication

Fig. 9. Proposed three-dimensional model
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The basic idea behind our model centres on matching the information present in a
tweet to our database of authentic news websites. The top 5 sites would be chosen
based on their traffic and general reputability. Alexa- a web traffic data analytics firm-
continually shows the top ranking sites, by category and otherwise.

To adjudge the veracity of a tweet, a method of calculating a credibility score has
been developed. The components of the score are as follows (Table 1):

5.1 First Dimension

The first dimension (Fig. 10) of our model i.e. our news sites explained as follows:

Firstly, the tweet would be subjected to string matching. This string matching
would be done in a subject-object-predicate (s,o,p) form. For example, in “Barack
Obama is a muslim”, “Barack Obama”, “muslim” and “is a” would be matched sep-
arately. Alongside this, there would be a Knowledge Graph (KG) containing nodes

Table 1. Breakup of the model

Component Percentage share

News websites 60
Retweets 15
Tweeters 25

Fig. 10. First dimension
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representing subjects and objects, and edges representing predicates joining these
nodes. Upon a successful match, the model would tap into the KG to find out how
strong the links actually are. Based on the links, a credibility score would be assigned
to the tweets i.e. the higher the number of direct links or higher the number of shortest
paths between subject and object, greater would be the credibility score.

The following screenshot shows one kind of request you can send to Google’s
Knowledge Graph Search API (Fig. 11).

The following code sample (Fig. 12) shows how to perform a similar search in
JavaScript. This search returns entries matching Taylor Swift.

Fig. 11. Result obtained from Google knowledge graph search API
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5.2 Second Dimension

Retweets play a crucial role in spreading stories and information. But there needs to be
a check on the fact/story being spread, as a lot of propaganda thrives on these retweets.

For our model, a score of 0–15 is assigned to retweets (Fig. 13). This would be
done in three slabs: a score of 0–5 for below average number of retweets, 5–10 for
average and 10–15 for more than the average. This average is crucial to understand
here. This average would be obtained by analysing the number of retweets experienced
by previous hot topics on Twitter. This is not fool-proof but the reason average is taken
as the deciding factor is because this is one way to make use of already available data
about hot and consequently, verified topics.

5.3 Third Dimension

A tweeter is an entity who tweets. We say entity because it is not only humans who
tweet. The spread of a lot of false information on Twitter is done through bots- pro-
grams that produce automated posts.

So, there are two things to be considered in this aspect.

• User verification- Is the user verified by Twitter?
• Past activity- How many positive credibility scores have the user’s past tweets

accumulated?

The 25% share assigned to this dimension would have three components as shown
in the table below (Table 2).

The score for the number of followers would again be calculated by taking the
average of some verified and authentic accounts (Fig. 14).

Fig. 12. Performing a search query
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6 Limitations of Proposed Model and Future Scope

The model despite its three-pronged approach has some limitations. Time complexity
cannot be exactly determined as Google’s Knowledge Graph API does not provide it.
Twitter’s Streaming API does not always guarantee delivery of 100% of the tweets.
Even with the amount of tweets that are available to us, the precision to discern people-
generated tweets from bot activity would still require a lot more effort. As user feed-
back is crucial for improvement of proposed solution, first-hand awareness needs to be
created that there exists a dangerous phenomenon online called fake news.

The generation of fake news cannot be completely abolished but the spread of fake
news can surely be impeded by coming up with more accurate credibility check
methods. The proposed model can be further employed to make a user level applica-
tion, for fact-checking. This is the very next step to be done. For this, advanced

Fig. 13. Second dimension

Table 2. Share breakup for tweeters

Component Percentage share

Past credits 10
Verification 8
Number of followers 7
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regression analysis might need to be carried out to predict how false news spreads, at
least during major events like disasters and big elections. The check on fake news can
be implemented on other social networking and media sites as well, apart from Twitter.

7 Conclusion

The presence of false news presents a set of problems to deal with. Our model uses an
algorithmic approach to assign credibility scores, rather than totally relying on human
involvement. The 60% weightage given to authentic news websites in our model
ensures very little deviation from truthful content. The remaining 40%, consisting of
retweet traction and tweeter verifiability, would depend on the set of users trying out
the system at that particular point in time. Before the proposed solution is converted to
an end product, this would be carried out for different types of events and news stories.
We have inferred that this part would require another check in the future to obtain
greater transparency.

Fig. 14. Third dimension
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Abstract. Whenever a transmission line conductor is erected between two
towers; due to action of gravity on conductor weight; transmission line is not a
straight line joining the two points but it slackens which is termed as sag. It is
the lowest point between the two towers and nearest to the ground. It is both the
advantage and disadvantage due to the presence of sag in transmission line as on
the one hand it maintains the safe tension level and on the other hand to maintain
the greater ampacity and required ground clearance transmission lines are to be
erected at towers on greater heights. In this paper, different factors are explained
which affects the transmission line sag. This paper focuses on calculating the sag
produced by transmission lines using different types of conductors such as
ACSR, ACCC and ACSS under different conditions. There is also a comparison
between various conductors in which sag develops. Effect of loading on the
development of conductor sag will also be considered in this paper. This paper
uses MATLAB programming for the calculating the results and graphical out-
puts and simulation results and modeling for the comparative study among
various conductors. The importance of this paper is that it will help in deciding
the kind of conductor which is to be used for any particular power system design
especially for the transmission network with sag.

Keywords: Sag � Different conductors (ACSR, ACCC and ACSS)
Ampacities and transmission line

1 Introduction

Electrical design engineers always take care of the different electrical and mechanical
parameters while designing a transmission line along with the topology of the earth for
which civil engineers are also involved in discussion [1]. Based on the generation
capacity of the power station the transmission lines are held responsible for transmitting
the bulk power to greater distances with minimum power loss. Main talking point of
the loss is the heat generated while transmitting the power. This heat generated is due
as transmission line carries the required current. Since current is being carried by the
conductors which itself have greater weight density; hence the need is felt to built
mechanically strong towers and its cross arms. These towers should be capable enough
to withstand weight as well as the natural parameters such as wind, ice etc. Care should
also be taken that these towers do not require frequent maintenance as erection and
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maintenance at greater heights is a tedious task given the heavy weight of the con-
ductors as well as tower metals [2]. While erecting the transmission conductor’s care
should be taken that tension is not exceeding the breaking load.

Due to excessive weight of transmission line conductors due to their high weight
density (another reason of their higher weight between the conductors is due the
hundreds of distance between the towers) it is quite natural to have a sag; as it cannot
defy the gravitational pull [3–6]. The distance between the towers is a function of high
voltage it is carrying, topology of the earth in the area under study and the right of way
available in the area. Every country have ground clearance safety norms to safe guard
its citizens which is directly based on the sags produced by transmission lines of
different capacities. In general we talk of a single sag present on the planes which is the
lowest point of the transmission line conductor but when the transmission line of hilly
areas are being studied or designed we have two sags one each nearer to tower [1, 13].

The factors which affect the sag were taken; for example span or the distance
between the towers (or line supports), tension in the line, line supports, weight of the
conductor, various conductor configuration and its effects. Sag is directly proportional
to weight per unit length of conductor [7]. A longer span causes more sag, simple logic
behind is that as the span increases the weight of the conductor increases resulting in
more sag [8]. Sag is inversely proportional to conductor tension [7]. Hence for sag
compensation either conductor selection is such which produces least sag despite
carrying the high currents or sag compensators are attached to the lines so that it can
remove the sag as and when it appears. Generally a combination of both is used. Sag
compensators are primarily used as a backup sag protection, secondly during short term
over load condition; line can carry extra current without being overheating or sagging.
Therefore correctness of sag is the important demand for the present power sector
scenario.

This paper gives the important information about sag with respect to the choice of
conductor and setting of ground clearance during the designing and erection of lines.
This paper also discussed the factors on which the sag mainly depends. Section 2 is
based on the different case studies and problem formulation with mathematical cal-
culations. MATLAB graphical outputs of different cases are also shown in this section.
It is followed by comparisons among different conductors are shown graphically.
Finally, Sect. 4 concludes this paper.

2 Case Studies and Problem Formulation

In this section, there is sag calculation for different cases considering various
arrangements i.e. supports at different levels. In this section, the ice and wind load is
also considered for sag calculation. Effect of loading on the development of conductor
sag will be shown here. In this section, the mathematical formulation responsible for
sags of parabolic shape is presented and analyzed the difference of magnitude between
them using results of MATLAB programming [9].
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2.1 Case 1: Sag Calculation Without Any Load for Supports
at the Different Level at Given Span

Many a times (especially in hilly areas) the two supports of a span may be at different
levels. Such a section suspended between two supports which are at different levels. Let
two supports are ‘B’ and ‘C’. In such condition the curve is not complete parabola but a
part of parabola.

Let ‘L’ be the actual span (horizontal distance between B and C), ‘T’ is the tension
of conductor, ‘W’ is the weight of conductor and ‘h’ is the vertical difference in level
between two supports. ‘S1’ is the sag from level C (sag from low level) and ‘S2’ is the
sag from level B (sag from high level) as shown in Fig. 1. Then,

S1¼ WX2
1

� �
= 2Tð Þ� �

; S2¼ WX2
2

� �
= 2Tð Þ� �

where
X1 = Horizontal distance of foot of level C from O.

and
X2 = Horizontal distance of foot of level B from O.

thus

X1 + X2 ¼ L ð1Þ

Now

S2 � S1 ¼ W X2
2 � X2

1

� �� �
= 2Tð Þ� � ¼ W X2 + X1ð Þ � X2 � X1ð Þf g= 2Tð Þ½ �

¼ WL X2 � X1ð Þf g= 2Tð Þ½ �

But

S2 � S1 ¼ h

Fig. 1. Sag (without any load) for supports at different level.
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so,

h ¼ WL X2 � X1ð Þf g= 2Tð Þ½ �

or

X2 � X1¼ 2Thð Þ= WLð Þ½ � ð2Þ

Solving Eqs. 1 and 2, we get

X1¼ L/2ð Þ � f Thð Þ= WLð Þg½ �; X2¼ L/2ð Þþ f Thð Þ= WLð Þg½ �

Data for sag calculation (without any load) for supports at different level is given in
Table 1. Using these data, MATLAB output of the sags due to the weight of the
conductor, supported at different levels is obtained in Fig. 2. These results are also
given in Table 1.

2.2 Case 2: Sag Calculation Under the Ice and Wind Load,
with the Given Wind Pressure

In addition to its own weight, a transmission line conductor is also subject to wind
pressure. A coating of ice may also be formed on the conductors of the line in hilly
areas during severe winter season. These two factors must be taken into account to
calculate the sag.

Consider ‘ m length of conductor.
d = Diameter of conductor in metres.
t = Radial thickness of ice in metres.
Then the overall diameter of ice covered conductors: D ¼ dþ 2t.
Volume of ice per metre length of conductor = p(D2

– d2)/4.
The weight of ice is approximately 8920 N/m3. Then the weight of ice per metre

length of conductor is:

Table 1. Data for Sag calculation (without any load) for supports at different level.

S.No. Input Output (in m)

1. Length of span
between two
different supports

600 m The distance (X1) of foot of
support at lower level (or C)
from O

270.0170

2. Conductor tension 3520 kg The distance (X2) of foot of
support at higher level (or B)
from O

329.9830

3. Conductor weight
per unit length

2.935 kg/m Minimum sag (S1) 30.3961

4. The difference in
levels between two
supports

15 m Maximum sag (S2) 45.3961
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wi ¼ 8920 p D2 � d2
� �

=4 N/m:
wi ¼ 2:8� 104 t dþ tð Þ N/m:

The wind pressure is assumed to act horizontally on the projected area of the ice
covered conductor with different forces as shown in Fig. 3. This projected area is D sq.
m per metre length of conductor.

For a wind pressure of p Newton per sq. m of projected area, wind load Fw is:

Fw ¼ pDN/m:

If the wind velocity is known, the wind pressure p is taken as 0.059v2 N/m, where
v is wind velocity in km/h. The total force Ft acting on the conductor per metre length is:

Ft ¼ wþwið Þ2 þF2
w

h i1=2
N/m:

Fig. 3. Forces acting on the conductor.
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Fig. 2. MATLAB Output of the sags due to the weight of the conductor, supported at different
levels.
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The force Ft lies in the new plane of conductor and is inclined to the vertical at an
angle c which is given by:

tan c ¼ Fw=ðwþwiÞ:

If T is the limiting tension and Ft is the total force per metre on the conductor under
worst conditions, then the sag in the new plane is:

S ¼ FtL2=8T:

The vertical sag is S cos c. Data for sag calculation under the ice and wind load,
with the given wind pressure are given in Table 2. Using these data, outputs of the sags
of Sw, Sv and Sn are shown in Figs. 4 and 5. These results are also given in Table 2.

Table 2. Data for Sag calculation under the ice and wind load, with the given wind pressure.

S.No. Input Output (in m)

1. Length of span 350 m The sag (Sw) due to weight of
the conductor alone

3.8969
2. Conductor weight per

unit length
8.5 N/m

3. Internal diameter of
conductor

0.0195 m

4. Radial thickness of ice
on each side

0.0096 m The sag (Sn) in the new plane 10.0983

5. Limiting conductor
tension

33400 N

6. Wind pressure on
projected area

382 N/m2 The vertical sag (Sv) 7.4859

7. Force per unit volume
exhibited by ice

8920 N/m3
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Fig. 4. MATLAB Output of the sags of Sw and Sv (in 2D).
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As of now, we have studied about the various factors which affect the sag and the
parameters on which the sag is decided. Now, the next section will help in deciding the
kind of conductor which is to be used for any particular power system design especially
for the transmission network with sag.

3 Results Comparison Between Different Conductors

The main aim of the power system is to transmit the bulk power from one place to the
other, with minimal requirement of material and money and the power system is
designed for the voltage at which the transmission will take place. Now it is left to the
ability of the conductors to carry large currents. As the conductors attempt to carry
large currents their conductor temperature rise; their metal cores expand and the lines
sag. So the conductor with high thermal capacity will transmit more power with less
sag. This section focuses on calculating the sag produced by transmission lines (using
different types of conductors for e.g., ACSR (Aluminium Conductor Steel Reinforced),
ACCC (Aluminium Composite Core Cable), ACCR (Aluminium Conductor Com-
posite Reinforced) and ACSS (Aluminium Conductor Steel Supported) etc.) [10].

3.1 Comparison Between ACCR and ACSR

The Fig. 6 clearly suggest the higher ampacities (current carrying capacities) of the
ACCR conductor as they can with stand the higher conductor temperature of 210 °C.
The ACCR 795 kcmil (Al area unit; 2 kcmil = 1 mm2) conductor can carry the current
which even an ACSR 1590 kcmil can’t.
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Fig. 5. MATLAB Output of the sags of Sw, Sv and Sn. (in 3D).
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Consider a power system which is designed for the conductor whose aluminium
area is 795 kcmil (402.9 mm2) as in the above case, from the Fig. 7. It is clear that for
ACCR when the conductor temperature is 50 °C, sag is 8.6868 m (converted from the
feet in the Fig. 7) but for the same temperature the sag produced by the ACSR con-
ductor is 9.9669 m although the safe limit is 11.7957 m. The safe temperature limit of
the aluminium is 75 °C although in few literatures we find it up to 100 °C. Therefore
comparing on those lines for ACCR when the conductor temperature is 100 °C, sag is
9.6012 m but ACSR reach safe limit of 11.7957 m at this temperature. ACCR is found
to work satisfactorily and continuously up to 210 °C (and up to 240 °C for short
duration during emergency) for which the sag produced is only 10.9118 m.

3.2 Comparison Between ACSS and ACSR

Consider ACSS/TW 795 kcmil (402.9 mm2) fully annealed aluminium wires formed
into trapezoidal shape [3]. It creates a more compact conductor with same metal but
smaller diameter; it results in smaller ice and wind loading on the conductor. Also
consider a 795 kcmil 26/7 ACSR “Drake”. Now if the ampacities are calculated
assuming the ambient temperature of 40 °C, 0.61 m/s wind, sun, 0.5 coefficient of
emissivity and absorptivity, then we get the following results as shown in Table 3.

Again we have observed that ACSS due to its higher thermal capacity can have
high ampacities than ACSR of same area and will also have less sag generated.

Fig. 6. Comparison of ACCR and ACSR ampacities.
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3.3 Comparison Between ACSS and ACCR

The results of Fig. 8 shown in graphical manner assumes ACSS and ACCR at 1,300 feet
(396 m) ruling span, initial tension: 6,557 lbs (2,974 kg) maximum loading at –1 °C),
no ice, 5.4 kg wind load; 0.6 m/s wind speed, perpendicular wind direction, 0.5
emissivity and solar absorption. Based on the above figures and table we can compare
the ACSS and ACCR conductors. If we take ACSS and ACCR conductors of equal area
say 795 kcmil then it is found that the current carrying capacity of ACCR at 210 °C is
1692A while that of ACSS at same conductor temperature is approximately 1610 A,

Fig. 7. Sag-temperature chart showing ACCR provides larger ampacity by operating at higher
temperatures also exhibiting reduced sag.

Table 3. Comparison of Ampacities of ACSS/ TW and ACSR conductors.

Conductor
temperature (in °C)

Standard 795 ACSR
(Ampacities in Amps)

ACSS/TW equal area
(Ampacities in Amps)

75 730 720
100 990 980
150 – 1320
200 – 1560
250 – 1740
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hence ACCR can be considered superior in terms of ampacity. Again if we compare the
sags produced by both the conductors based on 305 m span and 150 °C; it is found that
the sag produced by ACSS is 37.8 feet whereas that of ACCR is 33.4 ft.

3.4 Comparison Between ACSR and Other Conductors

There are few other lesser known conductors [11, 12] which discussed here in brief:

(a) ZTACIR (Zirconium Alloy Aluminium Conductor Invar Steel Reinforced): It has
high-temperature aluminium strands over a low-thermal elongation steel core. It
can operate up to 210 °C satisfactorily.

(b) GTACSR (Gap Type heat resistant Aluminium alloy Conductor Steel Rein-
forced): It has high temperature aluminium, grease-filled gap between core/inner
layer. It gives satisfactory operation till 150 °C. GZTACSR (Gap Type Super
Heat Resistant Aluminium Alloy Conductor Steel Reinforced), it has inferior
properties than GTACSR in terms of area of cross section used for similar
ampacity but it is superior than ACSR for sag comparison.

(c) CRAC (Composite Reinforced Aluminium Conductor): It has annealed alu-
minium over fibreglass/thermoplastic composite segmented core. It has the
probable satisfactory operation up to 150 °C.

Fig. 8. Sag comparison of ACSS and ACCR conductors.
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(d) ACCFR (Aluminium Conductor Composite Carbon Fibre Reinforced) Annealed or
high-temperature aluminium alloy over a core of strands with carbon fibre material
in a matrix of aluminium. It has the probable satisfactory operation up to 210 °C.

From the Fig. 9 we can clearly observe that the ACSR conductors require less cross
sectional area for the same current carrying capacity than GTACSR or GZTACSR.
Figure 10 suggests that for the same conductor temperature the sag produced by the
ACSR conductor is more than that of GZTACSR.

Fig. 9. Comparison of current carrying capacities of ACSR, GTACSR and GZTACSR.

Fig. 10. Sag comparison between ACSR and GZTACSR.
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4 Conclusions

This paper takes up various case studies in which the sag calculation is done using
different conditions such as calculating sag with supports at different level. Sag cal-
culation for the ice and wind Load, with the given wind pressure, with loading con-
ditions are shown in this paper. From simulation results, it can be also said that the
ampacity of the various conductors in increasing order is ACSR, ACCC, ACSS, and
ACCR. Similarly the sag produced by various conductors of same size in decreasing
order is ACSR, ACCC, ACSS, and ACCR. This information will have the crucial role
to play with respect to the choice of conductor and setting of ground clearance during
the designing and erection of lines.
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Abstract. Rapid development of smart device because of internet of thing it
opens the door for configures the wireless sensor network by self-organization
and force to use soft computing technique rather than mathematical tool. The
most appealing issue in wireless sensor networks to produce self-organized
network which balance the network load. In this paper we proposed self-
organizing cluster technique based on Fuzzy C-Means and Kohonen clustering
network (KCN). KCN is well known for cluster formation but it have some
disadvantage such as termination is not converged, learning strategy does not
optimized any model. So we use the feature of Fuzzy C-means algorithm of self-
optimization and membership function for learning rate in Kohonen-model
which significantly enhance the clustering formation process, better convergence
rate and optimized self-organization by size of neighborhood updated. The
simulations shows that our algorithm outperforms from other clustering based
protocol with best convergence rate and formed evenly distributed clusters.

Keywords: Fuzzy C-Means � Kohonen self-organizing map � Learning rate
Membership function

1 Introduction

The previous couple of years have been seen expanding use wireless sensor networks
(WSNs) in various applications ranging from health-care, military (missile tracking),
domestic services, industrial and scientific approach, active volcano and seismic
detection, vehicle tracking and many more [1, 2]. Also the use of smart devices in the
world of Internet of things (IoT) creates new domains in WSNs to increase the sensor
requirement in vehicular telecommunication for navigation as well as fleet navigation,
production and industrial management [3]. WSNs typically comprise of large number
of tiny, compact sensors (hundred to ten thousands) deployed arbitrarily in the territory
within specified area where these sensor nodes rarely attended. These sensor nodes
powered by low-cost non-rechargeable battery (irreplaceable in nature) so energy
conservation most valuable priority for enhancement of network lifetime, network
coverage and for robust network [4].

Grouping the similar pattern into number of cluster is powerful way to enhance the
network throughput. Within clustering, each cluster there is one representative known
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as cluster head, cluster head having responsibility of receiving the information from its
member nodes and aggregate into single packet of fixed size thereafter aggregated
packet forwarded to base station. This feature reduces the number of message exchange
between base station and cluster head, so significantly it reduces the energy con-
sumption and optimizes the bandwidth utilization [5]. Clustering in wireless sensing
network generally carried out by two main approaches. First one is hard clustering or
C-means Clustering where sensor nodes belong to one cluster only that is degree of
membership for any node either one or zero as proposed by MacQueen [6]. Practically,
Sensor node has membership value between zero and one (Node may belong to more
than one cluster) as fuzzy logic so Fuzzy C-means clustering comes into the picture
also known as soft clustering. Fuzzy C-Means (FCM) first proposed by Dunn in 1973
later it is improved by Bezdek in 1981 [7, 8]. The membership value (µ) for node lie in
the range [1, N]. When membership parameter is at one it show crisp clustering point
and when membership parameter more than one it shows decision space increases.
How the cluster head chosen per cycle is the most difficult part and rotation of cluster
head role through network for balance the network load is prominent question. To
addressing these questions we integrate the feature of FCM and KCN.

Kohonen Clustering networks (KCN) are unsupervised learning approach which
locates the best arrangement of weights for hard clustering in repetitive and consecutive
way [9]. It has turned out to be popular in the recent years because of widespread use of
in the field of neural network theory, structures and applications. However, KCN have
several disadvantage such as termination is done by external force, there is often
guarantee of convergence and learning strategy does not optimized any dataset of
model. Fuzzy Kohonen Clustering Network (FKCN) which combines the feature of
FCM model into the update strategy and learning rate of the KCN model was proposed
by Bezdek [7]. FKCN integrate the advantage of FCM, use the membership function in
learning rate and parallel processing of input parameters. Therefore it produces a kind
of self-organized neural network with improved convergence rate and with updated
learning rate. So we proposed Fuzzy Kohonen Self-Organizing Clustering Protocol
(FKSOCP) based on integration of both FCM and KCN.

The remaining section of the paper organized as follow. In Sect. 2 brief discussion of
related works is explained. System and Energy model describes into Sect. 3. In Sect. 4
our proposed algorithm FKSCOP is illustrated. In the next Sect. 5 simulation and result
are shown and in the last Sect. 6 concluding remark of our work has been given.

2 Related Works

There are various clustering algorithm has been proposed in recent years. The most
recognized classical one is LEACH, which select the cluster head in probabilistic
manner and role of cluster head dynamically changes during each round [10]. How-
ever, in LEACH cluster distribution is not uniform, the next one is PEGASIS [11]
extension of LEACH, where nodes are organized in a chain based on greedy approach
and the nodes share data to their closet neighbor. These shared data moved from one
node to another node, get aggregated and designated node transit data to base station,
here also the role of cluster head changed by another node. Both above two protocols
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need strict time synchronization for cluster formation. Whereas HEED [12] clustering
protocol took two parameters for the selection of cluster head, residual energy and node
proximity (number of neighbor nodes) of each node. HEED terminates in O (1) iter-
ations. HEED also have problems such as some nodes are not able to join any clusters
that means unattended nodes create hotspot in network.

Recently Fuzzy Logic also applied in various clustering algorithm, in order to
improve processing speed and reduce the computation. CHEF [13] protocol use two
fuzzy parameters, residual energy and local distance. This protocol is localized in
manner because base station does not involve in selection of cluster head, sensor nodes
themselves the cluster head using fuzzy inference system. The cluster head selection
procedure of CHEF similar as LEACH protocol. CHEF gave much improve perfor-
mance than LEACH in terms of network lifetime and distribution of clusters. LEACH-
FL is another improve version of LEACH based on fuzzy logic [14]. Base station is
responsible for the selection of cluster head, it receive the information (energy level,
node density, distance to base station) about the sensor nodes via acknowledgement
and apply mamdani type fuzzy logic inference to select optimal number of cluster head.
Since fuzzy logic is very intensive computation but they are lacking from self-
organization and updating of learning rule.

Self-Organizing map (SOM) based on neural network cope up with learning rule
strategy and better convergence rate enables us to use in variety of application such as
remote sensing, time series estimation etc. Neural networks have special capability like
as parallel processing of input, effective learning potentials. Therefore use of both fuzzy
logic and neural networks turn out to be effective in WSNs. Teuvo Kohonen in 1980
proposed a method [15] where weight of winner neurons in competitive layer and
neighborhood size are updated. This method is also known as Self-Organizing Map
(SOM) based on unsupervised learning approach. SOM algorithm works in five steps,
first step is Initialization: where random weight are assigned to connection, second
steps chose one of the input member, third step declare the wining neuron which is
closest to input vector neuron, weight of wining neuron and size of its neighborhood
are updated in fourth step, in fifth step process is continue until procedure is converged
or maximum iteration reached.

The proposed algorithm FKSCOP based on fuzzy c-Means (FCM) and Kohonen
clustering network (KCN) to overcome each other limitations and get benefitted. The
combined Fuzzy Kohonen Clustering Network (FKCN) counter several problems with
the scope of include membership value of FCM in learning rate of KCN, Optimization
and parallel processing feature of FCN into KCN, and update and structure rule of
KCN into FCN. Above related works show that FKCN is most suitable approach in
developing the self-organized, evenly distributions of clusters for improve the network
lifetime and throughput.

3 System and Energy Model

Different constraint and architecture have been considered for various applications in
WSNs. Some of the relevant parameters and architecture are listed below, which is
used in our proposed algorithm.
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• Sensor nodes are dispersed randomly in specified area by air scattering. These
sensor nodes are remain static after deployment.

• All the sensor nodes are isomorphic in nature (having similar operation capability
such as sensing, processing, broadcasting and communication power level).

• The communication link between the sensor nodes is symmetric (it consumed equal
amount of energy in either direction) having flexible transmission power according
to which they send data to their cluster head or directly to the base station.

• Sensor nodes are not equipped with GPS, base station broadcast beacon signal to all
sensors and they calculate their position (co-ordinate) using received signal strength
indicator (RSSI).

We directly applied the same first order radio hardware [10] for estimation of
energy consumption in all sensor nodes as follow: Energy consumed in transmission
ðEtransÞ of d-bit of data over distance r required summation of energy exhaust in
transmission circuit ðEtstÞ and amplifying circuit ðEamtÞ.

Etrans u; vð Þ ¼ Etst u; vð ÞþEamt u; vð Þ
v � Etst þ v � Efreep � r2; if v\vo

v � Etst þ v � Emulp � r2; if v� vo

(
ð1Þ

And for energy consumed in receiving ðEreceÞ d-bit of packet is equal to energy
spent in only transmission circuit of sensor node.

Erece ¼ Etst vð Þ ¼ v � Etst ð2Þ

Where Efreep and Emulp are amplifying energy consumed in free space and multipath
fading models respectively. Where vo is the threshold distance (calculated as
vo ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiEfreep=Emulp
p

) is used to determine which energy consumption model is suitable
for sensor node. If transmission distance v is underneath threshold distance vo then free
space path prototype is used for energy consumption otherwise multipath fading pro-
totype is used.

4 Fuzzy Kohonen Self-organizing Clustering Protocol
(FKSOCP)

In this section we proposed a hybrid approach of fuzzy c-means with Kohonen self-
organizing clustering. This approach is first considered by Huntsbeger and Ajji-
marangsee [15] because of optimization feature of fuzzy c-Means (FCM) [6] which is
not included in the KCN self-organizing model (heuristic approach).Which integrate
the idea of fuzzy membership values for learning rate and update the neighborhood size
parameter to make Kohonen self-organizing feature map as optimization procedure.
The proposed FKSOCP works in two phases. In first phase cluster is formed based
upon Fuzzy Kohonen feature map and cluster head is selected for each clusters
thereafter in second phase cluster binding and data transmission takes place.
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4.1 Cluster Formation Phase

In this phase, we are using residual energy and node density (number of neighbor
nodes) of each sensor node as fuzzy input for the selection of cluster head. We are
using same mamdani based fuzzy logic system for the membership value of the input
parameter [16]. The linguistic variable for residual energy (RE) = {little, medium,
enough} and node density = {sparse, medium, dense}. For little and enough value of
residual energy, sparse and dense value of node density Trapezoidal nature of mem-
bership function is applied and for all the other remaining linguistic variable are
operated with triangular membership function. The output variable function of sensor
node has nine linguistic variables such as capability (CP) = {underflow, useless,
powerless, dull, mean, average, enough, effective, powerful}. These rules are stored in
fuzzy inference knowledge system shown in Table 1. Sensor nodes having little
residual energy and sparse nature neighbor nodes are useless and cannot be cluster head
in other hand sensor nodes having enough residual energy and dense number of
neighbor nodes then it has powerful capability to become cluster head.

Fuzzy logic inference system has four components shown in Fig. 1, in the first
component input parameters (residual energy and node density of sensor nodes) are
fuzzied and membership function is plot against input parameter shown in Figs. 2
and 3. In second component fuzzy rule are fired according to given nine rules. Selection
is done using minimum AND operator among various input parameter. In third com-
ponent aggregation is done among different output to generate single fuzzy output set
using maximum OR operator and thereafter in fourth component defuzzication is done
by using center of area or centroid method [16]. The output (chance) of fuzzier is
membership function depending upon the input parameters shown in Fig. 4.
These chance membership functions of each sensor nodes are given to Kohonen self-
organizing neural network to obtain clustering depending upon the parameters.

Cluster formation is done by Kohonen-self Organizing map (KSOM) and learning
rate and neighborhood size is updated with the help of membership value of fuzzy
c-means. KSOM is feed forwarded, competitive type neural network which used

Table 1. Fuzzy logic rules

SL.No. Residual energy Node density Capability

1. little sparse underflow
2. little medium useless
3. little dense powerless
4. medium sparse dull
5. medium medium mean
6. medium dense average
7. enough sparse enough
8. enough medium effective
9. enough dense powerful
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unsupervised learning method, that means no expected output is presented or output is
not known prior the start of learning process. In the learning process KSOM find the
measurable similarities in its input space and consequently creates distinctive clusters
or groups which represents various classes of input space. KSOM have two layers, first
is input layer where number of neurons is equal to input parameters or patterns used
and the output layer is known as competitive layer where in every repetition single
neuron or node is winning amongst all other nodes. Competitive layer is generally
organized as two-dimensional grids, where each input neuron is connected to output
neuron. The typical example KSOM neural network is shown in Fig. 5. The com-
petitive layer neurons discover the association of connection among input neurons,
which are grouped by the competitive neurons and sort out a topological map from
arbitrary beginning stage, and the relationship between the given patterns are shown in
KSOM clustering map. Output layer consist number of neurons greater than two times
the input neuron in form of grid with number of suitable neighborhood node value.

Fig. 1. Block Diagram of FLIS
Fig. 2. Membership function of residual
energy

Fig. 3. Membership function for Node
density

Fig. 4. Membership function of Capability
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4.2 Learning Algorithm

The KSOM neural network organized as with the set of training input neuron corre-
sponding to each sensor. Let the input training patterns are: S ¼ s1; s2; s3; . . .. . .; snf g
where n is number of sensor nodes in the front layer (as input). The competitive layer or
output layer has total p number of sensor nodes. Let Rj is the jth output neuron. So in total
output layer neuron is represented as R ¼ fR1;R2;R3;; . . .::;Rpg. For every output
neuron Rj there are total n numbers of connection from each input neuron. Let the weight
of each connection is represented as W, then any output layer neuron Rj is set incoming
weight connection from each input neuron isWj ¼ fWj1;Wj2;Wj3;Wj4; . . .. . .:Wjvg. The
Euclidean distance Xj is calculated for any arbitrary competitive layer neuron Rj

whenever input training pattern S is given.

Xj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
Si �Wji
� �2q

ð3Þ

Rc ¼ min Xj
� � ð4Þ

At this stage (competitive level), the output neurons compete among themselves
and winner neuron Rc is announced with the minimum Euclidean distance (that means
weight connection is nearest to input pattern) with respect to current input pattern. The
next step is identified neighborhood neuron around the wining neuron ðRcÞ. This is
simply the set of neuron inside the square with wining neuron Rc as center shown in
Fig. 6. This wining neuron is selected as cluster head and neighborhood neurons as
member neurons of clusters.

In the next stage (Learning stage) update the size of neighborhood neurons around
the wining neuron and also weight of wining neuron is updated. Initially the size of

Fig. 5. Typical KSOM network
Fig. 6. Grid pattern of wining node
with neighbor nodes
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neighborhood neurons is big enough and it reduced with the learning rate. The update
rule of neighborhood neuron is given as follow.

Nt ¼ No 1� t=Tð Þ ð5Þ

Where as Nt represent the actual or current neighborhood size in current learning
iteration time t and No represent the initial or old neighborhood size. Whereas T is total
number of learning iteration. One learning iteration is the time duration in which
network will sweep of all the rows neurons of adjacency matrix once (as in output layer
neuron are represents as grid form). The incoming connection weight of the neigh-
boring neuron of the wining neuron is updated as well as connection weight of wining
neuron is also updated according to fuzzy c-means algorithm as follows.

Wj;tþ 1 ¼ Wj;t þ
Pn

k¼1 bjk;tþ 1 Sk �Wj;t
� �

Pv
j¼1 bjk;tþ 1

ð6Þ

Where Wj;tþ 1 updated weight of jth neuron at current iteration t + 1, Wj;t is old
weight of the neuron and Sk represent the Kth input pattern. The learning parameter is
represented as bjk. Huntsberger defined the learning parameter bjk as follow:

bjk;t ¼ djk;t
� �mt ð7Þ

Where mt fuzzification index is defined in fuzzy c-means algorithm and djk;t is
membership function of the input pattern Sk being the part of jth cluster. Both of these
two parameters vary with iteration t according to given equation as follow.

djk;t ¼ 1Pv
j¼1 Xk � Ri;tþ 1=Xk � Rj;tþ 1

�� ��� �2=m�1
;
1� k� n
1� j� v

ð8Þ

Xjk ¼ Rk �Wj
� �T

Rk �Wj
� � ð9Þ

mt ¼ m0 � tmDð Þ ð10Þ

mD ¼ m0 � 1ð Þ=td ð11Þ

Where as Xjk is Euclidean distance and m0 is some positive integer more prominent
than one and m1 ¼ 1. In practice t cannot be infinity so we can use Eq. (8) and td
define the maximum number of iteration in fuzzy Kohonen c-means. The final value of
fuzzification parameter mf should not less than one keep in mind to divide by zero in
Eq. (5).
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4.3 Cluster Binding and Transmission Phase

Initially base station starts the process of clustering. Base station broadcast a beacon
message in network for requesting residual energy and node density, respond to beacon
message each sensor node forward their residual energy and location related particulars
to base station. Each sensor node calculates their location using Received Signal
Strength meter (RSSI) as follow:

RSSI ¼ � 10n log10 lþAð Þ ð11Þ

Where n is the signal propagation parameter, l is the distance between base station
to node and A is the no- obstacle received signal strength in one meter. Cluster is
formed according to Fuzzy Kohoen self-organizing map and Wining node of cluster is
selected as cluster head. This process of selection of cluster head is repeated in every
round to balance the load of cluster head, so all the sensor nodes get benefitted (po-
sition of cluster head rotated through all sensor nodes), as a consequence network
lifetime would be enhanced.

After cluster formation and selection of cluster head, the next stage of data gath-
ering from member nodes of each clusters to their respective cluster head stated
according to TDMA schedule (to reduce inter-cluster inference) created by each cluster
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head for their member nodes. Member nodes in each cluster head sends their data to
cluster head according to TDMA schedule in only wake up (only in their slotted time)
mode after that these member nodes goes onto sleep mode to prevent energy con-
sumption. Now, cluster head applies data aggregation on these receive data to convert
multiple packet in single packet of fixed size, the data aggregation feature to bring
down the number of message exchange between cluster head and base station. Now
each cluster head send their packet to base station directly and after that energy of each
sensor node including cluster head is updated and the start the FKSOCP process for the
next round.

5 Experimental Results and Discussion

The simulation tool used in our work is Matlab 2013b and parameters shown in
Table 2. Figure 7 shows that the node death percentage over rounds. In LEACH ini-
tially at the start of algorithm sensor nodes dies slowly but after 2000 rounds sensor
nodes dies rapidly and almost all the nods are died up to 2500 rounds. Whereas CHEF
and FCM perform better than LEACH, about 10% less death recorded than LEACH.
Death percentage rate of node in our proposed algorithm FKSCOP is very steady and
up to 3500 rounds 20% node are still alive, so results show that FKSCOP perform 12%
to 15% better than FCM and about 45% better than LEACH. Figure 8 show that
LEACH perform worst and in CHEF and FCM nodes losses their energy comparative
slower than LEACH about 25%. Whereas FKSOCP shows that energy consumption in
each round is very low and sensor nodes have still some energy after reached maximum
number of rounds, it is because of FKSCOP produce better cluster classification.

Figure 9 shows that LEACH perform poorest than all other after 1500 rounds
number of alive nodes sharply down and almost 2500 rounds it reaches up to zero.
CHEF and FCM have 15% improvement over LEACH. The result shows that FKSOCP
perform better than all other algorithm and it have 20%, 10% and 13% enhancement
over LEACH, CHEF and FCM respectively. In Fig. 10 LEACH sows that there is

Table 2. Simulation Metrics

Metrics Values

Area 250 � 250
No. of nodes 300
Location of BS (50,60)
Initial energy 2 J
Etst 50nJ/bit
efreep 10pJ/bit/m2

emulp 0.0013pJ/bit/m4

td 70
Cycle time 60 ls
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uneven number of cluster formed as round varies, at 1250 rounds number of cluster is 9
and at 1500 round it is 4 and up to 2700 rounds number of cluster is zero because of all
the sensor nodes are died. CHEF produce cluster on average 4 as rounds varies but it
also produce no cluster at all at 2800 rounds, whereas FCM shows much improvement
over both LEACH and CHEF and produce even number of clusters. But FKSCOP give
optimal number of clusters as round number of rounds increase on average number of
cluster is 5. Table 3 shows the comparative study among LEACH, CHEF, FCM and
FKSCOP.

Fig. 7. Node death percentage Fig. 8. Avg. residual energy over rounds

Fig. 9. No. of alive nodes over rounds Fig. 10. No. of clusters over rounds

Table 3. Comparative study of various algorithms with different parameter

Parameter (up to 3000 rounds) LEACH CHEF FCM FKSCOP

Node death percentage 98.99 96.78 82.42 77.54
Avg. residual energy of nodes 0.002 J 0.44 J 0.58 J 0.72 J
Number of alive nodes 12 26 34 58
Avg. number of cluster formed 6 4 5 5
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6 Conclusion and Future Scope

This works show that capability of self-organized Fuzzy Kohonen neural network as
computational tool in WSNs for solving the problem of better network classification
(i.e. formation of evenly distributed cluster), also bring down the energy dissipation in
network and escalate the network throughput by balancing the load in the network. The
simulation work proves that our proposed work performs surpass the LEACH, CHEF
and FCM with better network lifetime and better cluster classification. In future, we
plan to extend our work to mobile sensor nodes for large scale-networks. In addition,
grouping resilience and fault-tolerant management may be considered in near future in
both Iot and WSNs.
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Abstract. This paper analyses the results from an experimental study on the
performance of the heterogeneous wireless networks based on IEEE 802.11a,
802.11n and 802.11ac standards in an indoor environment considering the key
features of PHY layers mainly, Multiple Input Multiple Output (MIMO), Multi-
User Multiple Input Multiple Output (MU-MIMO), Channel Bonding and
Short-Guard Interval (SGI). The experiment is conducted for the IEEE 802.11ac
standard along with the legacy protocols 802.11a/n in a heterogeneous envi-
ronment. It calculates the maximum throughput of IEEE 802.11 standard
amendments, compares the theoretical and experimental throughput over TCP
and UDP and their efficiency. To achieve this desired goal, different tests are
proposed. The result of these tests will determine the capability of each protocol
and their efficiency in a heterogeneous environment.

Keywords: Local Area Network (LAN)
Wireless Local Area Network (WLAN)
Quality of Service (QoS) and AP (Access Point)

1 Introduction

The Wireless LAN (WLAN) technology have seen tremendous growth and benefits
due to major changes in the world of Local Area Network (LANs), as the WLAN
technology has matured and it is now the core of internet communication. In IEEE
802.11, 802.11a specifications provide up to 54 Mbps data rates [1]. However, the
practical and theoretical throughput of IEEE 802.11a are 25 Mb/s and physical-layer
(PHY) data rate are 54 Mb/s respectively [2]. The IEEE 802.11n standard introduced
the MIMO by implementing spatial diversity, which enables it to achieve at least four
times more throughput than legacy protocols [3].

The wireless network standards IEEE 802.11a/n works reliably. However, their
speed does not satisfy users’ demand and the throughput may not support large data
files under various condition, hence, the latest amendment of IEEE 802.11ac is
invented to improve transmission performance [4]. The 802.11ac is the latest WLAN
standard that is rapidly being adapted due to the potential of delivering very high
throughput. The throughput increase in 802.11ac are due to larger channel width
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(80/160 MHz) which support for denser modulation (256 QAM) with increased
number of spatial streams for MIMO and MU-MIMO [5]. The 802.11ac is a faster,
improved and more scalable version of the 802.11n with the capabilities of Gigabit
Ethernet with a wider bandwidth [6].

The deployment of wireless network in 2.4 GHz frequency band over the years has
started to show limitations due to number of interference issues between neighboring
devices which affects the performance of entire wireless network [7]. The emerging
wireless technologies which operates in 5 GHz frequency spectrum has number of
advantages over 2.4 GHz in terms of non-overlapping channels with wider channel
bandwidth for gaining higher throughput. However, 5 GHz wireless network tech-
nology suffers the signal attenuation at higher frequencies which results in lower range
compared to 2.4 GHz network technology. The IEEE 802.11 protocols operate in
multiple frequency spectrum band, some of them operate in both bands (2.4 and
5 GHz) like, 802.11n and others 802.11a/ac operates in single band (5 GHz). The
802.11 WLAN efficiency is severely compromised due to interference of other Wire-
less LAN technology operating in same environment and this affects the data
throughput and efficiency of Wireless Network. The performance evaluation of IEEE
802.11ac has been widely explored over simulation platform, although there is not
much experimental evaluation done in practical scenarios [8, 9].

The objective of this research is to test 802.11ac experimentally with legacy pro-
tocol 802.11a/n for throughput and efficiency operating in heterogeneous environment.
The rest of the paper is organised as follows. Section 2, provides a brief discussion on
details and problems of the IEEE 802.11 and their amendments in heterogeneous
environment. Section 3, describes the design and arrangement of the experiment. It
includes the network diagram, list of equipment’s used and test cases for testing the
throughput and efficiency. The results are discussed in Sect. 4. We conclude the pre-
sented work in Sect. 5.

2 Related Work

According to [10] if there are two access points placed in an indoor environment, one is
an 802.11n and the other is an 802.11ac, then the signals transmitted by the 802.11ac
will overlap with the signal of legacy protocol 802.11n resulting narrower channel
width and hence decrementing the network throughput. Another issue stated by [11]
when an 802.11n and 802.11ac are deployed in an indoor environment the Time
Difference of Arrival (TDOA) of signal of 802.11ac compared to 802.11n decreases
because of interference with 802.11n signal, also use of wider bandwidth with
802.11ac, thus can improve the accuracy and stability of TDOA at lower sound to noise
ratio (SNR). Another interoperability issue stated by [12], that 802.11ac works only on
a 5 GHz band and the 802.11n works on 2.4/5 GHz band and there is no 80 and
160 MHz channel in 802.11n. Moreover, 802.11n only works on 20 and 40 MHz,
hence the backward compatibility should be checked with existing 802.11a/n devices.

The problem can be elaborated with the help of the following examples. In a
heterogeneous environment consisting of two access points namely AP-1 and AP-2
working on different protocols, when the clients boot up, it sees the signal from AP-1
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stronger than AP-2 and gets connected. But in another case, the AP-1 offers 54 Mbps
of data rate at −35 dBm and AP-2 offers 64 Mbps at −45 dBm. In this case the client
has to make a decision whether it should connect to the access point which offers
higher data rate or connect to a slower network with stronger signal. In both of these
cases, the clients have to spend more power since the slower network would transmit
the data with lower data rate and it has to send more number of frames to transfer
particular data, which would consume more power. On the other hand, if the clients
connect to the other access point, which offer higher data rate but with lower signal
strength, it again has to spend more power, in such case the decision has to be made by
the clients’ algorithm whether to spend more power to connect the weak but fast
network or strong but slow network.

This paper intends to study the problem stated above and to check the behaviour of
TCP and UDP protocols in terms of their theoretical data rate, practical data rate and
efficiency while connecting to a particular heterogeneous wireless network. Thus, our
contribution is to build a test bed and set of tests to determine the capability of each
protocol (IEEE 802.11a/n/ac) and their efficiency in a heterogeneous environment with
off-the-shelf equipment and indoor heterogeneous environment. The results obtained
by the tests performed will be useful in understanding protocols in wireless networks.

3 Design of Experiment

The test-bed is described in Fig. 1, followed by the details of equipment used for test-bed.
In order to investigate the performance in terms of data throughput of wired and wireless
hosts against the advertised data rates by implementing test cases provided in Table 1.

Distribution Layer Switch: The distribution switch (Cisco 3560) consists of 12 fibre
gigabit Ethernet and 2 copper gigabit ports. The IP traffic generator used on a server
which acts as a host connected to the gigabit port on distribution switch. Fibre optic
port are providing the downlink connection from the distribution switch to access the
layer switch. Both 802.11n and 802.11ac supports the data rates up to 600 Mbps and
867 Mbps.

Fig. 1. Network diagram for experiment
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Access Layer Switch: Cisco 3560 switch used as an access layer switch consists of 12
copper gigabit Ethernet ports. This switch is used to terminate all access points and host
connections.

Access Point 1: The AIR-AP-1242AG-E-K9 access point was used to test 802.11a. It
supports the 802.11a/b/g/n. In this experiment to measure the throughput for 802.11a,
the other data rates 802.11b/g/n were disabled to make sure that the client should stay
connected to the 802.11a.

Access Point 2: The AIR-AP126N-E-K9 access point was used to test 802.11n. This
access point supports 2.4 GHz and 5 GHz bands.

Access Point 3: The Asus RT-AC66U access point was used to test 802.11ac. This
access point supports 2.4 GHz and 5 GHz bands with 3 external dual-band detachable
antennas.

JPerf: This software tool is used to measure the throughput and performance of
network by varying the parameters such as payload, protocol, etc., it was carried out
using Jperf’s graphical interface (open source software). It accounts for parameters
such as bandwidth, delay and jitter amongst others.

Host/Servers: The host machine used as client and client-acting server used the
configuration of Windows 7 Service Pack 1 64- bit with AMD Athlon dual core
processors is running at 2.20 GHz with 8 GB RAM. All hosts consist of two network
adapters namely, Linksys wireless adapter connected to wireless infrastructure for
802.11n and ASUS Wireless adapter for 802.11ac on-board network card that provided
connectivity to the wired network.

USB Wireless Adaptor: The external USB wireless adapters used for wireless con-
nectivity are Cisco-Linksys WUSB600N and ASUS dual band USB-AC56.

Mac Book: A Mac Book Pro with 2.5 GHz Intel i5 processor with 4 GB of RAM
used for the range test.

Wi-Fi Scanner: It is a convenient tool for gathering information like signal strength,
noise, SNR and data rates.

Table 1. Test cases used for experiment.

Test Test cases

1 Wired
2 802.11a 5 GHz 20 MHz
3 802.11n 5 GHz 20 MHz, 1 Stream and SGI=ON
4 802.11n 5 GHz 20 MHz, 2 Stream and SGI=ON
5 802.11n 5 GHz 40 MHz, 1 Stream and SGI=ON
6 802.11n 5 GHz 40 MHz, 2 Stream and SGI=ON
7 802.11ac 5 GHz 20 MHz, 3 Stream and SGI=ON
8 802.11ac 5 GHz 40 MHz, 3 Stream and SGI=ON
9 802.11ac 5 GHz 80 MHz, 3 Stream and SGI=ON
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4 Results

The throughput test is designed to test the throughput of all the protocols (IEEE
802.11a/n/ac) as mentioned in the earlier section. This results in a large number of
outcomes but only the necessary number of outcomes are considered in this paper. The
omitted outcomes are mainly with the protocols tested with the setting Short-Guard
Interval (SGI=OFF), because this setting in the access points only affect the throughput
results by 10%.

4.1 Averages

All the outcomes obtained from the experiment are summarised in Table 2. The wired
test also called Ethernet, which shows the maximum throughput with the increased
number of hosts and found much higher value than any wireless protocols tested in this
experiment. The TCP is found to perform better than UDP on wired network while
UDP outruns TCP on wireless network. The reason behind this is TCP negotiate the
connection between source and destination and it adjusts the contention window or
buffer size according to the capacity of the media, while UDP does not have any such
property and sends the data across the link without knowing the capacity of the media
which connects the source and destination [13, 14].

In the case of 802.11a the performance decreases as the number of host increases. The
main reason behind this is a collision, as every host looks for a free channel to transmit. If
the channel is free for the DIFS interval it can transmit, otherwise the transmission is
interrupted by a random back off timer. The method of identifying the collision and to
avoid it, causes the drop in the throughput of 802.11awith a number of host increases. The
maximum throughput recorded by 802.11a on TCP is 23.25 Mbps and on UDP is
26.61 Mbps but as the number of hosts increasing the throughput drop can be seen in the
Table 2. This affects the performance of the network. While designing the network the
number of hosts connected to a given access point must be considered.

Table 2. Comparison of average against number of hosts for TCP and UDP.

Protocol/Host TCP UDP

1 Host 2 Host 3 Host 4 Host 1 Host 2 Host 3 Host 4 Host

Wired 687.8 850.8 855 837 131.5 244.5 421.9 532.1
a 5G 20M 1 Stream ON 23.25 20.7 19.59 18.17 25.83 26.33 26.61 22.81
n 5G 20M 1 Stream ON 44.23 50.05 52.64 44.00 59.22 61.33 61.39 60.73
n 5G 20M 2 Stream ON 67.75 75.14 90.96 91.79 113.9 114.5 114.8 113.6
n 5G 40M 1 Stream ON 74.46 91.44 94.09 94.41 116.5 117.5 117.5 117.19
n 5G 40M 2 Stream ON 114.7 122.8 134.9 144.2 180.6 196.7 192.8 188.5
ac 5G 20M 3 Stream ON 76.15 93.45 104.2 96.27 108.2 111.9 114.6 108.08
ac 5G 40M 3 Stream ON 106.8 145.5 160.8 170.1 125.5 201.5 209.1 215.5
ac 5G 80M 3 Stream ON 110.4 175.2 189.3 217.3 117.6 199.2 215.9 223.5

IEEE 802.11 Based Heterogeneous Networking: An Experimental Study 241



The 5 GHz spectrum has very little interference during the test which helps
802.11n to achieve the higher throughput in 5 GHz frequency spectrum. The 802.11n
is tested with 20 MHz and 40 MHz channel bandwidth with 1 and 2 streams. The
maximum throughput achieved on 802.11n 20 MHz single stream is 52.64 Mbps,
while with multiple stream it is 91.79 Mbps. This denotes that the multiple stream
performs better and gives the maximum throughput. On the other hand, the throughput
achieved on 802.11n 40 MHz channel bandwidth is almost double the throughput of
802.11n with 20 MHz channel bandwidth; the maximum throughput achieved on
802.11n 40 MHz single stream and multiple stream is 94.41 Mbps and 144.2 Mbps
respectively. The same results are observed with 802.11n 5 GHz frequency with
20/40 MHz channel bandwidth using UDP. It can be safely concluded that the channel
bonding feature in 802.11n increases the performance.

The recent amendment of IEEE is 802.11ac and it works on 5 GHz frequency with
20/40/80 MHz channel bandwidths. The access point used for this test supports
866 Mbps data rate with three spatial streams and due to limited number of external
network adapter (i.e., 4) test results are constrained. The 802.11ac test on a 20 MHz
channel bandwidth shows the throughput drop after 4 hosts transmitting simultane-
ously. However, with the channel bonding (i.e., 40 MHz and 80 MHz) the throughput
increases as the new hosts are connected and this nature is observed on both TCP and
UDP. The maximum throughput achieved with 4 hosts transmitting simultaneously
using 80 MHz channel bandwidth on TCP is 217.38 Mbps and on UDP is
223.54 Mbps. It can also be seen that with 40 MHz channel bandwidth the 802.11ac
with 4 hosts transmitting simultaneously generate the throughput of 170.1 Mbps on
TCP, while 802.11ac with 80 MHz bandwidth with 4 hosts transmitting simultaneously
and generate the throughput of 217.38 Mbps. The Figs. (2, 3, 4 and 5) below shows the
graphical representation of the results with various test case scenarios.

Fig. 2. 5 GHz, 20 MHz, Average for TCP Fig. 3. 5 GHz, 20 MHz, Average for UDP
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4.2 Efficiency of Protocols

This section analyses the results from the previous sections and the efficiency of
protocols are tested. Every protocol offers different data rates, hence to compare all the
protocols data rate, throughput and efficiency on the same scale, we calculate Effi-
ciency (E) as follows:

E ¼ Average throughput obtained from 10 runs
Maximum data rate offered by that protocol

� �
� 100 ð1Þ

4.2.1 TCP and UDP Efficiency
The graph below shows that the efficiency of TCP on the protocols tested. The highest
efficiency achieved by wired network is about 85%. The efficiency is tested by simul-
taneously transmitting 3 streams of data from the host to the server. We found that after
connecting 3 hosts this efficiency and throughput drops. In a wired network, the
throughput and efficiency increases as new hosts are added till a certain limit. When
comparing the wired network with the wireless network the efficiency drops are seen in
wireless network as new hosts are connected. In case of 802.11a, the first host connecting
gives the highest throughput but as soon as new hosts are added, the throughput drops.
The wired network is full duplex and the wireless network is half-duplex. However, the
wireless network also has to handle collision detection; hence, the efficiency of the
wireless network decreases as new hosts are connected. 802.11a with one host shows the
efficiency of 43.055% and as the number of hosts increases, it drops to 33.648% at 4
hosts. But in case of 802.11n and 802.11ac, the throughput increases as new hosts are
added till certain limit. Thus, it is safely concluded that the 802.11n and 802.11ac are
better than 802.11a. The 802.11n and 802.11ac behaves like wired network in terms of
throughput and efficiency because it has a feature called MIMO and MU-MIMO
respectively. This new feature introduced in wireless network protocols has improved

Fig. 4. 5 GHz, Channel Bonding for TCP Fig. 5. 5 GHz, Channel Bonding for UDP
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their throughput and range capacity. The multiple antennas with multiple spatial streams
to transmit and receive the wireless signal, boosts performance and efficiency.

The 802.11n in 5 GHz spectrum with 20 MHz channel bandwidth and 1 stream
shows the efficiency 35.09%, while with 2 streams the efficiency is 30.59%. Since the
5 GHz band is fairly empty as compared to 2.4 GHz the efficiency of the 802.11n
should be more and multiple streams should improve the efficiency than single stream,
but in the test it is observed that the efficiency is worst with multiple streams as
compared to single stream. Similarly, in case of 802.11n in 5 GHz with 40 MHz
channel bandwidth the efficiency on 1 stream and 2 streams is 62.94% and 48.06%
respectively. The 802.11n with channel bonding gives the highest data rate but worst
efficiency. Since the channel bonding with multiple streams makes the 802.11n work
on full potential and not using the complete spectrum, which results in 1 stream
performing better than 2 streams.

The 802.11ac in 5 GHz spectrum with 20 MHz channel width with 3 streams shows
the efficiency 12.03%, while other variants 40 MHz and 80 MHz show 19.64% and
25.10% efficiency respectively. Due to the limited resources in terms of equipment,
further tests are not being performed. The 802.11ac with all variants shows the similar
characteristics; as new hosts are added the throughput and efficiency increases. In the case
of 802.11ac with 20 MHz, the 1 host efficiency is 8.79% and increasing linearly till the 3
hosts delivering 12.03%. The data rates achieved by the 802.11ac and all their variants are
better than 802.11n but in terms of efficiency the 802.11ac fails to keep up with 802.11n
protocol. The Fig. 6 shows the graphical representation of TCP protocol efficiency.

The Fig. 7 above shows the graphical representation of UDP protocol efficiency.
The UDP efficiency of the 802.11a is 49.27%. The throughput and efficiency increases
till a certain host, then it drops down. With UDP all wireless protocols and their

Fig. 6. Efficiency of TCP protocol Fig. 7. Efficiency of UDP protocol
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variations show better efficiency than TCP. The reason behind this is that UDP operates
without overhead for setting up the connection and acknowledgement and UDP is a
best effort delivery protocol, which makes it faster than TCP. The all variants of
802.11n shows similar behavior as TCP, increasing throughput till certain point and
then decreases with a constant rate. The wired network on a UDP performs poorer than
TCP and the peak value of UDP is not even close to the value with one host on the
TCP; for a wired network on a UDP efficiency of 1 host is 13.11%, while the maximum
efficiency noted is 53.2%.

The 802.11n in 5 GHz spectrum with 20 MHz channel width with 1 stream, shows
the maximum efficiency of 40.48% and with 2 streams it shows 37.96%. It can be seen
here that 1 stream performs better than 2 streams. The same phenomenon is observed
with 802.11n with channel bonding the maximum efficiency with 1 stream is 78.38%,
while with 2 streams it is 65.52%. The main cause of that the 802.11n gives best
throughput with channel bonding and multiple spatial streams but not utilizing the
spectrum completely.

The 802.11ac in 5 GHz spectrum with 20 MHz channel bandwidth with 3 streams
shows the maximum efficiency of 13.24%, while the other variants 40 MHz and
80 MHz shows 24.88% and 25.81% respectively. The efficiency increases as the
number of hosts increases till a certain limit but it drops after that. The 802.11ac with
20 MHz channel starts with 1 host at 12.50% and reaches peak value at 13.24% at host
3. In case of 802.11ac with channel bonding, the throughput and efficiency increases
till the last host. The 802.11ac and all variants give maximum throughput but they
show less efficiency than any variant of the 802.11n.

UDP outruns TCP in terms of throughput and efficiency but it is not as reliable as
TCP. The single stream performs better than the multiple streams but multiple streams
give a better throughput. The 802.11n with channel bonding has a better efficiency than
all the variants of the 802.11ac.

5 Conclusion

This paper included test scenarios which are designed for the 802.11ac to compare
throughput performance and their efficiency with the legacy protocols (802.11a/n) in
2.4 and 5 GHz frequency spectrum. The throughput test outcomes show that the the-
oretical throughputs are never achieved during this experiment. On the platform of TCP
and UDP the advertised throughputs of protocols are never reached; TCP shows 50%
and UDP shows 65% of the actual advertised data rate of the protocol. The short guard
interval (i.e.400 ns), boosts the data rate by 8–12%. It can be clearly concluded that
wired network are still better than the wireless network in terms of data rate and
efficiency. The increment in the throughput of the 802.11n and the 802.11ac with new
features like, short guard interval, channel bonding, MIMO and MU-MIMO helps the
wireless networks to achieve data rate and throughput close to the wired networks. The
validation of this paper could serve as proof of content, of newer approaches or tests
that could be designed to prove either one to be better.
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Abstract. In this paper, a load aware matching game to achieve stable one-to-
one matching of senders and receivers is proposed, when distance between sender
and receiver, and busyness level of receivers are taken into account. We have
formulated matching game for the network formation where the nodes are capable
of load sharing, selfish behaviour of node that maximize their individual utility
and agreeing to cooperate in pair. Sender keeps changing one hop receiver that
assist in load balancing of the network. Busyness level of receiver is introduced
into matching game to initiate competition between the proposing senders.
Distance is introduced to instigate competition between the receivers. The
proposed matching game theoretic models compared with the state of art load
balancing model for ad hoc networks in the terms of lifetime of the network and
standard deviation of the load. Simulation results have shown that the proposed
LAMG performs better as compared with GLBR in the terms of network lifetime
and standard deviation of the load.

Keywords: Ad hoc networks · Game theory · Matching game · Load balancing
Lifetime

1 Introduction

Ad hoc networks knows as wireless multi-hop networks formed by a set of mobile nodes
in self-organizing manner without need of pre-established infrastructure, in which some
pair of nodes may not be able to communicate directly with each other, and have to use
multi-hop transmission to forward the packets for each other. In ad-hoc network, nodes
can move anywhere any time and can formed arbitrary topology. In common crisis,
whole the network belongs to the same authority where nodes forwards the packets
unconditionally for each other to complete their common goals. The ad-hoc networks
are also deployed in civilian applications where nodes belongs to different authority and
may not intent to achieve common goal. The self-organizing ad-hoc networks would be
control solely by the operation of end users [1]. The energy efficiency of the network
can be increased by allowing packets to be delivered over several short links rather than
one long link [2]. The speedup of connection setup, energy efficient, load balancing, and
the ease of removal of services are the design objectives of the networks.

Previous works have evaluated the performance of ad hoc Networks analytically
without forming a strong theoretical framework. The interaction among nodes in the
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network may be modelled using game theory. Pair wise cooperation in forwarding of
the packets in wireless networks has generally considered selfless behavior for all nodes
in the network that will improve a network wide utility [3]. However, it is interesting to
study how to autonomous selfish nodes are functioning for their own self-interest to
maximize their individual utilities than work together to improve network wide utility.
The nodes of the network are agreeing for cooperation only if they are instructed to
improve the utilities of both parties [4]. Matching game theory is an appropriate tool to
study such situations where individual nodes with differing interests that may be
agreeing to cooperate in pair for mutual profit [5]. Matching the equal number of men
and women from a group men having different preferences for women in another group
of women has been modelled by matching game for stable and optimal pairs in [5].

In this paper, we differ in process of formation of network from these aforementioned
previous works, which assume optimum load balancing in a given static network topol‐
ogies. In particular we consider the network formation where the nodes are (i) capable
of load sharing, (ii) selfish behavior of node that maximize their individual utility and
(iii) agreeing to cooperate in pair. The basis of matching game [5] has been used for
one-to-one matching. A load aware matching game (LAMG) to achieve stable one-to-
one matching of senders and receivers is proposed, when distance between sender and
receiver, and busyness level of receivers are taken into account. Sender keeps changing
one hop receiver that assist in load balancing of the network. Busyness level of receiver
is introduced into matching game to initiate competition between the proposing senders.
Distance is introduced to instigate competition between the receivers. The proposed
matching game theoretic models compared with the state of art load balancing model
for ad hoc networks in the terms lifetime of the network and standard deviation of load.

The rest of the paper is organized as follows. In Sect. 2, work related to the proposed
work is presented. We explained the problem description is Sect. 3. In Sect. 4, we
proposed the solution using matching game for node associations, stability analysis of
the game and an incentive method. In Sect. 5, some analytical result and simulation
results have been presented. In Sect. 6, we conclude the paper.

2 Related Work

Matching games have recently been applied to study the performance of wireless
networks in [6–10]. Authors in [6] studies one-to-one and one-to-many matchings for
transmitters and receivers according to the rates in ad hoc networks and observed that
rates of whole networks are improved with additional nodes along with possibility of
energy transfer considering the selfish behavior of the nodes. Author in [7] haves
analyzed the problem of resources allocation with one-to-one and many-to-one match‐
ings and concluded that stable matchings for throughput maximization are not always
feasible. They have also shown that if nodes preference and resources are strict, then
there is uniqueness in the stable matching. A stable matching between primary and
secondary users in cognitive radio network for spectrum allocation has been identified
in [8], a distributed algorithm has been proposed to solve the matching problem, and
that enables both the users to self-organize into a stable and optimal matching. In [9],
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cooperative spectrum sharing in the cognitive radio network between primary and
secondary users using matching theory is presented. The transmission rate and power
consumption have optimized for the primary and secondary users as their utilities.
Authors in [10] investigate a matching game for caching problem of video downloading
between small base station and service provider’s servers in a small cell network and
provides a pairwise stable matching.

Load balancing has been proposed as way of reducing delay, jitter, and energy
consumption in ad hoc network by means of manageable load in the network and non-
distortable nodes [12–14]. A cooperative load balancing approach for ad hoc networks
has presented in [12], in which nodes ranks their channel access providers based on the
availability of the resources, and select the best one to improve performance of the
network in terms of throughput, energy consumption and delay. In [13], a game theoretic
load balancing routing (GLBR) with cooperative stimulation has been presented to
minimize the average end-to-end delay and packet loss. To balancing the traffic over the
networks, utility function in the term of delay is used. Authors in [14] also considers
minimization of delay and jitter by balancing the load in ad hoc network using quantum
inspired game theory.

3 Problem Description

Consider an ad hoc network with a set of sender nodes S and a set of receiver nodes R.
All the nodes having same transmitting range at a time constraint t. Each sender can
transmit to any receiver. We consider current load at each node, whether it is a sender
or a receiver, arises at price and outcomes in an increase in the node’s utility. We define
normalized load ϕsr of a node as the ratio of current data rate prt

 at time t to the bandwidth
br assigned for transmission, and it is given by

ϕsr =
prt

br

(1)

Different values of ϕsr are taken at different time intervals and the values vary
between 0 and 1. A node has maximum possible load when ϕsr = 1. It is desirable to
associate a sender node with a less busy or free receiving node. the packets of each active
node forwarded by their neighbour. For load balancing among the nodes, each active
sender node is served by a neighboring node, which offers the fastest service. In other
words, by carefully examine individual neighbour nodes, we can identify the node where
additional load can be forwarded, and where it cannot be. The load balancing problem
in ad hoc networks is defined as an optimization problem in which source nodes are
assigned to forwarding nodes (μ : S → R), which will maximize the overall sum of utility
of the networks.

Maximize
∑

s𝜖S

∑
r𝜖R

ϕsr (2)

Subject to∀s, r:ϕsr ≤ 1 (3)
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Since the nature of the combinatorial assignment problem mentioned in (2) and (3)
is non-linear. Therefore, we propose a new approach to solve the problem using
matching in the next section.

4 Proposed Solution: Node Association as a Matching Game

In a matching game, two sets of players evaluates each other using well-defined pref‐
erence relation [15]. We formulate our load balancing problem in ad hoc networks as
one to one matching game in which we map a set of senders S to a set of receivers R,
and each sender will be associated at most one receivers. We assume that multihop
packet forwarding is used to send data packets to a destination node. A node have
maximum load limit br bits per second. Depending on the load at receiving node, each
sender node s ∈ S builds a preference relation ≻s over their receiving nodes r ∈ R and
not being matched ∅. In general, set S is able to form S × R matrix in which each elements
ϕsr of the matrix will be the busyness level (load) of r measured by s. Moreover each
neighbour node r of a sender node has a preference ≻r over the subset of S that propose
to their most preferred neighbour node s but sender might accept or reject the request
for forwarding their data. Nodes of set R prefer s if it is destination for them or the
geometrically nearest node s. Based on these assumptions, we define a matching μ
between sender and receiver nodes.

Definition 1. A function μ is defined from S × R to S × R known as a matching if:
|𝜇(s)| = 1 for each elements of S and 𝜇(s) ∈ R

⋃
∅

|𝜇(r)| ≤ br for all r and 𝜇(r) ⊆ S
⋃
∅, and

s ∈ 𝜇(r) iff 𝜇(s) = r

Consequently the tuple (R, S,≻r,≻s, Q), defines the node association load balancing
matching problem using ≻R=

{
≻r

}
r𝜖R

 as a preference set of the R and, ≻S=
{
≻s

}
s𝜖S

 as
a preference set of the S ⋅ Q is a set of quota on the nodes of set R and defined as
Q =

{
br
||∀r ∈ R

}
 [11].

4.1 Context-Based Preferences

To describe two side matching μ, we defines the preferences of sender and receiver in
the next section.

a. User’s Preferences

Each node s wishes to forward data packets to maximize its own individual utility.
In our assumption, sender nodes ranks the forwarding nodes based on normalized load,
therefore, we uses the normalized load ϕsr as utility function. Let z is the number of
elements in R. The 1 × z utility vector of sender node s can be determined. Each member
of S ranks the member of R and make a preference list by using g as a load function, and
it is defined by

250 U. Dohare and D. K. Lobiyal



L = g(ϕsrz
) =

1
z

∑z

r=1
ϕsrz

=
1
z

∑z

r=1

pzt

bz

(4)

Where L is the average possible load over z nodes, which are directly connected with s.
A neighbour node will be acceptable for a sender node if r ≻s ∅ if and only if L < 1. A
neighbour node u ≻s v if and only if Lu < Lv and Lu, Lv < L. Hence a preference matrix
PS×R can be originated whose s-th row will be the preference vector of user s and is
represent by 𝜌s.

b. Preference of neighbour nodes

In neighbour node side game we define a scheme, which gives priority to sender
nodes, based on urgency of information. Sender nodes sends their preference vector to
each neighbour node and neighbour nodes wishes to associate with a sender node.
Therefore each neighbour node form a 1⨯S vector, we call them chance vector 

(
Ch1×S

)

for their sender nodes coming in their transmission range. Whose elements are chosen
from the given equation with respect to r,

Ds = ds.Ts−delay

s = 1, 2…… .S (5)

where, Ds is mobility distance factor, ds and Ts−delay is distance and delay between the
link r to s. If a link between two neighboring nodes exists then ds = 1, otherwise it equal
to 0, ds equals 1 means node is accepting the proposal and 0 means the node is discarding
the proposal.

Next, we describe the receiver node side matching approach and clarifying assign‐
ment procedure. By using (1) the utility function for receiving nodes is defined as
follows:

Usr

(
𝛽s, 𝛿,𝜙sr

)
=

{
𝜓sr

(
𝛽s,𝜙sr

)
if , 𝛿 = 0

g
(
𝜙sr

)
if , 𝛿 = 1 (6)

where Usr is known as the utility of the sender node s given by the receiving node r. As
above defined utility is the function of priority coefficients 𝛽s, likeness factor 𝛿 𝜖{0, 1} ,

and 𝜙sr. Hence sender node s1 ≻r s2 if and only if, utility of s1 
(
Us1r

)
> utility of

s2
(
Us2r

)
. Clearly, every sender node increases their utility, for that it communicates with

an appropriate neighbour node. We take 𝛿 = 1 , when two or more sender nodes are on
same priority otherwise, the neighbour node assigns 𝛿 = 0 to the utility of those sender
nodes. Now the function 𝜓sr

(
𝛽s,𝜙sr

)
 is defined as

𝜓sr

(
𝛽s,𝜙sr

)
= Vr

(
𝛽s,𝜙sr

)
+ g

(
𝜙sr

)
(7)

=
1
Z

∑Z

r=1

[
𝛽s𝜂1

𝜂2 + 𝛽s𝜙sr

+ 𝜙sr

]
(8)
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In Eq. (7), function Vr

(
𝛽s,𝜙sr

)
 represents the promotional amount to the sender node.

Promotional amount is dependent on priority 𝛽s ⋅ 𝜂1 and 𝜂2 are the control parameters
and used to decide the shape of utility function. Once the sender nodes proposal are sent
to an arbitrary receiving node, the following three groups of priorities can be divided as
follows.

1st priority: When a sender node and their neighbour node both have their first and
only remaining preference. Then this type of sender nodes have been accepted by
neighbor node in the first iteration.
2nd priority: In second type of priority we have taken those user nodes for whom
neighbour node r is not on first choice but it is the only neighbour node remaining in
the preference list.
3rd priority: Those user nodes will come in third priority which user node was rejected
by a neighbour node but the user node still have other choices in their preference list.
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4.2 Stability

In this section we derive some results in the form of theorems and prove them for ad
hoc networks.

a. Existence of stability

Theorem 1. If sender nodes and neighbour nodes submit their preference lists then our
given matching algorithm will produces a non-empty output, which will be stable also.

Proof. We know a matching is a set of ordered pair and there should be at least two
nodes required to form a network. With these two nodes, our algorithm gives non-empty
output (a matching pair of those nodes). For N number of nodes in networks, each
neighbour node r match with qr choice with its final updated preferences of sender nodes.
Since any sender node s whom some neighbour node r initially ranked higher than one
of its final assignment, higher in his ranking than r. Hence the final obligation gives s a
position that the sender node ranked higher than the neighbour node r. So the final output
will stable with respect to any such s and r.

Definitions: - S-Optimal and R-Optimal matching
A stable matching is called S-optimal if every user node like it at least as much every
other stable matching.

A stable matching is called R-optimal if every neighbour node like it at least as much
every other stable matching.

b. Common and Conflicting behaviour of network’s nodes

Now we discuss another salient feature of two sided matching, which is common
and conflicting behavior of players (nodes) of different sides. When we give our attention
to the stable outcome, the conflicting feature will reversely behave. It is natural that there
would be competition with one another in sender nodes for desirable neighbour nodes,
while neighbour nodes compete with one another for desired sender nodes. However
players (nodes) of opposite sides of the game have a common interest in matching with
one another but players of the same side of the game interests in conflicting with some
angle.

For the given preference vector 𝜌s (sth row of PS×R) and chance vector (Ch1×S) a sender
node s and a neighbour node r will be achievable for each other if r forwards s’s data
for some stable match.

Theorem 2. In the set O(sta) of stable matches, there is a S-optimal stable match s*
with the property that every sender node assigned with its most preferred achievable
neighbour node and a R-optimal stable match r*with the property that every neighbour
node will assigned with less than or equal to qr most preferred achievable sender nodes.

Proof. let for the first part of the theorem s* and s∗1 are two matches for sender nodes,
where s* is most preferable output and s∗1 is lesser preferable match than s*. We have
already discussed above that sender nodes compete for better neighbour node therefore,
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the S-optimal stable match occur with s* because it is better one and hence the result
“there is a S-optimal stable match s* with the property that every sender node assigned
with his most preferred achievable neighbour node” proved. Similarly we can prove the
second part of the theorem.

As our algorithm progresses, results comes out with neighbour nodes dominating
but output remains stable.

4.3 Incentive

Now we consider the incentive part of our game when we concentrate on networks
mechanism. A node should assigns data packet to its neighbour node to forward or
receive the data packet that node should give preferences over its neighbour node’s
potentials assignments. The acceptance of any such mechanism makes a new game
among the nodes, which decides what preferences given to the nodes.

The algorithm proposed for matching process for the networks nodes offered some
nodes an incentive to public an order different from their true preferences. In ad hoc
networks this problem has occurred because of mobility of the networks nodes and
frequent change of networks topology. There should be an incentive for the sender node
that is not for providing its first choice neighbour node, but the algorithm gives an
opportunity to solve this problem.

“For all players there is no such stable matching technique exists that makes it a
dominant strategy to public their true preferences.”

If there exist most of the players of the networks public their true preferences then
the published preference and true preference coincide, and then there is no problem
arises. It could be probable that because of incentives of distortion of preference infor‐
mation the state of collision occur. If distortion exists in the preferences, it means infor‐
mation needed about outer player’s preferences to know how too gainfully and securely
coincides one’s true preference.

“If the networks nodes are highly rational and up-to-date then their submitted pref‐
erence ordering will coincide with a Nash equilibrium.”

It would finish the possibilities for further gainful manipulations. However,
according to theorem first, our algorithm give stable results for any preference order and
for true preference order both.

5 Results and Discussion

In this section, analytical result in the form of theorem considering the dynamic network
topology is presented. We evaluated the performance of the proposed load aware
matching game for ad hoc networks by conducting simulation. The simulation results
have been compared with the similar type of work carried out in GLBR [13]. Comparison
Table 1 presents a qualitative comparison of previously discussed GLBR and the
proposed LAMG load balancing protocols using game theory for Ad-hoc networks in
terms of game type, assumptions, mobility model, energy balancing, topology type and
simulators. GLBR used game theory for cooperation stimulation where as the prosed
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LAMG used matching game theory that is non-cooperative game theory for node asso‐
ciation based on data rate/load and distance between the sender and receiver. The both
the load balancing protocols considered energy consumption balancing, Random
Waypoint mobility, and random topology.

Table 1. Comparison between GLBR and LAMG

Load
balancing
protocols

Game type Assumptions Mobility
model

Energy
balancing

Topology Network
simulator
used

Link
capacity

Delay Distance

GLBR Cooperative
game

Yes Yes No Random
Waypoint

Yes Random
and
dynamic

OPNET

LAMG Non-
cooperative
game

Yes Yes Yes Random
Waypoint

Yes Random
and
dynamic

Own
simulation
script
written in
MATLAB

5.1 Analytical Results

In ad hoc networks, nodes topology gets change frequently, therefore, some nodes comes
to the closer to a node and some goes away. This effects nodes preferences.

Theorem 3. when the topology of the network is not strict or fixed then there may not
exist two stable outcome.

Proof. consider a six nodes in the networks in which there are three 
(
S = s1, s2, s3

)

sender nodes and three R =
(
r1, r2, r3

)
 receiving nodes, each forwards a data packet at

a time clock. Preferences are given as-

For neighbour/receiving nodes

r1 = s1 ≻r s2 ≻r s3
r2 = s1 ≻s s3 ≻s s2
r3 = s1 ≻s s2 ≻s s3

For sender nodes

s1 = r1 ≻r r2 ≻r r3
s2 = r1 ≻r r3 ≻r r2
s3 = r2 ≻r r3 ≻r r1

For the given preferences there are exactly two stable outputs are possible, let them name
X and Y where
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X =

{
Xs =

((
s1, r1

)
,
(
s2, r3

)
,
(
s3, r2

))

Xr =
((

r1, s1
)
,
(
r2, s3

)
,
(
r3, s2

))

Y =

{
Ys =

((
s1, r2

)
,
(
s2, r1

)
,
(
s3, r3

))

Yr =
((

r1, s2),
(
r2, s1

)
, (r3, s3

))

Neighbour node r1 does not have difference in between its obligation at X and at Y,
while neighbour node r2 and sender node s2 prefer Y more than X, and neighbour node
r3 and sender node s1 and s3 prefer X more than Y. So each of stable output is preferable
by the different set of sender nodes and neighbour nodes. Hence the theorem.

5.2 Simulation

a. Simulation Environment

In this section, a simulation has been carried out to evaluate the performance of the
proposed load aware matching game for ad hoc networks. A square network area of 500
× 500 m2 is considered. The number of nodes that are randomly deployed for the simu‐
lation is 20–100. The transmission range of nodes is taken to be 100 m. The data packets
size of 512 bits is taken. The packets are generated using Poisson point process. The
data rate of the traffic is 10 packets per seconds. The maximum bandwidth of 10 Kbps
is taken. The Random Waypoint mobility has been used for movement of the nodes with
2 m/s. The energy model that has been used in [16] is employed in this simulation. The
total energy et consumed for transmitting, and receiving, 1-bits of data is given by

et = etx + erx

etx = eel + eamd𝜂

erx = eel

⎫
⎪
⎬
⎪⎭

, (9)

where etx, and erx denote the energy consumed by a node for transmitting, receiving 1-
bit of data between two nodes separated by a distance d respectively.The energy
consumed for electrical circuit is eel = 50 (nJ∕bit), and energy consumed per bit to run
the transmitting amplifier is eam = 100

(
pJ∕

(
bit∕m2

))
 . The initial energy for simulation

is taken from 5 mJ to 25 mJ. The path loss 𝜂 = 2, and d = 200 m have been considered.
The values of the priority coefficient 𝛽s, the contorting parameters 𝜂1 and 𝜂2 of utility
function are equal to 1. Links between two nodes are established if they belong in each
other’s transmission ranges. We have verified and endorsed the proposed matching
algorithm by simulations using our programs implemented in MATLAB.

b. Evaluation Metrics

The following matrices have been used to evaluate the proposed LAMG compre‐
hensively.

• Network lifetime: The lifetime is defined as time taken in the simulation until first
node depleted its energy completely.
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• Standard deviation of load: It is defined as standard deviation of load ϕsr where ϕsr

is the mean of normalize load of N nodes, is given by

SD =

√√√√
∑N

i=1

(
ϕsr i − ϕsr

)

N

(10)

c. Simulation Results

Figure 1 shows the result obtained for the simulation with 100 nodes and with the
different initial energy of the nodes. The lifetime versus the number of nodes has been
shown for the proposed LAMG and state of the art technique GBLR. It is noticed that
as the number of nodes increases from 20 to 100 nodes, the lifetime increases for LAMG,
that is 10 to 40 for initial energy 5 mJ and 20 to 75 for initial energy 15 mJ. This is
because there will be more number of sender/user are available and, found the best match
of receiver nodes with preferable choices. It is also noticed that when the initial energy
of the nodes increases from 5 mJ to 25 mJ, the lifetime of the network also enhanced
for both the approaches but the lifetime for LAMG is better than GLBR. When the
number of nodes and initial energy increase, the lifetime for LAMG is better than that
of GLBR, this is because in LAMG the looks for best match that is less loaded receiving
nodes and nearest sender nodes from the receiver. Less load node reduces the quick
depletion of energy node the node and shorter sender node same the energy of receiver
in transmission.

Fig. 1. Lifetime versus the number of nodes and initial energy

Figure 2 shows the results obtained in the simulation for standard deviation of load
for different number of nodes. It is observed that as the nodes increases the standard
deviation of load increases for both the game techniques. This is because there will be
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more number of node. The increase in standard deviation is more for GLBR. It is also
observed that when the simulation time increases, the standard deviation for both the
techniques decreases but the rate of decrement is more for LAMG. It is clear that the
LAMG fairly balance the load among the nodes as compared to the GBLR. This is due
the fact that LAMG selects the best receiver node based on the current load.

Fig. 2. Standard deviation comparison with number of nodes and simulation time

6 Conclusion

In this paper, we have presented a new approach for node association based on current
load in ad hoc network. We have formulated load aware matching game to achieve stable
one-to-one matching of senders and receivers is proposed, when distance between sender
and receiver, and busyness level of receivers are taken as utility. In the proposed utility,
the priorities for matching the players at both the sides has been introduced. Based on
the priorities, the sender nodes ranked the forwarding nodes. Similarly, the receiving
nodes ranked the sender nodes based on distances. It was show that being aware each
others preferences, better association among the node can be made, which increases the
lifetime of an individual node as well as the lifetime of the whole networks. Simulation
results have shown that the proposed LAMG performs better as compared with GLBR
in the terms of network lifetime and standard deviation of the load.
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Abstract. Wireless sensor networks (WSNs) contain tiny sensor nodes which
are operated battery and have a limited lifetime. Improving the network lifetime
of a WSN by optimal battery usage is an area investigated by many researchers
in the past. In this work we propose a new nature-inspired technique Biography
based optimization for energy efficient clustering (BBO-C) in a WSN. BBO-C
takes into account novel parameters like minimization of Cluster Head
(CH) energy dissipation and the transmission distance between both sensor
nodes to CH and sink to CH which results in better distribution of sensors and a
well-balanced clustering system, thus enhancing the network lifetime of a WSN.
BBO-C is simulated using Matlab and provide very good results in terms of
network lifetime, packets sent to the base station and load distribution. BBO-C
outperforms past works like PSO based clustering, GLBCA, GA and LDC by
38.2%, 53.6%, 58.8% and 62.2% respectively.

Keywords: Gateways � Network lifetime � Energy efficient WSN
BBO � Clustering

1 Introduction

WSNs are extensively used in a wide variety of both indoor as well as outdoor
applications. WSNs consist of many tiny sensor nodes in which each individual sensor
node senses the useful information from its proximity and sends it to the base station.
This individual sensing operation of sensor nodes was very inefficient as a large
amount of node energy get dissipated in sensing and transmitting the information
individually. WSN clustering was introduced as a solution to this problem [1]. In WSN
clustering a group of sensor nodes forms a cluster with each cluster assigned a CH.
In WSN clustering an individual sensor node senses the information and transmits the
sensed information to its respective CH. The CH aggregates the information from all
the sensor nodes and finally transmits the sensed information to the sink. A bottleneck
with WSN clusters is that they are battery operated and have limited network lifetime.
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Since a WSN is connected therefore entire network structure may get disconnected on
the death of a CH.

Since a CH have an additional load of receiving and transmitting the sensed data
assigned to it, it is equipped with some extra energy to ensure its long-run operation.
The extra energy equipped CH is termed as a gateway. Gateways are a crucial com-
ponent in the structural hierarchy of a WSN but unfortunately, gateways are also
battery operated. The entire cluster will die as soon as a gateway is dead. Since
gateways have limited battery lifetime, its battery should be consumed in the most
efficient manner. Achieving an energy efficient WSN and extending the lifetime of a
gateway is an NP-hard problem.

In the past, energy conservation in WSN is considered to be an optimization
problem and solved using nature-inspired techniques like genetic algorithm [2, 3],
particle swarm optimization [4] etc. Work done by most researchers in the past focus
on optimizing the transmission distance between a gateway and a sink to minimize the
energy dissipation but no work in the past have considered the transmission distance
between a sensor node and a gateway which is a very important factor in energy
dissipation of a WSN. To the best of our knowledge this is the first work that focuses
on 3 crucial factors in minimizing the energy dissipation (i) Minimize the transmission
distance between a gateway and a sink ðhÞ; (ii) minimize the transmission distance
between a sensor node and a gateway ðUÞ; (iii) minimize the total energy dissipated by
a gateway. The proposed algorithm minimizes the above 3 novel parameters using a
new nature inspired algorithm BBO [5].

BBO has given good results in many applications like face reorganization [6],
remote sensing [7], and travelling tournament problem [8] which encourage the use of
BBO to optimize the WSN performance with novel parameters. The BBO-C improves
the lifetime of a gateway. BBO-C is compared with PSO clustering [4], GA clustering
[3], GLBCA [8], LDC [19]. Related work is presented in Sect. 2. The problem for-
mulation and system model are explained in Sects. 3 and 4 respectively. The proposed
BBO-C and the experimental results are presented in Sects. 5 and 6 respectively.

2 Related Work

A lot of work has been done in the past to improve the network lifetime of a WSN.
Authors in [8] proposed a clustering algorithm in which a breadth-first tree is used to
find the gateway which is least loaded and then sensor node is assigned to that gateway.
One big problem with this algorithm is it took a large amount of memory space to store
and process BFS. Also execution time while calculating BFS is large. It has a time
complexity of the order O (mn 2). In [3], load balancing algorithm of WSN is presented
which minimizes the standard deviation of load assigned to the CHs to obtain a load
balanced WSN. Authors in [9] presented a fuzzy based clustering algorithm is which 3
fuzzy variables are chosen as node energy, concentration and centrality. This approach
suffer a major drawback as it only chose one CH during the clustering process whereas
transmission of data, data aggregation and forwarding requires multiple CHs in a WSN
scenario. Another fuzzy based WSN routing approach was used in [10]. Authors
minimize the energy dissipated in the network but did not consider cluster head to
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cluster head distance which is a very important parameter in a WSN routing an clus-
tering. Ignoring CH to CH distance may lead to imbalanced CH distribution among the
entire network.

Authors in [11] proposed a energy efficient dynamic clustering approach which
minimizes the energy consumption in the network by considering only one parameter
node’s centrality. Authors in [11] did not consider crucial parameters like transmission
distance, load of CH, uniform sensor deployment which are important contributing
factors in WSN performance. Authors in [12] presented a Distance-Based Residual
Energy-Efficient Stable Election Protocol (DRESEP) to achieve a energy efficient
WSN. It was an improvement on LEACH algorithm. The basic issue with LEACH was
that it chooses CHs on a random basis and a node with low residual energy could
become a cluster head resulting in early death of the CH. Early CH death may lead to
the disconnection of entire network. DRESEP addressed this problem and chose CH
based on the nodes having the maximum residual energy. This approach proved to be
successful as it considerably improved the network life but DRESEP does not say
anything about the stability and load balancing of a WSN due to which the first CH in
DRESEP dies very quickly. Authors in [13] proposed SEECP which was an
improvement of DRESEP. In SEECP CHs were chosen in such a way that load is
balanced along the nodes and SEECP was successful in obtaining a LOAD balanced
and energy efficient WSN. Another routing algorithm is proposed in [8] where authors
have presented an algorithm to minimize the communication distance between a CH to
another CH using GA. Authors in [14] present a novel algorithm to minimize the
distance between a CH and the sink using GA. In both [14, 15] only the transmission
distance between CH and sink is emphasized upon. There is no mention of the com-
munication distance between a sensor node to the CH. Authors in [16] used roulette
wheel selection for energy efficient routing process. The roulette wheel selection is
used to select a set of candidate solution and the fitness function is optimized using GA.
In [4] a particle swarm optimization based clustering is proposed to enhance the
lifetime of a wireless cluster. They consider network lifetime and CH to sink distance
as their fitness function parameters and obtain an energy efficient network using PSO.
Unfortunately works in [4] also did not consider sensor node to CH distance and the
energy dissipated by the CH. The proposed algorithm uses BBO to minimize all 3
crucial WSN parameters namely sensor node to gateway distance, gateway to sink
distance and gateway energy dissipation to achieve a stable and energy efficient net-
work with prolonged lifetime.

3 Problem Formulation

Gateways in a WSN are battery operated and can work as long as the gateway battery is
alive. In order to improve the network lifetime of a WSN, battery lifetime of the
gateways need to be maximized. Past research works have proved that the battery life
of a gateway varies inversely with the increase in sensor nodes in a WSN. A possible
solution to this issue is to increase the gateway count in the network so that the
increased number of gateways may be able to share the network load.
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However, this approach also has a limitation since an increase in gateway count in a
network will increase the total network energy dissipation as well (Eqs. 1 and 2). Some
of the terminologies used in problem formulation are given in Tables 1 and 2.

LWSN a Lifegat ð1Þ

Lifegat
1
a
Energat ð2Þ

We have

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðNx � gatxÞ2 þ Ny � gaty

� �2q
1\i; j\N ð3Þ

ð4Þ

Let Di;j be a decision variable that assign S to G in a WSN

Di;j ¼ 1 if sensor nodeNi is assigned to gateway gatj 1\i\N; 1\j\N;
0 otherwise

�
ð5Þ

We can formulate the objective function as nonlinear programming.

Maximize X ¼ LifeWSN

U
þ LifeWSN

h
ð6Þ

Subject to constraint

XN
j ¼ 1

ð
XN
i¼1

Di;j [ 1Þ ¼ G; 1\i; j\N ð7Þ

Table 1. Terminologies used in the paper

Symbols S G LifeWSN ER Energat
Description Node count

in a WSN
Gateway
count in a
WSN

Lifespan
of a WSN

Gateway
remaining
energy

Gateway
depleted
energy

Table 2. Terminologies used in the paper

Symbols ðNx; NyÞ ðgatx; gatyÞ ðSinkx; SinkyÞ Di;j Lifegat
Description Node

location
Gateway
location

Sink location Clustering
decision variable

Gateway
life
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XN
j ¼ 1

Di;j ¼ 1; 1\i; j\N ð8Þ

In BBO-C, the objective function (Eqs. 6–8) is maximized using BBO. BBO-C
make sure that entire deployment region is covered with adequate sensor nodes and
also maximizes the network lifetime.

4 System Model and the Terminologies Used

For the sake of fair comparison, we use the similar system model as used in [4]. We use
multipath fading (mp) and free space (fs) channels for data transmission. The condition
for the data transmission is given in Eqs. 9 and 10 respectively. Here Etr is the energy
consumed in transmission of an m-bit message and Eel is the energy dissipated in
electronics in the model. Kdiss is the dissipation constant. Eamp is the amplifier for
transmission.

Etr ¼ Eel � Kdiss þEamp � Kdiss � d2 for d\d0 ð9Þ

Etr ¼ Eel � Kdiss þEamp � Kdiss � d4 for d[ d0 ð10Þ

Erec is the energy consumed in receiving a m bit packet which is given by Eq. 11

Erec ¼ Eel � Kdiss ð11Þ

5 Proposed Algorithm

5.1 Overview of BBO

BBO is an evolutionary algorithm that takes inspiration from bio diversity of species
and converges to the optimum solution [17]. In BBO an individual is represented by a
habitat. A population may contain many habitats like chromosomes in genetic algo-
rithms. For each habitat in the population, habitat suitability index (HSI) value is
calculated. A habitat having high HSI value is considered to have higher fitness and
more suitable for a population to grow and vice versa for habitat having low HSI value
[16, 18]. Based on this HSI value rank of each individual is calculated. Migration
operation is based on immigration rate ðkiÞ and emigration rate ðliÞ as shown in
Eqs. 12 and 13 respectively.

ki ¼ I � 1� ki
n

� �
ð12Þ
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li ¼ E � ki
n

� �
ð13Þ

Here I and E are the maximum immigration rate and emigration rate of an indi-
vidual. ki is the rank of a habitat. n is the size of the population. A habitat having high
HSI value will emigrate its suitability index variables (SIVs) to habitat having low HSI
value and habitat having low HSI value will immigrate SIVs from habitat having high
HSI value [19, 20]. Probabilistic mutation is performed based on Eq. 14.

mi ¼ mmax� ð14Þ

Here mi is the mutation probability, mmax is the maximum mi, pi Is the prior
probability of existence of a solution. The algorithm stops after achieving the optimum
solution.

5.2 Implementation of BBO

To initialize the algorithm, all the sensor nodes and gateways are randomly distributed
in the deployment area. The performance of a WSN is measured in terms of its network
lifetime and CH energy dissipation. In the proposed algorithm we use BBO based
energy efficient clustering to minimize the energy dissipation in the network and extend
the operational lifetime of a WSN. Communication distances through which a sensor
node or a CH sends data to the sink have a direct impact on the energy dissipated and
network lifetime of a WSN. Lesser the communication distance less will be the energy
dissipated by the CHs to transmit information to the sink. Therefore in the proposed
clustering is done in such a way that clusters with optimum transmission distance are
formed which minimize the communication distance and energy dissipated by CH in a
WSN.

5.3 Calculation of HSI

For each habitat, we calculate HSI which defines the goodness of a solution. As
explained earlier minimization of transmission distance and CH dissipated energy are
two crucial WSN performance parameters. HSI is defined in such a way that each
sensor node is assigned to its optimum CH and only those nodes are chosen as CH
which dissipate minimum energy, ensuring the long run operation of the CHs. Pre-
cisely, HSI depends minimizing the sum of all h,sum of all U and minimizing total
energy dissipated by the gateways. HSI is calculated in Eq. 15.

ð15Þ
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5.4 Migration

By minimizing the fitness function given in Eq. 15 we achieve a network which is
stable and has an improved network lifetime due to minimizing energy dissipation.

After calculation of the HSI each habitat is ranked in descending order of their HSI
value. Based on the rank of each habitat vector their Immigration ðkÞ and emigration
rates (µ) are calculated using Eqs. 12 and 13. The entire migration operation is per-
formed using MPX crossover.

5.4.1 MPX Crossover
MPX crossover (Table 3) is used in migration step. In MPX crossover we generate a
random vector of 0’s and 1’s. If an entry in the random vector is 1, choose an SIV/CH
from immigrating habitat else choose a CH from emigrating habitat.

5.5 Mutation

Mutation operator is performed to randomly modify the solution coming from
migration step. The solution is modified from a random gene position in a habitat.
Mutation step is an important part of the algorithm framework as it maintains diversity
in the population. The solution is mutated as per Eq. 14 [22].

The BBO clustering algorithm is run until the optimum solution is obtained or the
maximum numbers of iterations are elapsed. The Pseudo code for the proposed
algorithm is given below.

Table 3. MPX crossover to obtain a modified vector.
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6 Results

Results are compared with PSO based clustering [4], GLBCA [8], GA [3] and LDC
[19]. The simulation parameters used are shown in Table 4. For the evaluation of
results, we consider two scenarios in which the base station is placed at coordinates
(500, 250) and (250, 250) respectively.

Scenario 1 – Sink at (500, 250)
The proposed algorithm is compared with the existing works in terms of network
lifetime of sensor nodes as presented in Figs. 1 and 2 respectively. As visible from
Figs. 1 and 2 respectively, network lifetime of sensor nodes is considerably increased
in BBO-C. This is because BBO-C performs clustering in such a way that every sensor
node is able to find its optimum location with respect to the gateway which results in a
reduction of total network energy dissipation by minimizing h and U. BBO-C performs
better than the existing works for packets sent to the sink as shown in Fig. 3.

Table 4. Simulation parameters.

Simulation criterion Measurement

Deployment region 500 * 500
S 200 − 500
G 60 − 90
Location of sink (500, 250) and (250, 250)
Transmission distance 150 m
Node energy 2 J
Gateway energy 10 J
Communication packet size 4000 bit
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Fig. 1. Network lifetime comparison for 60 gateways

Fig. 2. Network lifetime comparison for 90 gateways.
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Scenario 2 – Sink at (250, 250)
The proposed algorithm is compared with the existing works in terms of network
lifetime and packets sent for new sink location. The comparison of the proposed
algorithm with the existing works is shown in Figs. 4, 5 and 6 respectively.

Fig. 3. Comparison of packets sent to sink.

Fig. 4. Network lifetime comparison for 60 gateways.
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7 Conclusion

In this paper a new nature inspired algorithm BBO is presented to achieve energy
efficient clustering in WSN. A dynamic and effective fitness function is used to achieve
enhanced network performance. Minimization of the communication distance and
maximizing the residual energy improves the network lifetime. Maximizing the net-
work lifetime by minimizing the energy dissipation and the communication distance is
solved as an optimization problem using BBO. The cluster thus formed dissipates less

Fig. 5. Network lifetime comparison for 90 gateways

Fig. 6. Comparison of packets sent to sink.
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energy and improves the network lifetime of a WSN. BBO based clustering outperform
many past algorithms like PSO, GLBCA, GA and LDC by 38.2%, 53.6%, 58.8% and
62.2% respectively.
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Abstract. Crowd funding is a new ray of hope for entrepreneurs. It is a col-
lective effort of investors, creators and crowdfunding platforms to raise funds for
a venture/project over social media. Future of a venture is decided by successful
funding that depends on various factors such as project quality, size of network,
pattern of pledge money etc. This paper performs statistical analysis and
investigates various factors that influence campaign success. Campaigns having
video and lower goals are most likely to succeed and hence are better candidates
for investment. Sharing campaign via Facebook has a positive impact on suc-
cess. Pledge money is also a powerful predictor. Posting updates and comments
during funding period help in improving success probability of a campaign.

Keywords: Crowdfunding � Campaign success � Kickstarter
Statistical analysis

1 Introduction

The aim of crowd funding is to collect money from large group of people to fund a
project, a business or personal loan, and other needs through an online web-based
platform [1]. Funds can be raised via an open call on one’s webpage or by placing a
notice on a public place or through crowdfunding platforms [2]. Since its inception,
crowd funding has been progressively adopted as an alternative way for seeking
financial assistance by start-ups, entrepreneurs, creative people and others [3].
Crowdfunding Industry experienced 167 percent growth and raised $16.2 billion in
2014, which was $6.1 billion in 2013. In 2015, the industry growth was twice of 2014
and raised $34.4 billion [4]. Over the years, numbers of crowdfunding platforms and
campaigns launched have increased at multiplying rate. Some of the well-known
platforms are Kickstarter, IndieGoGo, DonorChoose, RocketHub, Kiva.

Campaigns launched on platforms are of diverse nature and greatly vary in both
goal and magnitude [5]. Though, diversity and number of campaigns launched has
increased with time, but not the success rate. A campaign is successful in raising funds,
if it achieves its target amount with in the given time span. Not all are successful in
raising funds. On the Kickstarter itself, 3,86,570 campaigns have been launched till
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now. Out of which, 1,37,782 i.e. around 36% of campaigns have been successful in
raising funds, others were unsuccessful [6].

Why did so many projects fail to raise sufficient funds through crowdfunding?
What are the reasons behind success and failure? What factors influence success of a
campaign? What is the association between success and these factors? Do these factors
have some association amongst themselves? In this paper, we try to understand dif-
ferent dimensions of a project and the factors influencing its success and try to address
the questions raised above. This work performs statistical analysis and concludes
important results. This work classifies the features as pre-launch and post-launch
features and examines their predictive power.

The rest of the paper is organized as follows: Sect. 2 sum ups literature work.
Section 3 describes dataset and its characteristics. Section 4 presents analysis and
results. Section 5 concludes the work.

2 Literature Review

Evaluation of various aspects of a campaign and its association with successful funding
has been examined by various scholars. Over the past years, there has been an increase
in literature on campaign success evaluation and prediction. This work is similar to
some of the other work in a sense this work also explores campaign’s features and their
impact on success. But, this work differs too as it helps in identifying nature of features
and classifies them on the basis of characteristics and the type of information it
communicates. Some of the works from the literature are presented next.

Greenberg et al. [7] design a prediction model based on various campaign features.
Etter et al. [8] proposed prediction models that were based on pledge money and social
data. Mollick [5] examined factors and its association with success. He identified that
project quality and size of networks play important role in success. Belleflamme et al.
[9] examined how type of organization is associated with success and concluded that
non-profit organization tends to attract funds successfully compared to other form of
organization as initiatives are not driven purely by profit. Other dimensions too have
been explored by research scholars. Kuppuswamy and Bayus [10] analysed the backer
dynamics over the project funding cycle. Chung [11] analysed characteristics of suc-
cessful projects, behaviour of users and dynamics of the crowdfunding platform. He
suggested a prediction model based on campaign, social and user features. Xu et al.
[12] analysed campaign updates and comments posted on campaign page and corre-
lated them with campaign success. Mitra and Gilbert [13] proposed a prediction model
based on the linguistic features derived from campaign description. Agarwal et al. [14]
examined role of geography in fetching funds for a campaign. Ordanini et al. [15]
investigated how the role of consumer is changing in present scenario and converting to
an investor role. Giudici et al. [16] concluded individual social capital has a significant
positive effect on the success probability, while geo-localized capital has no significant
effect.

This paper too investigates various campaign features with the aim to understand
the underlying nature of features, to categorize them and understand their correlation
with success.
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3 Dataset

Kickstarter is a well-known reward based crowdfunding platform. It allows creators to
launch creative projects and raise funds by creating a dedicated project page on the site.
Project page is a well-defined structured page that outlines objective, goal amount,
deadline, product description, associated risks and challenges, commitments, reward
tiers etc. The information communicated via the project page has an effective and
valuable contribution on project outcome and provides help to backers in taking
decision about funding.

This analysis was performed on the dataset extracted from the Kickstarter platform.
This dataset consists of data about 4121 campaigns launched in the month of April
2014. Out of 4,121 projects, 1,899 (46%) are successful and 2,232 (54%) are unsuc-
cessful. This dataset comprises of projects in all fifteen categories as classified by
Kickstarter such as music, dance, etc. This dataset consists of a number of features.
Analysis of these features helped in identifying their nature and purpose. On the basis
of features nature and purpose, they are categorized into two classes: pre-launch and
post-launch (shown in Table 1). Pre-launch features are features that are decided by
creator prior to its launch. These features are less likely to change. Pre-launch features
comprise of campaign features, creator experience, funding history and social status of
creator. Features such as category, currency, goal amount, number of rewards, duration
in days etc. define a campaign’s characteristics. So, they are grouped under Campaign
features. Number of campaigns backed and number of campaigns created prior to
launch of current campaign tells about the creator experience of the platform. So, they
are classified as creator experience. Social status tells whether the creator is active on
Facebook and other media. Features such as connection with Facebook, number of
friends defines social status.

Table 1. Variables used in analysis

Type of features Variables Description

Pre -
launch
features

Campaign
features

Cat(p) Category of project p
Subcat(p) Sub category of project p
Goal(p) Target amount to be raised
Duration(p) Number of days for which project is live

on platform
Rewards(p) Number of reward levels
HasVideo(p) Does the project have any video(s)?
#Video(p) Number of videos
#Image(p) Number of images
#wordDesc(p) Number of words in the description of

the project
#wordRisk(p) Number of words in the risk and

challenges section

(continued)
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Post launch features are features that are generated after the launch of campaign and
are a result of various activities carried out by different types of users. These are time
series data and may change frequently. It includes support and communication. Backers
support the campaign by contributing funds to the campaign. Kickstarter page displays
the amount pledged and the number of backers who pledged it. This status changes
with every additional contribution. Dataset contains records of the amount pledged by
backers during the funding cycle. It consists of each day’s status of pledged amount
and number of backers during funding cycle of campaign. During the funding period,
creators may post updates to inform backers about various activities of the campaign.
Backers may post comments to ask something or add something more about the
campaign. The dataset also contains each day’s status of updates and comments posted
on the campaign page. This is one of the various ways creators and backers interact
with each other. Hence, these are grouped under the communication features.

4 Analysis

The proposed work tries to understand the nature of these features to use them for
predicting success. The features those are available at the time of launch or prior to
launch, have been termed as pre-launch features. These features are stable in nature and
less likely to be edited. Some features are available after launch and are time series data
i.e. dynamic in nature, are referred as post launch features. Due to differences in nature,
they are examined separately.

Table 1. (continued)

Type of features Variables Description

Creator
experience

Created(p) Number of projects creator has created
previous to the launch of this project

Backed(p) Number of projects creator has backed
previous to the launch of this project

Social status Frnds(p) Number of Facebook friends of the
creator

Conn(p) Yes, If creator shares Facebook
connection

Shares(p) Number of times campaign is shared
over Facebook

Post -
launch
features

Support Pledget(p) Pledge amount at time t
Backert(p) Number of backers backed pledge

amount at time t
Communication Updatest(p) Number of updates posted by creator at

time t
Commentst(p) Number of comments posted by backer

at time t
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4.1 Pre-launch Features

Pre-launch features are features that are stable in nature and less likely to be modified
during funding period. They basically provide information regarding project, creator
and social media usage. As shown in Fig. 1, Features are classified as campaign
features, creator experience and social status. This section investigates association of
success with these three groups of pre-launch features.

Impact of Project Aspects. Statistical analysis was done using frequency count,
grouping and crosstab analysis and logistic regression. Results of logistic regressions
were compared with the base model. Base model is the model with only constants and
no feature is used in the base model. Base model performed with an accuracy of 54.2%
as these are the number of campaigns unsuccessful in the dataset.

Analysis revealed interesting facts about some of the features of the dataset. In the
sample dataset 54.2% projects failed to raise goal amount. Maximum number of
projects (around 20% of total projects) was launched in the category of film and video.
Next, two popular categories music and publishing comprised of 15% and 11% of the
total projects, respectively. Journalism, crafts and dance categories in all constitute 3%
of the total projects. Dance category had maximum success at 75%. Theatre had 63.8%
success and comics had 57%. Crafts had maximum failure at 67.4%. Fashion and
Technology had also seen many failures, 66.8% and 66% respectively (shown in
Fig. 2).

Category

Sub Category

Goal

Duratio

Images

Videos
Rewards

Words

FAQ

Fig. 1. Pre-launch features
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Analysing goal amount indicated that lower goal achieves higher success. 54.6% of
the projects that had set goal amount less than or equal to $5000 were successful. Only
17% of projects with goal equal to or higher than $50,000 were successful. Crosstab
analysis (shown in Table 2) shows that increase in goal amount results in decrease in
success rate. If a creator is focusing on raising sufficient funds to execute project, then
he/she must set a moderate goal.

Video on a project presentation page adds to the quality of the project. In this
analysis, it was found that 74.3% of projects with no video had failed and 90.3% of
successful projects had video. Increase in reward levels also increase success rate.
Projects having more than 20 reward levels had 71.4% of success rate.

Impact of Creator Experience. A creator’s previous experience with the platform is
expressed by two control variables: Created(p) and Backed(p). Created(p) tells how
many projects has the creator launched previously. And Backed(p) tells how many
projects the creator has backed earlier. Adding them one by one to the base model of
logistic regression helps in understanding the predictive nature of these variables.
Adding Backed(p) increased the accuracy of the base model by 6% and then adding
created(p) to this model did not improve the accuracy. Adding created(p) as single
parameter to base model resulted in increased accuracy of 3%. This means backing
other creator’s project brings more benefits than the experience of creation. This means
to say that a creator should explore the platform and back potential projects of other
creators before creating their first project. This may help them in becoming more
visible on the platforms and may inspire other creators (whom they had backed) to back
and promote it on their social circle. Thus, creator having previous creation and
backing experience has a positive influence on success.

Fig. 2. Success percentage in each category
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Impact of Social Status. Social Status here includes whether creator has shared link of
Facebook or not (Conn(p)), number of friends (Frnds(p)) of the creator, and how many
shared the project over Facebook (Shares(p)). If a creator does not provide Facebook
link on the project page, then, field Frnds(p) (number of Facebook friends) is Null i.e.
this field has some value only in case creator share his/her Facebook link. The pre-
dictive nature of these control variables was tested separately by creating a model in
stepwise manner. Adding Conn(p) and Frnds(p) to the base model (where none of the
feature is present) does not improve prediction much, but adding Shares(p) improves
the prediction accuracy drastically and it increases by 13%. This means whether creator
shares Facebook account or not on the project page does not impact project success.
Moreover, adding number of friends improved base model marginally. But, adding the
number of Facebook shares changed the scenario and indicates that sharing a project on
the social media and promoting it among social community has a great impact on the
success of the project and helps in making it successful.

Analysis on the Basis of Combined Features. Earlier analysis tells the impact of
individual feature on success. There are some other strange facts about the features of
projects. There are 2795 projects with Facebook connection and out of that 1492
(53.4%) have failed i.e. more than half of projects with Facebook connection have
failed. Out of 3404 projects having video, 1699 (49.9%) projects have failed i.e.
probability of success is half even if a project has video. These statistics provide useful
insight but do not discover all facts. This means that studying impact of features
individually on success is not sufficient; there is a need to assess interaction among two
or more features and its impact on success. To investigate association of two potential
features, two-way crosstab tables were generated. 70.6% successful projects have both
Facebook connection as well as video.

Addition statistical analysis helped in understanding nature of campaigns, but could
not assess predictive power of these features in combination. So, logistic regression
was performed stepwise. Multiple models were created and compared by adding a
subset of relevant attributes in each step. Base model, a model with no features,
provided accuracy of 54.2%. All other models were built upon the base model. First, a
model was built using the goal amount only. This model predicted with an accuracy of
59.1%. Adding HasVideo in the second step improved accuracy to 61.6%. Adding
Facebook Connection in the third step resulted in no improvement. This implies that
having Facebook connection only does not have any impact on success. Adding
Facebook friends (in case of having connection) had resulted in an accuracy of 64.9%.
Adding creator attributes resulted in 66.9% accuracy and adding the remaining attri-
butes yielded an accuracy of 74%. But, adding one more relevant feature Facebook
shares yielded a model with great improvement and having an accuracy of 82.6%.
Facebook shares is a dynamic and time series data, to study the impact of sharing
during the funding cycle precisely, each day Facebook sharing status of a project is
required. It is not available in the dataset, so, the analysis of its dynamic impact was not
possible, but above statistics tells that promoting a project on social media is a big
advantage for project success. This may also help in improving visibility of the project
and expanding the network.
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4.2 Post-launch Features

Post-launch features are time series data that keep on changing as time passes. They are
classified as support and communication as shown in Fig. 3.

Support features include pledged money and number of backers. Communication
feature comprises of number of updates and comments. All these features were
explored separately and it was found that pledge money status is the most powerful
predictor. Incremental models were developed by adding features one by one to the
base model (with no features) and evaluated and compared them. Adding number of
comments increased the accuracy of the base model (54.2%) on an average by 4% (i.e.
58.2%), then adding the number of updates resulted in an average improvement of 6%
(i.e. 64%) to the previous model, then adding the number of backers resulted in average
improvement of 8% (i.e. 72%) and finally adding the pledge money status resulted in
an average improvement of 18% i.e. post-launch predictor achieved average accuracy
of 90% that is better than all the models proposed in various studies. A model using
pledge money status only was also developed and it achieved the same performance.
This indicates that the analysis can be performed with only one feature i.e. pledge
money status if the other features are not available for experimental purpose.

Additional analysis using updates and comments tell how they help in promoting
projects. Figure 4 shows that 78.7% (1331) of the projects with no updates had failed.
63% of the projects with one or more updates were successful.

Similarly, 69.2% (1594) of projects with no comments failed and 65% of projects
with one or more comments were successful (shown in Fig. 5). This indicates that the
updates and comments play vital role in making a project successful. Statistics shown

Fig. 3. Post launch predictors’ features
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below in Table 3 indicates that the successful projects had high amount of pledged
money and higher number of backers, updates and comments compared to the
unsuccessful projects.

5 Conclusion

This paper evaluates the probability of success not only by an ensemble of features but
studies the impact of features individually as well. This paper also highlights the
prediction power of individual features and when combined with each other. Cam-
paigns having video and lower goals are better candidate and become successful.
Sharing campaign via Facebook has a positive impact on success. Pledge money is a

Table 3. Statistics for post-launch features

Feature Category Min Max Total Average

Pledged ALL 0 23,999 4,69,53,780 11,393.78
Successful 21 23,999 4,18,72,172 22,166.32
Unsuccessful 0 5,194 50,81,608 2,276.71

Backers ALL 0 23,999 5,75,734 139.71
Successful 1 23,999 5,15,334 272.81
Unsuccessful 0 5,194 60,400 27.06

Comments ALL 0 4,225 80,879 19.63
Successful 0 4,225 73,590 38.96
Unsuccessful 0 1,654 7,289 3.27

Updates ALL 0 47 13,105 3.18
Successful 0 47 9,929 5.26
Unsuccessful 0 43 3,176 1.42

Fig. 4. Update analysis Fig. 5. Comments analysis
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powerful predictor. Posting updates and comments during the funding period helps in
improving the success probability of a campaign.
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http://www.kickspy.com/. This was released by owner of this website. We are thankful to the
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Abstract. This paper highlights how block chain technology will help in
innovation and transformation of business and service sector. To solve the issue,
the paper presents the architecture and benefits of blockchain technology. Fur-
ther it discusses the implication of using blockchain technology in banking,
transport sector, Internet of things (IoT), and in enterprises consisting of global
commodity chains. The technology helps to bring a shift from technology driven
to need driven approach. With all the advancement and benefits, there is further
research to be done to fit the model in other areas like e governance which will
benefit the society and public values.

Keywords: Blockchain � Finance � IoT � Architecture

1 Introduction

We stand on the edge of a new digital revolution. With the advent of internet, a new
phase began for the human race. And now after many years of scientific research and
experiments, we have reached a stage where science and technology continue to find
newer ways to improve our lifestyles and bring more and more people into the
mainstream. A manifestation of these attempts has been validated in technologies such
as the Blockchain which implores upon finding solutions like decentralization and
removal of third-party-authenticators. The Blockchain is encrypted, shared and dis-
tributed database that provides an irreversible and tamper-free public record keeping
system. With this technology, digital property can be transferred and digital transac-
tions can be carried out without the need of backing by a financial middleman [1]. This
is a reason why this technology has capabilities that when explored to the right extent,
it can provide utilities beyond the scope of what has been done till date. In the future
we expect more digital markets working free from any regulation because it can take
care of itself on its own based on self-emerging and approving techniques. We would
also see decentralized communication platforms and internet based assets and prop-
erties that are freely exchanged [2].
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The blockchain is the name given where each consecutive data and transactions are
recorded on blocks. Each block is linked to a previous block, and this length keeps on
growing continuously. Hash functions are used that are stored in the header. This
continuous and ever-growing blockchain length [3] is distributed over a public ledger
and is available to all the mentioned nodes in the network. The data once entered in the
various transactions are not possible to tamper with. Blockchains can also be described
as blocks of information connected together in long chains of validation. Any point in
the node cannot be altered without changing the entire network of blocks and hence
falsification attempts can be easily detected.

Various important features that describe the blockchain mechanism are decentral-
ization that rules out the need for third-party authenticators thereby saving organization
and maintenance costs related to establishing and running these huge institutions.
Transaction procedures also get simplified. Another important feature is the persistency
in procedures. Data once stored is visible to everyone in the network and it cannot be
tampered or disturbed unless making a change at all nodes. This ensures security of
transactions. Anonymity is also a feature as users at various nodes can generate mul-
tiple private addresses to ensure secrecy and privacy as required. Auditability is also a
useful feature as with this facility, information about all previous transactions can be
easily retrieved from the network and the data can be put to required use. In this
manner, by using blockchains many complex day to day transaction activities can be
simplified. Blockchains employ a few consensus algorithms, such as Proof of Stake,
Proof of Work being more important among others [4, 5]. Explanation of these algo-
rithms has been given briefly. Often pertaining to any given condition a hybrid solution
consisting of a mixture of one or more consensus procedures suits more aptly to
blockchain mechanism. Different environments have different suitability of algorithms
(Fig. 1).

Bitcoins are namely the most extensive application of the blockchain technology.
Digital Currency was almost on the verge of collapsing and getting out of the market
scenario until blockchain mechanism came to its rescue. As for today, we know that

Fig. 1. General blockchain model
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digital currencies such as bitcoins and other forms of digital currencies are giants in the
financial world and also serve as major investment options. New areas of research and
studies have also sprung up consequently such as Cryptoeconomics. Blockchains solve
the double spending problem and ensure agent to agent transaction communication
without the need for any intermediate body. Further in this extract, various applications
of blockchains have been discussed. We will come to know that not only are block-
chains enormous role players in the financial sector but also they can serve many
different sectors including maintaining social status records of different persons if
employed with proper referencing.

2 Related Work

Blockchain technology has validated its applicability in numerous instances. Security
of digital identities of citizens using blockchain is much safer as compared to other
methods like using ids and passwords in insecure environments. In today’s world
where cryptocurrency is making headlines in its favor is based on the blockchain.
Bitcoin is an example. Blockchain can be used to store legal documents where there is
influence of the third party, thus leads to secure storage of the data. Blockchain
eliminates the role of the third party and hence maintenance cost is minimized. One
such example is the role of election commissions. Election based on blockchain
technology can banish the influence of any political parties and thus leads to secure and
cost-efficient elections. It will serve as the missing link to settle the privacy and
reliability concerns of people in the internet of things. Vast usage of IoT techniques
will come into place by the usage of the blockchain technology. There are lots of use
cases and applications of blockchain technology [24–27].

3 Blockchain Architecture

Blockchain is continuous growing linked groups of blocks containing details about any
transaction. Each block has a header storing a hash value which stores information
about the previous block and henceforth the link attached to it referring to the previous
block. The previous block is referred to as the Parent block [9–11]. The first block in
the chain having no parent is called the Genesis Block. In Ethereum Blockchain, a child
block can carry information about the previous blocks, other than the parent blocks in
its hashes which can be known as Uncle Block hashes. The architecture of a single
blockchain consists mainly of two parts as follows.

3.1 Block Header

Under block header following four components exist:
Block Version: It will comprise of all the rules (hashing rules) that a block has to

follow in order to be validated.
Parent Block Hash: This hash stores the values which are used to indicate the link

to previous record block.
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Merkel Tree Root Hash: It will store the hash value of all the transactions in the
block.

Timestamp: It is a recorded information storing unit which records the order in
which transactions occur in the blocks, given by the reference of time.

N-bits: It refers to the current hashing target in the list.
Nonce: It is a 4-byte field which increases in value after each consecutive trans-

action or calculation.

3.2 Block Transaction Body

This is the lower second part of the blockchain. We can describe the Block transaction
body to consist of the following features. It will consist of transaction counter and
transactions. Maximum limit of the number of transactions will be determined by
thesize of each block as well as thesize of each transaction. Block body will store the
number of validated transactions. This information once stored cannot be changed later
on. This is the crude step where data storage procedure is carried out. All the other
components are simply needed to maintain the overall blockchain mechanism (Fig. 2).

3.3 Digital Signature

In the diagram below, the exchange of confidential message takes place between A and
B. In order to ensure the message confidentiality and to ensure that only receiver can
open the message, the sender uses the public key of the receiver. Here, A encrypts the
message using B’s public key. This ensures that message can be decrypted only by B.
In order to verify that the message is sent by A, A uses his private key in the hash
function. This is called digital signature. B can verify that the message is sent by A by
using A’s public key and decrypt the message by using his own private key (Fig. 3).

Fig. 2. Blockchain architecture

Rise of Blockchain Technology: Beyond Cryptocurrency 289



3.4 Domains of Blockchain

Blockchains are divided into three categories on the basis of authorization of access
that an organization or community can have the records stored under any particular
blockchain. This categorization springs from sources applied in its creation. Whether or
not records can be accessed by users depends upon the type of domain that a chain
belongs to. Different blockchain has a different purpose to fulfill. Following are the
types of blockchain (Fig. 4):

• Public
• Private
• Hybrids (Consortium).

3.4.1 Public Blockchains
This is the domain of blockchains in which all miners participate in consensus deter-
mination. The read permissions are not required as they are all public with decen-
tralization, without the need of any central trusted agency. These blockchains are nearly
impossible to tamper and all members can participate in the consensus determination
procedures.

3.4.2 Private Blockchains
In this domain the consensus determination mechanism can take place only within an
organization. The read permissions here could be either public or restricted. There is

Fig. 3. Digital signature

Fig. 4. Blockchain domains
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centralization within this domain as the blockchain participants are restricted to within
an organization. The consensus determination process will require permission.

3.4.3 Hybrid Blockchains
Only a selected segment of nodes that are allowed can participate in the consensus
determination process. Here the read permission could be either public or restricted.
With this, the security is reduced and this network will be more likable to tamper in
comparison to public ones. There is partial centralization (Table 1).

4 Features

Blockchain is a continuous growing list of records in the form of blocks which are
linked together. Blockchain provides a secure medium for storage of data. It eliminates
the participation of the third party making it more reliable, Secure and safe from
influence of any organization or the participant. Several features of the blockchain are
discussed below:

4.1 Decentralization

A very important feature enabled by blockchain mechanism is decentralization. Before
bitcoin many research resources were employed to achieve this feature. Decentraliza-
tion refers to absence of a central ruling body to supervise financial transaction. The
network operates on a user to user (peer to peer) basis. With this costs incurred to
organize and maintain such large central institutions end at once. Further, it empowers
the users also, as they carry out their transaction mechanism with ease and control. The
transaction mechanism also simplifies blockchain creates as a whole new model of
platform intermediation (Fig. 5).

4.2 Persistency

Once a record stored on a block, a new block is generated with a connection to the
previous block. Thus blockchains maintained and grow in size. Every transaction in the

Table 1. Properties of blockchains

Property Public
blockchains

Private blockchains Hybrid blockchains

Consensus
determination

All miners Selected set of nodes One organization

Read permission Public Could be public or
restricted

Could be public or
restricted

Efficiency Low High High
Centralization No Partial Yes
Consensus process Permission

less
Permission needed Permission needed
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network is confirmed, recorded and distributed in the whole network and it becomes
impossible to temper.

4.3 Immutability

It refers to the feature where once data has been written to a blockchain, no one can
change it. However, immutability is only relative to ensure security and incase where
data has to be changed in its core, such as modification can be carried out. If any
attempt to change the data is carried out, it will have to be done at all the nodes in the
network at the same time. This feature enhances security.

4.4 Auditability

Each and every transaction in the blockchain is recorded and maintained with a
timestamp which means that we can exactly determine at what point of time a trans-
action was made to occur. Every record has this data with itself. With the help of this
feature all previous records related to theparticular transaction can be traced and
retrieved as and when required. This is a very important feature as with of help of this,
transparency of data stored in the various records improves greatly and further, the trust
of the users also increases.

5 Approaches to Consensus

These approaches describe mainly how the blockchain technology actually works. The
entire setup is based on these procedures and consensus approaching techniques. They
serve as the backbone on which functionality of all data and authenticity of storage
methods in blockchains depends [21, 22]. Such methods are more than one which is
designed to serve different scenarios adequately. They are discussed as below.

5.1 Proof of Work

In proof of work protocol, there is acomplicated calculation in which each node of the
network calculates the hash value of the changing block header. The calculated hash
value should be equal or smaller than a specific given value. In decentralized

Fig. 5. Decentralized blockchain platform
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blockchain, all the participants calculate the hash value. When one of the validators
calculates the required given value, all the other validators approve the calculation. The
next block generated contains all the transaction used in the calculation. All the val-
idators that calculate the hash value are called miners. And all the proof of work
procedure is called mining. When (Nakamoto) proposed the idea of Bit coin, he added
that the miners would be given a small amount of bit coin after every successful
transaction. Multiple validators can generate valid blocks simultaneously. In order to
make the validation of the block, next generated block is taken into consideration. It is
very unlikely that the next block would be generated simultaneously by the validators.
The block with valid calculation is taken as the approved one and the other block is
called asorphan block because no further blocks can be added to it. Calculations for the
validation of the block are a time as well as energy consuming process. Bitcoin blocks
are generated after every 10 min and Ethereum block is generated after every 17 s.

5.2 Proof of Stake

In order to combat the time as well as power consuming POW, POS was introduced.
In POS, the participants with more currency could be chosen as the creator of the new
block as it assumes that the participants with more currency would be the least likely to
attack the network. Since it is quite unfair to declare the next generator on the basis of
currency, a combination of other factors are often introduced like size of stake, age of
stake to declare the next block creator. In peer coin to coin age is taken into consid-
eration for the declaration of next block creator. As POS is more energy efficient and
less time consuming than POW many blockchain adopt POW at the beginning but later
transform to POS.

5.3 Practical Byzantine Fault Tolerance

In PBFT every validator is known to the network. In PBFT there is no calculation of
the hash values. A new block is selected in a round. In each round a primary would be
selected and is responsible for the ordering of transaction. This process is divided into
three phases: pre-prepared, prepared and commit. In each phase a validator has to get
approval from at least 2/3 of all the validators.

5.4 Delegate Proof of Stake

It is like representative democratic in which each stakeholder choose their candidates to
generate and validate a block. The transaction is validated quickly as there are fewer
validators to verify and validate it. Other factors such as block size and block interval
can also be combined. Security wise it is safe as dishonest validator could be removed.
Bit share follows the DPOS protocol.
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6 Applications of Blockchain Technology

Blockchains are known to have the widest usage in the form of being the technology
behind cryptocurrency and digital token market. But besides this wide applicability,
this technology serves as an important instrument today for digitizing and decentral-
izing other fields as well [16, 17, 19]. The future is near where blockchain will be
associated with all forms of data storage and validation media. This, in turn, will help
achieve the idea of living in smart environments which will be equipped to respond as
per our desires and generate suggestions for us as well (Fig. 6 and Table 2).

Fig. 6. Major applications of blockchain technology

Table 2. Applications of blockchain

Application areas Utility

1. Private securities Expenses on a company being made public can be reduced
with them releasing shares via the blockchain

2. Content distribution Artists become empowered as media distribution systems are
made more transparent and easy to use

3. Market prediction Users can trade on predictive trends information and
outcomes based on blockchains

4. Private equity Equity exchanges are being implemented on blockchains and
made simpler to operate

5. Insurance Unique asset identifiers can be maintained on blockchain.
Owner and Seller information can then be extracted as
required

6. Data management Blockchain based identity ledgers are used for date
management and data analytics

(continued)
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6.1 Finance

The traditional business services have witnessed great impact with the advancement of
blockchain technology. Many financial analysts are of the opinion that blockchain
technology has the potential to replace the banking sector completely at some point in
time in the future. Banking systems could be reshaped altogether, and the improved
changes can take better care of the individual and organizational needs in the world. It
will result in enhanced integrity, auditability governance and transfer of ownership
capabilities. Not only the large institutions will be affected but blockchain can be a
major role player to help smaller enterprises to transform into bigger players smoothly.

Table 2. (continued)

Application areas Utility

7. Diamonds A usually high-risk sector can be made counterfeit proof by
implementing the features of blockchain

8. E- Voting Transparent voting systems can be created to facilitate fair
elections

9. Gaming Virtual gaming platforms are being created where activities
score points with data stored in background blockchain based
databases

10. Organizational
governance

This technology helps to automate procedures related to
taking decisions within the company, forming committees
and raising funds

11. Authorship and
ownership

Artists and content creators can attribute digital art

12. Government Citizen interaction with the officials of the government can be
documented using this technology

13. Commodity market Investors can carry out business transactions related to
money and gold safely

14. Internet of Things Blockchain here accelerates safe transactions, reduces Cost
and builds trust

15. Energy Value chains in the energy industry can be upholder using
blockchain

16. Digital identity and
authentication

Blockchain technology used for creating and maintaining
online authentic social profiles

17. Cannabis (cash-heavy
business)

Entrepreneurs can create and maintain their business
legitimacy

18. Decentralized storage Cloud file storage options can be decentralized using
blockchain. Traditional data failures and outages will
disappear

19. Notary Public (Non-
financial)

Legal documents can be safeguarded using blockchains as
they are tamper free

20. Internet applications Current DNS servers are controlled by governments. With
blockchain this will be decentralized and no misuse of this
power shall happen
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They can introduce their own set of digital coins, differentiated from the others, while
still retaining their status as a trusted public authority. In this way, they can expand
their business and provide more advanced services.

6.2 Transparency of Global Commodity Chains

Blockchain technology has the potential to rebuild transparency in transactions,
reestablish product authenticity verification standards, build newer relationships of
consumers with consumer goods manufacturers, and ethical standards in global com-
modity chains. The decentralized, shared, consensus based public ledger that the
blockchains are, people can use them to track all the transformations that goods have
gone through as well as information about the authenticity of the origin of the end
products. A consumer can be assured of the quality of the products and this can change
the entire market scenario. The consumer will know that they are receiving the correct
end products and this will all be possible by employing blockchain technology. Entire
history related to the end products can be verified as and when desired. Fraud players
who sell contaminated or fake products shall be thrown away immediately (Fig. 7).

6.3 Internet of Things

Blockchain that initially started off with applications in the digital money market has
since then found enormous application in areas other than cryptocurrency roots.
Blockchains could be used to store information about how devices would communicate
with each other. Key benefits of using blockchains for the Internet of Things would be
that it would build trust between the parties and devices and reduce risks of collusions
and tampering. It would also reduce costs incurred, by removing overheads associated
with middlemen and intermediaries. It will accelerate transactions and reduce the time

Fig. 7. Blockchain for global community
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needed for the settlement to complete, from days at theend to nearly complete in only
an instant. However, the challenges faced here are those related to legal and compliance
issues. Security is also an issue that has to be better dealt with.

6.4 Reputation Systems

Since blockchains are a public ledger any and almost every information about a person
can be stored and accessed as and when desired. It could be employed to build rep-
utation systems, where a person’s previous transaction records would enable to eval-
uate his or her trustworthiness. It would erase all fraud personal reputation records.
Such false reputationrecords maintained by organizations could be removed. All forms
of academic, intellectual as well as social work done by an individual or an organi-
zation could be awarded using some form of digital currency or rather account keeping
mechanism. Their transactions would be stored on blockchains and all this information
could be accessed as a proof as well. Reputation model blockchain networks could also
help build a person’s online creditability. This could serve as the persons work history
detail record as well as other social and charitable activity record holder.

6.5 Social Inclusion in the Developing World

Another farseeing application related to this technology pertains to its social inclusion
capabilities in the developing world. Blockchain could one day be in a position to be
used in many days to day services and activities. How this will be received by people at
the end of the day is something many await to see. Blockchains can be very favorable
towards achieving bigger economic scenarios such as universal financial access and
hence achieving social progress. Many underprivileged people might one day be able
to make small payments and transactions through just a mobile device. This will let
people gain purchasing power potential and will connect millions of people to the
mainstream. Blockchains can be used to influence people to make use of green energy.
The concept of thesolarcoin has been proposed to encourage usage of solar energies.
Online educational markets could be expanded using this concept.

7 Conclusion

Blockchains are a very powerful technology. Only today it has removed many dis-
advantages in transaction procedures in many fields. The scope of tomorrow is yet to be
realized. For sure there is going to be it’s wide and many new applications in the future
in which we need to work today. Blockchain features such as decentralization are going
to make the user gain power and control. Auditability will ensure that any kind of fraud
workers are immediately removed from the scenario. We need to work more and make
more advancements as this technology has the capability to bring about a vast change
in the way we work and lead our lives.
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Abstract. With the advancement in technology, Internet of Things (IoT)
enabled solutions are gaining lots of attention. The change in lifestyle of people
leads to increase in health problems, which demands a need for ubiquitous
healthcare system. In this paper, the work of various contemporary authors has
been reviewed in different healthcare sectors. Further, smart bed model is pro-
posed for addressing acute health problem of pressure ulcers or bed sores. The
sensor based platform will collect and analyse the data using learning algorithm
and accordingly will activate the actuators to distribute the pressure along the
patient bed sores from time to time.

Keywords: Healthcare � Intensive Care Unit � Bed sore � Internet of Things

1 Introduction

Internet of things (IoT) is emerging in probably every area of life. It is such a
pioneering communication technique which aims to bring together different kind of
digital devices with the internet. This is envisaging making the internet more ubiqui-
tous. The IoT market is expanding rapidly as manufacturers, companies, vendor, etc.
has recognized the potential it offers. According to reports, the worldwide Iot market
will hit around US$2 trillion by 2020. The devices in itself account for 32% of total IoT
market worldwide. The IoT is joining most of the industries these days like smart city,
smart healthcare, smart building, and lot more. These concepts have offered
advancement in the quality of life of peoples, but also on the other hand improves the
efficiency and asset management like smart grids, smart lightning, smart transportation
system (e.g., smart mobility, smart traffic control), smart services, etc.

Internet-of Things (IoT) based smart healthcare systems will allow continuous,
cheap and remote monitoring of patients with several chronic conditions like pressure
ulcer, hypertension, heart failure, depression, obesity, diabetes, elderly care and other
preventive wellness measure. The IoT is promising a significant role for improving the
health and wellness of patients by providing the availability of service at the right time
and also further reducing the treatment cost and other travel charges. The IoT based
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healthcare system basically uses various kinds of biosensors for collecting the
respective physiological signals. Further, the sensors are connected to internet for
transmitting the collected information. The data collected are transmitted to the cloud
server from where it is analysed for clinical reviews.

The IoT has its vast applications [5] in various domains but we are focusing on its
usage in healthcare domain. Although various applications have been developed in
health care also, but still there is scope of improvement and future work. In the paper,
the work of various contemporary authors in different healthcare sector has been dis-
cussed. Further, a model for smart bed is proposed for patients suffering from pressure
ulcer. Bed sores also called as pressure ulcer are kind of abrasion to the skin and
underlying tissues as a consequence of prolonged pressure. The sores mostly occur on
skin of bony areas of the body like ankles, back, hips, heel, etc. People with the sores
are at limit with the ability to change their positions. Due to confining on the bed for
long period of time will lead to pressure ulcers which are difficult to treat. One of the
most important cares for a bed sore patient is to reduce the prolonged pressure.
A common practice in the care is to reposition the patient after every two hours.
A preventive measure based on the need of ulcer position will reduce the need of
nursing strength. In the paper, the model is proposed for developing a pressure map-
ping based bed that analysis the risk of developing pressure ulcers. Further, a learning
algorithm will be designed to find out how various positions can reduce the pressure on
affected area.

2 Literature Review

In this paper we are going to shed light on current usage of IoT in healthcare tech-
nologies such as using RFID to connect patients and doctors, transfer patient’s con-
dition using Zigbee mesh protocol, using cloud to store information collected through
various sensors used for medical treatment. The sensor network has been used in every
field of life, so for the improvement of lifetime and its efficiency the work has been
done by contemporary author [13–15].

[7] discusses the importance of IoT in healthcare systems. The Paper defines var-
ious prospects of Internet of things in providing ubiquitous healthcare system. The IoT
He discussed that, [7] The IoT brings the usage of sensing devices and using those
sensing devices the information can be collected about the patient, doctor and the
equipment with which the device is connected. Doctors Equipment such as oxygen
cylinder, ERT machine, etc. are all facilitated with sensors, actuators, and RFID tags
which they can access anytime from anywhere. IoT has the immense potential to
connect various devices to machines, objects to objects and also at the same time
patients to doctors as well as to machines. Sensors, RFID, Tag reader, Mobile devices
which ensure effective healthcare system for medical assets monitoring, medical waste
management, etc. In the Table 1, the author has given the description of usage of
sensing devices in sensing the information and its usage in real applications. This
article tries to give a new direction to healthcare system by automating the various
activities like processing of patient admit form, in knowing patient location and the
determining the amount of drug given to the patient etc. which helps in giving the on
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time and quality service to the patient. The paper stresses on a healthcare system which
consider different aspects of healthcare including traceability, accounting and effective
healthcare control.

[8] defines the IoT based Healthcare system using ZigBee mesh protocol. ZigBee
protocol used in IoT for many applications such as smart home, smart building,
healthcare and Industrial automation, etc. there exist a IoT of wireless communication
protocols such as 802.11 and Bluetooth. But these networks face a lot of shortcomings
like power consumption, reliable, and scalability. Therefore, ZigBee has been proposed
to solve the issues faced by WLAN and Bluetooth. [8] Mostly, Zigbee is defined as
WPAN (Wireless Personal Area Network) having low data rate, and can operate at low
power and low cost [8]. The power can be efficiently saved using sleep mode opera-
tions. For example: To find out the temperature of patient. Temperature sensor is used.
It estimates the hotness or coldness of any body. If temperature is more than or less
than certain threshold the physician can be alerted with the details of patient. Corre-
sponding sensor are interconnected to appropriate Zigbee modules using ADC pin and
the temperature is sampled by 10-bit ADC according to the configured sample rate and
the same is transmitted to the gateway at every 5 s (sample rate). “These transmitted

Table 1. IoT in healthcare

Tracing/tracing Sensing Identification and
authentication

Real time data
collection

Patients inflow
and outflow
management

Automatic medication
management for both
sick, elderly and
pregnant women

Maintaining
patients privacy

Intelligent data
collection and transfer
mainly aimed at
minimizing the effort
and processing time

Detection of
patient’s
location

Home To identify
Patients, for
preventing any
harmful incidence

Automated care and
procedure auditing,
and medical
information
management

Management of
drug supply and
treatment
procedure done
on patients

Sensor and RFID tag
will allow monitoring
real time conditions of
patients. Parameters
such as blood pressure,
glucose levels, heart
and breathing rate

Clean wrong
patient/wrong
surgery

Relates to integrating
IoT, RFID technology
with other health
information and
clinical application
technologies

Detailing of
patient arrival in
emergency
department

Sensor allows the
devices to be patient
specific as well,
according to the
disease and condition
of the patients

Accurately
identifying the
Patients to avoid
wrong drug, dose,
time, procedure

Integrating state-of
the- art physiological
parameters monitoring
time interval in order
to determine actual
time period
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samples are collected by the gateway through UART and required calibrations are
performed to get the temperature value corresponding to the transmitted ADC value.
Then, this gateway runs a web server to serve this temperature data to the cloud. IoT
based medical device is a combination of Zigbee S2 module interfaced with LM35
temperature sensor. Intel Galileo board is integrated with Zigbee S2 module. This
architecture acts as a portal for overall healthcare system. This architecture is used to
collect, analyse, store and communicate the data to the cloud on a secure network.

[9] presents the application of IoT and addresses some essential parameter and
characteristics of each of the applications of IoT. In this paper, they have deeply
elaborated the use of IoT in health sector and its technical aspects that are helpful in
healthcare sector. They propose a Cloud-IoT framework that can be used for health
monitoring of patients with the suggested healthcare solutions. This platform can also
be used by doctors for treating depressed patients and improve their conditions in a
better way. The framework consists of a network that collects various parameters from
different sensors used for monitoring the health of a patient and use the collected data to
perform various task on a single platform. The proposed framework can be imple-
mented on various applications such as E-prescribing system, EHR, personal health
records, clinical decision system, pharmacy system etc. The doctors can use this
framework for clinical study of a patient and can produce improved results.

[10] presents a model for monitoring the health of patients using IoT based tech-
nologies for intelligent and cheap observation. The paper discusses the model for
structural monitoring in which smart sensors are used with the integration of big data.
As the data generated by sensor are too much therefore the techniques of big data help
to analyse the solutions generated. The big data and IoT based application will help to
monitor the events or any subsequent structural change in the health of patient which
will help to improve the healthcare infrastructure of country (Fig. 1).

Fig. 1. SHM framework overview based on IoT using Zigbee protocol [10]
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In this paper “Luca Catarinucci proposes a novel, “IoT- aware, smart architecture
for automatic monitoring and tracking of patients, personal, and biomedical devices
within hospitals and nursing institutes. Staying true to the IoT vision, they propose a
Smart Hospital System (SHS) which relies on different, yet complementary, tech-
nologies, specifically RFID, WSN, and smart mobile, interoperating with each other
through a CoAP/6LoWPAN/REST network infrastructure. [11] The SHS is able to
collect, in real time, both environmental conditions and patients’ physiological
parameters via an ultralow-power Hybrid Sensing Network (HSN) composed of
6LoWPAN nodes integrating UHF RFID functionalities. Sensed data are delivered to a
control centre where an advanced monitoring application makes them easily accessible
by both local and remote users via a REST web service. The simple proof of concept
implemented to validate the proposed SHS has highlighted a number of key capabilities
and aspects of novelty which represent a significant step forward compared to the
actual state of art. In this work, a novel, IoT-aware, Smart Hospital System (SHS)
architecture for automatic monitoring and tracking of patients, personnel, and
biomedical devices within hospitals and nursing institutes has been proposed. With the
IoT vision in mind, a complex network infrastructure relying on a CoAP, 6LoWPAN,
and REST paradigms has been implemented so as to allow the interoperation among
UHF RFID Gen2, WSN, and smart mobile technologies. In particular, taking advan-
tage of the zero-power RFID-based data transmission, an ultra-low- power Hybrid
Sensing Network (HSN) has been implemented.” (Fig. 2)

[12] proposed a novel signal quality- aware IoT-enabled ECG telemetry system for
continuous cardiac health monitoring applications. The proposed ECG setup consist of

Fig. 2. Overview of the Smart Hospital System (SHS) architecture
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ECG module, automated signal quality assessment module and signal-quality aware
ECG analysis and transmission module. The objective was to make a light-weight ECG
signal quality assessment method for identifying and classifying the input ECG signal
into acceptable and unacceptable class and real time implementation of the proposed
system using ECG sensors, Arduino board, android enabled smartphone, Bluetooth
module and cloud server.

The various trials generated congruent results that Software quality assurance
method improves the quality in identifying the unacceptable ECG signals and out-
performs existing methods based on the morphological and RR interval features and
machine learning approaches. After the completion of various trails, the author further
concludes that transmission quality of ECG signals can significantly improve the
battery lifetime of IoT-enabled devices.” (Fig. 3)

[16] proposed a system which is expected to reduce costs, increase the quality of
life, and enrich the user’s experience. This system reduces the headache of patient to
visit to doctor every time he/she needs to check ECG and temperature and pulse
oxygen in blood. Doctors and hospitals could make use of real-time data collected on
the cloud platform to provide fast and efficient solution [13]. It is impossible for the
huge population of elders to follow the traditional health care. This IoT based system
not only provides an accurate diagnosis of the user’s condition, but rather a solution
that detects and prevents health episodes by carefully following, capturing, and
describing the health trends recorded from physiological and contextual sensors.

Fig. 3. Proposed signal quality-aware IoT framework for energy and resource-efficient ECG
telemetry system [6]

Smart Healthcare Based on Internet of Things 305



3 Smart Beds for Pressure Ulcer

There are innumerable solutions to cure bedsore [17, 18] present in the market for
hospital beds given by various govt and non govt agencies. But, till now there has not
been any solutions to cure bedsores in a cost-efficient manner. One such way is, to
reduce the labour cost involved in monitoring patient illness through physical means.

The focus of this model is to build up a product equipment stage that tends to a
standout amongst the most exorbitant, intense wellbeing conditions, weight ulcers - or
bed bruises. Looking after weight ulcers is amazingly exorbitant, expands the length of
healing centre stays and is extremely work concentrated. The solution/bed proposed
will cater to 4 dimensions of curing and monitoring bedsores in a cost-efficient manner
i.e. data collection, learning, reasoning and deciding, and acting. When we implement
these 4 dimensions, the ability of the bed to cure bedsores in a cost-effective manner
magnifies. Wide variety of sensors have been used which will accelerate the beds
ability to monitor the patient very accurately in various aspects, which are body
pressure imaging, respiration rate, heart rate and even blood pressure information.
A signal processing unit is often needed to extract the desired information.

Interactions with various hospitals concludes that beds are the main cause of
bedsores. The simplest solution that one could propose is by implementing technology
in the bed which can act as a first line of defence. Biological data collection from the
hospitals can be considered as the best way for our system to learn and monitor
patient’s conditions. The objective of this work, as a rule, is to improve the capacities
of the bed concerning its scholarly and physical qualities, with the end goal that it can
give subjective help to healing centre staff. All the more particularly, the mix of a
sensor organize, machine knowledge, a morphable, tiled surface, and PC control can
create a brilliant bed fit for offering help to the staff that altogether enhances the care,
epidemiological investigation and aversion of weight ulcers. The savvy bed lessens the
staff expected to turn patients. That implies the medical attendant can invest more
straightforward care energy at the bedside evaluating for difficulties or antagonistic
occasions as opposed to searching for help to turn the patient. There are four parts of
intrigue identified with a weight ulcer mindful shrewd bed framework (Fig. 4).

3.1 Data Collection from Mat

In order to measure pressure over the entire body, a pressure mat is developed over the
bed’s surface in an array format. The surface is developed using a material known as
Velostat which act as a resistance between the two conducting surfaces. This material is
used with copper wire to track the body position and movements. The Velostat acts as a
pressure mat which is perfect for tracking various activities of the patient such as
analysing sleep pattern, monitoring the limbs, body mapping, predicting the location of
pressure ulcer. The collected data is then send to the microcontroller which transfers the
collected data to the cloud for further analysis.
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3.2 Process After Data Collection

After the collection of the data, the collected information is used to conclude various
aspects of the patient’s health such as the position of the patient and limbs, temperature
of the body of patient, breathing pattern, sleeping analysis and much more. This
information is used by the doctors for various conclusions.

3.3 Working of the Bed

First the patient uses the smart bed application which has a 3D human obj. built in. The
patient marks the areas where he/she is affected. After the inputting of data, the bed
starts to inflate and fills up completely in about 7 to 8 min. The pressure of the inflation
is monitored using pressure sensors. The bed is divided into multiple sections which
inflated and deflates independently. After that the patient lays down on the bed and the
pressure mat tracks the body of the patient. The complete body of the patient is mapped
and various parameters for monitoring the overall health of the patient are collected
using different sensors. After the tracking of the body, the pump starts to inflate and
deflate following the different patterns depending upon the condition of the bedsore
which is determined using the input from the application of the patient. The inflation
and deflation in different pattern results in the improvement in the flow of blood which
in turn cures and decreases the chances of bedsore. Other than curing the bed sore, the
bed is capable of predicting the possible locations on the body of the bedsores. This
intensive information of the patient body is very essential for the doctors to treat
patients in a better, cheaper and faster way.

Fig. 4. Flowchart of the system [7]
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4 Conclusion

This paper emphasizes on various aspects of IoT and how it can be considered as a
boon to the health care sector. The work stresses on a healthcare system which consider
different aspects including traceability, accounting and effective healthcare control.
A proposed model for smart bed has been explained. The bed consists of velostat
material and biosensors to analyse the pressure points.
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Abstract. Technological application in business is enormous as corporate insti‐
tutions are striving to reduce operational cost and to maximize profit as well as
to create enabling environment for efficiency and effectiveness. One of the disrup‐
tive technologies for business application is Blockchain Technology. Emerging
markets are taking advantage of Blockchain technology’s integration and appli‐
cation in the financial service industry to break new grounds for better service
delivery. The integration of Blockchain technology in fund management business
would enhance data credibility, transparency, accuracy, accountability and
immutability between fund managers and investors. This is due to the security
features of data storage in Blockchain technology that make data alteration diffi‐
cult. This paper discusses about the mutual funds management in Ghana. The
paper also introduces the prospects of Blockchain Technology in Fund Manage‐
ment in Ghana.

Keywords: Mutual funds · Performance evaluation · Blockchain technology
Ethereum · Smart city

1 Introduction

Many research works had been done on fund management in recent times in assessing
fund management integration into other areas of business interest. Notable among them
was conducted by Van Duuren, Plantinga and Scholtens on ESG Integration and the
Investment Management Process. The studies revealed three things which were; first,
many conventional fund managers have adopted features of responsible investing in
their investment process. The second was that in many respects ESG investing seems
to resemble fundamental investing. The third was that the domicile of the portfolio
manager has a distinct impact on responsible investing: US-based managers tend to be
skeptical about its benefits, whereas European managers are outright optimistic (Van
Duuren et al. (2016)). However, not much work had been researched on the prospects
and application of Blockchain technology in fund management in Ghana. It was against
this background that the author sought to evaluate the prospects of Blockchain tech‐
nology, its integration and application in fund management.

Over the last decade, there has been the emergence of mutual funds in Ghana. These
fund managers have intense influence in the money market and capital market of the
economy. They serve as agents to the unit holders, they select the stocks that will bring
forth good returns to their unit holders, and also provide good financial advisory services
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to their clients. A mutual fund is a collective investment that pools funds and resources
from different investors with the same investment objectives in order to gain greater
buying power (Hall 2010). It can be seen as the pool of funds invested in accordance
with a specified objective. Mutual funds are professionally managed investment schemes
that allow small investors to invest in order to gain some returns. Money collected from
investors is invested in diversified portfolios in the capital market and money market.
Investors who invest their funds in mutual funds are called unit holders. The investment
gains gotten from the mutual funds are shared amongst the unit holders in proportion to
the number of units or shares owned by each of them. The investment returns are received
in the form of capital gains and dividends. In view of this, each shareholder shares in
the capital gains and capital losses in the fund. Simply put, mutual funds are means of
investing in something with a group of people (Northcott (2009)).

Rest of the paper is divided into 4 Sections. Section 2 is a literature review. While
Sect. 3 is Research methodology, Sect. 4 is a Case Study about the Mutual Fund
management in Ghana. Section 5 Prospects of Mutual Fund management in Ghana by
Blockchain Technology, finally, the Conclusion Section concludes the paper.

2 Literature Review

The evolution of mutual funds to the modern state was welcomed with the arrival of the
Massachusetts Investor’s Trust which was formed in 1924 (Bogle (1994)). The fund
went public in 1928 which eventually emanated into the mutual fund firm MFS invest‐
ment management. The Massachusetts Investor’s Trust was the first to have an open-
end fund structure that allowed for shares to be continuously issued and redeemed by
the investment company at a price that is proportional to the value of the underlying
investment portfolio.

Whiles there is no legal definition of mutual funds; it can be defined as a professio‐
nally managed investment scheme that pools fund from investors with the main aim of
purchasing securities to create more wealth for its investors. Mutual funds are flexible
investment schemes that are made public to the general public and are also classified as
open-ended. They provide investments schemes that are safe and lucrative. The
combined securities of the mutual fund are known as portfolio. Mutual funds are
managed by professional fund managers, who invest the fund’s money in order to
generate income and capital gains for the unit holders of the fund. Mutual funds allow
investors to pool their investments together in order to participate in a larger and diver‐
sified portfolio (Russell (2007)).

Mutual funds’ investments avoid the usual restrictions on individual investments.
This would increase their ability to diversify and lower the costs of buying and selling
shares. The proportion of tradable shares possession has inhibitory effect toward the rate
of return as the current managerial fees and previous managerial fees affect the funding
rate of return positively (Yi et al (2016)). The profits of mutual funds usually consist of
capital profits, profits resulting from an improvement or change in the prices of the
invested securities in addition to the securities distribution if any. The fund can face
losses in case the value of the securities’ that make up the fund’s assets decreased. The
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definition has been further extended by allowing mutual funds to diversify their activities
in the following areas:

• Portfolio management services
• Management of offshore funds
• Providing advice to offshore funds
• Management of pension or provident funds
• Management of venture capital funds
• Management of money market funds
• Management of real estate funds

A mutual fund serves as a link between the investor and the securities market by
mobilizing savings from the investors and investing them in the securities market to
generate returns. As data becomes the bedrock for fund managers for their decision
making, the essence of Blockchain technology as a distributed ledger comes into picture.
A Blockchain is a type of distributed ledger, which enables records to be stored and
sorted into blocks (Deloitte (2016)).

As cloud computing had been successfully integrated into businesses, Blockchain
technology could also be invariably integrated in fund management which would
enhance data credibility, transparency, accuracy, accountability and immutability
between fund managers and investors. This is due to the security features of data storage
in Blockchain technology that make data alteration difficult. Benefits of the Blockchain
Technology are:

• Saves time - Transaction time from days to near instantaneous
• Removes cost overheads and cost intermediaries
• Reduces risk, Tampering, fraud & cyber crime
• Increases Trust through shared processes and recordkeeping

3 Research Methodology

The research instrument employed for this study was the unstructured interview guide.
The interview guide was used to collect date from randomly selected staff of fund
management companies.

The sources of data employed in the research were based on both primary and
secondary data. The primary data were sourced with the aid of interview guide from
clients and the staff of fund management companies. The secondary data was based on
published information, journals and reports found on the internet. The following table
shows the field used for capturing data in this research work (Table 1).
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Table 1. Research methodology used in this work

Structure of the interview guide Issues to explore
Part 1 and 2; Organizational profile and work (i) Organization’s profile

(ii) Nature of the organization’s work and
(iii) Target and prospective clients

Part 3; Mutual funds in Ghana (i) Investment instruments in Ghana
(ii) Mutual funds
(iii) Awareness of mutual funds in Ghana
(iv) Public understanding of mutual funds
(v) Public perception of mutual funds
(vi) Applications of technology in mutual funds

Part 4; Funds risk, performance and evaluation (i) Performance of mutual funds
(ii) Evaluation of mutual funds performances
(iii) Risk associated with mutual funds
(iv) Relationship between risk and returns on
mutual funds
(v) Methods used in assessing mutual fund
performance

Part 5; Conclusion (i) Investment prospects of mutual funds
(ii) The way forward for mutual funds
(iii) Future technological prospects of mutual
funds

i. Classification of Mutual Funds

A scheme can also be classified as growth scheme, income scheme, or balanced
scheme considering its investment objective. Such schemes may be classified mainly as
follows:

• Growth/Equity Oriented Schemes
• Income/ Debt Oriented Schemes
• Balanced Funds
• Liquid Funds
• Gilt Funds
• Index Funds

(a) Issues & Challenges
i. Awareness of Mutual Funds in Ghana

Mutual funds are not well known to the “average Ghanaian”. Most Ghanaians do
not know about the existence and benefits of investing in mutual funds. Most Ghanaians
do not invest in mutual funds. It is only a minimal percentage of the working population
that has investment in the fund schemes. The lack of awareness of mutual funds among
Ghanaians is mostly due to the high level of financial illiteracy among Ghanaians. Most
Ghanaians are “financial illiterates” due to the low level of knowledge exhibited in
financial matters.
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ii. Public Understanding of Mutual Funds

The high level of financial illiteracy among Ghanaians permeates into most of the
financial instruments which mutual fund is not an exception. A chuck of the Ghanaian
populace has little to negligible knowledge and understanding of mutual funds. Even
this challenge does not exclude the elite. Hence most people who want to invest do not
consider mutual funds as investments avenues. However, the low level of understanding
of mutual funds among the Ghanaian populace is as a result of inadequate public educa‐
tion on finance. For instance, in most of the specialized institutions such as the Nursing
Colleges and the Colleges of Education, there are virtually no finance, accounting or
economics courses in their curriculum where students’ knowledge will be expounded
on the various aspects of financial and investment products available in the country.

(b) Challenges Faced by Fund Managers

Mutual fund managers face the following challengers;

• High Cost
• Inadequate Knowledge on Investment
• Fluctuation in Share Price Movement
• Expenses and Fees Charge by Fund Managers
• Sales Charges
• 12 b-1 Fees
• Management Fees
• Trading Costs

(c) Fund Administration Methods Implored by fund managers

The following methods of the fund administration were itemized by the fund
managers:

• Calculation of the fund’s net asset valuation on every day, month to month, quarterly,
semiannual or yearly basis.

• Maintenance of investment portfolio including securities valuation.
• Calculating of management and performance fees.
• Profit allocation on series or shares equalization methods.
• Monitoring the investor register of the fund.
• Accepting investor subscription, transfer and redemption applications.
• Maintaining client bank accounts for receipt of subscription funds and payment of

redemption proceeds.
• Issuing investor statements, confirmations, contract notes, call notices and invest‐

ment manager’s reports.
• Online access for investors and managers to view reports.
• Finally, providing reports to enable the preparations of the audited annual financial

statement in accordance with IFRS.

(d) Fund Performance Using Composite Measure

The use of these indexes requires that, the Beta and the Standard deviation of the
funds are known (Fig. 1).
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Fig. 1. Trend analysis of EDC Fixed Income vs. 1 Year T-bill (Source: Researcher’s work)

Additionally, Market return, Portfolio return, and risk free return will also be speci‐
fied (Table 2).

Table 2. Trend analysis of EDC Fixed Income vs. 1 Year T-bill

Year EDC T-Bill
2012 8 18.63
2013 23.4 21.94
2014 24.9 23.97
2015 27.3 22.9
2016 27.3 23.5

Source: EDC Fixed Income annual reports

(e) Net Asset Value (NAV)

The performance of a particular scheme of a mutual fund is denoted by Net Asset
Value (NAV). Mutual funds invest the money collected from the investors in securities
markets. In simple words, Net Asset Value is the market value of the securities held by
the scheme. Since market value of securities changes every day, NAV of a scheme also
varies on day to day basis. The NAV per unit is the market value of securities of a scheme
divided by the total number of units of the scheme on any particular date. NAV is
required to be disclosed by the mutual funds on a regular basis - daily or weekly
depending on the type of scheme.

(f) Standard Deviation and Beta of Investment Funds

The Standard Deviation (SD) measures the volatility of the fund’s returns in relation
to its average. It shows how much the fund’s return can deviate from the historical mean
return of the scheme.

The beta measures a fund’s volatility compared to that of a benchmark. It determines
how much a fund’s performance would swing compared to a benchmark. The low SD
and beta average values of the funds accounted for their growth over the years as they
attracted more investors to grow the customer base and the size of the funds. This
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contributed massively for the more reason the funds always out-performed the bench‐
mark. As a higher SD number depicts a more volatility in a fund’s returns. Hence
investors prefer funds with lower volatility.

(g) The Sharpe, Jensen and Treynor Ratio
i. Sharpe Index

Is a risk-adjusted measure of performance that standardizes the return in excess of
the risk-free rate by the standard deviation of the portfolios return. The Sharpe ratio
shows whether a portfolio’s returns are due to smart investment decisions or a result of
excess risk. This measurement is very useful because although one portfolio or fund can
reap higher returns than its peers, it is only a good investment if those higher returns do
not come with too much additional risk. The greater a portfolio’s Sharpe ratio, the better
its risk-adjusted performance has been. A negative Sharpe ratio indicates that a risk-less
asset would perform better than the security being analyzed.

The Sharpe performance index (Si), is

𝐒𝐢= 𝐫𝐩−𝐫𝐟

𝚺𝐩
(1)

Where,
rp = portfolio return rf = risk free rate
σp = standard deviation of the portfolio

(h) Jensen Index

Jensen’s alpha (or Jensen’s Performance Index, ex-post alpha) is a measure of
performance that compares the actual return with return that should have been earned
for the amount of risk borne by the investor. Jensen alpha is given by the formula below;

Jensen’s alpha = Portfolio Return - [Risk free rate + portfolio Beta * (Market Return
- Risk Free Rate)]

ii. Treynor index

The Treynor index is a risk-adjusted measure of performance that standardizes the
risk premium of a portfolio with the portfolio’s systematic risk or beta coefficient. Trey‐
nor’s index is given by;

Treynor index = (portfolio return - risk-free rate)/portfolio beta coefficient

Ti =
Rp − Rf

B
(2)

4 Case Study - Mutual Funds in Ghana

The most popular application of Blockchain technology is Bitcoin, a cryptocurrency. 1
Bitcoin is created in every 10 min. Bitcoin is used by more than 375,000 people world‐
wide every day. Bitcoin is accepted by more than 50 thousand merchants worldwide.
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The following are some of the prominent use cases of Blockchain Technology (IEEE
Spectrum (2017, September 29)) Srinivasa and Deka (2017).

i. IBM and Intel are collaborating on an open source Blockchain initiative called
Hyperledger.

ii. TenneT Holding records and Coordinates several thousand residential energy
storage is built on a variant of Blockchain technology called Fabric-a product of
Hyperledger a collaborative Blockchain project run by Linux Foundation

iii. Consensys System, a Blockchain studio in Brooklyn, has an application very
similar to TransActive Grid in the works of the Ethereum Blockchain.

iv. Enel, a multinational utility in Rome is developing a Blockchain based market for
energy wholesalers in Europe.

v. Dubai city Government to support public Blockchain Ethereum and a distributed
ledger code base Fibre (Open source Linux Foundation project Hyperledger). The
city to go paperless by 2020. Under Smart Dubai, 25 city agencies to begin a pilot
before the end of 2017.

vi. Similar projects are already under way in Sweden and Republic of Georgia.
vii. Illinois Department of Commerce and Economic Opportunity, the state is

launching 5 separate Blockchain pilot projects.
viii. Blockchain has the potential to reduce infrastructure cost up to $20 billion a year.

ix. P2P money Transfer across international borders - segment worth $500 B.

Anderseen Horowitz (VC firm) has invested over USD $100 million into Blockchain
technology There are over 4000 active fintech startups in the NY arena and investment
in the sector tripling last year to $12 Billion. Research scholars and scientists are metic‐
ulously working for identifying and pinpointing the prospects as well as barriers of this
technology.

There are high prospects for mutual funds in Ghana as there are a lot of potential
markets for fund managers to explore and attract more investors locally and globally.
With the discovery of oil and the IMF bailout policy which the central government has
rolled unto, there are future prospects of economic stability as the central bank is also
taking prudent measures to ensure long term stability of the cedi (A unit of currency of
Ghana) which is the local currency against the major foreign currencies. Yields on
investment are expected to rise which is more likely to attract more investors into the
mutual fund industry.

There are enormous opportunities for mutual funds to thrive in the Ghanaian
economy in the coming years. This is due to the analysis that the industry is young and
the market is huge. However, there are certain measures to be taken to exploit these
opportunities which include but not limited to public education on mutual funds.

In many parts of the world, collective investment schemes are becoming more and
more popular in recent time and more accessible to the individual investor. Investors
are thus looking beyond traditional investments for such opportunities that will give
them higher return on their capital. However, it is very important for investors to realize
that there is no guarantee that one particular scheme will give them an above average
return. They need to carefully evaluate all facts concerning a particular scheme. Most
investors are tempted into believing that a scheme will do well because it did well in the
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past and as such invest in such a scheme. It is not certain that a scheme will in future
repeat its past performance. The share prices might have already reached their peak with
no prospect for further significant growth. It is recommended that investors consider
investing in funds when their share prices are not already at their peak by evaluating and
analyzing growth prospects of the fund as opposed to just past performance.

(a) Discussion of Findings: Investment Instruments in Ghana

The financial industry is still young in Ghana as there are still many viable prospects
to explore. However, in the researcher’s quest to explore some of the investment instru‐
ments implore by mutual funds to grow their assets, the following investment instru‐
ments came to light;

• Pension fund
• Asset management
• Unit trust

5 Prospects of Mutual Funds Management in Ghana by Blockchain
Technology

Emerging markets such as Ghana, due to:

• their higher mutual fund management risks
• lower penetration, and
• Greater presence of digital financing, are an ideal backdrop for the adoption of

Blockchain-based financial solutions, and benefits could include a technological leap
forward and a boost to financial inclusion and growth.

There are vast prospects for rapidly developing Blockchain technology into a full
range of financial services, beyond just digital payments of which its application in
mutual fund is a viable avenue. The Blockchain system when carefully and properly
exploited with it enormous prospects can reach previously unexploited markets and the
huge unreached customer (investor) base in the Ghanaian economy. Blockchain appli‐
cation in mutual fund management where reconciliations of records relating to transac‐
tions especially between fund managers and investors can be costly and time consuming,
when performed via traditional channels will be rapid, effective and efficient. As trans‐
actions become more efficient and effective, profitability increases thereby reducing
liquidity and operational costs.

Blockchain technology when integrated into mutual fund management in Ghana has
the following prospects;

• Investors will be connected on a platform that enables them to monitor the perform‐
ance of their investment pool

• Fund managers will be opened to attract more investors based on the performance of
their funds

Accurate and reliable information accessibility by prospective investors will not be
a challenge as data entries into the blocks cannot be tempered.
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6 Conclusion

The fund administration technique employed by the fund managers was such that
recording transactions involved complex financial and investment reporting. Seasoned
and well-skilled professionals were employed to manage the fund. Fund managers made
the effort of keeping customers abreast with the performance of the fund and through
the use of the print media, online and printable tracts. Investors invest in mutual funds
for various reasons such as its liquidity nature, safety of their principal, high expected
returns and because of regular information investors receive on fund performance. It is
only a fraction of the elite who are abreast with appreciable level of knowledge on mutual
funds. There is also high cost involved in investing or saving with mutual fund compa‐
nies. The role of mutual funds in the capital market cannot be overemphasized. They
form an integral part of the capital market. Hence there is the need for all stakeholders
in the market to boost investors’ confidence in the market. This could be achieved by
way of organizing seminars and trainings to educate the Ghanaian populace. Future
prospects of Blockchain technology in fund management are bright as the resultant effect
would be investor confidence in data security and ease of doing transactions online
without third party intervention.
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Abstract. There is an immense concern on our vigilance for controlling the
spread of pandemics such as Ebola, Zika, and H1N1 etc. through state of art
technology. The dynamics become very complex of epidemics in sweeping
population. Efficient descriptive, predictive, preventive and prescriptive analyses
on the huge data generated by SMAC are very crucial for valuable arrangement
and associated responsive tactics. In this paper, we have proposed the use of
machine learning techniques for performance evaluation of time series fore-
casting of Ebola casualties. By experimenting without lag creation, we achieved
the best results in the MAE of 7.85%, RMSE value of 61.14%, and Direction
Accuracy of 85.99% with Random Tree Classifier. Thus we can conclude that
by using these models for forecasting epidemic spread and developing public
health policies leads the health authorities to ensure the appropriate actions for
the control of the outbreak.

Keywords: SMAC � Epidemic Forecasting � Ebola � Time series forecasting
Random tree

1 Introduction

Globally infectious diseases are the major cause of human mortality. The six deadliest
infections are pneumonia, tuberculosis, diarrhea, malaria, measles and HIV/AIDS. The
occurrences of infectious diseases can be unearthed as far back as the middle ages.
Disease Outbreaks from Middle Ages to 21st Century are illustrated in the Fig. 1 [1].

The word epidemic was derived from the Greek words: epi (upon) and demos
(people) meaning “upon people.” It is an event in a population, of cases of a sickness,
particular health behavior or other health-related events in a surplus of what would be
normally possible. A pandemic is an epidemic that sweeps a population, such as the
H1N1 eruption in 2009, whereas, an endemic disease is one in which new infections
are regularly happening in the residents.

The 2014–2016 outbreaks in West Africa were the largest and most complex Ebola
outbreak since the virus was first discovered in 1976. It has more confirmed cases and
casualties in this outbreak than the rest combined. It has started from Guinea and spread
between Sierra Leone and Liberia. Key facts and Chronology of previous Ebola virus
outbreaks are given in Fig. 2 and Table 1 [2].
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The study of the distribution and determinants of the events related to health across
specified populations and its application for description, prediction, prevention and
prescription of health problems is defined as Epidemiology [3]. The Main concern of
Epidemiologists is public health which includes the efficient analytics of descriptive
public data and maintenance of its collection. They do it by exploring the spatial extent
of the outbreak, progress chart of the disease, mode of controlling the disease, the
origin of disease and how it is different than the previous outbreaks.

2 Big Data Analytics in Epidemiology

History of Epidemiology goes long back to 1760. In 1760; Daniel Bernoulli [4] has
given the first mathematical model and established that inoculation could facilitate an
increase in the life expectancy in France. A British physician, John Snow analyzed a
cholera outbreak in London in 1854. He had attributed it to a supply of polluted water
[4]. In the current era of SMAC [5, 6] platforms, a huge amount of data is getting
generated from various sources like social networking sites, real time streams of out-
breaks etc. In [7], authors had mentioned how Healthcare data are so varied and

Fig. 1. Disease outbreaks from the middle Ages to 21st Century
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heterogeneous that characterizes 7 V’s of Big data. They also mentioned in [7], how
Disease Outbreaks comes under social health category of healthcare data. These huge
data make the computational Epidemiology more complex and became Big Data
Computational Epidemiology which is a rising interdisciplinary field that uses intelli-
gent big data analytics methods for understanding and controlling the spatiotemporal
transmission of disease throughout populations. Following are the reasons for the need
of big data computational epidemiology:

1. Mathematical models have become increasingly complex for which big data ana-
lytics tools are required.

2. The model representing the affected population creates a complex interaction net-
work. These network models are real scenarios based which makes it more com-
putational and data costly. As mentioned in [6, 8], the analysis of such data sets
requires powerful computing resources and big data analytics tools.

3. New methods of disease surveillance and detection are required for collection of
huge data generated.

4. With the SMAC era, where everyone is connected to the internet, there is a growing
demand for developing web-based tools that can be accessed by epidemiologists in
a pervasive manner. This clearly indicates the role of big data epidemiology [9].

The Big Data computational epidemiology involves four basic classes of problem
analysis based upon the network created in the places where the disease has spread.

Fig. 2. Key facts about Ebola disease outbreak
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Table 1. Chronology of previous Ebola virus disease outbreaks

Year Country Ebolavirus
species

Cases Deaths Case
fatality

2015 Italy Zaire 1 0 0%
2014 DRC Zaire 66 49 74%
2014 Spain Zaire 1 0 0%
2014 UK Zaire 1 0 0%
2014 USA Zaire 4 1 25%
2014 Senegal Zaire 1 0 0%
2014 Mali Zaire 8 6 75%
2014 Nigeria Zaire 20 8 40%
2014–2016 Sierra Leone Zaire 14124* 3956* 28%
2014–2016 Liberia Zaire 10675* 4809* 45%
2014–2016 Guinea Zaire 3811* 2543* 67%
2012 Democratic Republic of

Congo
Bundibugyo 57 29 51%

2012 Uganda Sudan 7 4 57%
2012 Uganda Sudan 24 17 71%
2011 Uganda Sudan 1 1 100%
2008 Democratic Republic of

Congo
Zaire 32 14 44%

2007 Uganda Bundibugyo 149 37 25%
2007 Democratic Republic of

Congo
Zaire 264 187 71%

2005 Congo Zaire 12 10 83%
2004 Sudan Sudan 17 7 41%
2003 (Nov–Dec) Congo Zaire 35 29 83%
2003 (Jan–Apr) Congo Zaire 143 128 90%
2001–2002 Congo Zaire 59 44 75%
2001–2002 Gabon Zaire 65 53 82%
2000 Uganda Sudan 425 224 53%
1996 South Africa (ex-Gabon) Zaire 1 1 100%
1996 (Jul–Dec) Gabon Zaire 60 45 75%
1996 (Jan–Apr) Gabon Zaire 31 21 68%
1995 Democratic Republic of

Congo
Zaire 315 254 81%

1994 Côte d’Ivoire Taï Forest 1 0 0%
1994 Gabon Zaire 52 31 60%
1979 Sudan Sudan 34 22 65%
1977 Democratic Republic of

Congo
Zaire 1 1 100%

1976 Sudan Sudan 284 151 53%
1976 Democratic Republic of

Congo
Zaire 318 280 88%
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Descriptive Analytics: This step describes the extent of the disease outbreak, thus
helps in identifying the duration and other properties of the epidemic. Actual visual-
ization of the spread and other related features could be helpful in the next step.

Predictive Analytics: This step determines the quantitative attributes of the epidemic.
Machine Learning techniques can be used for efficiently forecasting the spread based
on the output of the previous step.

Preventive Analytics: With the help of forecasting result obtained in the previous
step, we can put a check on the spread of the epidemic. This can be done in this step by
identifying the spread network, initial condition and the model that can be applied.

Prescriptive Analytics: This includes strategies for controlling the spread of epi-
demics, e.g., by vaccination or quarantining, correspond to making changes in the node
functions or removing edges so that the system converges to configurations with few
infections. We could use the result of preventive analytics for an efficient delivery
model of production, transportation and distribution of vaccines, doctors and other
resources. In this paper, we propose predictive analytics techniques about the recent
outbreak of Ebola for casualties forecasting using training as well as testing set.

Predictive analytics include problems of determining quantities, such as the number
of casualties, no of suspected cases, number of infections over time, etc. Epidemic
Forecasting in terms of casualties, location, etc. is an important topic in big data
computational Epidemiology. It involves collecting and combining data from nontra-
ditional sources like Social Media, Wikipedia, and World Health Organization’s
surveillance systems and processing them with statistical models and machine learning

Table 2. Algorithms used in the proposed work

Linear-
Regression

Class for using linear regression for prediction

MLP A Classifier that uses back-propagation to classify instances
SMOReg SMOreg implements the support vector machine for regression. The

algorithm is chosen by setting the RegOptimizer. [29, 30]
Ensemble-
Selection

Several classifiers can be integrated using the ensemble selection method.
[31]

Bagging Class for bagging a classifier to decrease variance. [32]
Random-
Forest

Class for building a forest of random trees. [33]

RepTree Fast decision tree learner. Builds a decision/regression tree using
information gain/variance and prunes it using reduced-error pruning (with
backfitting). Only sorts values for numeric attributes once. Missing values
are dealt with by splitting the corresponding instances into pieces (i.e. as in
C4.5)

Random Tree Class for constructing a tree that considers K randomly chosen attributes at
each node. Performs no pruning. Also has an option to allow estimation of
class probabilities (or target mean in the regression case) based on a
holdout set (backfitting)
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techniques to now cast and forecast the occurrence of diseases in the host population.
Nsoesie et al. [10] has made a literature review with the case study of Influenza
outbreak. Nishiura [11] have given a discrete time stochastic model and applied as a
case study of the weekly incidence of pandemic influenza in Japan. Ohkusa et al. [12]
have demonstrated real-time estimation and prediction of the entire course of a pan-
demic of ILI (influenza-like illness) in Japan. Hall et al. [13] have predicted the spread
of the H5N1 influenza virus in birds by fitting a mass-action epidemic model to the
surveillance data from standard regression analysis. Tizzoni et al. [14] have proposed
Global Epidemic and Mobility Model to generate stochastic simulations of epidemic
spread worldwide using a Monte Carlo Maximum Likelihood analysis. Shaman et al.
[15–17] has developed forecast for flu occurrences by applying Bayesian ensemble
methods. Chakraborty et al. [18] has analyzed temporal trends of flu activity. Pandey
et al. [19] has conducted the experiments for Ebola outbreak forecasting using machine
learning.

In [20], the authors have worked to recognize premature warnings of dengue
outbreaks through analysis of a relative set of forecast models. In [21], the authors have
proposed a Bayesian belief network (BBN) technique to evaluate disease outbreak
risks. In [22], the authors have proposed a relevance vector machine classification of
the dataset based on the death toll from the epidemic outbreak of Ebola virus. In [23],
authors have discussed the state of the art in computational networked epidemiology. In
[24], the authors have made a relative learning from the perspective of forecasting an
influenza epidemic. In [25], the authors have performed computations of Time Series
analysis using Autoregressive Moving Average (ARMA) Model to produce values
based on the current circumstance of the outbreak. In [26], the authors have proposed a
hybrid prediction algorithm (EMD-GRNN) that combines empirical mode decompo-
sition (EMD) as a time series decomposition method and the generalized regression
neural network (GRNN) as a prediction model to improve the quality of diarrhea
prediction.

We have selected Ebola outbreak data from duration 29-08-2014 to 29-12-2015
that is available in the WHO sitrep [27] which provide updated data for countries with
an active Ebola outbreak. Total number of instances are 4112 that contains details
about the cumulative no of confirmed Ebola cases and cumulative no of confirmed
Ebola Deaths. Figure 3 describes the statistics of the dataset. The data were available in
csv format and we have converted into Attribute-Relation File Format (Arff) that is
required to be used in Weka [28]. We have merged the duplicate data from the original
data for data cleaning.

2.1 Proposed Methodologies

Experiments are conducted for time series forecasting using 10 different machine
learning algorithms, which are applied to prediction task. A brief description about the
best performing algorithm is given in this study under Table 2. The flow diagram of the
proposed methodology can be depicted from the Fig. 4. Random tree was found to be
better performing algorithm among all machine learning algorithms for the proposed
problem prediction.
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Fig. 3. Graphical display of the distribution of various attributes between the two classes as
Cumulative Confirmed Ebola Cases and Cumulative Confirmed Ebola Deaths

Fig. 4. Flow diagram of the proposed methodology
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2.2 Performance Evaluation Metrics

The relative performance of time series analysis and forecasting through different
machine learning algorithms is evaluated by using following three metrics.

Mean Absolute Error (MAE): The MAE measures the average magnitude of the
errors in a set of forecasts, without considering their direction. It measures accuracy of
continuous variables. The MAE is the standard over the confirmation model of the
absolute values of the differences between forecasts and the equivalent observation.
The MAE is a linear score, which means that all the individual differences are weighted
equally in the average.

MAE ¼
P

Predicted � Actualj j
N

ð1Þ

Root Mean Squared Error (RMSE): The RMSE is a quadratic scoring rule which
measures the average magnitude of the error. The RMSE is the divergence between
forecast and equivalent observed values are each squared and then averaged over the
sample. Finally, the square root of the average is taken. Since the errors are squared
before they are averaged, the RMSE gives a relatively high weight to large errors. This
means the RMSE is most useful when large errors are particularly undesirable.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

Predicted � Actualð Þ2
q

N
ð2Þ

Direction Accuracy (DA): Percentage of correctly predicted positive and negative
examples using the formula

DA ¼ Count sign actual currenr � actual previosð Þð Þ
¼ sign pred current � pred previousð Þ

N
ð3Þ

The relative measures give an indication that how well the forecaster’s predictions
are performing compared to just using the last known target value as the prediction.
They are articulated as a proportion and lesser values (not Direction accuracy) desig-
nate that the forecasted values are enhanced predictions than just using the last known
target values.

The open source Java based machine learning platform WEKA [28] was used to
perform all the experiments in this study.
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3 Result

We experimented with ten different algorithms, namely: (1) Linear Regression,
(2) Multilayer Perceptron, (3) Support Vector Machine for Regression, (4) Ensemble
Selection, (5) Bagging with Reptree, (6) Bagging with Random tree, (7) Bagging with
Random Forest (8) Reptree, (9) Random tree and (10) Random Forest on the training
data and the values of different performance metrics for these algorithms are given in
Table 3.

We have used both, with Lag formation and without Lag formation to measure the
performance of various machine learning algorithms. It was also observed that the
performance of Random Tree was superior to the rest of the nine other machine
learning algorithms in terms of the different evaluation parameters. It is clear from the
Table 3 and Figs. 5, 6, 7 and 8 that Random tree has performed superior in both the
cases, i.e. with lag creation and without lag creation. The Lag creation permits the
creation, manipulation as well as the control of the lagged variables. With lagged
variables, the relationship between past and current values of a series can be captured
by propositional learning algorithms. They create a “window” or “snapshot” over a
time period. Fundamentally, the number of lagged variables created determines the size
of the window.

Table 3. Performance evaluation parameters for the machine learning algorithms on time series
forecasting in training and testing set

Machine
Learning
Algorithms

Without Lag Creation With Lag Creation

Training Testing Training Testing

MAE RMSE DA MAE RMSE DA MAE RMSE DA MAE RMSE DA

Linear
Regression

448.17 669.75 61.94 653.36 892.52 57.64 259.80 474.91 63.91 362.1 551.21 56.42

MLP 157.44 302.31 72.09 163.27 314.13 67.41 142.26 263.07 74.35 267.24 456.51 70.88

SMO Reg 317.80 774.56 69.07 744.45 1256.64 51.53 194.42 512.54 64.63 264.09 555.70 59.88

Bagging-
Reptree

111.06 297.42 84.76 136.04 306.19 71.49 145.37 325.53 67.60 167.04 320.83 71.28

Bagging-
RandomTree

50.53 167.32 83.08 118.30 335.31 83.30 60.53 165.74 80.38 150.08 380.02 82.28

Bagging-
Random
Forest

65.16 189.43 79.56 118.41 326.48 79.62 79.77 193.88 78.31 152.92 342.84 72.70

Ensemble
Selection-
Forward

173.92 367.26 81.15 411.97 675.53 48.68 210.27 471.15 72.10 503.43 828.78 51.53

RepTree 142.20 354.42 83.35 142.507 305.449 71.49 138.74 339.64 73.63 144.81 362.74 71.49

RandomTree 7.85 61.14 85.99 113.57 352.97 85.74 3.77 22.08 66.77 120.07 420.02 85.74

Random
Forest

44.43 136.47 82.03 112.83 338.45 83.30 54.74 128.25 80.20 150.04 341.00 78.41
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Fig. 5. Mean Absolute Error with/without Lag Creation

Fig. 6. Root Mean Squared Error with/without Lag Creation

Fig. 7. Direction Accuracy with/without Lag Creation
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4 Discussion

The present study has proposed a method for performance analysis of time series
forecasting based on crudely reported weekly Ebola outbreak incidences. The proposed
model was constructed using time series forecasting using lag creation and without lag
creation with application of various machine learning algorithms. From Figs. 5, 6 and 7,
it is clear that Random tree has performed in the best manner as compared to other
algorithms. In the experiments conducted on the training set, the value of MAE and
RMSE is lower in both the cases of with/without lag creation. Direction Accuracy of
Random tree is the best in the training set for without lag creation category, while with
lag creation Bagging-Random tree has performed in the best manner. From Fig. 8, it is
clear that the random tree has best direction Accuracy of 85.99% overall in both with
and without lag creation category.

From Figs. 9, 10 and 11, it is clear that for testing set, Random tree has performed
in a better manner as compared to other algorithms. For experiments conducted on the
testing set, the value of RMSE and MAE is lowest in Random forest for without lag
creation category. In the category of with lag creation, MAE has the lowest value for
Random Tree and RMSE has the lowest value for Random Forest. Direction Accuracy
of random tree is the best in both with/without lag creation category with 85.74%
conducted on the testing set. This is also clear from Fig. 12.

Figures 13 and 14 show a comprehensive comparison of MAE, RMSE and DA in
training set as well as testing set with/without lag creation. It is quite clear from these
graphs that performance evaluation metrics of training and testing models performed in
a similar manner. This provides the confirmation of the validity of our proposed
approach. Table 4 presents a comparison of current work with that of existing work.
This clearly shows that the result of current work is better than the existing work.

Fig. 8. Comparison of Direction Accuracy with/without Lag Creation
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Fig. 9. Mean Absolute Error with/without Lag Creation

Fig. 10. Root Mean Squared Error with/without Lag Creation

Fig. 11. Direction Accuracy with/without Lag Creation

Fig. 12. Comparison of Direction Accuracy with/without Lag Creation
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Fig. 13. Comparison of MAE, RMSE and DA with Lag Creation in training and testing data set.

Fig. 14. Comparison of MAE, RMSE and DA without Lag Creation in training and testing
data set.

Table 4. Comparison of results of current work with that of previous work

Metrics MAE (With/Without Lag Creation) RMSE (With/Without Lag
Creation)

Current Work 7.85(3.77) 61.14(22.08)
Result of Work by [10] Review of studies on forecasting the

dynamics
Result of Work by [12] Prediction of total Quantity of Ill Patients is

done
Result of Work by [19] 5.39(6.5824) 42.41(53.22)

Result of Work by [26]
ARIMA GRNN EMD-GRNN
3330.324 2123.084 664.361

4437.433 3049.842 811.925
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5 Conclusion

In this paper, we have applied Machine Learning techniques in time series forecasting
for performance evaluation. With this result, we could say that performance of time
series forecasting could be improved with the help of machine learning algorithms.
Forecasting of casualties could help health officials in preparing themselves to
encounter this outbreak, supply of medicines, food supply, doctors etc. to the location
where prediction of casualties are more.
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Abstract. This paper proposes to first identify the basic requirement of com-
mon citizens in their day to day life, as their attachments are mainly with the
crucial documents such as lands records and basic certificates which are needed
to avail government facilities and services. The essential information are col-
lected and stored in verified form to make them available ‘Over the Counter’
through ‘under one roof unit’ concept. It can be done through digitizing ‘Parivar
Register’ to generate results using artificial intelligence with the help of
designed algorithms for the same and this public record can be stored through
block chain technology for the management of government trusted information.
This will help them to curtail time loss component in service delivery mecha-
nism, avail needed certificates, gather information about their queries and eli-
gibility for different government and non-government benefits, at one single
point, and will give a perception of a smart e-village.

Keywords: e-Village � Smart village � Block-chain � Artificial Intelligence
Parivar Register � Over the Counter � Common service centre
Under one roof unit

1 Introduction

Digitizing the village with the vision to develop a G2C ‘over the counter’
(OTC) platform to demonstrate the information technology (IT) infrastructure capa-
bility. It has the twin objective of providing relevant information to the rural population
and acting as an interface between the district administration and the general rural
population. It is a big step towards building an interoperable system which provides
data and information in the form of deliverables to the general rural population [6, 7].
And for this purpose we need to use technologies like block-chain and artificial
intelligence in a very efficient and effective manner.

In reference to the above, the basic entities like name, age, gender, address, reli-
gion, caste, disability (if any), education qualification, bank details etc. along with the
recorded records of government were collected and clubbed for gathering the details of
a family or a person. These recorded records are namely Parivar Register and Land
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Record (area) which can be used to serve the purpose. However, collection of records
alone cannot ensure the desired results. Service oriented architecture (SOA) using
artificial intelligence algorithms can generate critical information like individual
income, family income, eligibility for particular facility based on land type and crops,
types of services or job, weather impact etc., which can be used for over the counter
(OTC) service delivery under one roof unit concept. It has many advantages over
current manual system as mentioned in Table 1.

Apart from this, other things which are of prime objective are health system, and
education system. And at this front as well, the ‘under one roof unit’ concept is very
useful. Now to understand it in better way, let’s first discuss few jargons like Parivar
Register, Over the counter, Under one roof concept, Land Records, Block-Chain
Technology, Artificial Intelligence and SOA, IoT (Internet of Things).

Parivar Register: It is a basic record of any village which includes the family holder’s
name and address along with the basic details as mentioned in Fig. 1, which ensures
persons eligibility for different central and state government schemes, as per there
presence in any particular village. As mentioned above, some fields are needed to be
added and some are needed to be generated to get an enhanced form of parivar register
(discussed later) to have the desired deliverables as per the need and requirements to
serve the cause of smart e-village. And, as if this basic record were collected in the
proper fashion, so the family tree information can be used in many forms, like family
wise group of aadhaar, land property successor and owner list, election process etc.

Under One roof Unit: It is a compact premise designed for information and com-
munication (ICT) activities to provide increased opportunities for progression in life of
citizens living in rural expanse [9]. It helps to manage the resources up to optimal level
as mentioned below:

(1) Through solar panel grid supply to curtail power consumption.
(2) Easy to manage ICT applications in term of manpower and infrastructure through

multitasking IT staff.

Table 1. Advantages of data digitized system over manual system

Manual system Data digitized system

Less reach of Govt. services to villagers &
their information

Connecting villagers & their information

Indirect & Less Transparent to rural citizens
to connect with Govt. services

Direct & more transparent medium to connect
rural citizens with Govt. services

Slow delivery of services Fast delivery of services
Villagers are uninformed Villagers become more Informed
Errors are more Less errors
Slow & no accuracy in analysis Fast & accurate analysis of the records
Less awareness/reluctant Increase awareness/less fear
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(3) One point Centre to handle multiple domains like health, education, training etc.
which enhances the adaptivity.

(4) Knowledge and awareness among the citizens about the importance of
digitization.

(5) Digital India campaign which results in the formation of digital village or e-
village.

Over the counter (OTC): Over the counter, as the name suggests, on the basis of
queries received of various types are entertained and disposed instantly or in due time,
as the case may be. Types of queries includes:

(1) Information related to government schemes, agriculture, and tele-medicine for
human being as well as for animals.

(2) Demand of different types of certificates like caste, domicile, income, differently
able etc.

(3) Apply for different applications like LPG (Ujjwala Yojana), Ration Card,
PMGAY, etc. and certificates.

(4) Schedules of e-learning sessions, health camp, election camp etc.

In this e-village system, apart from the front end peripherals as discussed above,
lots of field work is to be carried out for the types of data which are needed to be
processed through SOA mechanism for desirable results and future analysis as per the
need and requirement It should be further cross verified by the concern officers and
readily signed through digital signatures before creating block-chain blocks for indi-
vidual and/or family having their information. It will help the system to disperse most
of the certificate related query instantly over the counter. It also curtails the time
consumption of officers as well which they will consume for eligibility verification and
validity of candidate information, as that is readily available through the block-chain
proposed system [1, 17].

Fig. 1. Basic record of Parivar Register
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Land Record (Area): It gives details about the statistics of land which include size, type
like agricultural land or barren land etc., types of crops if any, natural conditions during
the period of time, to calculate the probable income of individual and/or family, which is
based on predefined algorithm using artificial intelligence, to evaluate deliverables in the
form of certificates and other facilities which can be extended to them.

Block-Chain Technology: It can simply be understand as management of trusted
information, which make it easier for government agencies to access and use critical
public-sector data along with the security of said information. It is an encoded digital
ledger that is stored on multiple locations in a public or private network. It comprises of
data records, named as “blocks” [15, 16]. Once these blocks are collected in the form of
chain, they cannot be changed or deleted by a single authority; instead, they are verified
and managed using automation and pre-defined governance protocols. Basically, it is
not a new-technology but it is just a combination of established components in a new
way. So, in the nutshell it can be understood as:

(1) Ledgers record transactions – the passing of value from authority to authority.
(2) Transactions are time bound.
(3) Once a Transaction is recorded you cannot alter it.
(4) You are able to detect, if your ledger has been altered.

Artificial Intelligence and SOA: Service Oriented architecture (SOA) has gained
considerable popularity as SOA paradigm promotes the reusability and integrability of
software in heterogeneous environments by means of open standards. Most software
development capitalizes SOA as per their organizations need for internal control of
applications and develops new services with quality-attribute properties tailored as per
requirement [10]. Therefore, based on architectural and business requirements,
developers can elaborate different alternative solutions within a SOA framework to
design software. Artificial Intelligence (AI) can assist developers in dealing with
service-oriented design with the positive impact on scalability and management of
generic quality deliverable results with the help of generated attributes [11]. In this, real
time algorithm is a critical component which records the real time variable and cal-
culates the result and also trigger the event based on that. For example, if one farmer
has two crops a year, and one is destroyed due to weather condition, so the system can
re-calculate the income by calculating the probable income from one crop and losses
from second crop and it also initiates the benefits through facilities like ‘Kisan Bina
Yojana’, ‘Disaster relief fund’ etc.

Internet of Things (IoT): It is an idea from computer science to connect ordinary things
like doors and lights to a computer network to make them “intelligent”. An embedded
system which connects each thing together in a network and to the internet. The
connections allow each thing to collect and exchange data, and we can control them
remotely with the help of set of rules and/or chain of actions. It is a very fast growing
idea and will be a major component of daily life by 2020. With the help of this, we can
trigger many activity related to reporting of update, scheme eligibility etc. through
mobile message under e-village ecosystem for different facility. As now a days mobile-
governance is also a major reform in the digital world. We are using it to initiate many
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activities, log of activities are performed in various domains and many information are
also available in the form of mobile apps.

The application work flow process, is depicted in Fig. 2 In this firstly, work is
performed for ‘parivar register’ information gathering and validation, which is pushed
to server for storage and information formation as per requirement, and serve the need
through ‘over the counter’, which is again connected with national repository for
storage as cold-site and also acts for different kind of purposes.

2 Proposed System

In proposed e-village system, two basic components are mass volume of verified data
in structured form and other one is under one roof/building unit to accommodate the
facilities for one single point ‘over the counter’ concept to deliver desirable results to
the society. The e-Village flow diagram is depicted in Fig. 3. For attaining the same,
data collection and its feeding and information generated on the basis of collected data,
is the key component. As all the success of the system is based on the quality of data
and its proper infringe free storage. So, we need such a technology supported system
which can serve the purpose of government i.e. accountability, reliability, security,
verifiability, auditability etc. It can be served through the block-chain as the data of one
family (parivar) is formed with the help of data collection and calculation through
algorithms based on artificial intelligence under SOA.

Fig. 2. Application work flow process
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Now let’s discuss about the basic components, which are mentioned as below:

A. Data Collection

As discussed earlier, the basic backbone of the proposed system is authenticity,
reliability and availability (ARA) of data collected and for attaining this requisite, we
have to work over the extended version of purposely designed ‘Parivar Register’ to
satisfy the QoS parameters like Scalability, Reliability, Security, throughput etc. to
make it a sustainable, secured and trustworthy model.

For this Purpose ‘Parivar Register’ is taken into account as basic information.
Extensive door to door survey has to be carried out in order to get precise information
with minimal error. Since ‘Parivar Register’ is made to fulfill its own objectives, we
have taken data from it but for the e-village model we need more information. For that
we have added some fields and modified few of existing fields in family information
sheet in Fig. 4.

With this we have 37 fields in Fig. 5 of information in total, which can be used for
different type of deliverables, as mentioned below:

(a) SSN_ID - Generated by concatenating unique fields in itself for every rural citizen
in Parivar register i.e. Revenue_Village_Code, Village_Code and House_Code. It
is unique for each family.

(b) Readily availability of certificates like domicile, caste, differently able etc. can be
generated.

(c) Applications related to ration card, widow/handicap pension, BPL status etc.
along with its eligibility can be filled.

Fig. 3. e-Village flow diagram
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Fig. 4. Details of modified and added field in Family information sheet

Fig. 5. An e-Village record containing required information fields
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(d) Land Records and job information helps government officials to calculate income
through artificial intelligence algorithm for identifying eligibility for different
schemes and support which can be extended as per the requirement.

(e) An education detail helps them to offer jobs and various trainings, which can also
be given to them by identifying the eligibility through the reports generated with
the help of SOA.

(f) SSN_ID, AADHAAR Card can be used to define family set for different analysis
and usage.

B. One Roof Unit

As the name suggests, it will be a well equipped and planned service point to serve
and act as the intermediate between the citizen and government.

It is easy to maintain resources and made optimal use of it. Desired services
delivery is served along with group activities, social support, public information, and
other purposes.

List of facilities in one round shaped roof unit with 4–5 rooms can have, which is
depicted in Fig. 6 are mentioned as below:

(a) One solar panel over roof for additional power supply
(b) One ‘Over the Counter’ service desk(s)
(c) One theater for ICT training, e-leaning and support purpose
(d) One Computer Lab for Digital India Awareness

Fig. 6. Concept of one roof unit
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(e) One common room for any other purposes, like blood donation camp, health
camp etc.

(f) One Control room for supervisor
(g) One store room

Above setup uses ICT as a powerful element for educational development in rural
arena as three quarter of Indian population live in rural area and majority of rural
people are underprivileged in term of facilities and education. It has the tremendous
potential to solve the problem of mass literacy in rural India. It gives a platform for
sharing information and knowledge for promoting teaching and learning process.
Setting up E-learning centers in rural area helps in crafting E-learning program which
will work as an efficient tool of reaching technology in rural India. It provides an
enormous motivation for learning and awareness as well. ICT focuses on student
centric learning process which gives a great advantage as the availability and acces-
sibility of skilled teachers are very difficult to manage in rural area. Promoting com-
puter literacy projects and focusing on online education in which smart classes and
phones plays a vital role to disseminate education in the form of recorded lectures and
e-books. It is user friendly and anytime available resource and helps in proliferating the
adoption rate of ICT.

And, apart of it, this ‘one roof unit’ model can be used as working model for
different other non-ICT activities as well like:

(a) Biogas Plant, as a initiative for LPG free campus
(b) Soak Pit may be constructed near by, for displaying as drainage free campus
(c) Rain harvesting units, for water conservation, for maintaining water level
(d) Model toilets, as a model for ‘Swach Bharat Abhiyan’ and display its importance
(e) Cleanliness drives can be carried out, to show the importance of it.

This initiative can give the sense of security and availability to citizens that the
district administration is in their reach, which resolve most of the issues of their day to
day life. It display as a working model of various government initiatives and at the
same time rush to government offices will reduce which will help them to concentrate
over other development, law and order matters.

C. Over the counter

Viability of any project depends on the quality of data, quantitative analysis of data
on regular basis, maintaining the security of data from any breach/mischief and
imprinting of trust mark over the data. For ensuring this, entire work-flow should be
thoroughly designed with security features like digital signature (this means that no
certificate can be generated, nor any application can be moved, until the data is digitally
signed, and once the data is digitally signed, no modification is allowed, until and
unless, it was permitted otherwise again through administrator of data, and on the basis
of this verified data, other information which is needed to be generated were generated
through artificial intelligence, and it is also made available as deliverables) and as an
additional feature Quick Response (QR) code can be printed as a facility to verify the
legitimacy of data through mobile phones, which enhance the system towards m-
governance as well. Work flow for ‘Over the Counter’ mainly focuses on:
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(a) To maintain record’s authenticity, reliability and its availability to counter the
basic requirement of rural citizens.

(b) Enabling Integrated Service Delivery and a Service Oriented Architecture leading
to joined up government.

(c) Help easily to protect the legacy investments in software and hardware.
(d) Integrating them with other technology platforms and software implementation, as

per the requirement to enhance the delivery service.
(e) De-link the back-end departments/Service Providers (SP) from the front-end

Service Access Providers thereby Ensuring re-engineering in service implemen-
tation i.e. separates the Portal, CSC, Kiosks etc. from the government services.

This multi-purpose desk is the key point of the entire process, and the model is
taken from multitasking kiosk’s or common service centre, which is used for many
government and non-government service to general public in villages and town areas as
well, through private persons. But, here dedicated work force preferably under PPP
model can be deployed for government services exclusively to the citizens and educate
them to the usage and importance of ICT in there life.

3 Impact

National agencies are supposed to manage and maintain the records that include
information about individuals, organization, assets and activities, like birth and death
dates, information about marital status, business income, property transfers, criminal
records etc. Managing and using these data can be complicated, even for digital gov-
ernments. Some records exist only in paper form, and if changes need to be made in
official records, citizens often must appear personally to do so. All government agencies
tend to build their own silos of data and information-management protocols, which
preclude other parts of the government from using them. And, of course, these data must
be protected against unauthorized access or manipulation, with no room for error.

So, this re-designed ‘parivar register’ using artificial intelligence algorithm SOA,
preserved through ‘block-chain’ technique, simplifies the management and also ensures
the authenticity of recorded data, and also helps in maintaining the traces of activities
performed on every block of information. And, in this manner many information
related to different entities of government can be accumulated and used vice-versa as
per the requirements.

And, lastly the ‘Aadhar field’ is taken for further extension with the technologies
with biometric authentication, as it helps for ensuring the genuineness and uniqueness
of any person and also helps to retrieve the related data of one person across the various
domains. It also helps to club with other services to increase the volume of benefits
without hassle and help to be identified as unique voter at one desired constituency as
well.
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4 Conclusion

As, this type of innovative initiatives in information technology in rural areas helps the
government to minimize the ‘digital divide’ and also narrow the gap between village
and town. ICT is the only tool for connecting rural areas to the promising future
of India through various measures like preserving the required records in digital form
for referencing as and when needed by ensuring its viability, availability and authen-
ticity. New technological changes in computer science help in designing and
implanting the e-village system in executable mode and will be an asset in long run for
the ‘Digital India’ initiative, in terms of service delivery, distance learning, telecom-
munication for health and other social information. And guide a road map to ‘Digitized
India’ and ‘Developed India’.
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Abstract. Over the years many techniques have been used by the decision
makers to test their theories in a near real world simulated situation. Military war
games are one such platform where these theories can be tested and the outcome
is recorded. War gaming has evolved from its starting as a board game to now
widely played as a computer game. This paper focuses on a military war game
simulation which is being used to develop a bot using artificial intelligence
techniques. Various modules are developed for working of the bot. Route
planning is one of them which is used by units to find a path in the game. Thus,
an algorithm is proposed using the A* algorithm as a base. A* algorithm is
modified to use influence maps in order to find a safe path for the units which
helps the bot succeed in the game. The modified A* algorithm is implemented
and compared with a traditional A* algorithm and modified algorithm is found
to be more optimal.

Keywords: Real Time Strategy � War game � Bot � Routing � Planning
Path finding � A* search algorithm � Influence maps

1 Introduction

Decision making and planning is an integral part of many real world activities. The
planning process involves and utilizes the knowledge in the respective domains. The
problem becomes challenging when many interdependent events, constraints, time and
many other factors influence the current and future state. Many techniques and tools are
used to train the decision makers in integrated near real world simulated situation to try
out their planning and execution processes. Military war games are one of the platforms
where the decision makers at various hierarchies are put in assuming a real time
situation and see the effect of the strategies and action in the real time constraint
environment. In the early days, AI was used in board games which led to the devel-
opment of many heuristic-based search techniques, but with the development of RTS
(real time strategy) games now these techniques are being refined so that they can be
used for RTS games as well [1]. Laird & VanLent suggested the use of Strategy game
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as a test bed for artificial intelligence research. Strategy games were seen as potential
area for advancement in sophisticated scenarios, which led to the development of
human-level artificial intelligence. Game state in RTS (real time strategy) game is huge
which set them apart from simpler board games. In RTS games, players will not have
enough time to plan their move due to many constraints [2]. A war game is a strategy
game that is similar to military operations but in reality it is fiction. Over the years, war
gaming has evolved from its starting as a board game to now widely played as a
computer game. With coming of artificial intelligence, computers are now used as
opponents against human player where different strategies can be tried and results are
recorded. To develop the bot against whom humans can play many techniques have
been used in the past. Since game domain is huge, problems are divided into parts and
solved independently [3].

The war game simulation is designed for two players. One player is the Red team
and the other side is the Blue team. The bot is designed for the Red team. Aim of Red
team is to do destruction and create chaos. Blue team is responsible for protecting the
terrain and neutralizing the Red team. Mind behind the Red team in the game is that of
the Mission Planner. Working of the game is divided into two parts: Planning and
Execution. Planning includes the selection of mission type and the target by the mission
planner. Based on the mission, targets are assessed and a plan is formed for each target.
Based on priority one target is chosen and others are kept as contingency plans. A team
is chosen for the mission and the units are equipped with resources. Once a target is
selected, mission planner passes the work to OGW (Over Ground Worker) who foresee
the mission on ground level. There can be two types of mission: Strike and Disrupt.
Strike mission involves violence, destruction and causing maximum casualties. Disrupt
mission involves creating chaos and panic but does not focus on casualties. Once a
team is chosen for the current target, team members are prepared, so they can carry out
the mission efficiently. Units provided to the player initially may not be ready for the
execution so many of them may have to be trained for their roles. Every unit requires
different training, resources and time to train. So after training the units and supplying
them with the required resources, they are ready to carry out the mission. For every
decision made by the Mission planner or OGW, there are some set of rules that are
discussed in the Sect. 4.

With the help of scouting, some information about the target can be gathered. To
carry out the mission some hideouts and escape route are also required. The hideouts
are area having a good support base for the Red team and are located near the target.
After this a route with minimum detection can be found from the base camp to the
hideout or the target. Once there is a target, a plan, a team, some routes and hideouts the
planning part is over and execution can be started. Execution mainly involves carrying
out the mission. During execution, the units move to the desired location and kill as
many members of the Blue team as they can. The units try to move undetected
throughout the terrain but if they encounter some Blue units, they can either attack or
escape.

The bot designed is capable of making intelligent decisions and carryout the task at
hand. The interaction between the simulation and bot takes place with the help of text
files. Simulation generates certain text files that are fed to the bot as input and in turn
bot generates some text files that are read by the simulation. The bot acts as an agent
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that uses its input files to sense the environment and after taking a decision, it issues
commands for the simulation. This cycle goes on until one team is declared the winner.
This paper focuses on the routing algorithm used by the bot for path finding. To
achieve the goal it is important that the units move through the terrain easily and for
that an efficient routing algorithm is needed, that provides a route with minimum
detection. To achieve the route with minimum detection influence maps are used for
path finding.

This paper is divided into six sections. Section 2 reviews the literature survey of
RTS games for bot development and various techniques used for path finding. The war
game scenario is shown in Sect. 3. Functional components of the bot are covered in
Sect. 4. The proposed routing model is presented in Sect. 5 followed by the conclusion
and future works in Sect. 6.

2 Literature Review

Research work has been done in the field of RTS (real time strategy) games for
developing a bot. “StarCraft” (RTS game) [2, 4] is being used by many researchers to
explore AI problems and is also used as a test bed for their theories. Various challenges
like planning, learning, uncertainty, domain knowledge exploitation and task decom-
position were discovered and detailed understanding was gathered [3, 5]. Over the past
years there has been a huge amount of work done in the field of RTS games. Different
people have used different approaches to solve RTS game problems and some have
enhanced already existing techniques. Ontanon et al. divided the problem into five
parts: Strategy, Tactics, Reactive control, Terrain analysis, Intelligence gathering. Most
popular among these are Strategy and Tactics [3]. Strategy refers to long term planning
whereas tactics refer to short term planning. Hard-coded approach is an AI technique
extensively used in commercial RTS games for solving high-level strategic reasoning.
Planning is also used for solving high-level strategic reasoning and makes use of case
based planning [3, 6]. Tactical and micromanagement decisions uses reinforcement
techniques which are an area of machine learning where an agent must learn, by trial
and error, to take optimal actions in a particular situation in order to maximize an
overall reward value that can be used for tactical decision making [3]. Resource control
is also one of the important aspects of strategy in RTS games.

The state space is so large in RTS (real time strategy) games that traditional
heuristic-based search techniques do not work efficiently because of the presence of fog
of war. In these games, path finding is needed which simply means finding the shortest
distance between two points. A path-finding algorithm could, for example, give a
straight line path to the destination, and have the algorithm controlling unit behavior
take care of avoiding obstacles along that path. Influence mapping is a tool used for
terrain analysis and it also provides three different types of information that are useful
for decision making: situation summary, historical statistics and future predictions [7].
Influence map is essentially a 2D array representing the playing field, or parts of the
playing field. The value at any given coordinate is the damage that the enemy
immediately is able to inflict there. This specific use of influence maps is referred as
threat maps. Threat maps have been used for path finding to avoid unnecessary
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conflicts while travelling towards a destination [7]. Then there is the concepts of path
planning and re-planning where path planning is the art of deciding which route to take
and which target to attack, which is an unusual but effective way of solving the
problem of allocation of military resources and re-planning is the concept of discarding
a previous plan for the benefit of a new plan from the current state to the goal state
when the current state is not the expected state [7].

In the field of robotics, Wavefront planning algorithm is used to move the robot
avoiding the obstacles but it has high time complexity [8]. A* algorithm is one of the
algorithm for estimating the best path in RTS games [9, 10]. Partial-Refinement
A* (PRA*) can fully interleave between planning and actions and uses path abstraction
and refinement [11, 12]. For abstraction, resolution of the map is reduced and instead of
refining complete path they refine the partial segment of the abstract path at each
step. Windowed Hierarchical Cooperative A* (WHCA*) [13] broke down multi-agent
path planning problem into single-agent and searches to find non-colliding paths for
different agents travelling to different destinations. In [14] WHCA* and PRA* are
combined to form Cooperative Partial-Refinement A* (CPRA*). It is faster than
WHCA* and also uses less memory. Using CPRA*, they were able to find routes for
multiple objects simultaneously without any collisions. Two heuristics for estimating
distance between two locations on the map are given in [15]. Firstly, the map is divided
into several smaller areas which then connected to form a high-level graph. Dead-end
heuristics eliminates areas from search map that are of no use for current route. It only
explores the areas which are relevant. Gateway heuristic is used to pre-calculate the
distance between starting/ending of the area [15].

A routing model using A* search algorithm and influence maps is proposed which
gives the optimal path from the source to the destination. This algorithm repeatedly
examines the most promising unexplored location it has seen.

3 War Game Scenario

The game simulation takes place in a terrain of size 20 � 20 km. Terrain in the sim-
ulation is divided into cells of equal length and breadth. It is treated as a two dimensional
matrix of equal number of rows and column. The terrain is divided into a two dimen-
sional matrix with ‘N’ number of rows and columns. Length is the total length of the
terrain and resolution is the size of one cell on the terrain. N is computed as

N ¼ Length=resolution ð1Þ

Each cell has certain properties or attributes associated with them. These attributes are
Area Type, Population Type, Number of Supporters and Security Level. Area Type
tells about the area of that cell whether it is Urban or Rural area. Population type says
about the population in that cell. Population can be supportive, neutral or non-
supportive. Security Level can be High, Moderate or Low. Supportive or non-
supportive population is with respect to the Red team as is the security. In the scenario,
the borders of cells are colored based on the security in the cell. Blue signifies neutral;
green signifies low and red signifies high security. Some cells have no color associated
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with them. They are barren lands where no one lives. Figure 1 shows one of the
scenarios for the game. The game scenario can have multiple possible targets available
for possible disruption. The final target is chosen by the mission planner after priori-
tizing them based on their ultimate aim. Air Field, Helicopter Base, Command &
Control Centre, Religious Places, Market Places, Schools, Hospitals and Government
Offices are the list of possible targets.

4 Bot Components

Some static information is provided to the bot for initialization purpose. This infor-
mation is given in the configuration file. There are four sections in the configuration
file. Section one gives the name and location of files that are fed as input to the bot.
Section two gives the mission details like aim and day to carry out the mission.
Section three is target specific information. It gives a list of targets and their properties.
Along with target properties it also gives an ideal team size for the mission. It specifies
the quantity of each unit for every target. This information is used to select an ideal
team for the mission based on the units provided initially. These are mere guidelines
and not exact rules for team selection. Section four gives guidelines for resource
allocation. It gives quantity of each resource a unit should ideally have. But it may vary
in the simulation depending on initial resources provided. There are many components
in the game, so various managers are made to handle each of these components as
shown in Fig. 2. Game Commander is the main module responsible for invoking all
other modules. If a certain module is to be turned on or off, it should be done from the
Game Commander.

Fig. 1. Game Scenario with scale of 104 for X and Y axis (Color figure online)

Bot Development for Military Wargaming Simulation 351



Map Manager is responsible for handling terrain data. It uses a dynamic array to
store properties of each cell in the map. Each cell has some properties associated with
them. They are Area Type, Population Type, Supporter Population and Security Level.
Apart from these properties, a flag is maintained to mark if a cell on the map is visited
by the bot or not. Since fog-of-war is used, whole map cannot be visible to the players.
Every unit has an area of influence which marks the region on the map that is visible to
them. According to the rule set of the game, areas where Blue forces are deployed have
high security level. Figure 3 shows influence region of a Blue unit. Every time a Blue
unit moves to a new cell, its security level is updated and this information is read by the
Map Manager if the updated area is under the influence of any Red unit. Map Manager
is also used to find secure locations on the map where security level is low and the
population is supportive to the Red team so that hideouts can be made. Hideouts are
generally made near the target area and are used to store resources. Hideouts are used
by Red team to hide near a target area so that they can easily reach the target without
any problem.

Information Manager is used to handle unit related functions. There are nine types
of units in Red team: OGW, OGE_SA (Over ground executor with small arms),
OGE_MG (OGE with machine gun), OGE_Expl (OGE with explosives), Informer,
Guide, Driver, Doctor and Supporter. Firstly, there is an Over Ground Worker who
identifies the target location and is responsible for team selection and training. It
monitors the hideouts and guides the other entities. Next, there is an Over Ground
Executor (OGE) whose task is to attack and repulse. It is also responsible for explo-
sions and demolishing various targets. Informer’s role is information gathering and
passing the gathered information to OGW (Over Ground Worker). Reception Guide is
responsible for receiving the entities at some location and then guiding them to the
target location or hideout location. Driver helps in escaping and moving from one place
to another. Doctor provides treatment to the injured entities involved in mission.
Supporters create interference to facilitate the mission. For Blue team, there are
patrolling teams and a QRT (Quick Response Team). Information manager is used to
update data for the Red units. Units of Red team have some attributes associated with
them so that they can be controlled by the bot. Each unit has a unique id associated
with it. Units also have a status value that can be given training, trained, moving, and

Fig. 2. Interaction between the functional components of the bot and the human player
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raw. There is a resource vector for each unit that tells the quantity of each resource a
unit is carrying. There is also a health value that can be excellent, fair, good or poor.
There is also age, training level, current location which is x, y coordinate on the map
and a team id.

Target Manager manages the target information. Each target has some properties
associated with it like location, security level, population type, media impact, defence
potential, chances of success and a target value. Security level and population type are
taken from the Map Manager. Media impact gives a value for how the media will be
impacted if the given target is chosen. Defence potential measures the value of how
much a target is secure on the inside. Target value is computed using all the other
values and is used for target selection and prioritization. A complete target list is given
before the start of the game, but all of them may not be placed in the current scenario.
Rules for target prioritization are as follows: After analyzing the population type, and
the defense potential of an area near or at the target place, a target value is calculated.
Higher this value better is the probability of selecting that target for a strike or dis-
ruption. The security level of the target area should be low. Higher the chance of
success, higher is the probability of selecting it for the mission.

Once the target is selected for the mission, Team Manager starts creating the team
according to the target. Unit types and their count are taken from the configuration file
and a team is created. If sufficient units are not present then, re-planning is done.
A different target can be chosen according to the priorities. While forming the team, a
team id is associated with every team member. Resource Manager is responsible for
providing resources to all the units which are selected for the mission. Each entity is
provided with some resources to facilitate the mission. The resources are radio set,

Fig. 3. Influence region of a Blue unit (Color figure online)
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GPS, mobile, small arm, binoculars, machine gun, grenade, rocket launcher, explo-
sives. Initially, OGW has all the resources. List of all the resource types and their count
required by the units, is provided in the configuration file. Using this information, the
resources are allotted to the units involved in the mission. Worker Manager allots work
to idle units. There are eight kinds of work: Idle, Gather, Drive, Support, Plan,
Treatment, Attack and Guidance. Each unit type performs different type of work. For
example, Informer gathers information; Driver’s work is to drive the vehicle, etc.
Initially, all the units are idle. To execute the mission, each unit in a team is allotted
work according to its capability.

Routing Manager follows the routing model proposed in the next section. It pro-
vides an optimal path from the source to the destination cell following the A* search
algorithm using influence maps. To move from one cell to another, routing manager
provides the path to each moving unit, considering the security of the cells in its area of
influence.

5 Routing Model

Analysing the map is a former step for path finding to gather information about
influence areas and cell properties. The routing model used by the bot is a modified A*
algorithm which is an A* path finding algorithm using influence maps. A* searches all
possible paths to the destination and chooses the one that incurs least cost. The cost is
calculated as a penalty of travelling from a region of no detection to a region of
possible detection. A* selects the path that minimizes f (n) = g (n) +h (n), where n is
the path’s end location, g (n) is the cost of the path from the source to n, and h (n) is a
heuristic that estimates the cost from n to the target [9, 10]. All the red marked regions,
i.e. area of high security level are those cells on the map which this algorithm will
avoid because of high chances of detection. Also, because of the dynamicity of the
game, the cells may change their current properties. For example, if the Blue team is
enforced in a region of low security level while playing the game, the cell value
changes from low security to high security. Thus, the algorithm re-routes the path of
the unit so that it remains undetected. The goal of the route planning algorithm will be
to have an optimal path that leads the unit to its destination without detection and with
minimum penalty.

The cost g (n) can be easily calculated as each unit has an influence area associated
with it. If the unit is located at position (x, y), it can move in eight possible directions
(x – 1, y + 1), (x, y + 1), (x + 1, y + 1), (x + 1, y), (x + 1, y – 1), (x, y – 1), (x – 1,
y – 1), (x – 1, y). In the algorithm, only these possible locations are explored as the
next node, as shown in Fig. 4. Out of these, the cell that has the minimum penalty is
selected as the next node.

Proposed Experimentation
The influence maps are used to keep track of threat in each cell. It is in a form of 2D
array filled with security levels: high, moderate and low. After prioritizing the target
according to the target value, the bot selects the target for the mission. It then looks for
possible hideouts (safe locations near the target) to hide. To reach the target cell or a
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particular hideout from the unit’s location as quickly as possible, the bot uses modified
A* search algorithm which chooses the safest path very efficiently. Modified A* star
algorithm picks up a cell according to the value ‘f’ where:

f x; yð Þ ¼ g x; yð Þþ h x; yð Þ ð2Þ

where
g (x, y) = Cost of moving from the source point to location x,y on the grid,

following the path generated to get there.
h (x, y) = Estimated cost of moving from location x,y on the grid to the final

destination, referred as the heuristic.

Calculation of h(x, y): The Euclidean Distance is used as the heuristic function. It is
the distance between the current cell [cur_x, cur_y] and the destination cell [dest_x,
dest_y]

h ¼ p
cur x� dest xð Þ2 þ cur y� dest yð Þ2

� �
ð3Þ

Using the Table 1, the value of g (x, y) is computed.

Fig. 4. Possible directions a unit can go to

Table 1. Calculation of g (x, y)

Current cell
population type

Current cell
security

Next cell
population type

Next cell
security

Cost g(x, y)

Supportive Low Supportive Low 0
Supportive Low Supportive Moderate 5
Supportive Low Supportive High 10
Supportive Low Neutral Low 5
Supportive Low Neutral Moderate 5 + 5 = 10
Supportive Low Neutral High 5 + 10 = 15
Supportive Low Non supportive Low 10 + 0 = 10
Supportive Low Non supportive Moderate 10 + 5 = 15
Supportive Low Non supportive High 10 + 10 = 20

(continued)
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The algorithm uses a function Calculate_Cost (u, v) where u is the current cell
location and v is the next cell location.

Two list are created to implement modified A* algorithm. Open List to maintain the
nodes which are currently used to find the next suitable node for finding the path.
Closed List contains nodes which are already travelled by the algorithm and are
maintained to facilitate backtracking in case re-routing is considered.

Table 1. (continued)

Current cell
population type

Current cell
security

Next cell
population type

Next cell
security

Cost g(x, y)

Supportive Moderate Supportive Low 0
Supportive Moderate Supportive Moderate 0
Supportive Moderate Supportive High 5
Supportive Moderate Neutral Low 5
Supportive Moderate Neutral Moderate 5
Supportive Moderate Neutral High 5 + 5 = 10
Supportive Moderate Non supportive Low 10
Supportive Moderate Non supportive Moderate 10
Supportive Moderate Non supportive High 15
Supportive High Supportive High 0
Supportive High Neutral High 5
Supportive High Non supportive High 10
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In case the algorithm fails to find a secure path from the location of the unit to the
destination, two possibilities arise. Either the mission planner changes the plan and
chooses another target from the list of possible targets to cause disruption or the mission
fails. If the mission planner chooses another target, the bot re-initializes the hideouts and
form a new team for new target and new routes are found for the new destination.

6 Experimental Results

The routing algorithm was tested for different combinations of source and destination.
All experiments were run on 2.2 GHz CPU personal computer.

Initially the distance was used for calculating the cost of moving from one cell to
another. For heuristic function the straight line distance was used. This traditional A*
gave the shortest path but given path was not safe and had obstacles on it. When the
influence maps were used for calculating travelling cost between two cells and straight
line distance was used for heuristic function, path obtained was safe.

Table 2 shows the result of the experiment where traditional A* is compared with
the modified A*. Both the algorithms were compared in term of cost that is calculated
using influence maps. The traditional A* algorithm provided the shortest path with
minimum distance, but fails to do so in minimum time. Time taken is very crucial in the
war game simulation which is frame specific. The modified A* algorithm significantly
improved the time taken to find the path from the source till destination because of less
intermediate nodes explored which are included in the closed list. This algorithm
smartly prims the nodes which are not required thus saving time to find the path. Thus,
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the modified A* algorithm not only gave a path with minimum cost but also do so
quickly. Using influence maps for calculation of g(x) takes the safety factor into
account while finding the path. The size of closed listed for traditional A* is also bigger
than the modified A*.

Figure 5 shows the optimal path found using modified A* in magenta line and path
found by traditional A* in blue dashed line from the unit location to the destination
location.

Table 2. Route analysis

Source & destination Scenario 1 Traditional A* A* using influence maps

Source: 2,17
Destination: 8,13

Time (ms)
Cost
Distance
Closed list
Nodes

83
30
21.799
54
17

48
25
25.213
30
20

Source: 6,17
Destination: 0,0

Time (ms)
Cost
Distance
Closed list
Nodes

96
40
19.485
95
18

33
5
21.142
28
18

Source: 15,10
Destination: 2,3

Time (ms)
Cost
Distance
Closed list
Nodes

72
35
15.9
56
14

58
10
16.728
14
14

Fig. 5. Path for Traditional A* and modified A* (Color figure online)
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7 Conclusion

A framework is developed for a test game wherein the bot is able to interact with a
scenario given. This paper gives a brief introduction of various modules developed for
the working of the bot. Also a brief introduction of the military war game simulation is
presented. Route planning being the core part of the bot has to be effective and efficient.
The routing model presented uses the A* search algorithm as a base and is a modified
using influence maps. This algorithm successfully gives the optimal path considering
the safety of the units. When compared with the traditional A* algorithm, the modified
A* algorithm gave better results. The bot is also capable of dynamically changing the
path using this model if it encounters threat on the path chosen. Other than route
planning the bot can successfully form a plan for execution. Planning includes selecting
a target, forming a team, allocating resources to the units.

Acknowledgement. The authors duly acknowledge I.S. Sharma (Scientist, ISSA, DRDO),
Colonel Mukul Dhobal and University of Delhi for the support provided.
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