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Preface

This volume constitutes a part of the proceedings of first International Conference
on Innovations in Infrastructure (ICIIF) 2018, which was held on 18-19 May, 2018,
in Ahmedabad, India. The first International Conference on Innovations in
Infrastructure (ICIIF) was organized by the Institute of Infrastructure Technology
Research and Management (IITRAM), Ahmedabad, in collaboration with Gujarat
Knowledge Society, Government of Gujarat. It was funded by the Student Start-up
and Innovation Policy (SSIP) initiative of the Government of Gujarat; DST,
Government of India; ISRO; and many other industrial partners who aligned with
the view of disseminating the progress of innovative, scientific and technological
inventions. The conference provided a forum for discussion on issues, concepts,
skill development and possible innovations in the infrastructure sector. ICIIF aimed
at bringing the best technical minds working in the field of infrastructure devel-
opment to a common platform to share their knowledge of technical expertise,
experience and forthcoming challenges in this area. The conference articles include
latest research trends showcasing the important achievements and upcoming chal-
lenges in the development of the infrastructure sector. The conference papers
included in the proceedings, published post-conference, were grouped into the
following areas of research:

Innovation in Telecommunication Infrastructure
Innovation in Control Engineering

Innovation in Power System Infrastructure
Innovation in Smart Infrastructure

Innovation in Waste Management

Sustainable Solutions for Infrastructure Development
Innovation in Thermal Engineering

Innovation in Manufacturing

Innovation in Industrial Infrastructure
Innovation in Renewable Energy

Innovation in Hybrid Vehicles

New Optimization Techniques



vi Preface

Innovation in Mechatronics

Innovation in Machine Learning

Innovation in Indigenous and Rural technologies
Innovations in Infrastructure Management

In ICIF 2018, we had three eminent keynote speakers: Professor Valentina
Emilia Balas (Romania), Mr. Aninda Bose (Senior Editor, Springer), and Padma
Shri Prof. Ajoy Ray (IIT Kharagpur).

We are thankful to all the authors who have submitted papers so as to keep the
quality of ICHF 2018 at high levels. The editors of this book would like to
acknowledge all the authors for their contributions and also the reviewers. We have
received invaluable help from the members of the International Programme
Committee and the chairs responsible for different aspects of the workshop. We
appreciate also the role of special sessions’ organizers. Thanks to all of them, we
had been able to collect many papers of interesting topics. We had very interesting
presentations and stimulating discussions.

Our special thanks to Prof. Janusz Kacprzyk (Series Editor, Advances in
Intelligent Systems and Computing Series, Springer) for giving us the opportunity
to publish this edited volume. We are grateful to Springer, especially to Dr. Thomas
Ditzinger (Executive Editor, Applied Sciences and Engineering, Springer-Verlag)
and Mr. Aninda Bose (Senior Editor, Hard Sciences, Springer Nature India) for the
excellent collaboration, patience and help during the evolvement of this volume.

We hope the volume will provide useful information to professors, researchers
and graduated students in various fields of engineering to refer to the innovative
techniques as a solution for their problems, and all will find this collection of papers
inspiring, informative and useful. We also hope to see you in a future ICIIF event.

Ahmedabad, India Dr. Dipankar Deb



Contents

Public Key Cryptography Using Harmony Search Algorithm ... ... .. 1
Suman Mitra, Gautam Mahapatra, Valentina E. Balas
and Ranjan Chattaraj

Performance Evaluation of Various Digital Modulation Techniques
Using GNURadio ......... . ... ... .. . . . . ... . 13
B. Siva Kumar Reddy, Dhrumil Modi and Sumit Upadhyay

Parameter Validation to Ascertain Voltage of Li-ion Battery
Through Adaptive Control . . . . ..... ... ... ... ... ... ....... 21
Bhavani Sankar Malepati, Deepak Vijay, Dipankar Deb and K. Manjunath

Fractional-Order Adaptive Sliding Mode Control for a Two-Link
Flexible Manipulator . ............ ... .... .. ... ... ... ... .... 33
Sibbir Ahmed, Kshetrimayum Lochan and Binoy Krishna Roy

Glucose Regulation in Diabetes Patients Via Insulin Pump:
A Feedback Linearisation Approach . .......................... 55
Sipon Das, Anirudh Nath, Rajeeb Dey and Saurabh Chaudhury

Delayed State Feedback Controller Design for Inverted Pendulum
Using T-S Fuzzy Modeling: An LMI Approach . . . ................ 67
Rupak Datta, Rajeeb Dey, Baby Bhattacharya and Abanishwar Chakrabarti

Failure Reconfiguration of Pumps in Two Reservoirs Connected
to Overhead Tank . ......... ... ... ... ... ... ... ........... 81
Ravi Patel, Anil Gojiya and Dipankar Deb

Simplified Takagi-Sugeno Fuzzy Regulator Design for Stabilizing
Control of Electromagnetic Levitation System . . ... ..... ... ... .. .. 93
Ravi V. Gandhi and Dipak M. Adhyaru

vii



viii Contents

AGC of Thermal-Split Shaft Gas Turbine System Integrating IPFC

and Ultra-Capacitor . . . . .......... . ... ... ... .. 105
Arindita Saha, Lalit Chandra Saikia, Rumi Rajbongshi, Debdeep Saha

and Washima Tasnin

An Efficient Unbalanced Load Flow for Distribution Networks . . . . . .. 117
Tanmoy Malakar and Ujjwal Ghatak

Line Stability Indices and Contingency Screening by Sensitivity
Factors Based Static Voltage Stability Study . ... ................. 129
Rinkesh A. Jain and Darshan B. Rathod

Comparative Analysis on Security-Constrained Optimal Power Flow
Using Linear Sensitivity Factors-Based Contingency Screening . . . . . .. 139
Darshan B. Rathod and Rinkesh A. Jain

Probabilistic Evaluation of Seismically Isolated Building Using
Quintuple Friction Pendulum Isolator . ......................... 149
Ankit Sodha, Sandip A. Vasanwala and Devesh Soni

Seismic Vulnerability Assessment of Mid-rise Reinforced Concrete

Building in Ahmedabad . ... ..................... . ... ... . ... 161
Ronak Motiani, Dharmil Joshi, Sandip A. Vasanwala, Kavan Bhatt

and Jaimin Korat

Evaluation of Lateral Stability of the Diagrid Tall Structure Under
Different Earthquake Forces . ................ ... ... ........... 171
Swaral R. Naik and S. N. Desai

Analysis of the Behavior of High-Rise Structures with Viscoelastic
Dampers Installed at Various Locations. . . . ..................... 183
Snehal N. Raut, Rohan Majumder, Aman Jain and Vinay Mehta

Assessment of Municipal Solid Waste as Backfill Material in
Reinforced Earth Wall . . . . ......... ... ... ... ... ... .. ... ... 195
Kinjal H. Gajjar, Alpa J. Shah and Manish V. Shah

Feasibility Analysis of Decentralized Wastewater
Treatment Systems . . . .. ....... ... . ... .. ... 207
Shrutaswinee Hazarika and Devanshu Pandit

Experimental and Analytical Investigation on Shear Strength

of Concrete Containing Slag Considering Sustainable Development

and Waste Management Concept . . . .. ......................... 221
Damyanti Badagha, C. D. Modhera and Sandip A. Vasanwala

Manufacturing of Lithium Cobalt Oxide from Spent Lithium-Ion
Batteries: A Cathode Material . . . ............................. 233
Ravi Methekar and Sandeep Anwani



Contents ix

Flexural Strengthening of RC Beams Using NSM Technique. . . . ... .. 243
Janki R. Patel, Mitali R. Patel, Tejendra G. Tank, Sandip A. Vasanwala
and C. D. Modhera

Usage of Crushed EAF Slag in Granular Sub-base
Layer Construction . ................ ... ... .. .. .. .. 257
Radha J. Gonawala, Rakesh Kumar and Krupesh A. Chauhan

Categorization of Drought During Twentieth Century Using
Precipitation in Banaskantha District, Gujarat, India . ............. 267
Pranav B. Mistry and T. M. V. Suryanarayana

Effect of Moment Capacity Ratio on RC Framed Structure. . ........ 275
Ram Arjun Sargar and Jyoti Pushan Bhusari

Printed Circuit Board Modelling for Thermal Analysis
of Electronics Packages . ... ... ... ... ... ... .. ... ... ... ... ... 287
Jayesh Mahitkar, Mayank Chauhan, Hardik Gediya and Vivek K. Singh

Numerical Investigation of Cylindrical Heat Pipe Performance . . . .. .. 295
Aishwarya Chaudhari, Mangesh Borkar, Arvind Deshpande,
Mandar Tendolkar and Vivek K. Singh

Simulations of Exhaust Gas Recirculation and Its Impact on NO,.. . . . . 307
Umang Makadia, Pulkit Kumar, Ajit Kumar Parwani and Dipankar Deb

Thermo-Magneto-Electric Generator—An Approximate
Theoretical Approach. ... ... ....... ... ... .. ... ... ... ... .... 317
Sanjay Kumar Sinha, Brajesh Tiwari and Dipankar Deb

Estimation of Time-Varying Heat Source for One-Dimensional Heat

Conduction by Conjugate Gradient Method. . . . ... ...... ... .. .. .. 329
Sanil Shah and Ajit Kumar Parwani
H,S Absorption from Syngas in Physical Solvent DMEPEG . ... ... .. 341

Ashok Dave, Bhumika Pathak, Medha Dave, Poonam Kashyap
and Ye Huang

Effect of Shoulder Diameter on Friction Stir Welding
of A1 6061 to SS304. .. ... . .. .. . ... 355
Deepika M. Harwani and Vishvesh J. Badheka

Experimental Investigation of High-Speed Turning of INCONEL 718
Using PVD-Coated Carbide Tool Under Wet Condition ............ 367
Ankur Chaurasia, Vishal Wankhede and Rakesh Chaudhari

MADM Approach for Selection of Materials in Fused Deposition
Modelling Process. . . . ... ... 375
PL. Ramkumar and Kumar Abhishek



X Contents

Design and Simulation of Seat Handle Using Plastic Injection
Molding Process . . . . ... .. 385
Shubham Jayswal, Harsh Jangade, Kumar Abhishek and PL. Ramkumar

Wear Behaviour of Boron Carbide Added Friction Surfaced
Cladded Layer . .. ................. ... .. . ... ... .. 395
Kedar Badheka and Vishvesh J. Badheka

Effect of Speed on Various Machinability Criteria in Dry Turning
of Nickel-Iron—-Chromium-Based Superalloy . .................... 407
Anadh Gandhi, Kumar Abhishek and Soni Kumari

A Review on Dissimilar Friction Stir Welding of Aluminum Alloys
to Titanium Alloys . . ...... ... ... ... ... . ... 415
Surya Jain, Krishna Bhuva, Palak Patel and Vishvesh J. Badheka

Vibration-Assisted Multipurpose Cutter. . . ... ................... 427
Ajay Kale, PL. Ramkumar and Dipankar Deb

Effect of Sheet Thickness and Grain Size on Forming Limit Diagrams
of Thin Brass Sheets. . . .. ... .. .. .. . . . . . ... 435
Dhruv Anand and D. Ravi Kumar

Electrochemical Deburring of Al6082 Using NaCl Electrolyte:

An Exploratory Study . ........... ... ... . . ... .. 445
Satisha Prabhu, Abhishek Kumar and Vishvesh J. Badheka
Harmonic XFEM Simulation of 3-D Cracks. . ... ............... .. 459

Saurabh Kumar Yadav, Nathi Ram and I. V. Singh

Effect of Microbial Growth on Internal Resistances in MFC:
A Case Study . . . ... . . 469
Ambika Arkatkar, Arvind Kumar Mungray and Preeti Sharma

Effect of Geothermal and Other Renewables on AGC of an

Interconnected Thermal System . . . . ........................... 481
Washima Tasnin, Lalit Chandra Saikia, Debdeep Saha, Rumi Rajbongshi

and Arindita Saha

Numerical Comparison of Defect-Induced Performance Degradation
in CZTS and CZTSSe Solar Cells .. ............. ... ........... 493
Jaykumar Patel, Dharmendar Kumar and Kshitij Bhargava

Wavelet Transform and Variants of SVR with Application
in Wind Forecasting . . . . .......... ... ... ... ... ... ... . ... .... 501
Harsh S. Dhiman, Pritam Anand and Dipankar Deb

Exploring Low Power Design Through Performance Analysis
of FinFET for Fin Shape Variations ........................... 513
Sangeeta Mangesh, P. K. Chopra, K. K. Saini and Amit Saini



Contents

Evaluation of Response Reduction Factor for Un-reinforced
Masonry-Infilled RC Buildings . . . . ............................
Nirav Patel and Sandip A. Vasanwala

Optimal Cycle Time and Payment Option for Retailer . ... .. ... .. ..
Poonam Mishra, Azharuddin Shaikh and Isha Talati

Attentional Recurrent Neural Networks for Sentence
Classification . ... ........ .. .. . . .. . . . . e
Ankit Kumar and Reshma Rastogi (nee Khemchandani)

Least Squares Twin Extreme Learning Machine for Pattern
Classification . ................. ... .. ... ...
Reshma Rastogi (nee Khemchandani) and Amisha Bharti

Impact of Power System Stabilizer on Combined

ALFC and AVR System . . . .. ... .. .. .. .. ...
Rumi Rajbongshi, Lalit Chandra Saikia, Arindita Saha, Washima Tasnin
and Debdeep Saha

Evaporation Ponds: An Effective Measure for Salinity Control . . . . . ..
S. S. Khandelwal and S. D. Dhiman

Effect of Friction Stir Welding of Aluminum Alloys AA6061/AA7075:
Temperature Measurement, Microstructure, and Mechanical
Properties. . . .. ... ... ...
Pratik S. Godhani, Vivek V. Patel, Jay J. Vora, Nishit D. Chaudhary

and Rishab Banka

Progressive Collapse Analysis of Two-Dimensional Reinforced
Concrete Framed Structure . . ............ ... ... ... ........
Eshwar Kuncham and Venkata Dilip Kumar Pasupuleti

Tri-band Semicircular Slit Based Wearable Antenna for Defense
Applications . . . ... ... ...
Rama Sanjeeva Reddy and Amulya Kumar

Experimental Comparison of TIG and Friction Stir Welding Process
for AA6063-T6 Aluminum Alloy ..............................
Navneet Khanna, Bhavesh Chaudhary, Jay Airao, Gaurav Dak

and Vishvesh J. Badheka

Optimal Design and Simulation of High-Efficiency SnS-Based
Solar Cell . . ... ... ... ... ..
Ayush Bakliwal and Saurabh Kumar Pandey

Xi



xii Contents

Correction to: Effect of Friction Stir Welding of Aluminum Alloys
AA6061/AA7075: Temperature Measurement, Microstructure,

and Mechanical Properties . . . ................................ El
Pratik S. Godhani, Vivek V. Patel, Jay J. Vora, Nishit D. Chaudhary

and Rishab Banka

Author Index. . . ... .. . . ... e 637



About the Editors

Dipankar Deb completed his Ph.D. from the University of Virginia,
Charlottesville, with Gang Tao, IEEE Fellow and Professor in the Department of
ECE in 2007. In 2017, he was elected to be IEEE Senior Member. He has served as
Lead Engineer at GE Global Research, Bengaluru (2012-2015), and as Assistant
Professor in electrical engineering, IIT Guwahati (2010-2012). Presently, he is
Associate Professor in the Department of Electrical Engineering at the Institute of
Infrastructure Technology Research and Management, Ahemedabad, India. He
leads efforts towards innovation. He is Student Startup and Innovation Project
Coordinator at ITRAM. He mentors students to build intellectual property rights
(patents).

Valentina E. Balas is currently Full Professor in the Department of Automatics
and Applied Software at the Faculty of Engineering, “Aurel Vlaicu” University of
Arad, Romania. She holds a Ph.D. in applied electronics and telecommunications
from the Polytechnic University of Timisoara, Romania. She is the author of more
than 250 research papers in refereed journals and international conferences. Her
research interests are in intelligent systems, fuzzy control, soft computing, smart
sensors,information fusion, modeling and simulation. She is Editor-in-Chief of
International Journal of Advanced Intelligence Paradigms (IJAIP) and
International Journal of Computational Systems Engineering (IJCSysE); editorial
board member of several national and international journals; and is Director of
Intelligent Systems Research Centre in Aurel Vlaicu University of Arad. She is
Member of EUSFLAT and SIAM; Senior Member of IEEE; and TC Member of
Fuzzy Systems (IEEE CIS), Emergent Technologies (IEEE CIS) and Soft
Computing (IEEE SMCS).

Xiii



Xiv About the Editors

Rajeeb Dey is presently working with National Institute of Technology, Silchar,
Assam, India, as Assistant Professor in the Department of Electrical Engineering.
Before joining NIT Silchar, he has served Sikkim Manipal University, Sikkim, for
12 years in various positions (Lecturer, Reader and Associate Professor). His
research interests are time-delay systems and control, robust control, control of
biomedical systems and application of wireless communication in control. He is
presently a reviewer of many SCI(E) journals related to control engineering and
applied mathematics. He is Senior Member of IEEE and CSS, Life Member of
System Society of India and Member of Institution of Engineers (India).



Public Key Cryptography Using m
Harmony Search Algorithm L

Suman Mitra, Gautam Mahapatra, Valentina E. Balas
and Ranjan Chattaraj

Abstract Privacy is a very important requirement for viability of modern infor-
mation sharing through cyberspace and the modern cryptology is ensuring success.
Harmony Search Algorithm (HSA) is a new meta-heuristic computation technique
inspired from musical improvisation techniques, where searching for a perfect har-
mony is the objective of this technique. Public Key Cryptography heavily relies on
key pairs which are large prime numbers. Our adaptation of the HSA tries to provide
afastkey generation mechanism with a feasible implementation. The keys are ranked
based on their harmony and the best harmony is selected as the result of the search
which in turn is used to generate the key pair of RSA, a Public Key Cryptography
technique as a test of effectiveness and success.

Keywords Public Key Cryptography (PKC) - Harmony Search Algorithm
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1 Introduction

Cryptology is a two-step system: the first step is related with making, generally called
cryptography where original messages are transformed in unreadable form called ci-
phertext and the second step is breaking called cryptanalysis, taking the challenges
to transform ciphertext into original messages only by the intended user. Cryptology
guarantees properties like confidentiality, integrity, and authenticity of information
which is shared using highly vulnerable public communications system. The Public
Key Cryptography (PKC) [1] is an asymmetric cryptography technique where a key
pair is used—one key known as Public Key is used for encryption (making) and an-
other key known as Private Key is used for decryption (breaking). Generally, key is a
prime integer number, and factorization of integer number into only two prime integer
numbers is an intractable problem and this is because it is a one-way mathematical
function [2]. The processes of finding keys are mostly dependent on identifying big
prime integer numbers which are done by Random Number Generators (RNGs).
RNGs are a very important building block in the techniques and protocols used in
cryptography [3]. The quality of the key pair is ultimately dependent on finding pure
random numbers which increase the security performance of the keys. There are sev-
eral techniques in literature uses hardware, software, and their hybridized form for
this key management [4, 5]. Nowadays, these key management for PKC have been
devised as optimizing problem and meta-heuristic optimization frameworks are well
suited than other deterministic techniques [6]. Finding prime integers as key pair is an
optimized searching process, well suited for HSA, a newly developed meta-heuristic
computation framework [7]. In the work, we are focusing on the randomness of
keys using HSA which is inherently random, parallel, and robust and inspired from
complex musical improvising system. Any meta-heuristic computation framework
like evolutionary algorithms [8] and simulated annealing [9] are working by imitat-
ing natural phenomenon. Harmony Search Algorithm (HSA) [7] is a meta-heuristic
algorithm which is made from the process of improvising music to search for a per-
fect state of harmony. Musical performances try to achieve harmony pleasing to an
aesthetic standard and HSA tries to find a global solution, i.e., a perfect state using
an objective function. Pitches of every instrument are combined to determine the
quality of the harmony just as the value of the objective function is determined by
the values of the decision variables. Key generation in cryptology has been dealt with
many aspects but the use of HSA in the process is yet to be explored successfully.
A unique or non-duplicate key guarantees better results in encryption process that is
theoretically impossible to break in the decryption process. This work tries to explore
the use of new nonconventional techniques in the key management process.

2 Literature Review

Key management in PKC is a most important issue for its viability and performance
measures. In PKC management key pair, i.e., pair of prime integer numbers cannot be
generated twice, therefore fast prime number generation is required. With the help of
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BAN logic used in symmetric cryptography and combination optimization technique,
Hao et al. [10] have proposed a framework for automatic protocol generation for key
management. Bahadori et. al. [11] described a technique using Euclid’s extended
algorithm for large random prime number generation which is used in the secure
and fast key generation for RSA. Spillman [6] has Genetic Algorithm (GA)-based
meta-heuristics for cryptanalysis. Latter Particle Swarm Optimization (PSO) [12],
Differential Evolutionary Algorithm (DEA) [8], Artificial Neural Network [13], Ant
Colony Optimization (ACO) [14], Bee Colony Optimization (BCO) [15], and most
recently Cuckoo Search Algorithm [16] have been tested successfully in the field
of cryptanalysis after designing different kinds of attacks for unauthentic breaking
of the encrypted message. Use of hybrid form like ANN-GA [17] of nature-inspired
algorithms is also studied in the literature. Patidar et al. [ 18] exploited the interesting
properties of chaotic systems to design a random bit generator, in which two chaotic
systems are cross-coupled with each other. Statistical tests are applied to evaluate
the randomness of the bit streams generated by the Cross-coupled Chaotic Tent Map
Based Bit Generator (CCCBG).

3 Swarm Intelligence for Random Number Generator

3.1 Key Generation

In public key cryptography, strong random number generation is very important
throughout every phase of processing. RNGs are suitable in any cryptographic appli-
cation only when its outputs are strongly unpredictable in the absence of knowledge
of inputs. The security performance of cryptographic systems totally depends on
some secret data that is known only to the authorized persons, but unknown & un-
predictable to others. This unpredictability is achievable in the strong randomized
environments. In our proposed key management process, we have considered these
randomized environments as an optimization problem and HSA is used for best pos-
sible unpredictable keys to provide secured cryptographic system. To test quality of
our proposed RNG, we use Standard Statistical Test suits designed by NIST [19] for
testing pseudo-RNG.

3.2 Harmony Search Algorithm

Like jazz music improvisation, each musician plays a pitch within possible range
to make harmony together. If the all the pitches together make a good harmony,
those individual pitches are stored in the memory of those players for a chance
of making good harmony next time thus making the harmony more pleasing. For
example, lets suppose a band is composed of three musicians: a guitarist, a pianist,
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and a cellist. The three musicians play the notes C3 (130.81 Hz), F3 (174.61 Hz),
and G3 (196.00Hz) accordingly thus making a harmony together known as the C-
major chord. In engineering terms, these frequencies can be interpreted as the values
of decision variables, stored in Harmony Memory (HM) and the value computed
by the objective function for a harmony is also stored in memory. Now, if in the
next iteration the cellist plays Bb3 (233.08 Hz), the harmony changes to C-7 chord
which might be more aesthetically pleasing and if so then these pitches are stored
in the HM thus increasing the chances of making a perfect harmony. Now, when a
musician plays an improvised pitch he/she follows any of the three rules: (1) playing
a pitch from memory, (2) playing a pitch adjacent to a pitch memory, and (3) playing
a totally random pitch from the possible range of the instrument. The three rules
are chosen using two parameters: Harmony Memory Consideration Rate (HMCR)
is used to choose between rules (1), (2) together, and (3), the Pitch Adjutancy Rate
(PAR) is used to decide between rules (1) and (2). The classical HSA for minimizing
problems comprises of the following steps:
Step 1: Initialize algorithm parameters and objective function.
Initialize NVAR, HMS, HMCR, PAR, BW,iterno, MAX_ITR
Step 2: Initialize Harmony Memory. .
HM =[X]] i=1...NVAR,j=1...HMS,X! =rand(L;, U;)
for i=1to HMS
7' = f(X') [Evaluate harmony value of a solution vector]
sort(X',z") [Rank each solution vector with the harmony value]
Step 3: Perform Harmony Search
repeat Step 4 through Step 6 until iterno < MAX_ITR
Step 4: Improvise new Harmony Vector
for k=1to NVAR
if rand(0,1) < HMCR then
if rand(0,1) < PAR then
X, =X, xrand(Ly, Uy) x BW [X,Random member of HM]
else
X, =X,
else
X, =X
Step 5: Update Harmony Memory.
7= fX)
if 7/ <z}’ then
X=X
x}" = f(X}") [X}worst solution vector]
sort(X;, x;)
storeXf’ [X;’best harmony in ith iteration]
Step 6: Update iteration counter.
iterno =iterno + 1
Step 7: Finished.
return X/
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3.3 Public Key Cryptography

The PKC is an asymmetric cryptography technique where one key, known as Public
Key is used for encryption and other known as Private Key is used for decryption.
RSA is used as our case study of PKC. Finding this key pair is an optimization
problem can be solved using meta-heuristic computational framework like HSA.
The process that of finding keys is largely dependent on finding big prime numbers
which are a case of finding random numbers. The challenge is finding large prime
numbers which are generated in a purely random fashion and without repetition.

4 HSA Key Management for RSA

Here, we propose a technique for key pair generation for RSA algorithm using HSA.
The private key requires two large prime numbers for which we first use HSA and
then, the key pair for RSA after maintaining the properties of RSA key pair. The
proposed procedure is described in the following step-by-step form:

Step 1: Initialize Algorithm Parameters and Setup Objective function.
Parameters HM S, HMCR, PAR, BW, MAX_IT R areinitialized. Harmony Mem
ory (HM) holds a set of solution vectors X i, j =1... HMS. These solution vectors
are made up of a set of parameters which is denoted by X;,i = 1... NV AR. Here,
NV AR = N,/2 and N, is the number of bits initialized as the bit length for the pri-
vate key. N}, is divided into two equal parts as each prime number and its multiplied
value is used to get the N, bit key.

Each solution vector is evaluated through the objective function to determine its
harmony value. First, entropy is calculated using Shannons Entropy [20] formula:
H(X) = —(p xlog, p) — ((1 — p) x loga(1 — p)) where p denotes percentage of
randomness. The chi-square value against Shannon Entropy value is calculated us-

Ob dH(X) — Expected H(X))?
ing the formula: C? = (Observed H(X) xpected H(X)) . Lastly, Coefficient
ExpectedH (X)

C2
of Auto-correlation (Phi-coefficient) is calculated: ¢> = —, wheren = HM S. The

n
square root of coefficient of auto-correlation (¢) is used as the harmony value for

ranking the solution vectors. The pseudo-code of this cost function given at the end
of this the step- by-step method descriptions.

Step 2: Initialize Harmony Memory

The HM consists of solution vectors of numbers as bits. Each vector is the size of
NV AR and there are HM S number of solutions in the memory. The memory is
HM =X/,i=1...HMS, j =1...NVAR. Each solution is evaluated using the
cost function and the respective harmony value is stored. Each vector is ranked after
all the vectors are initialized and evaluated.
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Step 3: Improvise a new Harmony Vector

A New Harmony vector is improvised using either one of the three rules for each
parameter: (i) Find a random value of the parameter from H M and perform a slight
improvisation using BW, (ii) Find a random value of the parameter from H M, and
(ii1) Assign a random value to the parameter between L; and U;. The rules are applied
using HMCR and P AR on the basis of chances. After improvising a vector, it is
evaluated using cost function.

Step 4: Update Harmony Memory.

If the new improvised solution vector has a better harmony value than the worst har-
mony in the H M, then the worst vector is replaced with the new improvised vector.
Also, the best harmony vector is found after sorting each solution.

Step 5: Check Termination Criteria and check for Primality.

Step 3 and Step 4 are repeated for M AX_IT R number of times. The best solution
is then checked if it is prime or not. If not then 2 is added or subtracted to the number
and again checked for primality until a prime number is found. Miller Rabin [21]
primality test is used to determine if the number is non-prime or not.

Step 6: Generate Second Prime and check for Co-Prime.

Step 2 through Step 5 are repeated to generate a second prime number. After the
two prime numbers are found, their co-primality are checked. If the numbers are
not co-primes, then a new set of primes are generated using the above steps and is
repeated until a pair of co-prime numbers are found

Step 7: Compute Private Key.

The public key e is acommon key which is predetermined. The private key d is calcu-
lated using the formula d = e~ 'mod¢ (n); ¢ (n) = (p — 1) x (g — 1). The key pair
e and d are returned as solution of the algorithm.

Function CostKeyPair(X"e", X°9)

begin
for i=1 to NVAR do
begin
DM = abs(X?'4 — X1ev)
Nl=ix DM
N2 =ix X!
end

p =abs(N1 — N2)/N2

H = —(p xlogap) — (1 = p) xloga(1 — p)
CHI =(H —Ep)*/En
V=CHI/HMS

return 'V

end
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5 Experiments

5.1 Experimental Setup

The experiments have been conducted on a Windows 10 x 64 OS using Python 3.6
development environment running on an Intel Core i5 6400 @2.70 GHz and 8 GB
DDR4 @2400 MHz RAM and a Gigabyte H1 10M-DS2-CF with a NVIDIA GeForce
GTX 750 Ti. The parameters set for the algorithm are as follows: (Table 1).

5.2 Results

The algorithms runtime and the intermediate HM values in each iteration is recorded.
Below are two graphs to show the performance of the proposed algorithm. The first
graph shows the harmony value of the best harmony in each iteration. The two
colors orange and blue represent the two numbers harmony value in each iteration
respectively. The graph shows that the numbers have a similar harmony value towards
the end of the iterations. Here, we shall clarify that this nature is observed for multiple
variations of NVAR sizes and on multiple instances of same NVAR size. The graph
in Fig. 1 is made with NVAR size of 1024 bits.

The next graph shows the average harmony of the HM in each iteration. Similarly,
the orange and blue colors reflect the average harmony in two runs for the two num-
bers. In Fig. 2 the graph shows the decay in harmony value in progressive iterations.
This implies that the randomness of the numbers in the solution vectors is increasing
in the Harmony Memory. The values of the best harmonies after the two searches are
complete are very small numbers which indicate that they have low auto correlation,
that will result in a better randomness. This graph is also made with 1024 bits NVAR
size. The algorithm was tested on different NVAR sizes.

Table 1 Algorithm parameters for the tests of the discussed results

Parameters Values

Np 1024, 1536. ..4096
NV AR 512,768 ...2048
HMS 500

HMCR 0.85

PAR 0.2

BW 0.05

L 0

U 1
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In Fig.3, the graph is a runtime graph of the algorithm with NVAR sizes up
to 4096. The points are taken as average of 25 individual runs. The intervals are
of 512bits starting from 512bits. This following graph shows that the algorithms
perform really well for different NVAR sizes, which indicates that this process can
be implemented on high-security standards of encryption systems which requires a
large number bit in its keys.

The algorithm was also tested for its quality of generating pseudo-random numbers
with a standard set of tests designed by NIST. Here we present the result of the
algorithm based on the tests in the NIST test suite standard, in the following Table 2.

Each of the tests generates a p-value as its result which indicates the score of the
algorithm’s data provided to that test. For all the tests done the expected conclusion
is based on that if p < 0.01, then the result would be concluded nonrandom.
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Table 2 NIST Test suite results on different NVAR sizes (MBF—Mono Bit Frequency, BF—
Block Frequency, LC—Linear Complexity, AE-Approximate Entropy, CS—Cumulative Sums,
RE—Random Excursions, REV—Random Excursions Variant, CSR—Cumulative Sums Reverse)

Tests 1024 1536 2048 2560 3072 3584 4096

MBF 0.36457 | 0.79847 |0.79088 |0.10919 |0.15934 |0.86734 |0.06984
BF 0.34657 |0.40988 |0.40195 |0.82220 |0.22368 |0.91884 | 0.06945
Runs 0.99556 | 0.18482 |0.82632 |0.99314 |0.71778 |0.00555 |0.31144

Spectral | 0.58074 |0.30811 |0.29168 |0.31167 |0.14512 |0.80626 |0.02770
NOTM 0.85407 |0.73539 | 0.84414 |0.05307 |0.95080 |0.72674 |0.72577
LC 0.91969 |0.06983 |0.98560 |0.00509 |0.80881 |0.03572 |0.91966
Serial 0.99407 10.99999 |1.00000 |1.00000 |1.00000 |1.00000 | 1.00000
0.99881 1.00000 | 1.00000 |1.00000 |1.00000 |1.00000 |1.00000

AE 0.99949 |0.02503 | 0.00155 |0.00001 |0.00000 |0.00000 |0.00000
CS 0.35752 | 0.56454 |0.25466 |0.11016 |0.20124 |0.89617 |0.13493
RE 0.79278 |0.43776 |0.99451 |0.12885 |0.95299 |0.03053 |0.15670

0.22092 | 0.64381 |0.98800 |0.19887 0.83246 |0.23943 |0.20582
0.46603 |0.50461 |0.53353 |0.64072 |0.75773 |0.31606 |0.78945
0.23803 |0.18603 |0.80136 |0.49178 |0.72369 |0.36632 |0.58594
0.72905 |0.62339 |0.50249 |0.86779 |0.66446 |0.20747 |0.38614
0.54090 |0.68286 |0.00000 |0.19336 |0.76162 |0.20406 |0.39734
0.05093 |0.68072 |0.00007 |0.55543 |0.50142 |0.49047 |0.26306
0.23449 | 0.80836 |0.00133 |0.94220 |0.57987 |0.22047 |0.55422
REV 0.21184 |0.18381 [0.76643 |0.38730 |0.22516 |0.04235 |0.67125
0.18380 |0.36131 |0.75183 |0.28293 | 0.20554 |0.05254 |0.69854
0.16127 | 0.40457 |0.73410 |0.20650 |0.21092 |0.07039 |0.94472
0.13529 |0.63144 |0.71192 |0.15186 |0.30076 |0.06350 |0.88017
0.12809 | 0.85968 |0.68309 |0.12896 |0.57844 |0.08484 |0.86763
0.16301 |0.68850 |0.64343 |0.07859 |0.71092 |0.28459 |0.63660
0.20779 | 0.87437 |0.58388 |0.04166 |0.48290 |0.18645 |0.21876
0.26206 |0.91871 |0.63735 |0.06735 |0.42801 |0.05501 |0.38648
0.38203 | 0.72367 |0.68309 |0.23476 |0.37749 |0.13965 |0.80259
0.84597 |0.47950 |0.68309 |0.92113 |0.92189 |0.62246 |0.08012
0.91070 |0.35833 | 0.47950 |0.73160 |0.57130 |0.31977 |0.02092
0.60219 |0.23568 |0.85513 |0.72315 |0.75887 |0.54483 |0.05735
0.50874 | 0.28505 |0.75762 |0.65337 |0.76685 |0.54530 |0.05878
0.62722 | 0.34578 | 1.00000 |0.44778 |0.34318 |0.51151 |0.08012
0.88358 |0.39377 |0.71192 |0.40320 |0.35939 |0.79502 |0.11344
091419 |0.43277 |0.57130 |0.39459 0.76482 |1.00000 |0.07142
0.90021 |0.46521 |0.24625 |0.31874 |0.83949 |0.87374 |0.17524
0.83210 |0.49272 |0.11314 |0.26930 |0.47555 |0.65429 |0.16314
CSR 0.51924 |0.79943 | 0.41536 |0.13771 | 0.10709 |0.98303 |0.02170
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Running Time of Different NVAR Sizes

2.5 4 —— Runtime

2.0 1
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NVAR Size

Fig. 3 Running time for different sizes of NVAR

6 Conclusion

The algorithm was tested rigorously for performance check on different conditions.
Changing the NVAR size to higher numbers made sure that algorithm maintains its
functionality despite having huge computational overhead. The performance of the
algorithm is very satisfactory, but implementing parallel programming architecture
will make a huge impact in the runtime of the algorithm. Also, reviewing the NIST
test suite results gives the conclusion that the algorithms performance of delivering
large keys are of a random nature, which implies that the algorithm is successful in
maintaining the primitive security measure of the RSA algorithm.

Acknowledgements The authors wish to acknowledge the support of the Post Graduate Teaching
and Research Council of Asutosh College.
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Performance Evaluation of Various )
Digital Modulation Techniques Using L
GNU Radio

B. Siva Kumar Reddy, Dhrumil Modi and Sumit Upadhyay

Abstract Recently, wireless technology became an emerging technology in com-
mercial, medical and research domains. The communication between a transmitter
and receiver are broadly divided into two such as wired and wireless. Modulation is
required for any kind of communication to reduce the height of an antenna, avoid
signal interference, etc. Therefore, this paper mainly focuses on the implementa-
tion of various digital modulation techniques such as amplitude-shift keying (ASK),
frequency-shift keying (FSK), phase-shift keying (PSK), Gaussian frequency-shift
keying (GFSK), quadrature amplitude modulation (QAM) and Gaussian minimum-
shift keying (GMSK), which are currently being used in all wireless technologies.
In this paper, an open-source free software, GNU Radio is employed to analyse the
performance of modulation techniques and the necessary results are presented.

Keywords GNU radio - PSK - GMSK + GFSK - QAM

1 Introduction

In a basic communication system, the incoming signal from a source (audio, video,
text, temperature, etc.) is converted into electrical signals by a transducer and then,
the signal is processed through various stages such as coding, analog or modulation,
power amplifier and transmitted by an antenna. The transmitted signal is received by
the receiver antenna and processed through demodulation, decoder and transducer
to get the original signal. However, in a digital communication system, the incoming
signal is sampled and converted into a discrete signal before transmitting and then,
a particular digital modulation technique is applied [1].

B. Siva Kumar Reddy () - D. Modi - S. Upadhyay

Department of Electrical Engineering, Institute of Infrastructure Technology
Research and Management, Ahmedabad 380026, Gujarat, India

e-mail: bsivakumar100@ gmail.com

© Springer Nature Singapore Pte Ltd. 2019 13
D. Deb et al. (eds.), Innovations in Infrastructure, Advances in Intelligent Systems
and Computing 757, https://doi.org/10.1007/978-981-13-1966-2_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1966-2_2&domain=pdf

14 B. Siva Kumar Reddy et al.

1.1 Digital Modulation Techniques

A. Amplitude-shift keying (ASK):
In this technique, incoming digital samples are divided into different discrete
amplitude levels based on numbers of message signals. When the amplitude
level of message signal is high (logic 1), then the amplitude level of a carrier
signal appears in the output. When the amplitude of message signal becomes
low (logic 0), then the carrier signal will not be present in the output. Therefore,
the presence of a carrier wave indicates binary 1 and its absence indicates the
binary 0 [2].

B. Frequency-shift keying (FSK):
Presence of data in the message signal represents a high-frequency carrier signal
(logic 1) and absence of data represents a low-frequency carrier signal (logic 0)
in the modulated signal [3].

C. Phase-shift keying (PSK):
Symbols are separated in terms of phase on the constellation mapping. The phase
of the carrier signal is changed based on logic 1 and logic O of message signal
[4].

D. Gaussian minimum-shift keying (GMSK):
GMSK is a type of continuous-phase frequency-shift keying, in which a Gaussian
filter is used in series of the MSK modulation [5].

E. Gaussian frequency-shift keying (GFSK):
In this technique, a Gaussian filter is used to smoothen the data pulses by reducing
interference and sideband power [6].

F. Quadrature amplitude modulation (QAM):
In this technique, symbols are separated both in amplitude and phase in the
constellation mapping [7]. For example, in 4-QAM, four symbols are transmitted
in which each symbol has 2 bits of data. Thus, number of bits can be increased
to achieve higher data rates [8].

2 GNU Radio

The implementation of software-defined radios (SDRs) takes a large amount of time,
effort and cost as it has to process a tremendous amount of data in real time [9]. Itis not
possible to process such a huge amount of data in real time using MATLAB and other
similar tools which have large expense in acquiring licenses. Therefore, in this paper,
an open-source free software, GNU Radio is used to avoid this problem. GNU Radio
is an open-source free software development toolkit for building any kind of real-time
signal processing applications, and it offers more than 150 building blocks for signal
processing [10]. In GNU Radio, all the blocks are written in C++ and connected using
Python, and both can be interfaced with the use of Simplified Wrapper and Interface
Generator (SWIG) as shown in Fig. 1. Users can modify existing blocks or and can
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Fig. 1 GNU Radio architecture

also create new signal processing blocks. Some of the important blocks like Throttle
provide protection to the system from damage due to high-speed reading/writing
operations and high sample rate devices. Software-defined radios (SDRs) can be
implemented by connecting Universal Software Radio Peripheral (USRP) hardware
to a GNU installed computer. This universal platform converts high-frequency radio
signals to low-frequency digital samples and sends them to the host computer, where
signal processing takes place.

3 Simulations Model

As shown in Fig. 2, we are transmitting square signal at 126 k sample rate from the
signal source. Packet encoder block converts the signal to digital form and transmits
the data in the form of packets and sends it to the PSK modulation block, and then it
is sent to receiver side through the channel model. FFT sink and scope sinks are used
to observe the output in frequency domain and time domain, respectively. Figures 3,
4 and 5 show the GNU flow graphs to implement GMSK, GFSK and QAM, respec-
tively. In the signal source block, waveform option allows us to select a particular
type of signals such as square, trapezoidal, sinusoidal and cosine; frequency and
amplitude are at user interest. It is allowed to test the behaviour of signal at each
output just by connecting either scope sink or FFT sink. The notebook option in
each block represents to observe the output in a single window. Number of constella-
tions represents the type of modulation, for example four denotes 4PSK, 64 denotes



16

B. Siva Kumar Reddy et al.

—1

PSK Mod

Number of Constellation Points: &

Gray Code: Yes
Differential Encoding: Yes
Samples/Symbol: 2
Excess BW: 150m

I__ » Is-nnhmlz&

WX GUI Scope Sink
Tithe: Tx

Motebook: notebook, 0
Trigger Mode: Auto
¥ Axis Label: Counts

WX GUI Scope Sink
Tithe: Rx
> Sample Rate: 126k
. Motebook: notebook, 1
Trigger Mode: Auto
¥ Axis Label: Counts

WX GUI FFT Sink
Title: FFT Pict
Sample Rate: 126k
Baseband Freg: 474M
¥ per Div: 10 d8

» ¥ Divs: 10
I Ref Level (dB): 0
Ref Scale (p2p): 2
FFT Size: 1.024k
Refresh Rate: 15
Motebook: notsbock, 2
Freq Set Varname: None

Fig. 2 GNU schematic to implement PSK transceiver
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Fig. 3 GNU schematic to implement GMSK transceiver

64PSK. Thus, various wireless communication standards, systems and protocols can
be implemented and tested easily using GNU Radio.
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Fig. 5 GNU schematic to implement GFSK transceiver
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4 Results

Figures 6, 7, 8 and 9 show the corresponding outputs observed scope sink for PSK,
GMSK, GFSK and QAM, respectively. Figure 10 shows the original message signal
received at the receiver, which is the same for all modulation techniques since the
same message signal is considered for all the techniques. Different colours shown
in figures represent real and complex values. We can observe the impact of noise on
the signals by changing the noise voltage value in channel model block. GNU Radio
library provides various simulation channels such as multipath fading with Rayleigh
and Rician fading to observe the behaviour of received signals. The parameters which
are shown on blocks in GNU schematics are reconfigurable at runtime also which is a
major advantage of using GNU Radio. All these blocks are divided into four such as
source blocks, intermediate blocks, sink blocks and type conversion blocks. Signal
source block consists of a set of variables to produce an output, namely frequency,
sample rate and amplitude. Source blocks are used to generate any kind of signal
and the intermediate block is used to perform specific signal function (say filtering,
modulation, etc.) on the generated signal and sink block is used to observe the output
in terms of time domain, frequency domain, waterfall output and audio domain, etc.
Each block has its own data type such as float, short, byte and integer, therefore, type
conversion blocks are used to convert one data type to other and different colours are
provided for different data types in GNU Radio library. The different colours at input
and output of each block represents the type of data given and taken, respectively. For
example, Green, Magenta, Yellow, Orange and Blue represents integer, byte, short,
float and complex data, respectively.

Tene: Q00OMHH3
Counts 150582
1 Gt

o

25 3 35 4 a5 5 55 3
Time (ms)

Fig. 6 Output waveform of PSK



Performance Evaluation of Various Digital ...

19

Rx OUTPUT o=
2
15
L [ ! [ [ A
‘E L N | & IS i N J 5
3 0T TR T W i By =
_1 | f r ¥ '
-15
2
5 6 8 10 1 12
Time (ms)
Fig.7 Output waveform of GMSK
i Rx OUTPUT [
15
1 ) [ \
8 05 | N
cE e ~ : ~
g 0 ’,J 1 T | .. o . .
Y o5 /- | | )
‘_1 ¥ I . I f f
-15
2
5 6 8 10 1 12
Time (ms)
Fig. 8 Output waveform of GFSK
Rx OUTPUT H &
2
15
I 1
g 05|\ | \
E { : %
3 0 SR S S b e ~ e S L2 B e
- | : > .
Y s - 8
-1 .
-15
2
5 § 8 10 m 12
Time (ms)

Fig. 9 Output waveform of QAM



20

Power (dB)

B. Siva Kumar Reddy et al.

FFT Plot |l
o
-10
20 "
-30
|
A0
e | A |
-60
70
80 |
50 I
2 -60 40 -20 [] 2 @ &0
Frequency (kHz)

Fig. 10 FFT output waveform of all modulation methods

5 Conclusion

In this paper, various digital modulation techniques are analysed by creating schemat-
ics using GNU Radio. The transmission and reception of a signal with different
modulation techniques such as ASK, PSK, GMSK, GFSK and QAM are observed
in terms of time domain and frequency domain. Furthermore, the necessity of GNU
Radio in the area of wireless communications is also presented.
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Parameter Validation to Ascertain )
Voltage of Li-ion Battery Through i
Adaptive Control

Bhavani Sankar Malepati, Deepak Vijay, Dipankar Deb
and K. Manjunath

Abstract The objective of this paper is to ascertain the open- circuit voltage of a
Lithium-ion battery in the presence of an uncertain parameter. The parameter relating
to the state of charge (SoC) and open-circuit voltage are considered. An adaptive
control law is developed to compensate for the uncertain parameter by considering
its possible range of variation and estimating that parameter. Lyapunov stability
analysis is carried out to ensure asymptotic stability and signal boundedness of the
states associated with the system. The effectiveness of the methodology employed is
verified by studying the dynamics of the battery in charging and discharging modes
of operation. The robustness of the proposed adaptive controller is validated by
considering the change in uncertain parameter to ensure asymptotic tracking.

Keywords State of charge (SoC) - Parameter uncertainty + Adaptive control
Model Reference Adaptive Control (MRAC) - Li-ion battery

1 Introduction

Nowadays, the applications of battery energy storage system are increasing at a rapid
rate with its utilization in many aspects such as power bank for mobile phone [7],
transportation through electric vehicle [18], energy backup for microgrid [16], etc.
The power output of the battery system needs to be controlled as per system require-
ment. The main challenges associated while dealing with battery energy storage
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system is estimation of SoC and determination of battery voltage for a particular
charged condition [2, 12, 22]. The terminal voltage of the battery is usually deter-
mined by portraying the characteristics between no-load voltage (symbolized as v,)
and SoC [22]. The particular characteristics of a typical Li-ion battery is shown with
a polynomial expression [25].

The motivation behind the present work is to accurately define the no-load voltage
versus SoC relationship such that the problem of voltage determination is alleviated.
Specifically, ascertaining the coefficients of polynomial expression relating no-load
voltage and SoC. The problem of uncertainty in the parameter is overcome through
adaptive control. Adaptive control is the suitable option for designing the controller
to achieve the best possible operation under uncertain and varying system conditions
[5]. In general, the design of controller involves maximizing the performance index.
However, the conventional control does not have the potential to adapt to system
uncertainties and variations. In this aspect, adaptive controllers possess an edge over
other techniques. It involves adaptive updation of control parameter in the presence
of uncertainity and/or model variances and thereby enabling the system to achieve
desired response [21]. Adaptive control can also be employed along with parameter
estimation [1]. There exist adaptive techniques such as Model Reference Adaptive
Control (MRAC), Inverse Adaptive Control (IAC), etc., in designing the controller
[4, 6, 10, 19, 20]. As stated earlier, the considered model of Li-ion battery consists
of an uncertain parameter which can be estimated by employing adaptive control.
In particular, Model Reference Adaptive Control (MRAC) is employed to estimate
the uncertain parameter. Here, the dynamics of the working battery model will be in
accordance to the dynamics of the reference battery model.

The rest of the document is organized as follows. Modeling of lithium-ion battery
is explained in Sect. 2. Section 3 deals with the adaptive control law developed to
meet the objective of parameter validation. Simulation results are verified in Sect. 4.
Finally, concluding remarks are drawn in Sect. 5.

2 Modeling of Lithium-Ion Battery

A typical lithium-ion battery can be modeled in many ways [3, 9, 15, 26, 27].
Modeling of battery storage system can be carried out in a simpler manner through
equivalent circuit representation [17]. In the present work, equivalent circuit repre-
sentation is followed up to second order [8] where a dependent voltage source v, is
placed in series with a source resistance R, and two RC combinations as shown in
Fig. 1. Here, the dependent voltage source (i.e., open-circuit voltage of battery v,.)
is treated as the function of SoC. The mathematical relation between v, and SoC is
usually shown with a second-order polynomial expression. However, the aforesaid
relation is found to be linear in certain region [17]. For simplicity, only linear region
is considered in the present work. The open-circuit voltage is expressed as

Voe = A1Xsoc + Ap- (D
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Fig. 1 Equivalent circuit R, Rs
representation of Li-ion
battery

In other words, the characteristics between these variables is taken as a straight line
with slope as ‘a;’ and y-intercept as ‘ay’. The state variables of the considered battery
are xgoc (SoC), voltage across capacitors C; and C, (symbolized as v; and v,). The
variation of SoC with time is governed by the following expression.

Fuoe (1) = Xioe (0) — é O/ i %)

where, ‘Q’ and ‘x4, (0)’ refers to rating of the battery in Ampere hour or Coulomb
and initial state of charge, respectively.
The state equations of the battery are as follows:

. -1,
Xsoc = —~ Ut
0
. -1 n I
V) = 1% —1
1 R.C; 1 C t
) -1 n I
V) = Vv — ;.
2 G 2 o

The terminal voltage equation of the battery is shown below.
Vi = A1 Xsoc + A0 — VI — V2 — R‘viz- (3)

The above equation holds good in discharging mode of operation, i.e., battery acting
as a source. The same equation in charging mode of operation can be obtained
by reversing the direction of terminal current. The particular battery system can
be modeled by taking terminal current and voltages as input and output variables,
respectively. The described system consists of the uncertain parameters ao and a;
in the output. In this paper, the adaptive control law is developed to address the
uncertainty pertaining to a;, assuming ao is a known parameter. The equations can
be rearranged by choosing a new state x; given by

X1 = A1 Xsoc- (4)
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In realizing the same system with new variables, the uncertainty can be seen in state
x; rather than in the output. For simplicity, consider v; = x, and v, = x3. For the
terminal current of u(t), the state equations are as follows:

. T4
x| = 0 u(t)
. —1 1
X = R.C, X2+ C—lu(l)
. —1 1
X3 = chzxg + au(t)
y(@) = ap +x1 — x2 — x3 — Ryu(?). (5)

In many applications, each state variable may not be directly measurable [24]. In
the working system, SoC of Li-ion battery cannot be measured directly. The other
state variables are insignificant in the present context as the physical phenomena
of battery is realized in the form of equivalent circuit. Hence, a state estimator like
Kalman filter is used with rational assumptions [12, 26]. It is an algorithm which
estimates the system states where few (or all) states are not directly measurable. It
requires process noise co-variance data along with state-space model of the system

[11].

3 Design of the Adaptive Feedback Control Law

A reference system is chosen such that the system has desired characteristics and it
is defined as follows:

A

X —ai
X =—r)
0

S
= b+ —r

? RiCy ? Cy
2 -1 1

= —r(t
X3 R2C2x3+ Czi’()
Yr=ao+ X1 — X2 — X3 — Ryr (1), (6)

where a, is the estimated parameter in the reference system, r(t) is the reference
signal and the reference states are x;, i = 1, 2, 3.

Constraint over parameter estimation. The parameter estimate a; is to be updated
from an adaptive law and should stay in prespecified regions (that is, a; > 0, since
actual parameter a; is greater than zero) needed for implementation of the adaptive
control. This constraint is built with the understanding that the terminal voltage
available is more when SoC is more.
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Subtracting (5) from (6) and defining a, (t) = a;(t) — a,(¢), we obtain the error
signalse; = x; —x;,i = 1,2,3 as

ep=—W—r)——u
‘T 0
iy = — u—r)
e = ér — —uU—r
T RGTT G
-1 1
by — ——(u—r). 7
e R2C263 Cz(u r) @)

We define the adaptive update law for the parameter estimate as

a = p—1€1u, (8

vQ
and choose adaptive control law u(¢) given by

—piei(t) ., prea(t)  pies(t)
—_a - - + - - -

c ) ) + (D), 9)

u(t) = ( (1) +

where p;, i = 1, 2, 3 are the constants which could be adjusted in order to obtain the
desired response.

Lemma 1 The adaptive control scheme with control law u(t) in the (9) updated by
the adaptive law in (8), when applied to linear error dynamics (7) ensures that the
all closed loop signals within the system are bounded and the tracking error asymp-
totically approaches zero, that is, lim,_, o e;(t) = 0,i =1, 2,3 [13, 14, 23].

Proof We define a positive definite function V as follows :

3
1 |
V=3 gpie? + Eyla% (10)

where p; > 0,i=1,2,3 and y > 0, and we ascertain the dynamical system for
asymptotic stability. After differentiating V in (10), we get

V = pieié) + prerés +P3€3é3+)/1t~11;ll (11)
Since a; (1) = a1 (¢t) — a,(t), so by differentiating a, (r), we obtain

a1 (t) = a1 (t) — & (t)
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where iz! vanishes as a; is constant term. Now, substituting the values of ¢;(¢) from
(7) and a, from above in Eq. (11), we have

pia p1ai D2 5, D2
V=—eu—r)— —-eu— e5 + —ey(r—u)
0 0 RiC; > C
pP3 o2 D3 ~ A
_R2C2 e3 —+ 663(}’ —u)+ yiaiai. (12)

On substituting ézl from (8), the following expressions can be obtained:

_pI&I b2 o, D2

v =50"" — ) = e _
0 ef(u—r) R1C162+ Clez(r u)
P33 o, D3
— — —u). 13
R2C263 + Czea(r u) (13)

In the above equation, consider V; given by

P3 P2 5
V= — _ . 14
T TRGS T RG (14

It can be seen that V| < 0, because V) carries negative definiteness in itself. There-
fore,

. pid p3 P2
V=V+— - == —r) - = —7r). 15
| 0 el(u—r) I e3(u—r) c, ex(u—r) (15)

Substituting the adaptive control law given by (9) in the above equation, we get
vV <0. (16)

This implies that, asymptotically, the defined function V will become zero. Hence we
conclude lim,_, » €;(t) = 0, i = 1, 2, 3. It can be noted that the asymptotic stability
is not lost though the constraint described earlier is not imposed in the proof.

4 Case Study

In this section, simulation studies are presented to show the efficacy of the employed
methodology. The specifications corresponding to Li-ion battery are shown in
Table 1. The gains p;, p, and p3 are assigned with 5 x 10%, 1 and 1 respectively
and y as 107, The optimal values of these parameters are selected by changing each
of them in an iterative manner from a very low value to very high value. Table 2
shows the nominal values and range of the parameters ag, a; and SoC [15, 17].
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Table 1 Main specifications of the Li-ion Battery

Symbol Description Value Units

Q Capacity of the battery | 2.5 Ah

Ry Series resistance 0.01 Ohms

R, R RC branch resistances | 0.016 Ohms

C1,Cr RC branch 2200 Farads
capacitances

Table 2 Nominal and range of parameters for a typical Li-ion battery

Parameter/state Nominal value Range

ap 3 [2.5,5]

aj 0.5 [0.05, 0.6]
SoC 0.8 [0.05, 0.95]

In this simulation, the considered Li-ion battery model is subjected to both charg-
ing and discharging modes of operation. Initially, battery is charged with a current
1.2 A for 300s and then discharged with 0.8 A for next subsequent 300s as shown
in Fig. 2. The chosen lower limit for the estimated parameter for a; is 0.001. The
applicability of adaptive control is verified by introducing a sudden disturbance in the
parameter a; at 450th sec, which changes from initial 0.5-0.7. Although such a dis-
turbance may be unrealistic, the control technique is designed to trace the particular
parameter. It can be seen in Fig. 3 that the change in the actual parameter leads to the
change in estimated parameter. The tracking error e; is observed to settle at zero as
shown in Fig. 4. Figures 5 and 6 shows the Terminal Voltage and the estimated SoC
respectively. It is evident that both the quantities tend to increase during charging and
decrease while discharging. The rate of change of voltage and SoC becomes negative
after 300s since the current in battery changed its direction. Also, it is noteworthy
that there is no major change in the output voltage in the event of disturbance intro-
duced in the parameter a; at 450ths. The reason behind this particular observation
is due to the appropriate estimation of a; by adaptive controller.

It is to be noted that the task of ascertaining terminal voltage is accomplished
through proper estimation of uncertain parameter a;. In other words, the terminal
voltage of the battery can be determined by assigning the final estimated value of the
parameter in the voltage equation shown in (1).

5 Concluding Remarks

In this paper, an adaptive control technique is presented against the problem of param-
eter uncertainty associated with Li-ion battery. The task of determining the terminal
voltage of the battery is accomplished through validation of uncertain parameter
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with an assumption that SoC can be estimated. Moreover, the proposed technique
is verified even under the variation of uncertain parameter in order to maintain the
desired response. The methodology described may find a practical application in the
testing and operation of Li-ion batteries.
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Fractional-Order Adaptive Sliding Mode m
Control for a Two-Link Flexible e
Manipulator

Sibbir Ahmed, Kshetrimayum Lochan and Binoy Krishna Roy

Abstract This work addresses some robust control strategies for controlling the tip
position tracking of a flexible two-link robotic arm manipulator with the considera-
tion that the system is having very less friction and less mechanical vibration at the
joints. The flexible two-link flexible manipulator is modelled using Euler-Lagrangian
mechanics. Further, a fractional-order modelling is also done for the same system.
The parameters of the system are taken from a real-time system. The sliding mode
control strategy which is one of the robust control techniques can be made more
robust using adaptive sliding mode and fractional-order adaptive sliding mode. The
use of an adaptive sliding mode makes the tuning of the control parameters eas-
ier with a better response. The simulation results reveal that the adaptive sliding
mode strategy is more robust in terms of changes in the initial conditions as well as
disturbances to the system.

Keywords Adaptive sliding mode control - Fractional-order - Sliding mode
control + Two-link flexible manipulator

1 Introduction

The use of automation in industries is now reaching the pinnacle. The robotic arm
manipulator is the dire need of automation. So, an exhaustive research is going on
regarding the control of robotic arm manipulators. We have two types of manip-
ulators. These are (i) rigid robotic arm manipulator and (ii) flexible arm robotic
manipulator. The use of both types depends on the requirement of an industry, as

S. Ahmed (X)) - K. Lochan - B. K. Roy
National Institute of Technology Silchar, Silchar, India
e-mail: sibbir1993 @gmail.com

K. Lochan
e-mail: lochan.nits@gmail.com

B. K. Roy
e-mail: bkrnits @googlemail.com

© Springer Nature Singapore Pte Ltd. 2019 33
D. Deb et al. (eds.), Innovations in Infrastructure, Advances in Intelligent Systems
and Computing 757, https://doi.org/10.1007/978-981-13-1966-2_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1966-2_4&domain=pdf

34 S. Ahmed et al.

both the manipulators have some advantages over the other [1]. In this paper, we
are dealing with a two-link flexible arm robotic manipulator. We will control the tip
position as well as the tip deflection of a robotic arm manipulator. The main chal-
lenge is that it is an underactuated problem and the modelling of a two-link flexible
manipulator (TLFM) itself is another challenge. The modelling methods include
Euler-Lagrangian mechanics, assumed mode method, finite element method, etc.
Here, we are using a model derived from Euler-Lagrangian mechanics.

A lot of control strategies are there to control the tip position as well as the tip
deflection of a robotic arm manipulator. But, as the subject of the application varies
these control laws also vary. Control laws like trajectory tracking [2], PID control
[3], adaptive control [4, 5] back-stepping control [6] were reported earlier. On the use
sliding mode also there are lots of research like adaptive sliding mode [7], fractional-
order adaptive sliding mode [8] and robust sliding mode based on MRAC [9], etc.
But, for a two-link flexible arm robotic manipulator, control techniques applied are
still less. People are still doing a good research to produce a robust control for a two-
link flexible manipulator. The design of the controller also varies with the system
modelling as well as the field of use, of the robotic arm manipulator.

The studies in the sector of the fractional-order differential equation are increas-
ing in a large extent. Research scholars are finding that fractional-order differential
equation can model a practical system more accurately than an integer-order dif-
ferential equation. The addition of this fractional order to classical control is really
enriching the field of control. The results are becoming more efficient, more realistic,
and becoming more reliable.

The motivation behind using fractional order over integer order is its closeness
to the real-time system dynamics. Flexible robotic arm shows the relaxation phe-
nomenon of material. This relaxation phenomenon is due to the flexibility of mate-
rial, i.e. elasticity. The robotic arm is not purely elastic, it can be somehow related
to the viscoelasticity, which means it is neither pure elastic nor purely viscous. And
this viscoelasticity is the field where there is a much use of fractional calculus.

In this paper, we will be designing a fractional-order system as well as fractional-
order controller of commensurate order for a two-link flexible arm robotic manipu-
lator. The control technique we have considered here is a fractional-order adaptive
sliding mode control (FOASMC) which is desired to work better than adaptive SMC
(ASMC).

This paper is indexed in the following ways, in Sect. 2, we have shown the dynam-
ics of a two-link flexible manipulators. Section 3 deals with modelling of the system.
Section 4 gives the controller design followed by Sect. 5 where the stability of the
sliding surface is proved. Then, there is Sect. 6 with results and discussion. Finally,
we have concluded the paper in Sect. 7.



Fractional-Order Adaptive Sliding Mode Control ... 35

Y, Mp,Ip
y

as,
X2

A 6
[ >
Tq )?1

Fig. 1 Schematic diagram of FLTM

2 Dynamics of a TLFM

The system under consideration is a two-link flexible manipulator whose each of
the two links is controlled by one independent motor connected to its link base. The
motor is connected to the link base by a harmonic drive. The kinetic and potential
energy are calculated to apply Euler-Lagrangian mechanics. System dynamics is
obtained using E-L formulation [10].

The potential energy of the system is given as (Fig. 1)

1 2
V=PFE= Ekstiffa

(}A( i }A’,-) is the general coordinate at the hub of each link. (X;, Y¥;) is the coordinate
tangential to the ith link at the hub of each link. 6; is the angle made with the ith
general coordinate by ith tangential coordinate. ¢; is the angle made with the ith
tangential coordinate by the ith flexible link where i =1, 2.

The kinetic energy is

T = K.Eotl = K Evasel + KELink2 + K Epase2 + K Enk2
1 1 o
K Epaser = Ejeqvel KEpink = E-llinkl (61 + 1)
1 .2 1 N
K Evyser = Ejeq292 K Elink2 = E-IlinkZ (62 + ) (1)
The Lagrangian equation is

L=K.E—-PE. =T-V
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1 . 1 N | . 1 .
L= |:§Jqu912 + thnkl(el +Ol1) + Ejeqzezz + 5Jeq2922i|
1
- |:§kstiff(a12 + 06%)1| (2)
The Euler-Lagrangian equations are
d /oL oL .
—|—=)—-——=T - B0 3
dt <ae> 00 « )
d /oL oL
—(=)-==0 )
dr \ da o
Putting the value of L in (2), then solving, we get
01 = qra1 — 201 + q3dy +kyu @)
0> = geta — G702 + qsiir + kout (6)
&1 = 261 — qaay — g5y — kyu (N
by = q16) — qoata — qrota — kau ®)

where q1, g2, g3, 94, 45, g6, 97, 43.99, G10, k1, ko are the system parameters.

3 Modelling of the System

In the system modelling, the values of the system parameters that we have considered
are taken from the real-time system that is present in our laboratory. These values
are calculated by the instrument provider, i.e. QUANSER by various experiments. In
the following part of this paper, these parameters are termed as b;, where i = 1-10.

3.1 Link-1

The integer-order model of link-1 is

X1 =010 =o13x3 = 01504 = dy;

)'Cl = X3
)'CZ = X4
).C3 =byx, — b1X3 + b31/l

)'64 = —byxy + bix3 — bsu (9)
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where by = 62.9563, b, = 628.889, b3 = 140.4712 and b, = 863.3324.

A fractional-order model represents the system more accurately. A fractional com-
mensurate order model of the system is considered here. The order of differentiation,
« is taken as 0.98.

The FO model of link-1 is:

D%x1 = x3

D%xy = x4

D%x3 = byxy — byx3z + bsu

D%x4 = —b7x2 + b1x3 — bsu (10)

3.2 Link-2

The integer-order model of link-2 is

/ A ! Oy — e
xX; =02 x, = a2, X3 = 02, x4 = a2

X; = x5

Xy = xy

xé = —b4x§ + bsxé + ngi + bgu

Xy = byxy — bgx, — biox, — beu (1)

where by = 496.8, bs = 2271.1, bg = 1.39, bg = 3336.2, by = 28.4, bjy = 41.6.
The FO model of second link of flexible manipulator

o
D%x, = x5
wl
D%x, = x,
’ ’ ’ ’
D%xy = —bsxy + bsx, + boxy + beu
D"‘x4 = b4x3 — bg)Cz — b10x4 — bﬁu (12)

4 Design of Control Law

4.1 Design of Control Law for Link-1

Since we are dealing with the tracking problems, so the sliding surface is designed in
terms of error dynamics. We will be making the sliding variable zero which in turn
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will minimize the error and will do better tracking for both the links. The constants

in the sliding surfaces are tuned manually.
Using error dynamics, the FO sliding surfaces considered are

S| = Da€1 +cie (13)
52 = D%y +cre; (14)
e1 =X — X4 (15)
e =Xy — Xgq1 = X2,asxq; =0 (16)
Do‘el = Do‘xl — Do‘xd (17)
D%, = D%x; (18)
The final sliding surface is

ST =a1s1 +axs (19)

The FO sliding surface is designed as

D“Sl = (a1b7 — a2b7)x2 + )C3(Cl2b1 — a1b1 +aicrxy

+ alcho‘el — CllDa D"xd + (d1b3 — a2b3)u (20)
From Eq. (20) making D*S; = 0, we calculate the equivalent control ue.

For maintaining the sliding variable zero, the discontinuous control is taken as

[p tanh(s)]

A = (a1b7 — azb7)xs + x3(azby — ar1by + ajcaxy
+aic;D%; —ayD*D%xy
B = —(a1b3 — 612[93

A
= —— — ptanh
u B p tanh(s)
Using adaptive parameters, we get

Ay = (ar1hy — azby)xs + x3(azbhy — arby)

+a162X4 +(11C1Da€1 — alD"‘D"‘xd
A
u= -y — p tan h(s)
b=b—b,é=c—¢

The Lyapunov function candidate is considered as

1 o
V:§<Slz+b%+b§+b%+6%+é“§>

2L

(22)

(23)
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Using this Lyapunov function candidate, adaptive parameters are obtained as

D%b; = —S1a1x3 + S1ax3 +kzl;1

Dby = Siaix; +kiby

D7 = —Siaxxy + k3bg

D%c; = S1a1é1 + kacq

D%cy = S1arxy + ks (24)

4.2 Design of Control Law for Link-2

For link-2 also we have the same logic as link-1 for considering the sliding surfaces,
i.e. to minimize the sliding variable thereby making error zero that finally leads to
better tracking.

Using error dynamics, the FO sliding surfaces are considered as

s, = D% +cie, (25)
s, = D%, +cie, (26)
¢ = x| —xq 27)
eé:x;—xdl :x;,asxdl =0 (28)
D%, = D% — D%xy (29)
D%, = D%, (30)
The final sliding surface are
S :als; +a2s; (31)

DaS2 = (a1b5 — azbg)xé +X§(d2b4 — a1b4)
+ (albg +aycy) — azblo)xi
+(11C1Da€/l —(11/.Y'd + (a1bg — arbg)u (32)

From Eq. (32) making D*S, = 0, we calculate the equivalent control ucq.
For maintaining the sliding variable zero, the discontinuous control is taken as
[o tan h(sy)]

A = (a1bs — azbg)xé + xg(a2b4 — ayby) + (a1by
+axcy; — azblo)xf‘ + alch"‘e/l — alD"‘D"‘xd
B’ = —(a1bs — axbg)

4

A
u = —5 p tan h(sy) (33)
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Using adaptive parameters, we get

All = (611135 — azég)xé + Xé(azl;4 — a1£4)

+ (a1 by + azég — Clzb]o)x:‘ + alch“e’l — aj D* D"‘xd
/
1
U= — p tan h(sy)

b=b—b,=c—¢ (34)
Another Lyapunov function candidate is considered as
1 ~ ~ ~ ~ ~
V=§<S§+b§+b§+b§++b§+b%o+5f+E§) (35)
Using this Lyapunov function candidate, adaptive parameters are obtained as

Dab4 = Sgazx; — Szale; + k554
Dabs = Szalx/z + k6l;5
Dabg = —Szazx/z + k75g

D‘)‘b9 = Szalx; + kggg

Dablo = —Szazxil + kgl;]()
Dacl = Szalé/ +k1051
DaCQ = Sgazxé + k1]52 (36)

By designing the fractional-order adaptive sliding surfaces for both link-1 and
link-2, we have derived the control input for both the link. The obtained control
inputs are applied to the systems. The simulated results that we have obtained using
its control inputs are listed in the next section of the paper.

5 Stability of the Sliding Surface

For link-1, the stability of the considered sliding surface (19) is analysed below.
During sliding of the states through sliding surfaces, S; = 0 so putting in (19)

aj (D% + cie1) + ay(D%; + c1e2) =0 (37)
Taking the Laplace transformation, then solving, we get

a1s* e (0)  ajc) +as®

ei(s) (38)

er(s) = o "
acy +aps acy +aps
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Taking inverse Laplace transformation as
al o ai a—1 o
e (t) = <a_>Ea(_C2t )er(0) + (a—>01(l Eq(—c2t"))eq (1) (39)
2 2

here E, is the Mittag-Leffler (ML) function.

The property of a Mittag-Leffler function is that it act as power law at t = 0 and
at t = oo it act as inverse power law. It decays at a faster rate than an exponential
one.

The condition for a ML function to be Convergent is that the coefficient of t has to
be negative. So ¢, has to be positive. In [11], convergence of such system is verified.
This condition is satisfied for our value of ¢, which, in turn, proves the stability of
the fractional-order sliding surface. Here, e, converges to e; and e;(0) and again
to solution of e; is another ML function which again converges to zero. So, e;&e;
converges to zero making the system dynamically stable and produces better tracking
responses. The same can be explained for the sliding surface for link-2 which again
ensures the stability of S, (31).

6 Results and Discussions

The control strategy that is proposed in this paper for controlling the performance of
a two-link flexible manipulator is working in a better sense. Here, we are showing
the use of fractional-order sliding mode adaptive controller over our fractional-order
system. The results produced are listed below. The constants of the link-1 are taken
as:

h =0.002; p = 10; ¢; =16.4; ¢, =0.01; a; =16; a, =0.009; r; =0.08; r, =
0.08; r3 =0.08; r4 =0.08; rs =0.08;

Constants for link-2 are taken as:

h =0.002; p = .1; c; =10; ¢, =0.05; a; =20; a, =0.01; r5 =9.02; r¢ =9.02;
r7 =9.02; rg =9.02; r9 =9.02; r1g =0.04; r;; =0.04

In Figs. 2 and 3, we can see the tracking of link-1(L-1) and Figs. 4 and 5 show
the tracking of link-2(L.-2) with two different sets of initial conditions (ICs) for both
the links, i.e. [0.002 0 0 0]T and [0.2 0.01 0 0]T respectively. For initial condition
[0.002 0 0 0]T the tracking for both the systems are nearly the same and it is tracking
from the start. For initial condition [0.2 0.01 0 0] with FOASMC link-1and -2 are
tracking nearly within 0.2 s and 0.25 s while ASMC is tracking during steady state
and from 0.86 s, respectively.

So, it explains that for link-1and -2 with the use of FOASMC, the tracking of the
system becomes better in transient period of the system. While in the steady state
both are producing nearly the same results.

Figures 6 and 7 are giving tip deflections of link-1 and Figs. 8 and 9 are giving
tip deflection of link-2 with two different sets of initial conditions for both the links,
i.e. [0.002 0 0 0]T and [0.2 0.01 0 0]". For the first initial condition in the link-1 the
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Fig. 3 Tracking of L-1, IC [0.2 0.01 0 0]T

deflection is varying from —0.06 to 0.07 with ASMC and then dying out while with
FOASMC it is in between —0.03 and 0.03 and nearly becomes stable in 7 s.

For the second initial condition with FOASMC, the tip deflection is within —0.03
to 0.03 and getting stable by nearly 6 s while in ASMC, it is still oscillating in —0.05
to 0.05. In link-2 for IC [0.002 0 0 0]7, deflection is in order of 103 with FOASMC
and it is from —0.25 to 0.1 with ASMC. For initial condition [0.2 0.01 0 0]T in
link-2, it is seen that tip deflection is within —0.15 to 0.05 with ASMC and again in
order of 1073 using FOASMC. So, in terms of tip deflection also, we can see that
the performance of FOASMC is better than ASMC.

Figures 10 and 11 give the sliding surfaces of link-1 and Figs. 12 and 13 show the
sliding surfaces of link 2 with two different set of initial conditions. It is seen that
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both the sliding surfaces are converging to zero in a finite period. From Figs. 14, 15,
16, 17, 18, 19, 20 and 21, they show the control inputs to link-1 and link-2 for two
different initial conditions. It is observed that the control input, in case, if FOASMC
is high to make the system track from the initial positions.

Figures 22 and 23 show the tracking responses of link-1 and -2 with sinusoidal
disturbances. These figures clearly show better tracking even with disturbances and
thus, exhibit the robustness property of the proposed controller.
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7 Conclusions

A fractional-order adaptive sliding mode controller is used in this paper to track the tip
position of a two-link flexible manipulator along with suppression of tip deflection.
The performances are compared with the integer-order adaptive sliding mode con-
troller. We have designed the FO sliding surfaces using the error dynamics instead of
states for better tracking of the desired trajectory. Further, sliding surfaces are made
adaptive to the variation of some of the parameters of the system. From the simula-
tion results, it is seen that the FO two-link flexible manipulator with its proposed FO
controller produces better tracking along with small tip deflections compared with
its integer counterpart. Similar performances are also observed when subjected to
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different initial conditions. A commensurate-ordered FO model is considered in this
paper. However, anoncommensurate-ordered model may have a better representation
of the system. So, the same controller can be applied on a noncommensurate-ordered

model of the system in future along with its practical implementation.
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Glucose Regulation in Diabetes Patients )
Via Insulin Pump: A Feedback L
Linearisation Approach

Sipon Das, Anirudh Nath, Rajeeb Dey and Saurabh Chaudhury

Abstract The primary objective of the paper is to design a nonlinear control
technique for a nonlinear intravenous model of Type 1 diabetes mellitus (T1DM)
patient. Input—output feedback linearisation is utilised for deriving the nonlinear
control law based on a modified version of Bergman’s minimal model augmented
with the dynamics of the insulin pump and the meal disturbance. The results depict
that the proposed control technique avoids severe hypoglycaemia and postprandial
hyperglycaemia in the presence of exogenous meal disturbance as well as parametric
uncertainty within a population of 100 virtual T1DM patients (inter-patient variabil-
ity). The efficacy of the proposed control technique is investigated through variability
grid analysis.

Keywords Type 1 diabetes mellitus - Hypoglycaemia - Feedback linearisation
Inter-patient variability

1 Introduction

Due to immune-mediated depredation of the pancreatic S-cells resulting in negligible
secretion of insulin, blood glucose concentrations cannot be tightly controlled within
the safe range (50—180mg/dl) by the pancreas leading to events of hyperglycaemia
(>180mg/dl) or severe hypoglycaemia (<50mg/dl) [11]. While hyperglycaemia
is associated with long-term health diseases such as heart disease, blindness, kid-
ney failure and nerve damage, hypoglycaemia has the immediate effect that may
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lead to diabetic coma leading to death [3, 6]. The dependency of TIDM patients on
exogenous insulin infusions either through multiple daily insulin injections or insulin
infusion pump (IIP) results in hyperglycaemic and hypoglycaemic events. The role
of Artificial Pancreas (AP) system is vital in addressing these issues via closed-
loop control of the blood glucose concentration that is achieved through sensing
the blood glucose by continuous glucose monitoring (CGM) systems and infusing
insulin continuously through IIP as determined by the control algorithm [7]. Despite
the advances in technology and communications in AP systems, important control
challenges exist due to: (i) huge time lags in insulin action, insulin absorption and
glucose sensing dynamics, (ii) exogenous disturbances like meals, exercise, stress
and sleep and (iii) parametric variability both within a population (inter-patient vari-
ability) and within the same T1DM patient (intra-patient variability) [5]. The physi-
ologically based mathematical models of T1DM patients can be broadly categorised
into the intravenous models [4] and the subcutaneous models [6, 15] depending upon
whether the glucose sensing and insulin infusion route are intravenous (directly into
the veins) or subcutaneous (under the skin). In this current work, we have considered
popular Bergman’s minimal model (BMM) that is not only simplistic in structure but
also represents the glucose—insulin regulatory system quite accurately, which have
important applications in ICU medications and treatment of diabetes ketoacidosis
[20].

Various control algorithm like proportional-integral—derivative (PID), model pre-
dictive control (MPC) and fuzzy logic control have been proposed for maintaining
the plasma glucose concentration in the safe range in T1DM patients are discussed
in [11]. Different variants of sliding mode control (SMC) techniques like back steep-
ing SMC [19], Higher order SMC [14, 16] and super twisting controller [1] were
designed for Bergman’s minimal model where the issue of inter-patient variability
was addressed. It is important to note that the design of the control algorithms based
on BMM as reported in [1, 8, 9, 14, 16, 19] did not consider the dynamics of IIP.
The novelty in this paper is the consideration of more realistic scenario for AP sys-
tem by augmenting the pump dynamics [12, 13] to the modified Bergman’s minimal
model [2], where the parametric variability appearing due to inter-patient variability
in T1DM patients is addressed. The design of the nonlinear controller avoids the lin-
earization of the nonlinear dynamics as in [9, 12, 13], thus preserving the nonlinear
characteristics of the system. Since control variability grid analysis (CVGA) [18]is a
significant tool for the performance assessment of closed-loop control techniques in
addressing inter-patient variability, unlike the above-mentioned control algorithms
[1, 8,9, 12-14, 16, 19], here CVGA was performed for 100 virtual TIDM patients.

The paper is structured into four sections. Section 2 deals with the modelling of
the glucose—insulin regulatory system of TIDM patients as well as the design of the
control law. The simulation results investigating the effectiveness of the proposed
scheme is provided in Sect. 3. Section4 contains the concluding remarks and future
scope of the proposed work.
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2 Design Methodology

In this section, an integrated mathematical model that is essentially a modification
of the BMM is introduced where the insulin pump dynamics, as well as the meal
disturbance dynamics, are augmented. The first subsection deals with the mathemat-
ical modelling of TIDM patients. The design of the control law is discussed in the
succeeding subsection.

2.1 Mathematical Model for Glucose-Insulin Regulatory
System

In this present work, the BMM [4] is chosen for the model-based controller design.
A modified version of the BMM is considered here as in [2]. Further, the modified
model is augmented with the insulin pump dynamics as discussed below

Gp(t) = —L,(1)Gp(1) — 1G,(1) + 1 Gy, + D(D) (1)
L) = =2l (1) + c31, () — 31, @
I,(t) = —caly (1) + caly + )[G (1) — 1™, 3)

where the BGC is represented by G (1), the delayed insulin’s effect on BGC by
I.(¢) (min~") and I,(t) (WU/ml) denotes the plasma insulin concentration. G, and 1,
denote the steady state (basal) value of G, (¢) and I,(1), respectively. The BMM is
essentially a compartmental model composed of the dynamics for glucose homeosta-
sis and insulin kinetics as modelled by Egs. (1)—(3) representing the plasma glucose
compartment, the remote insulin compartment and plasma insulin compartments,
respectively. The important physiological parameters of glucose—insulin regulatory
system can be expressed in terms of the BMM’s parameters [2, 4] directly. The
parameter, ¢; (min~") signifies the insulin-independent glucose utilisation occurring
in muscles and liver. Insulin sensitivity is represented by 2 ((WU /ml)~'min~!) and
¢4 (min~) is the rate of degradation of 1,(1). y,[G,(t) — h,,]*t represents the pan-
creatic actions in maintaining BGC (negligible in T1DM patients). As mentioned in
[10], the term D(¢) (mg/dl/min) represents the exogenous meal disturbance (the rate
at which glucose appears in the plasma glucose compartment) that is modelled by
an exponentially decaying function, as follows:

D(1) = —cD(1), ¢ > 0, 4)

where the parameter cs (min~!) represents the time-to-peak glucose following exoge-
nous glucose disturbance.

In this present work, the above-mentioned modified version of the BMM is aug-
mented with a simple first-order linear state-space model that represents the actuator
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(insulin pump) dynamics, thus enabling us to design a suitable controller for regu-
lating BGC in T1DM patients for a more realistic scenario. As reported in [12, 13],
the pump model is represented as

U(t) = cs[-U @) + Uc(1)] (5)

where i represents the time constant for the pump and ‘U’ is the actual insulin
infusion rate as determined by the command input ‘U.’. All the dynamics of the
physiological variables of the glucoregulatory system along with the meal distur-
bance as well as insulin pump dynamics are expressed in a compact form:

X1, = —x1,x%2, — c1x1, + ¢1Gp + x5,

Xo, = —CaX2, + C3X3, — x3,1)

X3, = —cax3, + calp + X4, (6)
X4, = —csx4, + csU,

Xs, = —CeXs,

0

where, x1,, x2,, x3,, x4, and x5, represents G, (1), I.(t), 1,(t), U (¢) and D(t), respec-
tively. The state variable appearing in (6) can be expressed as deviation terms from
their equilibrium as reported in [2].

X1g = —c1X1g — (X¥14 + Gp)X2q4 + Xs4

Joqa = —C2X2q + C3X3q

X3g = —C4X3q + Xaq (7N
Xaa = —Csx4q + c5U,

Xsq = —CeXsq

where the deviated states [x;, X, X3, X4, Xs,]7 are expressed as the difference between
the original states [x;, xa, x3, X4, x5n]T and their equilibrium [x;, = G xp, = 0x3, =
Iy x4, =0 x5, = 0]” are given as follows:

[xln X, X3, X4, X5, ]T = [xlg X2, X3, X4, X5, ]T + [xl{, X2y X3, X4, X5, ]T ) 3)

We can rewrite (7) as in the compact form as,

Xa(t) = f(xq, 1) + g(xq, HU(1), ©)
—c1x1g — (¥1g + Gp) X2 + X54 0
—C2X2q + €3X34 0
where, f(xg,1) = | —c4x34 + Xaq ,8xg,t)=1| 0 |,and output
—C5X4 s
—C6X54 0

Y(t) = h(xg,t) = Cxq, C=[10000] (10)
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2.2 Feedback Linearisation Control Technique

In this work, a nonlinear control law is proposed based on the input—output feed-
back linearisation. A conceptual block diagram of the proposed control technique is
demonstrated in Fig. 1.

The main idea of this control technique is composed of (i) the choice of appropriate
scalar output function and (ii) the linearisation of the input—output mapping of the
original nonlinear system by the proposed controller via successive differentiation
of the selected output. Here, the output of the system is chosen as y = h(xy) = x14
(BGC) that can be measured directly via CGM devices.

y = h(xq) = x4 (11
The derivatives of the output function are calculated as

Y = Lh(xg) = xsq — c1x1a — x2a(Gp + x10),  LoZLrh(xa) =0 (12)

¥? = L h(xa) = (c1 + x2a)(€1X1a — Xsa + %24(Gp + X14)) — CoXsa+
(Gp + x10)(C2%20 — c3x30), L3 L7 (xa) =0 13)

Y = «i’fh(xtz) = co¥salc1 + co +x2q) — (caxaq — €3x3¢)(€1X1g — X504 + (Gp + X14)
(c1 +x2q) + c2(Gp + x10) +x24(Gp +x14)) — c3(Gp + X14) (Xaq — €4X3q) — (C1X14
— x50+ 024 (Gp +x12))(C2x20 — 3334 + (1 +x20)%)  (14)

Augmented TIDM model

1 Insulin Pump 1| 1 Minimal
| dynamics l model
- —————— e ——

{=T(xq)

%= flxg) + g(xa)U,

Blood Glucose

_)

b |
1
1
I
/’

_—Lf“h(xd)+v v=K({ z=A§+B(V

ULl ) 7= f;n o)

Control law Transformation

Fig. 1 Feedback linearisation-based nonlinear control
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L4 L7 (xa) = —c3¢5(Gp +x10) # 0 (15)

¥y = L xa) = (1 + x2a) (c2%2 — 3330 + (€1 + x20)%)
+ (caxaa — €3x34)(2¢1 + €2 + 2x24)
+ c3(x4g — cax30))(C1X1a — X504 + %24(Gp + X14))
+ (%240 — c3x30) (G + X10) (%20 — €3x30 + (€1 + X20)%)
+ 2Gp + 2x14)(c2x20 — €3X34) — C6X54 + (C1X14
— Xsq + X24(Gp + x14)) (201 + €2 + 2x24)
+ ca(c1x1a — Xs5q + (Gp + x10) (€1 + X20) + €2(Gp + X14)
+ 24(Gp +x14))) + (x4a — cax30)(c3(c1X1a — X54 + X240 (Gp + X14))
+ cz(c1x1a — Xsa + (Gp + x10) (€1 + X20) + €2(Gp + x14) + %24 (Gp + X14))
+ c3¢4(Gp + x14)) — CoXs5a(2¢2X20 — 2¢3%3q4 + c6(c1 + C6 + X24)
+ (e1 +x00)%) + 365204 (G + x10) (16)

where y(i), i=1,2...,4 denote the successive differentiation terms of the output
function (10), respectively. Since Lﬂg%ﬁh (x4) # O the relative degree of the system
(9) is p = 4. Clearly, since the relative degree (o = 4) is less than the system’s order
(n =5), the system (9) can be expressed in the in the transformed coordinate as
follows:

{=Al+Byy (17)

= o ¢) (18)

y=C¢n (19)
0100 0

where A; = 88(1)(1) ,B; = 8 and C;, =[1000].In(18), ) =fo(n.¢) =
0000 1

—pexs, (i.e. internal dynamics), with respect to the chosen output (10). The equilib-
rium point n = 0 is locally asymptotically stable and hence if we can stabilise the
transformed system (17) by designing a state-feedback control law v = —K¢ [17].
The p = 4th-derivative of the output function is given by

YW = L hxa) + L L) U, (20)
Let us consider the auxiliary control as

y@ =y (1)
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Then, the actual controller expression can be computed from (20) using (21) as

follows:
—iﬂfp h(xg) +v

- (22)
Lo L h(xa)
The auxiliary control input ‘v’ can be designed as
v=—kiy® —ksy® — oy — kyy (23)
such that the resulting output dynamics
Y = —kay® —ksy® — oy — iy (24)

is linear and time-invariant with the positive constants k1, k;, k3 and k4 chosen such
that the characteristic polynomial given below is Hurwitz.

MWk + kA2 + kot +k =0 (25)

The characteristic polynomial (25) is derived from the fact that the output dynamics
can be expressed in a matrix form as follows:

¢ =Au (26)
where
0O 1 0 O
_ @ o7 10 0 1 0
¢=[yyVy? Y, Ay o 0 0 1 Q7
_kl _k2 —k3 —k4

The exponential convergence of the output trajectories to the origin is guaranteed
by the Routh—Hurwitz criterion. From the Routh—Hurwitz criterion, it is obtained
that if the inequality

k4k3 > k2 (28)

holds then the matrix A, is Hurwitz and
li =0
e

with exponential rate of convergence.
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3 Simulation Results

In this section, the simulation studies are carried out for the performance assess-
ment of the proposed feedback linearisation based nonlinear control technique for
regulating plasma glucose concentration in T1DM patients for the augmented min-
imal model. The TIDM patient is considered to be in the hyperglycaemic state
(x;, = 230mg/dl) with no prior exogenous insulin infusions that is reflected by
the initial conditions x,, = 0 min~', x3, =7 mU/I and x4, = 0 mU/l, with high
exogenous meal disturbance x5, = 10mg/dl/min. The BMM’s parameter values are
considered as in Table 1. The controller gains k; = 0.00009, k, = 0.0058, k3 = 0.15
and k4 = 4.5 are chosen heuristically for the adjustment in the insulin dosages, u(t)
such that the control objectives are satisfied.

It is evident from Fig. 2 that the blood glucose level stays at the hyperglycaemic
state in the absence of exogenous insulin infusion, whereas the blood glucose level is
brought down below 180 mg/dl within 150 min thereby avoiding postprandial hyper-
glycaemia and hypoglycaemia. The external insulin infusion by the insulin pump as
determined by the control command U, is depicted in Fig. 3.

Finally, to investigate the controller’s robustness to parametric uncertainty rep-
resenting inter-patient variability, CVGA [18] is carried out. CVGA is essentially
the grid representation of the maximum (Y-axis) and minimum (X-axis) blood
glucose variations of a virtual T1IDM patient during the whole simulation period.

Table 1 Nominal value of the parameters [2, 13]

Parameter Nominal value Parameter Nominal value

c] 0 c4 0.2814

1) 0.0142 cs 0.5

3 1.54x 1076 co 0.05
450 = (treated patient)
400 = =z (untreated patient)

350 | -
300

250 Hyperglycemia
7

ot
[ +Gb

138: ¥

50

“\

i . Hypoglycemia | i i i ]
0 50 100 150 200 250 300 350 400
Time(min)

Blood glucose level
(mg/dl)

Fig. 2 Plasma glucose concentration of treated and untreated patient
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Fig. 3 Exogenous insulin infusion U(t) determined by the insulin pump
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Fig. 4 Control variability grid analysis of 100 closed-loop responses. Each black dot corresponds
to 400 min long closed-loop simulation for a single T1DM patient

100 numerical simulations are carried out with random parameters with +10% vari-
ation from the nominal value specified in Table 1 and with the initial conditions x;, =
80mg/dl, x,, = Omin~!, x3, = 7mU/l, x4, = OmU/l/min, x5, = O mg/dl/min and
with an administration of meal disturbance of 10 mg/dl/min at the 100th min. Figure 4
elucidates that all the black dots corresponding to T1DM subjects are confined to the

grid B (green zone), thereby ensuring no events of hypoglycaemia during the whole
simulation period.
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4 Conclusion

A feedback linearisation technique-based nonlinear control law is designed for the
plasma glucose regulation problem of an augmented intravenous modified minimal
model of T1DM patient by considering the insulin pump dynamics. The closed-loop
performance under inter-patient variability (£10%) is investigated. Occurrences of
prolonged hyperglycaemia, as well as hypoglycaemia, are completely avoided as
validated by the simulation studies. Despite the parametric uncertainty, the controller
is able to maintain the plasma glucose of 100 random virtual TIDM patients in the
safe range (50-180mg/dl) as confirmed by control variability grid analysis plot.
Although the proposed controller can efficiently handle parametric uncertainty of
+10%, to deal with larger parametric uncertainty, robust and adaptive controllers
need be designed.

Acknowledgements Authors acknowledge the financial support by TEQIP-III, NIT Silchar,
788010, Assam India for this work.
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Delayed State Feedback Controller )
Design for Inverted Pendulum Using T-S L
Fuzzy Modeling: An LMI Approach

Rupak Datta, Rajeeb Dey, Baby Bhattacharya
and Abanishwar Chakrabarti

Abstract Balancing inverted pendulum along a vertical position with or without cart
is a benchmark control problem owing to the fact that out of two equilibrium points,
inverted one is open-loop unstable. In this paper, an attempt has been made to stabilize
the system with delayed state feedback control strategy using T-S fuzzy modeling in
an linear matrix inequality (LMI) framework. Then, by Lyapunov—Krasovskii (L-K)
theory, it is proved that the closed-loop system is locally asymptotically stable around
its unstable equilibrium point. The result of the control design is validated through
closed-loop simulation carried out in MATLAB Simulink.

Keywords Inverted pendulum - Takagi-Sugeno (T-S) fuzzy model - State
feedback control + Linear matrix inequality (LMI)

1 Introduction

The inverted pendulum is a benchmark control problem due to the nonlinearity in its
dynamics and the existence of unstable equilibrium point [1, 2]. Many immensely
complicated system, for instance rockets during takeoff, pulley, automation system,
etc., are being motivated by the control of inverted pendulum. Generally, the system
constitute of a cart on which a pole (pendulum) is placed and it moves aclinic (lin-
ear motion). It occupy two equilibrium points, stable one when pendulum orients
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downwards and unstable one when pendulum is vertically upward. There is always a
requirement of an external force apropos to set the pendulum in the upward location
[3]. This force may be applied to the cart when cart-pendulum system is considered,
while the force is applied to the pendulum hinge if only pendulum system without cart
is considered. In the present paper, only pendulum dynamics is considered keeping
cart stationary. Thus, in such a scenario, the control input (force) is applied around
the hinged point between cart and pendulum.

To control the inverted pendulum system, many usual control skills such as
proportional-integral—derivative (PID) controller [4], linear quadratic regulator
(LQR) [1], and fuzzy logic controller (FLC) [5] have been used and also they are
founded on the conventional control theory, modern control theory, and intelligent
control theory have been used to control the inverted pendulum. In [6], a simple
conventional PID controller have been designed to stabilize the inverted pendulum
system. Applying state-space pole placement technique, Lan and Fei in [7] design a
controller for a nonlinear inverted pendulum system. PID, FL.C, and state feedback
control are compared among themselves and presented in [8]. An intelligent control
technique for inverted pendulum system has been proposed in [9].

In all engineering and industrial applications, the presence of complex nonlinear
system are ubiquitous. In recent few decades, various nonlinear control methods have
been developed to realize near practical situations and (or) responses for the nonlinear
system [10]. The demerit of nonlinear control method is that they are not unique for
a general nonlinear system or model. Thus, in recent times, fuzzy logic control
has emerged as an effective method for obtaining, desired system behavior. Takagi-
Segeno (T-S) fuzzy modeling [11] has been widely used to control a nonlinear system
in spite of many other available control techniques and it ensures that the stability
criteria can be reformation in LMI [12] framework so that it can be proficiently
solved by using MATLAB LMI toolbox [13]. Nowadays, for the control of nonlinear
system using T-S fuzzy control technique, [14] has drawn much attention over the
usual nonlinear control techniques owing to the fact that this modeling approach can
represent a complex nonlinear system into local linear models such that Lyapunov-
based control strategy for linear systems can be applied directly.

In this paper, our aim is to stabilize the unstable nonlinear inverted pendulum
system that has been approximated by using T-S fuzzy modeling approach. The
stabilizing law is considered to be two-term control (one is the gain associated with
present state while another gain is associated with the delayed states). This control law
makes the closed-loop system an infinite dimensional system due to the presence of
delayed term in the feedback. Further, the controller design for the considered system
is being obtained by fuzzy parallel distributed compensation (PDC) technique using
existing stability theories of linear retarded system.

Notations. In this manuscript, the notations are standard. The symmetric term in
a matrix is denoted by ‘x’ and sym(A) = A + AT
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2 Mathematical model of inverted pendulum

Without any control action, the pendulum in Fig. 1 is unstable in upward (inverted)
position and thus it will fall off. To balance the pendulum in a cart-pendulum system,
a force is required to apply on the cart to which the pendulum is attached or for
pendulum hinged at a fixed point and there are two equilibrium points of this system
as discussed above. First, the dynamic modeling of cart-pendulum system is presented
and then considering that cart is stationary a simplified model with only rotational
variables of the pendulum is obtained. Thus the simplified model has 1 degree-of-
freedom (DOF) compared to the original cart-pendulum system which has 2 DOF
(linear and rotational motion). Figure 1 shows the original cart-pendulum system.
The modeling is carried out using Lagrangian mechanics.

Under equilibrium condition, the law of physics that governs the system shown
in Fig. 1 are described below,

10 = —T(Z/V\cosw+ﬁsinw) (D
where N denote the normal reaction force, P denote the horizontal force which are
acting along the vertical and T represent moment of inertia. From free body diagram
of the pendulum in Fig. 1, normal reaction force N and horizontal force P can be
calculated by the following equations as:

N =mj, (€ cosw — £i*sinw + %), P =my,(g+Losinw + i’ cosw)  (2)

Substitute (2) in (1), one can obtain that (7 + mpﬁz)d& + mplicosw = —m,gl sinw.
The Lagrangian is given by £ = K, — V,, where K, and V, represent the sys-

Fig. 1 Inverted pendulum system
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tem’s kinetic energy and potential energy respectively. The kinetic energy (K,) of

1
the pendulum in Fig. 1 is represented by K, = K, + K,, where K. = Emc V12 and

1
K, = Em,, V22 denote the kinetic energy of the cart and the kinetic energy of the pen-

dulum, respectively. Whereas, m, and V| = x represent the mass and the velocity of

the cart, and my,,
)2

d > o(d
V, = { = (x — £sin w)} + (EZ cos w) represents the mass and the velocity

of the pendulum respectively. Substituting the values of K. and K, in K., one can
1
obtain that K, = 3 [mei + m, { (& — €& cosw)® + (Lwsinw)*}].
Now, by the following equation, potential energy, (V,) can be represented as
Ve = Vee + Vp, where V.. = 0 and V,, = m,gl cosw denote the potential energy

of the cart and the potential energy of the pendulum respectively.
Again, substitute the values of K, and V,, the Lagrangian can be calculated as

1 1
£= E(mc + my)i? — my i cos w + Em,,62w2 — mpgl cosw 3)
The Lagrange’s equation for generalized coordinate is defined as:
d (O£ O£ d (O£ of
N\ =)-—==F, —|=])—-==0 G))
dr \ Ox Ox dr \ 90 00

Substitute (3) into (4), one can obtain that

(mc + mp) X —mplcosw + m,,Zd;z sinw = F, 5)
i — gsinw = X cosw,
From Fig. 1, force along aclinic way is represented by
F=mi+N (6)

By solving (4), (5), and (6), one can obtain the dynamical model of the inverted
pendulum as:

. T+ myt®)(F + myti? sinw) — gm26 sinw cos w

3

T(m, + my) + myl?(m. + my, cos? w)

mpyl[F cosw + m,,&lﬂ sinw cos w — (m, + my)g sin w]

w =

3

T(m,. + my) + my€?(m, + my, cos? w)
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where the state variables w, w, and x denotes the angle of the pendulum with respect
to perpendicular axis, angular velocity of the pendulum, position of the cart and the
velocity of the cart, respectively.

In this paper for simplification of the model, it is assumed that the cart is stationary,
thus x = 0 and X = 0. Therefore, first part of (7) becomes

(T + my€?)(F + myti sinw) — gm’* sinw cosw = 0 (8)

Invoking stationary assumption of the cart in (8) makes the linear dynamics zero.
Thus, the following state variables are considered x; = w (angle of the pendulum
from the vertical position) and x, = w (angular velocity of the pendulum) to obtain
the state-space model of the second of (7). Further, control input is the force applied
at the hinged point between the cart and the pendulum, i.e., # = F. The system in (7)
can now be represented by new state variables x(¢) = [xlT (1) xZT (t)]T and the input
variable u = F as:

X2

1
x(t) = m,,E[Em,,Exg sin2x; — (m, + my,)g sinx;]

T(m, + my) + myl?(me + my, cos? xy)
0
+| my L cos x; u@®). (9)
I(me + mp,) + my02(me + my, cos? x1)

3 T-S Fuzzy Model for Nonlinear Systems

Consider a nonlinear system as:

yO =h@.y@®.n®), =0, (10)

where y(¢) € R" (n = 2) denotes the states, n(f) € R™ (m = 1) denote the control
input, ‘4’ denote the nonlinear continuous function. If one chooses the control input
n(t) = Ky(t) + K;y(t — 7) and if it is applied to the system in (10), then the closed-
loop form of (10) becomes a retarded or time-delay system as below

Y0y =hty@),yt—m1), =0, (an
yo =An, —7=<t=<0
where y(t) = A(¢) is the vector valued initial condition on [—7, 0].

The system in (10) can be linearized by the T-S fuzzy model which is represented
in the following fuzzy IF-THEN rules:
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Rule I: IF d; () is M;; and ...and d,(¢) is M}, THEN
y(t) = Ax(t) + Bin(t), t=>0, (12)

where d; (1), d»(1), ..., d,(t) denote the premise variables, My, | =1,2,3,...,n,
k=1,2,3,..., q denote the fuzzy membership functions, n denote the number of
fuzzy IF-THEN rules and g is the number of premise variables. A;, B, are the system
matrices with appropriate dimensions.

Ifd.(t) = d,? given, where d,? are singletons, then the truth values of y(¢) for each
1" fuzzy rule is calculated as:

2 d®) = (Mu(di(D) A ... AMy(dy@0)), 1 =1,2,....n, (13)

where d () = [d1 ®) dr(t)... dq(t)]T, M (di (1)), ..., M (d,(1)) is the membership
grade of d(t) in My, and A denote the “min” operation.

Next, using centroid method for defuzzification, the overall output of (12) is
calculated as:

Yo ad®){Ay (1) + Bin(1)}
Y ad®)

y(n = =Y wd®) {Ay@®) +Bm(®)}, (14)
=1

z(d (1)
Y 2d (@)
weighting function and by definition w;(d (¢)) > 0 and Z?:l w;(d() = 1.

To stabilize the system in (14), a state feedback fuzzy controller is designed via
parallel distributed compensation (PDC). The controller gains are by solving the
LMI conditions derived for the system in the next section. T-S fuzzy PDC controller
rules are given as,

Rule j: IF d,(¢) is M, and ...and d,(t)is My, THEN

where w;(d () = ,Vtand I =1,2,...,n, is represent the fuzzy

n@) =Kiy(®) + Kyt —7), 120, k=1,2,....9 15)

After defuzzification, the output of the control rule (15) can be obtained as:

q
n() = Z wi(d (1) [Kiy (@) + Kny(r —7)] (16)
k=1

where K, K, (k=1,2,...,q) are controller gains to be determined and ‘7’ is
the time delay in the state.
Substitute (16) into (14), the closed-loop form of (14) as:

n

q
3O =D wid@)wi(d(0)) {(A; + BiKi) y(6) + BiKy(t — )}, =0 (17)
=1 k=1



Delayed State Feedback Controller Design for Inverted ... 73

Furthermore, to avoid the notational complexity w; is used instead of w;(d (¢)). More-
over, the following integral inequality lemma is used to obtain our results in the
successive section.

Lemma 1 ([15], Wirtinger inequality): Given a symmetric matrix S > 0, scalars
v, 0 > 0 and the vector function y : [y, §] = R" such that the following inequality
holds:

0 1
f ¥ ($)Sy(s)ds > 6—x{(t)le(t) -
_ ")/ 6

3 T
X2 (DSX2(t) (18)
i -

where  x1 = [y(6) —y()] and x» = [y(<5) +y() — 7= ffy(s)ds].

4 Delayed State Feedback Stabilization

A new state feedback stabilization criteria for the system in (17) is derived in this
section using Lemma 1.

Theorem 1 Given T, p > 0, the closed-loop T-S fuzzy system (17) is asymptotically
stable with feedback gains K; = NkY I Ky = NT,Y_ k = 1 2,...,q if
there exist symmetric matrices 0 < Pe RZ”XZ" 0< Q eR™ 0 <ReR™ g any
matrices Y € R the following LMIs are satisfies:

Qu—T"RI <0, for 1=1,2,...,n (19)

and
Qu+ Qu—2I"R, for 1<l<k<n (20)

with

§1k = sym {H{,ﬁﬂzz} + e]T’Q\el — ezTQez + T2€£§€4
+2p {e‘]T (A; + B)Ny) e; + E{B[NkEQ — E{Y€4
+ej (A1 + BiNy) e1 + ¢} BiN-xes — €] Y,

I, = [elT e3] Iy = [e4 (e1 — ez)] R = diag {ﬁ, 37!5} , = [CIT (zT]T,
Cl = [[ -10 0]7 CZ = [[ I =21 0], and €y = [enx(sfl)n In><n On><(4fs)n]T s
s=1,2,...,4 represent the block matrices.

Proof Choose a L-K functional as:

V) = Vi) + Va0 2L
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where
Vion) = @' (0P (1),

t 0 t
Vay) = / Y () Wy(s)ds + T/ / 3T (8)Sy(s)dsd \
t —7 Jt+A

—T

T
with @ (1) = [yT(t) f;[,TyT(s)dS] and P = |:P: iz .

Now, differentiating (21) with respect to time along with (17), one can obtain

V() = Vi) + Va(y) (22)

where
Vi) = 2w (t)PSo(t) (23)

Next, the following terminology of vectors and matrices are introduce for simplicity,

T
1 . T
'l/}(t) = |:yT(t) yT(t —7) ; ,,,7. yT(S)dS yT(I)} , €5 = [enx(sfl)n Lixn On><(4fs)n] s

s=1,2,...,4.
Further with the help of the vectors ¥ (f) and ey, (23) can be rewritten as

Vi) <7 (0) [sym { ], P} 0(t) (24)

Similarly, we proceed as above V2 (x;) can be obtained as:

Vo) = 7 (1) {el Wey — el Wey + 7€) Ses} (1) — 7 / I (5)Sy(s)ds  (25)

-7

Now, we apply Lemma 1 to estimate the integral term in the right-hand side (RHS)
of (25), yields that

t al'Ts 077¢ -
—T [_T yT(S)Sj)(S)dS < _wT(t) |:C;:| |:* 3Si| |:<;i| w(t) — _wT(I)FTRFw(t)
(26)

where, (| = [e; —ea], G = [e1 + ey — 2e3], I' = [T ¢T1" and R = diag (S, 3S).
Moreover, introducing some free matrices M;, [ = 1,2, (17) can be written as

n q
23 T [(ef M + ey M) (A + BiKy) e1 + BiK-vez — e} (1) = 0
=1 k=1
@7)
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Finally, adding (24), (25), (26) and (27), yields

V) <Y wi' @) [0 — TTRI] (1)

=1

n q
+3 ) wwd" (O [2u + Qu — 2TRC]9(0)
I=1 I<k
(28)

where 2, = sym {HITIPI'Izz} + elT We, — ezT Wey + T2€ZS€4
+2{(eIM] + eIM]) (A; + BiKy) €1 + BiK ez — es) ).
Therefore, the system (17) is stable if the inequality

V(YZ) = ¢T(f) |:Z w]2 {Ql] — FTEF}

=1

n q
+ 0> wiw {2 + Ru — 2FTI~?F}:| v <0 (29)

=1 I<k

is satisfied. That is,
Qu—T"Rl <0, for I=1,2,...,n (30)

and
Qu+Q2u—2I"RIC <0, for 1<l<k<n 31

where £2j; is defined in above.

From (30) and (31), one can see that the element {7%¢] Ses — (M, + M)} is
present in block (4,4). The term — (M, ~|—M2T) should be negative definite be-
cause S is symmetric positive definitive and the scalar 7 # 0. Therefore, it sig-
nify that M, is non-singular. Let Mz_1 =X and M, = pM,, where p is a scalar
parameter. Further, pre and post multiplication of both (30) and (31) performed
diag {X X,X,X} and its transpose respectively and denote the variables P1 1=
xP X7, Py = XP12X Py = XPpXT, 0 =XWXT, R=XSXT, Ny = KX !
and N, = KX ', we can easily obtain the LMIs in (19) and (20) respectively. This
complete the proof.

5 Simulation Result

We suppose that the pendulum moving in upright plane and the force applied at the
hinged point between the cart and pendulum are the control input. The pendulum
should come back to its equilibrium point (steep position) after the force being applied
within hypothecated time and in upright direction it should not move more than the
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hypothecated angle. After approximating, the highly nonlinear system (9) by T-S
fuzzy modeling, we simulate the local linearized model (32) and (33) with known
parameters are mass of the pendulum m,, = 0.2kg, mass of the cart m. = 2kg, length
of the pendulum ¢ = 0.5 m, moment of inertia 7=0.09 kgm? and acceleration due
to gravity g = 9.81 m/s%.

Suppose that the pendulum is on the cart system and it will work within the region
[—7, 7] and then extend the result to y;(¢) € [—m, ] except for a small slice close

to :l:%. Since for y; = :tg, the system is unstable. Therefore, for balancing the

system in the region g(| y1 |< ), we linearized the system (9) by using the T-S

model as:
Rule-1: IF y, (¢) is about ‘0’ THEN y(r) = A,y(¢) + Bin(t) (32)

Rule-2: IF y, (¢) is about + gq < g) THEN (1) = Ayy (1) + Ban(t) (33)

0 1 0
WhereA1 = (mc + mp)g s B] = _mpg ,
I + mpt*)(me + my) I + myt?)(me 4 my,)
0 1

Ay = 2g(mc +my) ,

K {I(mc + mpl) + myt%(m, + mpﬁz)}

B 0
B, = —mptf , B =cos(88%), y(t) = [y] y3l.

| I(m + myl) + myL?(m, + my,(3%)

The membership function for this fuzzy model are given in Fig. 2a.

<10"?
7

Rule 2

g
3,
wy
31
|
o
0 ) I T (R SN U S S S S S
X, o 05 1 15 2 25 3 as 4 45 5
-90 0 90 (degree) Time(seconds)
(a) Fuzzy Membership (b) Responses of the state
function for state y;. without controller.

Fig. 2 Fuzzy membership function and state responses without controller
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Taking p = 1 and the different values of 7, state feedback gain matrix are cal-
culated using Theorem 1 and which are presented in Table 1. Simulation of the
system in (32) and (33) is performed with parameters are given in above and choose
y(t) € [—88°, 88°] as initial states. Figure 2b shows the state responses of inverted

Table 1 Calculated feedback gain matrices for different time delay

Time delay | Feedback gain matrices

T=4 K1 =[-333.1743 —19.3002], K> =[—282.8861 — 16.3929]
K-1 =[-0.0610 —0.0044], K> =[-0.2089 —0.03858]
T=5 K1 =[-330.5092 —19.2049], K> =[—281.8243 —16.4909]

K;1 =[-0.0368 —0.0125], K =[-0.1566 —0.0267]

T=1755 K1 =[-3291417 —19.3894], K, =[-279.9060 — 16.5314]
K:1 =[-0.0886 —0.0203], K-, =[-0.1409 —0.0372]

6 —— 6 pou, comenn
5 = _] st e |
| \
4 471
||
3 af |
2 3 |
=2 § 2 |
A &

o 05 1 15 2 25 3 a5 4 45 5 20 05 1 15 2 25 3 35 4 45 8§
Time{seconds) Time{seconds)
(a) Responses of the state (b) Responses of the state
with 7 = 4sec. with 7 = 5sec.
6
!—:.
A =1l
4
3
2
52
&
.
o
A
-2

] 05 1 15 2 25 3 35 4 45 5
Time(seconds)

(c) Responses of the state
with 7 = 7.5sec.

Fig. 3 States responses of the inverted pendulum for different values of 7
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Fig. 4 Responses of the input with different values of 7

pendulum without controller, whereas Fig. 3a—c shows the state responses of the
system with PDC controller for different values of the time delay 7. Figure 4a—
represents the input responses for different values of the time delay 7. Simulation

results reveals that the proposed controller can balance the pendulum for initial states
y(t) € [—88°, 88°].

6 Conclusion

By using the T-S fuzzy control technique, a delayed state feedback controller is
designed in this paper for highly nonlinear pendulum system. First, mathematical
model of inverted pendulum is derived and then linearizing this nonlinear model by
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T-S fuzzy modeling technique. Finally, simulation result shows that the proposed
delayed state feedback controller balance the inverted pendulum system along a
vertical position at the equilibrium points.

References

10.
11.

12.

13.

14.

15.

. Prasad, L.B., Tyagi, B., Gupta, H.O.: Optimal control of nonlinear inverted pendulum dynamical

system with disturbance input using PID controller & LQR. In: IEEE International Conference
on Control System, Computing and Engineering (ICCSCE), pp. 540-545 (2011)

. Cannon, R.H.: Dynamics of Physical Systems. Courier Corporation (2003)
. Ogata, K., Yang, Y.: Modern Control Engineering, vol. 4. Prentice Hall India (2002)
. Faizan, F,, Farid, F., Rehan, M., Mughal, S., Qadri, M.T.: Implementation of discrete PID on

Inverted pendulum. In: 2nd International Conference on Education Technology and Computer
(ICETC), vol. 1, pp. V1-48 (2010)

. Liu, Y., Chen, Z., Xue, D., Xu, X.: Real-time controlling of inverted pendulum by fuzzy logic.

In: IEEE International Conference on Automation and Logistics, ICAL’09, pp. 1180-1183
(2009)

. Huang, C.H., Wang, W.J., Chiu, C.H.: Design and implementation of fuzzy control on a two-

wheel inverted pendulum. IEEE Trans. Ind. Electron. 58(7), 2988-3001 (2011)

. Lan, Y., Fei, M.: Design of state-feedback controller by pole placement for a coupled set of

inverted pendulums. In: 10th International Conference on Electronic Measurement & Instru-
ments (ICEMI), vol. 3, pp. 69-73 (2011)

. Huang, C.E., Li, D.H., Su, Y.: Simulation and robustness studies on an inverted pendulum. In:

30th Chinese Control Conference (CCC), pp. 615-619 (2011)

. Prasad, L.B., Gupta, H.O., Tyagi, B.: Intelligent control of nonlinear inverted pendulum dy-

namical system with disturbance input using fuzzy logic systems. In: International Conference
on Recent Advancements in Electrical, Electronics and Control Engineering (ICONRAEeCE),
pp. 136-141 (2011)

Khalil, H.K.: Noninear Systems. Prentice-Hall, New Jersey (1999)

Tagaki, T., Sugeno, M.: Fuzzy identification of systems and its application to modelling and
control. IEEE Trans. Syst. Man Cybern. 15(1), 116-132 (1985)

Boyd, S., El Ghaoui, L., Feron, E., Balakrishnan, V.: Linear Matrix Inequalities in System and
Control Theory, vol. 15. Siam (1994)

Gabhinet, P, Nemirovskii, A., Laub, A.J., Chilali, M.: The LMI control toolbox. In: Proceedings
of the 33rd IEEE Conference on Decision and Control, vol. 3, pp. 2038-2041 (1994)

Tanaka, K., Wang, H.O.: Fuzzy Control Systems Design and Analysis: A Linear Matrix In-
equality Approach. Wiley, New York (2004)

Seuret, A., Gouaisbaut, F.: Wirtinger-based integral inequality: application to time-delay sys-
tems. Automatica 49(9), 2860-2866 (2013)



Failure Reconfiguration of Pumps in Two
Reservoirs Connected to Overhead Tank e

Ravi Patel, Anil Gojiya and Dipankar Deb

Abstract This paper makes two main contributions. The first one is a modeling
of groundwater forced into overhead tanks with single and two groundwater reser-
voirs. The second contribution is to formulate failure reconfiguration using DC gain
technique for the stable linear MISO or MIMO system. This work deals with the
failure reconfiguration of pumps in two natural water reservoirs connected to single
overhead tank system. Pump failure happens when debris material available in water
arrives at impeller of the pump and is stuck at a certain speed and leads to reduced
output performance. Proposed failure reconfiguration scheme provides redundancy
in output, and the effect of failure is compensated by the remaining pump. The
simulation has been done in MATLAB/Simulink.

Keywords DC gain - Controller reconfiguration - Underground water reservoirs
Water distribution

1 Introduction

All physical systems are susceptible to the occurrence of faults and disturbances.
Most of the systems and their operations require autonomy against faults and distur-
bances [1]. The controller needs to have an ability to recover faults and disturbances
to maintain normal operation as stated by [2]. When a fault happens in the system,
the control structure or law needs to respond accordingly to compensate for the
possibility of the reduction in the output performance due to that fault. Controller
reconfiguration techniques are used to accommodate system fault and disturbance
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recovery in such a way that the system behaves as normal operating condition and
the output is smoothly delivered.

Controller reconfiguration problem can be divided into two different levels: (1)
Plant level reconfiguration, (2) Supervision level reconfiguration [3]. There are sev-
eral approaches to controller reconfiguration. Adaptive methods are used to handle
small faults in actuators and sensors by changing adaptive controller parameters and
no changes are required in controller structure in such cases [4, 5]. Fault tolerance
control schemes are developed to handle the faults [6]. Another approach is proposed
to extend the control loop by a reconfiguration block [7]. Controller reconfiguration
is done to replace the nominal controller with the other controller which is adjusted
to the failure part to maintain desired output. Block diagram of controller reconfig-
uration is shown in Fig. 1.

A model-based controller reconfiguration technique is described using virtual
actuator when the actuator fault happens [8, 9]. The virtual actuator is a linear dynam-
ical system designed online during the system operation based on the plant model.
Disturbance decoupling methods for controller reconfiguration is presented by [10].
In that case, adaptive control failure reconfiguration is used.

This paper proposes a novel failure reconfiguration technique for a stable linear
system using DC gain of the system using two pumps, at most one of which may
encounter a fault at any given time. Assume that both pumps of the system can
individually navigate the system output to the desired steady-state value. If one of
the pumps is stuck at a certain position, then the shortfall in output is compensated
by the remaining pump. The system output remains same in steady state.

This paper is organized as follows. Section 2 presents the problem statement
and control objective of the paper. Section 3 provides the modeling of the overhead
water tank with single and two natural water reservoirs. Section 4 introduces a novel
failure reconfiguration technique using DC gain for stable linear time-invariant sys-
tems. Section 5 presents the simulation results. The conclusion and future works are
available in the last section.

Reconfiguration | Fault Detection
Mechanism Estimated & Diagnosis
Fault
A 4
Reference
Controller > Plant
e o/P

Comr@

Fig. 1 Block diagram of controller reconfiguration
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2 Problem Formulation

The aim of an effective water distribution network is to deliver water to a consumer
with sufficient pressure, quality, and quantity. Good water distribution system has
a continuous supply of water from the source to consumers. Natural reservoirs of
water connected to a distribution system mainly depends on the level of the source,
geographical area, and other local conditions. There are several methods of source
water forced into the distribution system as explained in [11]: (i) Gravity System,
(ii) Pumping System, and (iii) Combination of Gravity and Pumping System.

The gravity system is suitable when the natural water reservoir is at a sufficiently
high altitude above the required water distribution area. The water flows in the main
distribution line due to gravitational force and such a system is suitable when the
source of supply has sufficient height. This is a reliable and economical process of
water distribution system as detailed in [12]. In the pumping system, water is directly
pumped from the natural water reservoir at ground level as shown in Fig. 2. It is also
called pumping without a storage tank. Disadvantages of this system is that high
lift pumps are required and if the pump fails, then the entire distribution network is
hampered, and so it is not generally preferred [11].

2.1 Combination of Gravity and Pumping System

This system is more suitable for an efficient water distribution network and is the
most commonly used system. The water of the natural reservoir is pumped and
stored in overhead tank situated at sufficient height as shown in Fig. 3. Then, water
is supplied to consumers by the concept of the gravity system. During low demand
periods, water is stored in an overhead tank and is supplied during high demand
period. It is an economical, efficient and reliable system. A detailed description of
this arrangement is provided in [13].

Supply and Distribution
Control ) Systsem
Pump Ground Water Reservoir

Fig. 2 Pumping system
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Fig. 3 Gravity and pumping system

2.2 Objective and Problem Statement

Water demand is more for large metropolitan areas. Therefore, multiple ground-
water reservoirs are used to meet the water demand. For the sake of illustration of
our proposed failure compensation control methodology, we consider that there are
two natural groundwater reservoirs and single overhead tank for the water distribu-
tion system as shown in Fig. 4. Reservoirs have individual pumps and are operated
simultaneously so as to get the water forced into the overhead tank.

Our objective is to maintain the water level of the overhead tank through simulta-
neous operation of both the pumps. If one of the pumps get stuck at a certain position
due to any reason such as some debris material in the pump impeller, there would
be an impact on the impeller speed and pump flow rate would be reduced due to
the stuck condition. As a result, less amount of water would be pumped from that
particular water reservoir. Pump failure condition hinders the achievement of the
desired water level of the overhead tank and disturbs the entire water distribution
network. Failure reconfiguration of pumps is proposed to maintain a desired water
level of the overhead tank when one of the pumps is stuck at a certain position. Failure
reconfiguration technique ensures that if one of the pumps fail to achieve the desired
operation, then the other pump tries to compensate that failure to some extent, so as
to achieve the same desired output for the entire system.
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Fig. 4 Overhead tank with two reservoir water supply

3 Modeling of Overhead Water Tank With Natural
Reservoirs

Consider a system that has a single natural water reservoir with a pump and overhead
tank. The input is supplied by the pump which lifts water to the overhead tank. Stored
water in an overhead tank is passed through the orifice to the distribution network.
The mathematical model of the system is determined by considering mass balance
principle and related volumetric flows in the tank as described in [14]. A dynamical
equation of the rate of change of water volume in an overhead tank is

dv dL
E :Ata = Fin_Foulv (1)
where V is the volume of the overhead tank, A; and L are the area and level of the
water in the overhead tank, respectively, Fi, and Foy are the groundwater inflow rate
from the pump and outflow of the water from overhead tank, respectively, and can
be defined as

Fin=K,V, , Fou =40V, (2)

where K, V,,, Ag and V, are pump flow rate constant in cm? /s, pump input voltage,
area of orifice in cm?2, and water outflow velocity in cm/s2.
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Using Bernoulli’s equation, water outflow velocity can be expressed as Vy =
2gL, where g is the gravitational constant in cm/s. Substituting outflow velocity,
(2) in the (1), we get

dL 1
— = —(K,V, — Aoy 28L). 3)
dr A

The proposed system has two different natural water reservoirs with individual
pumps and single overhead tanks as shown in Fig. 4. The two pumps are operated
simultaneously and try to achieve desired water level of overhead tanks. A mathe-
matical model of the proposed system is obtained from (3)

dL 1 (K, KV,
<o (P T Ee ey /aL). )
de A, 2
where K| and K}, are flow rates of pump-1 and pump-2 respectively, and V,,; and
V}2 are input voltages of pump-1 and pump-2, respectively.

It is clear from (4) that the system dynamics are nonlinear in nature. For the
proposed failure reconfiguration studies, it will be necessary to linearize the system

at the equilibrium point Ly, V19 and V). To achieve the desired operating level of

overhead tank, (L), %% in (4) is equated to zero, and we get

Kpl Vpl() + Kp2 Vp20 = 2A0\/ 2gL0 (5)

Linearization of (4) is done using (5) and Taylor’s series approximation is as follows:

dL 1 Ap/2¢gL
—=—+tw) - —, (6)
dr 24, 2A;4/Ly
where K1 V,, = u; and K, Vo = us are considered as the two inputs.
Transfer functions of the system are derived from (6) is as follows:
L(s)  L(s) K
= = (7N

() wa(s)  1+st’

where DC gain, K4, of the transfer functions and the time constant t are defined as

VLo _ V2AVL .

_ Vo 8
V2A0/2 i Ao/8 ®

ch

In the next section, we present a failure reconfiguration method to recover the
desired output in the presence of a fault in one of the inputs, by appropriately provid-
ing a suitable control allocation from the other input which is in normal condition.
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4 Failure Reconfiguration

Failure reconfiguration technique is used to maintain the system output at the desired
level even under failure condition of inputs to the system. A failure reconfigura-
tion scheme is proposed for the stable linear time-invariant system using DC gain
approach. When a stable control system is excited with constant input, the response
obtained is a certain level at steady state.

DC Gain is defined as the ratio of the steady-state output of a stable system to
steady-state input of the system. Steady-state output of any system using final value
theorem is

Y (o0) = 1irr(1) sG(SU, 9

where Y (00), G(S) and U are steady-state output, open loop transfer function and
input of the system respectively as described by [15]. From the final value theorem,
DC gain (g) is defined as

_ Y(0)
N N

g = lim G(S). (10)
5s—0
Let us consider a linear time-invariant system in state space form whose dynamics
are given by

X = Ax + Bju; + Bouo,
y = Cx + Dyuy + Dyus. (11)

where x € %", uy, u, € %. The input u; is generated using actuator-1 and u; is
generated by another actuator-2.

Assume that the system is stable and controllable. If the system is not stable, a
preliminary feedback mechanism can be applied to stabilize the system and then the
reconfiguration controller using DC gain can be applied to the stabilized system. Let
us assume that the desired steady-state value is in the linear active region of both
actuators, i.e., both the actuator can individually navigate the system output to the
desired steady-state value. However, for the long life of the proposed system, it is
expected to use two pumps, instead of only one so that a single pump is not always
operating at an undesirably high speed to provide the net output. That is, we have
actuator redundancy. Steady-state output of the system is given by

Yss = —(CA™'By + D))y + (—(CA™'By + Do)usy)
81Ulss :t 8oUdgs (12)

where g = —CA~'B; + D;, g1 = —CA~'B, 4+ D, are the DC gains and =+ sign
depends on the specific system. For the proposed system, this particular sign is
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positive. The system (11) is compared to the proposed dynamics presented in (6),
and we get

—Aog+/2 1
A= _"0Z8 B B =— C=1,D,D,=0. (13)
24T 24,

The steady-state actuator outputs i, and uy, are determined based on the user
priority. In some cases, only one pump is used under normal condition or the redun-
dant actuator may deliver a fixed input based on other system requirements such as
system safety. In practice, any of these actuators may get stuck at a particular position
and then the output needs to be controlled with the remaining active actuator. The
objective is to compute the output of the redundant pump such that the system output
remains same as before.

Theorem 1 Consider the system dynamics given by (11) with the desired steady-
state position given by (12). Let us assume that the actuator-1 is at an arbitrary
position, uy, then the steady-state output of the actuator-2 is given by

1 _
Uyr = g_(glulss + goutngs — glul)- (14)
2

Proof Without loss of generality, let us assume that actuator-1 is stuck at position i
and the actual position of the valve is available for measurement. The steady-state
output of the system due to the stuck valve is given by

Vi = g1l + gty (15)
The control task is to compute the output of the redundant actuator, u, such that the
steady-state output of the system after recovery, referred by y{ , remains same as the
normal condition yqy, that is y, = y,, such that

Vi = &1il1 + gt (16)
Substituting (12) in (16) and since y;, = y,,, we get

81lt1ss + gallogs = 1U1 + oo, 17

Rearranging (17), we get

1 _
Uy = g_(glulss + galtogs — g1liy). (18)
2
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5 Simulation Results

Failure reconfiguration scheme is applied to the combined water distribution system
of two natural water reservoirs in the overhead distribution tank system. Both pumps
are operated simultaneously to achieve desired level of the overhead tank for efficient
water distribution system. Modeling of the system has been done in Sect. 3. All the
parameters and constants value are given in Table 1.

DC gain is obtained from the transfer functions expressed in (7). We have con-
sidered nonidentical pump case for the simulation.

In this case, assume that the pumps are nonidentical, and so the pump flow rate
constants and input voltages are different. Linearization of the model is about an
operating point with Lo = 15cm and the pump voltage V,; =4.628 V and V,,; =
6.066 V. Substituting the values of Table 1 in (8), the transfer functions of the system
are as defined in (7) where

Kpl # Kp2 ’ Vpl # Vp2-

Choose a operating input voltage of pump-1 (V,;) to be 4.62 V. From (5), the
operating input voltage of pump-2 (V) is calculated to be 6.066 V. Consider that
pump-1 is stuck at 20s. Therefore, the pump flow rate constant is reduced from 3.3
to 2cm®/s Pump-1 input (u;) when it is in normal condition (blue) and in stuck
condition (red) at 25s, are shown in Fig. 5. The steady-state output of the system
in normal operation (yy,) and with stuck condition (y.’;s) are shown in Fig. 6. Due to
stuck condition of pump-1, the level of overhead tank decreases to around 10.5 cm
which is not desirable [11].

The redundant input of the pump-2 (u,) and the steady-state output of the system
after recovery (y;,) are shown in Figs. 7 and 8 respectively. The input voltage of
pump-2 increases from 6.06 to 10V at 20s and is able to maintain the desired level
of overhead tank at 15 cm.

Table 1 Parameters and constants

Name Notation Value Unit
Pump-1 flow rate constant Ky 33 cm?/s
Pump flow rate constant (identical) Ky 33 cm’/s
Pump-2 flow rate constant Ky 2.5 cm?/s
Area of orifice Ao 0.1781 cm?
Gravitational constant g 981 cm/s?
Area of overhead tank Ay 15.51 cm?
Desired level of water Ly 15 cm
Dc gain of pump Kye 0.4909 -
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Fig. 7 Pump-2 input after reconfiguration

6 Conclusion

The effective water distribution network is very important for any city or village.
The water of natural reservoirs is pumped into the overhead tank for an effective
water distribution system. In this work, we have derived a mathematical model of
two tank reservoirs connected with an overhead tank. If one of the pumps in a
reservoir is stuck at a certain position, the entire distribution network is disturbed.
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Fig. 8 Operating level after reconfiguration

Therefore, a novel failure reconfiguration technique for linear systems is proposed
using DC gain approach, and this reconfiguration method is applied to the water
distribution system. Under the stuck condition of any pump, reduction in output
performance is compensated through the remaining pump by suitably changing the
input voltage. Performance of the proposed controller reconfiguration technique is
validated through MATLAB/Simulink simulation. This work can be extended for
failure reconfiguration of » number of pumps present in the » number of reservoirs
(1 each per reservoir), wherein m < n number of pumps fail. The remaining n — m
pumps are reconfigured to achieve the same system output as the case when all the
n pumps function normally.
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Simplified Takagi-Sugeno Fuzzy m
Regulator Design for Stabilizing Control oo
of Electromagnetic Levitation System

Ravi V. Gandhi and Dipak M. Adhyaru

Abstract This paper presents a simplified yet an effective design of the
Takagi-Sugeno (T-S) fuzzy regulator based on pole-placement approach. In this
research, the designed regulator is implemented for a class of nonlinear and unstable
Electromagnetic Levitation System (EMLS). The primary objective of the designed
regulator is to maintain the position of the levitated object for a set of operating
points without changing the regulator gains. Investigation reveals that the proposed
regulator offers robust performance under the large variation of the operating condi-
tions. The simulation results for the EMLS are presented to validate the performance
effectiveness of the considered regulator design compared to the regulator designed
by well-known LMI approach under the diversified operating conditions with or
without enormous variations of the vertical payload disturbance.

Keywords Takagi-Sugeno fuzzy regulator + Electromagnetic levitation system
Pole-placement - Stability analysis

1 Introduction

Fuzzy regulators have gained more attention for the linear as well as nonlinear control
applications based on the Sugeno-type Fuzzy Logic Controller (FLC) [1]. Most of the
real-time control applications have nonlinear behavior which can be approximated
by the fuzzy blending of local subsystems so-called Takagi-Sugeno fuzzy model as
discussed in [2]. Once T-S fuzzy model is obtained, the desired regulator for the over-
all closed-loop system can be obtained using the Parallel Distributed Compensation
(PDC) approach [3]. Analysis of the stability for the PDC-based T-S fuzzy regula-
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tors and fuzzy observers for the conventional, optimal, or robust control problems
can be solved based on the well-known LMI approach with the Quadratic Lyapunov
Function (QLF) [4-6]. Many researchers have introduced different methodologies to
confirm the stability of the T-S model-based control system without solving the set of
LMIs, i.e., polynomial approach [7, 8], super stability approach [9], and eigenvalue
approach with guaranteed stability of the T-S regulators [10, 11].

Frictionless tremendous features and variety of real-time applications like mag-
netic suspension, magnetic bearing, MAGLEV trains, rocket launcher...etc. [12],
based on Magnetic Levitated (MAGLEV) technology attracts researchers to per-
form more and more research in this area. Dynamics and control aspects of such a
nonlinear and unstable system are discussed in [13]. Various modeling aspects for the
linear and nonlinear EMLS to represent the behavior of the different approximations
of electromagnet parameters have been detailed in [14—16]. Investigation of various
literatures shows great revolution of the FLC-based intelligent control in the area of
EMLS since last two decades.

FLCs may be well suited for the stabilization of EMLS compared to the conven-
tional PID controllers or the lead-lag compensators as discussed in [17, 18]. Many
researchers proposed PID like fuzzy controller design to combine the advantages of
conventional and intelligent controllers [18-20]. Neuro-fuzzy controllers [21] and
advanced type-2 fuzzy controllers [22] have been designed for the precise control of
EMLS for the fix operating conditions. As discussed in [13], the track irregularities
or payload variation may disturb the operating conditions of the MAGLEYV system.
To solve this issue, T-S fuzzy regulator using the LMI approach for a set of operating
conditions was designed with decay rate (8) of 1 and 0.8 [23].

In this research, the T-S fuzzy regulator has been designed using the simplified
pole-placement approach for a set of the operating points. Key features of the pro-
posed approach are as follows: (i) Regulator gains for each rules (i.e., i=1, 2, 3,
4) can be simply obtained based on pole-placement approach which reduces the
reliance on LMISs, (if) No need to recalculate the regulator gains again and again for
the different cases as discussed, (iii) Offers performance robustness under variation
of the payload disturbance of 0—-40%, and (iv) System stability in the large operating
region is guaranteed.

2 Electromagnetic Levitation System (EMLS)

EMLS is class of a nonlinear and unstable system by nature [15, 16]. This nature
demands the effective regulator design to maintain the air gap (y) between the elec-
tromagnet and the steel ball around the desired operating position (yp). Under the
linear relationship between the coil voltage and coil current, the current controlled
structure of EMLS is shown in Fig. 1 [23]. The parameters used for the simulation
of EMLS are mentioned in Table 1.

As shown in the above structure, the ball position (y(¢)) is controlled by varying the
coil current (i(¢)) by the proposed regulator. Let F; be the major vertical disturbance
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Fig. 1 Electromagnetic
levitation system [23]

.
2
o
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y
Table 1 Simulation Parameters Value Units
parameters of EMLS [23]
0.05 ke
g 9.8 m/s?
ks 0.001 Ns/m
A 0.46 H
1% 2 m~!

due to variation of the payload whose effect needs to be minimized by the proposed
regulator based on feedback signals, i.e., air gap position, y(¢), and air gap velocity,
y(@).

Using the first principle of physical system modeling, force balance equation on
the spherical ball with the vertical disturbance (F;) can be expressed by (1) [19, 23]

d*y dy i 2 Fy
— =g—-C——-C +— 1
az =8 "dr O<1+uy> m M

Here, x € R" u € R" and Y € RY, are the state vector, input and output vectors,
respectively, for the considered EMLS. Let define the variables for the state-space
modeling as follows x; = y,x, = y,u = i,Y = x;. The nonlinear state-space
model using the defined variables for the EMLS can be represented by (2)

X2

2 2)
g — Co(lﬂli_xl> —Cixa+ %

X =
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Operating points for states and input are (xj9, x29) and u, respectively, for the
EMLS model (2). It can be obtained under steady-state conditions as follows [23]:

X10 = Yo 20 = 0, g = (1+M}’0)‘/Ci0 3)

3 Background of the Takagi-Sugeno (T-S) Fuzzy Regulator

T-S fuzzy regulator design begins with the development of the T-S fuzzy model for
the given nonlinear system [2]. The ith rule of T-S fuzzy system can be written as
follows [2, 5]:

IF Z] is M],AND ..AND Zp iSMpi'

4
THEN x(t) = Aix(t) + Biu(t), i=1,2,...,r @

Here, M;; is fuzzy set; Zy, ..., Z, are the nonlinear terms well known as premise
variables; A; € R™, B; € R™" and C; € R?*" are, respectively, the state, input,
and output matrices of ith linear subsystem with No. of rules (r). The overall state
model for the given system (4) can be expressed as follows [2]:

i) =Y m(D)[Ax@) + Bu®), i=12..r (5)

i=1
where

w;(Z)

hi(2) = ST w2

Y hi(Z)=1,hi(Z) =0
i=1

wi(2) =[[M;i(2)). ) wi(Z) >0, wi(2)>0
j=1

i=1

Design the PDC-based state feedback regulator for the ith rule of T-S fuzzy reg-
ulator can be formed as follows [3]:

IF Z, is M;; AND ... AND Z, is M,

. (6)
THENu(t) = —K;x(t), i=12,...,r
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The overall T-S fuzzy regulator based on PDC approach can be expressed by (7)
(3]

ut) ==Y hi(Z)Kix(t), i=12,...r (7)

i=1

Combining and simplifying (5) and (7), the overall T-S fuzzy model-based regu-
lator system can be expressed as follows [2, 3]:

£(0) =YY hi(Dhi(D)[Ai — BiK;]x () ®)

i=1 j=1

The above dynamics of (8) can be expanded as follows with G;; = A; — B;K;
[51,

£(0) =Y hi(Z)hi(Z)Giix (1)

i=1

2 @, (Z)[G”+ } @ ©)

i=1 i<j

Lemma 1 [5] The equilibrium of the continuous T-S fuzzy system described by (9)
is globally asymptotically stable if there exists a common positive definite matrix P
such that

G-T-P+PG,'l' <0,

(10)
I:Gu;Gu] P+P|:G/,+G//:| <0, i</j,sthnh;#o¢

4 Simplified Takagi-Sugeno Fuzzy Regulator Design

From (10), it is clear that the operating point for the EMLS is not at the origin such
that £(0, 0) # 0. Defining new variables based on the following state transformation
[23 are:

- - R
X1 = X1 — X10, X2 = X2 — X0, U = U” — uy (11)

Simplifying (1)-(3) would result in the new transformed nonlinear state model as
(12) with Membership Functions (MFs) for Z, and Z, are shown in Fig. 2 [23]
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H(z1) H(z2)
A '
1] M 11
M. 1 M., M4
0.5 0.5
0 >z, 0 >z
Z1 Zy2 ! 22 22 d

Fig. 2 Membership Function (MF) for premise variables: Z; € [ZlLZ]z] and Z; € [Z21,Z22]

S 0 1 _ 0 B
o |:Z1(21’x10) _C1:|x ¥ |:Zz(fl,xm):|u 2

Various state and input matrices for different subsystems using the model rules
based on (4) are described below

0 1 0

1 2 |:le _C1:|» 1 3 |:Z21:|7
0 1 0

3 4 |:Z12 _Cl:|’ 2 4 |:222:|

The set of control rules for the T-S fuzzy regulator design based on (7) are as
follows:

IF Z, is M;; AND Z, is M>; THEN u = — K x
IF Z, is M;; AND Z, is Mo THEN 4 = —K)x
IF Z, is M1 AND Z, is M>; THEN 4 = —K3x
IF Z, is M1, AND Z, is M>, THEN u = —Kx

By expanding the (8) with No. of control rules as » =2, the overall closed-loop
dynamics can be expressed by (13) in the simple expanded form:

%(t) = {hi(A| — B1K1) + h5(As — BoK») + hiha (A — B1K>)
+hihy(Ay — BoK)))x(t) (13)

Remark 1 Tt can be observed from (13) that if the regulator gains (i.e.,
K, K», K3, K4) are chosen such that all the subsystems (i.e., G;; = A; — B; K; and
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G;j = A; — B;K) gets stable, then the overall closed-loop system presented by (8)
can be asymptotically stable in large based on Lemma 1.

Remark 2 Using above Remark 1, the T-S regulator gain can be easily obtained using
the pole-placement method. In case of LMIs, No. of LMIs would rapidly increase or
change with an increase in r as well as change in the ranges of premise variables.

Remark 3 Using the concept of Lemma 1, if the eigenvalues for all the closed-loop
subsystems (i.e., G;;) are placed at a same location with sufficient left half of s-
plane such that all the coupled subsystems (i.e., G;) gets stabilized, then the overall
closed-loop system presented by (9) can be stabilized in large.

The recommended location of the common eigenvalue (o103 ...0,) for all the
closed-loop subsystems to obtain pole-placement-based regulator gains is mentioned
below

A =ax[0102...0,] (14)

where

Ac Recommended location of eigenvalues of all the subsystems,
«  Figen multiplier to update the A¢ as per the requirement, o > 0.

5 Simulation Results

The nominated T-S fuzzy regulator is employed to stabilize the nonlinear and unstable
EMLS with initial state condition of [0.04 1]T for two cases under the set of operating
points (yg), (i) without payload (Fy), (if) with payload (F4) variation of 0-40%. The
obtained results for both the cases are compared with the results obtained by the
regulator designed by LMI approach with decay rate (8) of 1 and 0.8, respectively.
The initial step is to place the eigenvalues of all the subsystems with sufficient left
half of s-plane. After a long iteration, selecting the values of « = 5, 0y = —5,
and 0, = —10 would result into the desired regulator gains (K;). The closed-loop
eigenvalues based on K;, for all the subsystems are shown in Table 2.

In case (i) without payload, the set of operating points are considered as, yo: {0.04,
0.1, 0.05, and 0.08} with the equal interval of 1 s. The proposed regulator smoothly
tracks the change of operating conditions (yy) without disturbing the transient behav-
ior compare to former regulators as shown in Fig. 3. It is observed that for the similar
conditions, LMI-based regulators with =1 and 0.8 having the high overshoot and
low-speed problem during the first change of operating point. However, after the
first change in the yy, all the regulators work almost similar. Even the response of air
gap speed (x,) for the proposed regulator is quite good compared to the LMI-based
regulators.

In case (ii) with payload variation in range of 0-40%, the set of operating points
are considered as, yo: {0.04, 0.1, 0.05, and 0.08} with the equal interval of 0.5 s.
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Table 2 Eigenvalues of closed-loop subsystems with » =4 based on the proposed approach

Subsystems (G;;) Eigenvalues (1;;) Subsystems Q;; = Eigenvalues (1;;)
(G,-ﬁG,-,v) i<
e I
G —25, =50 [P —22.83, —62.74
Gy —25, =50 013 —25.00, —50.00
G33 —25, =50 Q4 —2291, —62.66
Gyq —25, =50 023 —22.71, —62.86
- - [N —25.00, —50.00
- - O34 —22.78, —62.79
===Setofx; LMl — LMI+0.8 Decay rate ™ Proposed approach
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Fig. 3 Response of EMLS for set of operating points without variation in payload

Payload disturbance pattern is set as { 10, 25, 40, and 15%} with the identical interval
of 0.5 s which is quite fast and high leveled. The proposed regulator efficiently
tracks the change of operating conditions (y,) even under the presence of the vertical
payload without any problem compared to the former regulators as shown in Fig. 4.
It is observed that for the similar conditions, LMI-based regulator with 8 =1 almost
fails to regulate the EMLS with very large overshoot and permanent offset while
the regulator with 8=0.8 having the moderate overshoot as well as the steady-state
problems.

The pole-placement-based simple design of T-S fuzzy regulator provides the
robust performance to the EMLS under most diverse conditions like change in the
operating conditions and large quick variation of the disturbance. For the proposed
approach, the regulator gains have not been changed for the different cases as dis-
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Fig. 4 Response of air gap for set of operating points with 0-40% variation in payload

cussed earlier which need to change in case of LMI-based regulator design for f=1
and $=0.8. This change of the regulator gains would add the computation burden to
run the large set of LMISs for different cases.

There is the existence of positive definite matrix P as mentioned below such that
all the subsystems get asymptotically stabilized in the left half of the s-plane as shown
in Table 2. Hence, the designed T-S fuzzy regulator would stabilize the considered
EMLS for a set of operating conditions.

P 0.367 —5.1042 C P=0
—5.1042 85.6754

6 Conclusion

The proposed research work discusses the pole-placement-based simplified design
of T-S fuzzy regulator for a control application like EMLS without solving the LMISs.
It is one of the multipurpose regulator designs which may be suitable for the sta-
bilizing control as well as disturbance rejection control for nonlinear and unstable
systems. It has been observed during the simulation that the designed regulator works
satisfactorily to achieve multiple control objectives without changing the regulator
gains for different requirements like change in the operating points, payload varia-
tion...etc. The proposed regulator gives superior transient performance as compared
to LMI-based regulator under fixed as well as change in operating conditions. Also,
the performance robustness against payload variation of 0-40% is achieved by the
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proposed regulator compared to LMI-based regulator. Also, the asymptotical stability
in the large operating region based on the proposed control approach is confirmed.
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Abstract The present work deals with an unequal two-area multi-source
thermal-split shaft gas turbine (SSGT)-based automatic generation control (AGC)
system. Each of the thermal units is associated with both reheat turbine and gen-
eration rate constraint (GRC). The whale optimization algorithm (WOA) is used
for simultaneous optimization of controller gains and other parameters. Through
investigations it is observed that combination of integer order proportional—inte-
gral-derivative with filter (PIDN) controller and fractional-order integral-derivative
(FOID) controller (PIDN-FOID) provides upperhand over classical controllers with
respect to lesser peak deviations, settling time, and smaller values of cost function.
Different analyses also show that involvement of interline power flow controller
(IPFC) and ultra-capacitor (UC) one at a time or both together improves the system
dynamics with much-reduced oscillations, lesser peak deviations, and settling time.
Sensitivity analysis at higher value of step load perturbation (SLP) is performed for
checking the robustness of controller.
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1 Introduction

The basic aim of an interconnected system is to facilitate with electric energy at
nominal value of both frequency and terminal voltages. This is dependent upon the
balance between the amount of power being generated and demanded. If a situa-
tion arises where the amount of power generated is less compared to amount of
power being demanded, then there is reduction in speed as well as frequency of the
generators and vice versa [1] and this is reflected as deviations in frequency. Here,
lies the concept of automatic generation control (AGC) whose main objective is to
maintain steady-state error as zero. Nanda et al. [2] have undergone analysis for a
two-area hydrothermal system under both continuous and discrete mode in presence
of nonlinearity like generation rate constraint (GRC). Nanda et al. [3] have studied
an unequal three-area system having only thermal units as generating units in pres-
ence of GRC. Gozde et al. [4] have studied gain scheduling of a two-area thermal
system but in presence of another nonlinearity called governor dead band. Bhatt
et al. [5] have studied a two-area system considering mixed generating units like
thermal, hydro, and diesel. There are mainly two types of gas turbine (GT) and they
are single shaft GT and split shaft GT (SSGT). In single shaft GT, both generator
and turbine are on same shaft, but for SSGT, generator is connected to turbine via
gearbox. Shankar et al. [6] have initiated the use of SSGT in the field of AGC for a
two-area hydrothermal-SSGT system. The authors in [6] have undergone studies for
a simple system without considering any type of nonlinearities like GRC. Thus, there
lies a scope of studying SSGT with conventional thermal units but in the presence
of GRC.

Various flexible AC transmission devices (FACTS) play a major role in maintain-
ing power flow in an interconnected system. Interline power flow controller (IPFC)
in general form is a combination of several dc-to-ac converters which provides series
compensation for different lines. Rahman et al. [7] have utilized IPFC for the study
of AGC under conventional environment. Similarly, Chidambaram et al. [8] have
considered IPFC for the study of AGC under deregulated environment. Thus, the
study of AGC under conventional environment integrating IPFC for the considered
system needs to be studied.

The energy storage device ultra-capacitor (UC) is also popularly known as super-
capacitor is based on the conception of double-layer effect. It has high specific energy,
specific power energy, high charge, and discharge efficiency as well as longer life.
Das et al. [9] have used UC for an isolated system of load frequency control, whereas
Saha et al. [10] have incorporated UC in their study of AGC but under deregulated
environment. Thus, there lies an option to use UC under conventional environment
of AGC.

Most of the literatures in the field of AGC report about the use of classical
controllers, namely integral (I), proportional-integral (PI), and proportional—inte-
gral-derivative with filter (PIDN). In recent days, Saha et al. [11] have suggested
the combination of 1O controller PIDN and fractional-order controller ID (PIDN-
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FOID) under deregulated environment of AGC. Therefore, the use of PIDN-FOID
in conventional AGC system requires to be considered.

Many literatures in the field of AGC marks the use of some optimization tech-
niques like bacterial foraging-based optimization technique [3], craziness-based par-
ticle swarm optimization [4], quasi-oppositional harmony search algorithm [6], and
many more. Most of the techniques suffer from disadvantages like getting entrapped
in neighboring optimal and have sluggish convergence. Mirjalili et al. [12] have put
forward whale optimization algorithm (WOA) that supersedes the drawbacks as it
carries out exploration as well as exploitation separately using two varied set of
equations. The use of WOA in conventional system with SSGT, IPFC, and UC are
still unseen. According to the above review of previous literatures, the following are
the key objectives of the present article:

(a) Development of an unequal two-area AGC system with thermal units in area-1
and thermal-SSGT in area-2 in presence of GRC.

(b) Simultaneous optimization of I, PI, PIDN, and PIDN-FOID controllers with
the help of WOA and evaluation of dynamic responses in order to find the best
controller amongst them.

(c) Study the effect of IPFC, UC one at a time and both together on system dynamics
using the best-obtained controller from (b).

(d) Sensitivity analysis is performed to check the robustness of controller gains and
parameters for higher value of step load perturbation (SLP).

2 System Under Consideration

An unequal two-area AGC system with multi sources are considered for the study.
The two areas are in the capacity ratio of 1:3. In these two-area systems, the area-1
comprises of thermal units and area-2 comprises of both thermal and SSGT units.
The area participation factors (apfs) considered for each generating units for each
areas are apf;; =apfj, =0.5 (for area-1) and apf,; =0.4, apf,, =0.6 (for area-2).
The nominal system is integrated with IPFC, UC one after another as well as both
together to reduce oscillations between areas. The complete transfer function of two-
area systems incorporating IPFC and UC are shown in Fig. 1. The nominal values
various parameters of thermal and SSGT units are obtained from [2, 6], respectively.
Similarly, the nominal values for [IPFC and UC are obtained from [7, 10], respectively.
An attempt is made to make system realistic with proper consideration of GRC
of 3%/min for thermal units. A step load perturbation (SLP) of 1% is taken as
disturbance in area-1. The controller gains and parameters are optimized making use
of WOA considering integral squared error as cost function as given by (1).

T
JisE = / (AfE+ AfS + AP, _,)dt (1)
0



108 A. Saha et al.

Area-1
I THERMAL
By I\J“'T s+l
a Tm s+1 T'|| s+l Trpy sl 1
o

THERMAL

Kry 5Ty .5%1
1 12471y
111 Tzl .{ T 2541 } * .

Try 2 5+1

K2 Tl s+l T
Til.s+1
FOVmax 1
ik 1 “Ep2
FOVmin | Ty-5+1 Ta-#1 Tyl
K " L
T 1 e T
TF m ~ uc L .
e

Ly SSGT Dy

Fig. 1 Transfer function model of complete system with both IPFC and UC

3 PIDN-FOID Controller

The secondary controller used for the considered system is a combination integer-
order (IO) and fractional-order (FO) controller named as PIDN-FOID controller. In
PIDN-FOID controller, the IO controller is PIDN and FO controller is I*D*. The
detailed block diagram of the controller is given in [11]. The transfer function blocks
of PIDN and FOID controllers are given by (2) and (3), respectively.

K,'+KiNi 2+ Ki-l-Ni +K,'N,'
Ci(s) = (Kp piNi)s™ + (K, )s + K @)
s(s+N;)

Fi(s) = Kii /s* + Kgis™ 3)

In (3), A and w as fractional order of integrator and derivative part, respectively,
of "D* controller. Therefore,

Ui(s) = (Ci(s)Fi(5)) * Ri(s) “4)

(K pi+K pi Ni)s*+(Ki+N;)s+K i N;
s (s+N;)

Ui(s) = ) % ACE, (5)

* (Kii/s}‘i + Kd,'S””)

R;(s) and U;(s) are input and output from PIDN-FOID controller, respectively.
Kpi, Kpi, Kj;, and N; are tuning parameters of the PIDN controller and K;;, A;,
Kgi, and p; are the tuning parameters of I"D* controller for ith areas. The gains
and parameters are optimized with the help of WOA by keeping minimum value of
Jise given by (1) subject to (6). The lower and upper limits of each parameter are
superscripted in (6) and these are set by experience and different set of trials.
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min max gz -min max p-min max »;min max
KPi SKPiSKPi ’Kli fKIiSKI,‘ sKDi fKDiSKDi le' SNifNi )

min max p-min max ,min max , min max
K77 <Kii <K;",Kgi < Kai <Ky A SAi S A s M = Wi S Wy (6)

The specified range of frequency [w;, w,] considered for analyses is [0.01, 50].
The basic details of FO controller and PIDN-FOID are given in [11].

4 Whale Optimization Algorithm (WOA)

The WOA technique was proposed by Mirjalili et al. [12] based on the attacking
behavior of humpback whales. This algorithm maintains a balance between both
exploration and exploitation with the help of two different set of equations. Therefore,
it has an advantage of not getting trapped in local optima. The detailed explanation
of WOA is given in [12]. The input variables of WOA are number of search agents,
maximum iterations, and @ which reduces from 2 to 0 during iterations. And, the
output variables are the controller gains and parameters.

5 Results and Analysis

5.1 Performance Comparison of I, PI, PIDN,
and PIDN-FOID Controllers with 1% SLP in Area-1

The unequal two-area system with thermal units in area-1 and thermal-SSGT units
in area-2 is considered for the study. The few secondary controllers I, PI, PIDN, and
PIDN-FOID are considered one at a time and their gains and other parameters are
optimized with the help of WOA considering ISE as cost function. The optimum
values of each controller gains and parameters and corresponding Jisg values are
provided in Table 1. Using these optimum values, dynamic responses are plotted
and shown in Fig. 2 (only two). Critical analysis of Fig. 2 infers that PIDN-FOID
provides better performance than other classical controllers with regard to reduced
peak deviations and settling time. It is also observed from Table 1 column 3 that Jysg
value corresponding to PIDN-FOID controller is least compared to other controllers.
Thus, it can be said that the performance of PIDN-FOID is better.

5.2 System Dynamics Using PIDN-FOID Controller
with IPFC, UC

The system considered for the study in Sect. 5.1 is now integrated with IPFC, UC
and both IPFC and UC one at a time. PIDN-FOID is considered as the secondary
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Table 1 Optimum values of controller gains and parameters and corresponding Jisg value

Controllers Optimum gains/other parameters | Jisg

I K;, =0.5276 K ;, =0.2356 0.0131

PI Kp; =0.0001 K 5, = 0.0174 0.0084
K;,=0.4712 K;,=0.0824

PIDN K5, =0.0001 K, = 0.0001 0.0058

K;,=0.9524 K},= 0.4168
Kpy=0.2996 K 1,=0.9751 N} =
96.00 N3 =95.00

PIDN-FOID Kp, = 0.0036 K,=0.0458 K;; |0.0049
=0.6214 K;, =0.6254 K,
=0.8638 K ), =0.9565 N
=86.36 N,=89.36 K;, =0.5214
K}, =0.5890 A;=0.0012
2,=0.0015 K;;=0.7324 K,
=0.8115 puj =0.2135 p1;
=0.6560

controller. For each case, the gains and parameters of controller are optimized using
WOA and optimum values are tabulated in Table 2. Corresponding to these optimum
values, the dynamic responses are obtained and compared in Fig. 3 with that obtained
without IPFC and UC. It is observed that system dynamics improves in presence of
IPFC, UC or both IPFC and UC. But, critical observation reveals that the most
improvement in system dynamics is observed in presence of both IPFC and UC in
terms much less peak deviations, settling time, and magnitude of oscillations.

5.3 Sensitivity Analysis with Higher Value of SLP

The robustness of PIDN-FOID controller gains and other parameters are checked for
higher value of SLP like 5% in area-1. The controller gains and other parameters are
optimized using WOA (optimum values are not shown). The dynamic responses of
the system at changed 5% SLP condition are compared for optimum values corre-
sponding to change 5% SLP condition and nominal condition in Fig. 4. It is noticed
that responses are almost the same. Thus, further resetting is not required for higher
value of SLP.
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Fig. 2 Dynamic response comparison of I, PI, PIDN, and PIDN-FOID controllers for a Af versus
time, b APtie|_, versus time

6 Conclusion

An analysis of two-area multi-source thermal-SSGT system integrating IPFC and UC
are done in this article. The controller gains and other parameters are optimized using
WOA technique. It is observed that PIDN-FOID controller performance is much
better than other classical controllers like I, PI, and PIDN. The system is integrated
with IPFC, UC and both IPFC and UC one at a time using PIDN-FOID controller.
Analysis says that system dynamics shows improvement with much-reduced peak
deviations, settling time, and intensity of oscillations in each of the cases. But, the
best dynamic responses are obtained when the system is integrated with both IPFC
and UC. It is observed that the controller gains and parameters are robust to higher
value of SLP and requires no further resetting. Thus, it is recommended to use both
IPFC and UC for such combination of the system.
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Table 2 Optimum values of PIDN-FOID controller gains and parameter with IPFC, UC and both
IPFC and UC

Conditions Optimum gains/other parameters

With IPFC only Kp, =0.9213 K, =0.7728 K;,=0.9521 K,
=0.1144 K, =0.4427 K ;,,=0.5421 N
=42.00 N5 =46.00 K}, =0.9369 K ;, =0.9996
A1=0.0073 15 =0.0009 K ;,=0.9965

K ,=0.9990 111=0.2135 11,=0.0093

With UC only Ky, =0.0001 K ,,=0.6750 K;;=0.9789 K,
=0.0002 K ;,, =0.0002 K j,, =0. 9453 N
=69.00 N5 =79.00 K/;=0.9658 K, =0.9447
Ay =0.0002 15 =0.9416 K ;; =0.9784 K,
=0.9521 p; =0.0002 125=0.0093

With both IPFC and UC K;,=0.6744 K 1, =0.4629 K;,=0.6058
K;,=0.3315 K ,,=0.3271 K ;,,=0.4107 N
=61.65 N5 =52.71 K}; =0.2772 K ,=0.4852
A1=0.0016 15 = 0.0017 K, =0.5974 K,
=0.6907 uu| =0.0062 5 = 0.0024

Appendix

f =60 Hz; loading=50%; K,; =120 Hz/p.u. MW, T,; =20 s; T, =0.086 p.u.
MW/rad; H; =5s; D; =8.33 x 1073 p-u. MW/Hz; B; = ; =0.425 p.u. MW/Hz; R;
=24 Hz/pu. MW; T,; =0.08s,T,; =0.35s,K,;=0.5,T,;,=10s;T; =T, =155,
T3 =358, Lnax =1, Kr =1, FOVyy, =—0.02, FOVhax =1, Dy =0 pus; Kyej = —
0.7, Tuci =O.9; KIPFC = l, TIPFC =0.01s.
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Fig. 3 Dynamic response comparison of responses with and without IPFC, UC and both IPFC and
UC using PIDN-FOID controller a Af| versus time, b A Pyje;—2 versus time
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An Efficient Unbalanced Load Flow )
for Distribution Networks e

Tanmoy Malakar and Ujjwal Ghatak

Abstract This paper presents a new unbalanced three-phase load flow solution
technique for electric power distribution systems (DS). A new matrix formulation
is utilized to develop the proposed Distribution Load Flow (DLF) approach. The
proposed algorithm is composed of two forward sweep steps; unlike conventional
backward forward sweep approach. Here, the traditional backward sweep step is
replaced by a novel forward sweep step. The bus voltages are determined in the first
forward sweep and branch currents are calculated in the second forward sweep. In
this paper, the DLF formulation is presented for balanced and unbalanced radial net-
works. Simulation results prove the accuracy of the proposed method with excellent
convergence characteristics for distribution networks with varied complexity and
size. Results obtained with the proposed method are compared with other methods,
and it is found that the proposed approach has made the algorithm faster than the
other contemporary methods.

Keywords Unbalanced load flow - Distribution systems - Computations

1 Introduction

The Power Flow (PF) study is the most basic and important analysis tool for power
system networks. It is an essential component for solving many power system prob-
lems and because of this, PF computation cannot be avoided. PF studies are mainly
executed to determine some unknown quantities associated with power systems such
as load bus voltages and their angles, bus injections, line flows, losses, etc. The dig-
ital computer solution approach of PF problem was first reported in 1950s [1, 2]
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and since then numerous techniques have evolved. Admittance matrix type formu-
lation approaches [3—-6] were successfully implemented in solving PF studies of
complex power transmission systems. These are well-established methods and have
been trusted by the power system practitioners over the last four decades. They
show excellent convergence characteristics for PF problems associated with power
transmission/sub-transmission networks. However, they fail grossly when dealing
with Distribution Systems (DSs) [7] because of the following reasons:

Most of the DS are radial and weakly linked.
High R/X ratio.

The DS are mostly unbalanced.
Transposition in DS is rare practice.

Different techniques were proposed in the literature for solving PF problems for
both balanced and unbalanced DS. Among these, formulations based on modifica-
tion of existing methods [8—11] were the early attempts for solving DLF problems.
Off late, the KCL-KVL-based forward-backward sweep approaches [12-28] have
evolved as most conventional DLF techniques. Some research [29-32] shows DLF
formulation using bi-quadratic equations.

The KCL-KVL-based Backward-Forward (B/F) sweep approach was possibly
attempted first by Shirmohammadi in their works in [12, 13] for DLF solution.
Further improvement of this method is reported in [14] to make it adaptive for
modeling slow dynamics on distribution system. A new DLF approach utilizing
simple algebraic expressions of receiving end voltages is reported in [15]. A direct
approach of PF solution for unbalanced three-phase distribution system is proposed
in [16]. The topological characteristics of distribution system are utilized to develop
the bus injection to branch current matrix (BIBC) and branch current to bus voltage
matrix (BCBV) and in the later stage, these two matrices are multiplied to obtain
PF solution. In [17], a new DLF approach based on branch impedance matrix (Zggr)
is proposed. Another novel DLF approach is proposed in [18] by exploiting the
radial structure of DS. The approach utilizes radial configuration matrix to carry out
the backward/forward iterative steps. A loop analysis-based PF method is presented
in [19]. A new approach to analyze radial and weakly meshed distribution system
supplying nonlinear loads is reported in [20]. The process is named as backward
sweep, because of the unique equations involved for RDS and meshed networks.

An efficient matrix transformation technique is reported in [21] to make backward
forward sweep faster. Most recently, another promising DLF algorithm is proposed
in [23], where simultaneous calculations for all laterals of distribution networks can
be avoided. The advantage of using such an approach reduces the size of the problem
and shaves off the computation burden. However, such an approach is applicable only
for Radial Distribution Systems (RDSs).

A sweep based three-phase PF method is presented in [24] to analyze distribution
network with meshes/loops and transformers around the mesh structure. A gener-
alized single equation load flow technique is proposed in [25] which are based on
impedance matrix formulation. Another efficient approach to solve multi-phase dis-
tribution system load flow problem is presented in [26]. An extension of popular
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backward/forward sweep PF algorithm is discussed in [27] where a new loop-based
analysis technique is used to improve the convergence.

It is revealed from the literature review that backward—forward sweep technique
can be implemented either directly [12—15] or using matrix formulation [16-27]
approach. In this paper, an efficient load flow algorithm is proposed using a unique
matrix formulation approach. The proposed approach is based on two matrices,
namely FFP matrix and SFP matrix. The former is needed for calculating the bus
voltages and the latter helps to find the branch currents in the developed approach.
The unique property of the proposed PF model is that it replaces the conventional
backward sweep step by a simple forward sweep step and this uniqueness has made
the algorithm superior than other contemporary methods. The test results show excel-
lent convergence characteristics for distribution networks with varied complexity and
size.

2 Mathematical Formulation

2.1 Modeling of Distribution Lines

With the help of this model, the relation between nodal voltages and line currents
for a three-phase line can be obtained. Figure 1 shows a section of unbalanced three-
phase line comprising self and mutual impedances of a DS. The voltages at bus j of
the line section is shown in [17] and represented in Eq. (1).

V, Va Zaa_n Zah_n Zac_n Ta
Vi l=1 Ve | = | Zban Zoon Zvcn |-| Ipp (1
VC VC V4 ca_n Z cb_n V4 cc_n 1 Cc
Fig.1 A three-phase line Zaa
section VA — NV Y Y Y y——=—Va
Zan Zac Zbb Zab
VB AVAYAY Y Y Y Y Vb
Zbn Zcc Zbc
VC AVAYAY, Y YY Ve
Z Zcn
VN AL~~~ ~—————

i-th bus sections j-th bus sections
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2.2 The Proposed PF Solution Method

Like most of the conventional distribution load flow (DLF) methods, the proposed
approach is based on the calculation of branch currents and bus voltages by KCL
and KVL, respectively. The developed formulation is based on double forward sweep
steps. Here, the conventional backward sweep step for calculating branch currents is
replaced by a novel forward sweep step. In the first forward sweep, the bus voltages
are determined using KVL by assuming all branch currents are initially set as zero
and calculation proceeds in forward path, i.e., from start node to end node. After
obtaining the bus voltages from first forward sweep step, the branch currents are
calculated using KCL in the second forward sweep step. The calculation begins with
the first branch and continues up to the last branch for a given distribution network.
These two forward sweep steps are formulated using two matrices, namely First
Forward Path (FFP) matrix and Second Forward Path (SFP) matrix, respectively.
The bus voltage calculation is done using the former and the branch currents are
determined using the second matrix. In this section, derivation of these two matrices
will be discussed in detail with the help of a sample distribution system as shown in
Fig. 2.

A. Formation of FFP matrix and calculation of [V ]

From Fig. 2, if voltage of ith bus is Vp; branch current of kth branch is Ip;, and
impedance of that branch is Z, then, the nodal voltage expressions of the network
can be written in the following way:

Vg = Vg1 — Ip1Z4 2
Vs = Vpr — 122 (3)
Vs = V3 — Ip3Z; “4)
Vis = Vpa — IpaZy (5)
Ve = V3 — IpsZs (6)

Substituting Vg, from (2) into (3)

Vs = V1 — Ip1Z1 — IpaZ, @)

BUS-4 BUS-5
™ @Load

Branch
j SS

BUS-1 BUS-2
current
SIS

-6

Ss 136

Fig.2 A 6 bus RDS
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Similarly, all other bus voltages can be expressed using substation bus voltage
V1)

Vs = V1 — Ip1Zy — IpaZy — Ip3Z3 (3
Vps = Va1 — Ip1Zy — IpyZo — Ip3Z3 — IpsZ4 9
Ves = Ve1 — Ip1Z1 — IpaZy — IpsZs (10)

The above equations are written in matrix form.

VBZ VB] Z] 00 00 IBI
Vs | =| Vo1 | = | 212,23 0 0 Ip; (11
Vs Vg1 VAWANWAWAN) I,
Vbe Va1 Z1Z, 0 0 Zs Ips
In compact form
[Ve] = [Vp1] — [FFP].[1p] (12)

Here, [ V] is the vector of bus voltages except the supply bus voltage and [Vp] is
the supply bus voltage vector, [FFP] is FFP matrix, and [/] is the vector of branch
currents.

B. Formation of SFP matrix and calculation of [/g]

In Fig. 2, if S; is the load connected to ith bus, then, the branch current of first branch
(Ip1) can be calculated as

n Sl *
I = — 13
Bl ; (VBi> (13)

where 7 is total No. of buses present in the distribution network. Equation (13) can
be expressed as

1/ Vg
1/ Vs
I = | [52 858485 86 |-| 1/ Vs (14)
1/ Vs
1/ Vs

From Fig. 2, the branch currents can be calculated by applying KCL

Igr =15 —0 (15)
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S *
Iy = Ip) — (V_zz) (16)
B

Ips=1 <S2+86+S3)* (17)
B V2 Vs Va3
A S3 Sy Se \*
Iga=1p — | —+ —+ — + — 18
B Bl (Vsz Vs Vs VB6> (1%
S S3 Sy Ss \*
Ips=1g — | —+ —+ — + — 19
B (Vsz Ves Vs VBS) (19
In matrix form
Ip; I 000O00O0 1/ Vg
Ip> Ipy S 0000 1/ Vg3
Igs | =|Ip1 | — || $285 0 0S¢ || 1/Vpa (20)
Ips Ip1 828584 0 S6 || 1/Vps
Ips Ip S 838485 0 1/ Vs
In compact form
[15] = [Ip1] — ([SFPL.[Vs] e "(=1))" 1)
(1511 — [15] = ([SFPL[V5] e A(—l))>k (22)
[Al] = (ISFPL[Vp]e "(—1))" (23)

Here, [Alp] is the deviation of branch currents from Iz, and [SFP] is the SFP
matrix containing the complex loadings of distribution buses. Dots are used to indi-
cate the element-wise inversion operation in the bus voltage vector [Vg].

Using Egs. (12), (14), it can be rewritten as

Ior = ([ S2 53 54 5 85 | (Vo] = [FFPLUD o* (1)) 24)
In compact form
Is1 = ([S;1[Vs] " (=1)" (25)
Similarly, the Eq. (23) can be rewritten as
[Als] = (ISFPL.([Vs1] — [FFPL.[I5]) o" (—1))° (26)
Therefore, the branch currents can be calculated using the following expression:

(/8] = [Ip1] — [Alp] 27
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C. Computation procedure of the proposed PF solution method

Step 1: Set all branch currents to zero initially.

Step 2: Calculate the current at branch 1 (/) and vector of branch current deviations
[Alg] using Egs. (25) and (26), respectively.

Step 3: Calculate the vector of branch currents [/g] using Eq. (27).

Step 4: Check the convergence using the following expression:

max([IB]k — [IB]k’I) (tolerance

where k is the No. of iterations. If the condition is satisfied, go to Step 5, else repeat
from Step 2.

Step 5: Calculate the final bus voltages using Eq. (12).

Step 6: Stop.

D. Formulation for three-phase networks

In this section, we discuss the formulation for three-phase networks using the devel-
oped approach. Let, a branch, B; connected between two buses is a three-phase line,
then the branch current I; is a (3 x 1) matrix as shown in Eq. (28).

Ipi 4
Igi = | Ipip (28)
Ip; .

Each element of the SFP matrix shown in Eq. (20) is replaced by a (3 x 3) matrix
as shown below.

Sia 0 0
Ss=| 0 S, 0 (29)
0o 0 .

The diagonal entries represent the load demand of phases a, b, and c, respectively,
for load bus i. The FFP matrix is required to be modified accordingly. Here, each
element in FFP matrix is a 3 x 3 impedance matrix as mentioned in Eq. (1). The
supply bus voltage vector is also written in terms of its phase components as shown
in Eq. (30).

VB 1 a
[Veil = VBis (30)
VB¢

Equation (25) used for calculating branch current /5; has to be modified accord-
ingly and I is now a (3 x 1) matrix. The three-phase load at bus i is represented by
a (3 x 3) matrix and the mathematical expression for /5 vector is shown in Eq. (31).
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Vi1 a Ipi o

|20 I1 »
Ip1 o S5 0 0 Si,-- Vei_c Ip) ¢
Ipip | = 0 S, 0 0 -- Vbia | _[rpp)| 1820 | | & (=1)
Ipi ¢ 0 0 $. 0 -- VBib Iz p

VBic I c

€29

Here, small dots (.) are used to indicate other elements of same sequence.

3 Result Analysis

The proposed algorithm is coded using version 13.2 of MATLAB and implemented
in Intel Core i3, 2.4 GHz processor, with 2 GB RAM digital computer. The devel-
oped approach is investigated on standard balanced and unbalanced RDS cases. This
section highlights the performance of the approach in terms of accuracy and conver-
gence rate and also the comparison is drawn with other existing methods.

3.1 Three-Phase Balanced RDS

In this section, the experimentation is made on two standard balanced RDS networks
as Case 1 and Case 2. In Case 1, a 28 bus RDS [33] and in Case 2, 69 bus RDS [34]
is considered. The voltage solutions obtained using the proposed LF approach for
both the cases are found to be same as reported by other methods. The highest value
of voltage deviation is obtained as 0.0675 and 0.0973 v for 28 bus and 69 bus RDS,
respectively, when compared with original Backward—Forward (B/F) approach. The
performance comparisons with other existing techniques are shown in Table 1. For
comparison, the original B/F approach [12] along with other methods mentioned in
Table 1 are also programmed and implemented for both the test cases. Results show
that the proposed approach converges faster with less iteration compared to other
methods. The computing time savings with respect to the original B/F approach are
also mentioned in Table 1.
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Table 1 Performance comparison for balanced RDS

Methods Case 1: 28 bus RDS Case 2: 69 bus RDS

Iter. No. CPU time |CPU time Iter. No. CPU time | CPU time

(s) saving (%) (s) saving (%)

B/F [12] 4 0.051 - 4 0.094 -
Direct 4 0.034 33 4 0.066 29.7
approach
[16]
IRLF [21] |3 0.022 56 3 0.035 63.54
Method in |4 0.025 50.9 4 0.046 51.0
[22]
Proposed 3 0.017 66.6 3 0.028 70.28
method

3.2 Three-Phase Unbalanced RDS

As majority of the DS in country like India operates under unbalanced conditions,
therefore itis important to verify the effectiveness of the proposed approach in solving
the PF problems for such networks. In view of this, the proficiency of the proposed
approach is further verified in this section by solving LF problems for two different
unbalanced (19 bus and 25 bus) RDS networks. The total real and reactive power
load of 19 bus unbalanced RDS is 365 KW and 177 KVAR, respectively. On the
other hand, the 25 bus unbalanced RDS supplies 3.24 MW and 2.39 MVAR loads.
The systems data are taken from [35]. The results obtained with the proposed method
are compared with other methods in Table 2. Like earlier, other methods including
original B/F method were coded in MATLAB and implemented for both test systems
for comparison. The savings in computing time with respect to B/F approach are
mentioned in Table 2. Moreover, the LF solution accuracy of the proposed method
compared to the original B/F approach is presented in Table 3 in respect to the
maximum voltage deviations.

4 Conclusions

This paper presents a new and efficient unbalanced PF solution method to solve DLF
problems. The developed algorithm is based on double forward sweep steps instead
of conventional backward—forward sweep approach. The mathematical model of the
proposed DLF technique for balanced and unbalanced networks are discussed in this
paper and tested on various standard test cases. The algorithm is capable to produce
accurate results in lesser computation time. The reason being; first, the replacement
of conventional backward sweep step with relatively simpler forward sweep steps
and second, the omission of conventional branch numbering phase. It is observed that
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Table 2 a Performance comparison for 19 bus unbalanced RDS. b Performance comparison for

25 bus unbalanced RDS

Methods

a 19 bus unbalanced RDS

Iter. No. CPU time (s) CPU time saving (%)
B/F [12] 4 0.10 -
Direct approach [16] |4 0.060 40
IRLF [21] 3 0.051 49
Method in [22] 3 0.053 47
Proposed method 3 0.034 66
Methods b 25 bus unbalanced RDS
Iter. No. CPU time (s) CPU time saving (%)
B/F [12] 4 0.120 -
Direct approach [16] |4 0.080 33.33
IRLF [21] 4 0.062 48.33
Method in [22] 4 0.066 45
Proposed method 3 0.040 66.66

Table 3 Maximum voltage deviations w.r.t. B/F approach

Test system | Maximum voltage magnitude (volt.) Maximum voltage angle (degree)
deviation deviation
Phase A Phase B Phase C Phase A Phase B Phase C
19 bus 0.0035 0.005 0.005 5.63%x1078|2.07x1077 | 2.65%x 1078
unbalanced
RDS
25 bus 0.0043 0.0062 0.006 6.14x 1078 |3.08 x 1077 [ 3.10x 10~8
unbalanced
RDS

the algorithm gives accurate results for both balanced and unbalanced RDS cases.
From these, it can be concluded that the proposed DLF method is efficient, faster,
and accurate in solving DLF problems of power systems.
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Abstract Due to ever increasing load demand, currently, power system has become
stressful in context with reactive power management and voltage control which may
in turn lead to voltage instability problems in electrical power system. If the voltage
stability is not evaluated and the problems occurred are not attended timely, sequential
outages of components of power system may occur and this may lead to voltage
collapse or blackout. Therefore, detect voltage collapse point, voltage stability is
needed. Several voltage stability indices have been suggested in the literature to
assess static and dynamic voltage stability of power system based on power flow
through transmission line. In the present work, three voltage stability indices, i.e.,
Line Stability Index (L,,,,), Fast Voltage Stability Index (FVSI), and Voltage Collapse
Proximity Index (VCPI) have been used to detect voltage stability status. Contingency
screening has been carried out using Linear Sensitivity Factors (LSFs) based on Z-
bus. Voltage stability indices and contingency screening results have been obtained
on IEEE 14-bus test system.
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varphi Power factor angle

1 Introduction

Voltage stability is the ability of a power system to maintain steady voltages at
all buses in the system after being subjected to a disturbance from a given initial
operating condition [1]. Nowadays, voltage instability is a challenging problem in a
power system. Insufficient of supply and unnecessary absorption of reactive power
cause voltage instability in a power system. Voltage instability may result in the
voltage collapse if necessary actions are not taken immediately to restore the system
voltage within limits.

Voltage stability study has been classified into static and dynamic analysis. For
static voltage stability study, algebraic equations are solved. Therefore, static voltage
stability analysis is computationally less complex than dynamic analysis [2]. In this
paper, static voltage stability analysis has been carried out to identify voltage stability
status.

Static voltage stability analysis is to be done with various methods such as PV
and QV curves [3], reduced Jacobian matrix based modal analysis [4] but these
methods are time consuming for interconnected system network. Nowadays, numbers
of voltage stability indices such as VCPI, L,,,, FVSI, Line Stability Factor (LQP),
and New Voltage Stability Index (NVSI) have been used to assess system voltage
stability status [5]. In the present paper, simulation and result analysis of L,,,,, FVSI,
and VCPI are carried out for static voltage stability study. To identify the distance
from the particular current operating point to the point of voltage collapse, these all
indices are used.

Contingency means unpredictable event/outage and it may be caused by line
outage or change in generation in the system which could lead the voltage instability.
Contingency analysis can be done using different methods such as AC power flow,
LSFs [6], line stability indices [7], various artificial intelligence techniques, etc. In
the present paper, contingency analysis has been carried out using LSFs based on Z-
bus method. From the contingency analysis, power system operator can know about
the effect on power system when an outage of any particular line or generator occurs.

2 Indices Formulation

2.1 Line Stability Index (L,1)

Moghavemmi [8] has expressed L,,,, by analyzing power flow in a single transmission
line. The L,,, index is detected the distance from current operating point to the point of
voltage collapse. The L,,,, value is O in no load condition and 1 in collapse condition.
L,., is given by Eq. (1)
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4x Q;

Lmn el s e—
[Visin(@—8)]12

(D

where 6 is impedance angle, Q; is the receiving bus reactive power flow in pu, x is
line reactance in pu, § is angular difference between sending end and receiving end
bus voltage, and V; is sending end bus voltage in pu.

2.2 Fast Voltage Stability Index (FVSI)

Musirin [9] has used the same concept of power flow through a single transmission
line and the derived FVSI can be given by Eq. (2)

41Z* 0,

FVSI= ——
|Vsl"x

2

where Z is the line impedance in pu.

FVSI can be calculated based on the above equation which depends on the reactive
power flow through transmission line. The line has index value is close to 1 indicates
that line goes into instability condition and may cause voltage collapse.

FVSI can also use to identify weak bus based on a maximum allowable load on
the bus in a system. The weakest bus in the system is considered as a bus which has
minimum the value of maximum allowable reactive load in the whole system.

2.3 Voltage Collapse Proximity Index

Moghavvemi [8] has expressed VCPI index for the investigate voltage stability of
each line based on the same concept power transfer through the line. VCPI is given
by Eq. (3)

P,

r(max)

VCPI(P) =

3)

where P; is the active power flow at the receiving end bus in pu and Pymax) is the
maximum active power transferred through the line in pu is given by Eq. (4).

V2 cosQ

S

7.40052(977“)) @

Pymax) =

where ¢ = tan™! % =power factor angle.
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With the increasing power transfer through a line, VCPI index value is increased
when the VCPI reaches to 1, and the system voltage collapses. VCPI is adequate for
indicating voltage collapse in the line.

3 Linear Sensitivity Factors (LSFs)

There are thousands of possible outages on a daily basis. It is difficult to solve the
outage with less time in a power system. With the help of LSFs, it is possible to get
the quick and fast solution of possible overloads [6]. These factors give approximate
change in line flow with the change in generation or outage of any line. These factors
are basically two types:

e Line Outage Distribution Factor (LODF)
e Generation Shift Factor (GSF)

In this paper, only LODF is used for contingency screening.

3.1 LODF Using Z-Bus Element

When the transmission circuit is lost, the LODF is used to verify the overload of the
line [10]. It is given by Eq. (5),

é (Zim - Zin) - (ij - Z]n)
Zc Zth,mn - Za

®)

Lijmn = —

where mn = outage line, ij = ne whose post-outage power flow is to be checked,
Z, = impedance of outage line, Z. = impedance of line under consideration,
ZimsZin, Zjm, Zj, = off-diagonal elements of Z-bus.

Zrh,mn = me + Znn — 2% Zmn (6)

where Z,,,, Z,, = diagonal elements of Z-bus.
Post-outage power flow in line i—j due to outage of line m—n is given by Eq. (7),

P;‘j = Pij + Lij,mann (7)

where I;; = pre-outage power flow in line i—j, I,,, = pre-outage power flow in line
m-—n.
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4 Test Result and Discussion

In order to demonstrate the effectiveness of voltage stability indices and LSFs numer-
ical analysis have been made for the IEEE 14-bus test system.

4.1 Base Case Loading

Base loading means that load at all buses to prespecified load of IEEE 14 bus test
system [11]. Lines with smaller voltage stability indices have much more voltage
stability margin whereas larger voltage stability indices indicate that lines are heav-
ily stressed condition and further addition of load line goes into voltage collapse
condition.

Different voltage stability indices have been calculated for IEEE 14 bus system
are presented in Table 1. It is observed from this Table 1 that line 7-8 has the highest
index value compared to another line because compensator is connected to bus 8.
In base case loading, no one line becomes stressful. Therefore, more reactive power
can supply in base the case.

4.2 Global Load Increase

Global load increase, it means that equal percentage of active, reactive or apparent
load are increased on all buses. Loading means increased active or reactive load on
the load bus of IEEE 14 bus test system from its base loading.

From Table 2, it is observed that L,,,, and FVSI have a similar result for all types of
loading for 20 and 40% loading. If the load is increased, the indices value is increased
in all three cases but L,,,,, and FVSI gives system status when reactive load increases.

Table 1 Voltage stability Line Lo FVSI VCPI

indices for IEEE 14—bus test

system with base case loading 1-2 0.0688 0.0645 0.0451
1-5 0.0203 0.0184 0.0275
2-4 0.0227 0.0211 0.02
34 0.0365 0.0377 0.0252
4-7 0.0901 0.0899 0.045
5-6 0.0767 0.0759 0.038
6-13 0.0388 0.0381 0.0252
7-8 0.111 0.111 0.0557
9-14 0.0431 0.0424 0.0281
13-14 0.0228 0.0224 0.0148
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Table 2 Indices result of line 13—14 for global loading

20% loading 40% loading

Types of Lonn FVSI VCPI Lmn FVSI VCPI
loading
Reactive 0.0373 0.0367 0.0821 0.052 0.0512 0.0924
Active 0.0267 0.0261 0.0864 0.0314 0.0307 0.1011
Apparent 0.0449 0.044 0.0984 0.061 0.0597 0.1211
Fig. 1 Maximum Maximum loadability of bus
loadability of load buses in 300
IEEE 14 bus system 250

= 200

S

% 150

< 100

1111
0
4 11 12 10 9 13 7 5 4

Bus number

VCPI is more suitable for active and apparent loading condition. In all these buses,
the voltage is more than 0.9 pu in all cases so that the system voltage remains in
stable condition. Table 2 shows that in power system, till 40% load increase, no lines
become critical because the voltage stability index for 40% loading is less than one.
So for global loading, system maintain stability for up to 40% or more loading.

Voltage stability indices can also determine the weakest bus in the system and it
is based on the maximum loadability of a bus. Arrange maximum loadability of the
bus in ascending order and lowest maximum loadability of bus is considered as the
weakest bus.

From Fig. 1, it is shown that bus 14 has the less reactive loading. So, bus 14
is considered as the weakest bus in the system and this bus is also far away from
the generator so less active power reach to bus 14. Bus 4 is the largest loadability
compared to all load buses. So, this bus is the strongest bus in the system and bus 4
is near to generator so it contains large active power from the generator.

Table 3 shows the voltage stability indices for maximum loading condition of
load bus and it shows that line 9-10 and 10-11 are having largest indices value for
loading on bus 10. So, these lines become critical for loading on bus 10 (Fig. 2).

Figure 3 shows that line 613 is the critical line for loading on bus 13 and when
this load is 240 MVAR, this line achieves FVSI value near to unity.

The chart presented in Fig. 4 shows the value of VCPI in each variation of reactive
load for bus 13. Line 13—14 needs some higher value of reactive loading to attain
unity value of VCPI index.
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Table 3 Line stability indices for IEEE 14 test system

Load (MVAR) | Line Lo FVSI VCPI
Q10=94.8 9-10 0.5269 0.5301 0.5217
10-11 0.5411 0.5346 0.5095
Ql1=85 6-11 0.8089 0.8244 0.7647
10-11 0.5431 0.606 0.5801
Q14=72.8 9-14 0.833 0.8837 0.7971
13-14 0.7924 0.8193 0.7439
Q4=250 34 0.4648 0.4925 0.4445
2-4 0.4215 0.4017 0.4941
Q13=150 6-13 0.5866 0.6186 0.5391
12-13 0.4389 0.4914 0.3035
Q7=175 7-8 1.0139 1.0139 0
4-7 0.3784 0.3773 0.4022
QI12=95 12-13 1.0579 0.8722 0.2544
6-12 0.6019 0.6413 0.1337
Q5=258 5-6 0.5992 0.59 0.726
2-5 0.4528 0.4406 0.3654
Fig. 2 Ly, versus reactive Lmn result for Loading on bus 13
load variation for bus 13 1.2
;g 1
i 0.8
E 0.6
g 0.4
= 02
0

50 100 150 200 225 240
Q loading(MVAR)

Line 6-13 = e» oLine 12-13

Line 13-14

Table 4 shows that lines which have L,,,, value is near to unity for maximum reac-
tive loading and these all lines are considered as the most critical line for individual
bus loading.
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Fig. 3 FVSI versus reactive
load variation for bus 13 1.2
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Fig. 4 VCPI versus reactive

load variation for bus 13 1.2
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0.8
0.6
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FVSI result for loading on bus 13
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Table 4 Critical line for individual bus loading based on L,

240

oo oo e Line 12-13 1 ine 6-13

NN

[oe]
W
oo

Bus Maximum reactive load Critical line
14 120 13-14
13 240 13-14
12 90 12-13
10 148 10-11
7 175 7-8
11 195 6-11
5 340 5-6
440 4-7

5 Contingency Screening

Steps to follow for performing contingency screening by using LSFs based on Z-bus

method.

Step 1. Obtain Z-bus for IEEE 14 bus test system using MATLAB coded program.
Step 2. Calculate pre-outage power flow for all lines.

Step 3. Find out LSFs from Z-bus element for particular line outage.
Step 4. Calculate post-outage power flow using LSFs.

Step 5. Compare post-outage power flow with MW limit of line.
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Table 5 Contingency screening of IEEE 14 bus system using LSFs

Contingency (outage) | Most severe line Rank Power in pu
2-1 5-1 1 2.1885
5-1 2-1 2 2.1885
6-5 2-1 3 1.5017
11-6 2-1 4 1.4803
13-6 2-1 5 1.4796
14-13 2-1 6 1.4794
12-6 2-1 7 1.4782
13-12 2-1 8 1.4780
8-7 2-1 9 1.4779
11-10 2-1 10 1.4767
10-9 2-1 11 1.4758
14-9 2-1 12 1.4751
94 2-1 13 1.4745
7-4 2-1 14 1.4697
9-17 2-1 15 1.4696
4-3 2-1 16 1.4277
4-2 5-4 17 1.3278
3-2 2-1 18 1.3327
5-2 2-1 19 1.3303
5-4 2-1 20 1.2977

Step 6. Extract lines which exceed its MW limit and choose one line which is maxi-
mum MW overloading margin from MW limit. Consider this line is the most stressed
line for particular line outage.

Step 7. Repeat steps 1-6 for all line outages.

Step 8. Arrange the line with MW margin in descending order.

Step 9. Top order outage is considered as the most critical line outage.

Table 5 shows that in most of the line outage case, line 2—1 becomes most critical line
because this line is directly connected to a bus where large generator connected. So,
that for every outage, most of active power supply by generator is flowing through
line 2—1 so this line is the most stressful line.

6 Conclusion

This paper presents a comparative study and analysis of the different voltage stability
indices for static voltage stability assessment. Voltage collapse occurs when system
is heavily loaded, the voltage magnitude decreases. These indices can predict voltage
stability of power system under all operating condition. These indices can be used
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to identify critical lines and weakest bus in the system. Based on simulation result,
it can be concluded that to identify voltage stability status, VCPI gives accurate
result when active power change in the system while L,,,, and FVSI gives accurate
for reactive power change in the system. From the contingency screening, it can be
concluded that line 1-2 is a most severe line and which is overloaded in all the line
outages and line 1-2 is most severe outage in the system.
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Comparative Analysis )
on Security-Constrained Optimal Power L
Flow Using Linear Sensitivity

Factors-Based Contingency Screening

Darshan B. Rathod and Rinkesh A. Jain

Abstract Security-Constrained Optimal Power Flow (SCOPF) is a significant tool
used for analysis of power system operation and planning. This paper presents a
solution of SCOPF considering critical contingencies simulated on IEEE 30-bus
system. The main objective of the presented work is to minimize the total generation
cost. An interior point algorithm has been used to find out a feasible and optimal
solution with minimum computational time for secured power system operation.
Contingency screening for SCOPF formulation has been accomplished with the help
of Linear Sensitivity Factors (LSFs) obtained from the Z-bus algorithm. Comparative
analysis has been carried out for the results obtained with those of other techniques
published in the literature for same test cases.

Keywords Contingency screening * Interior point algorithm + LSFs - Optimal
power flow (OPF) - SCOPF

1 Introduction

SCOPF plays a major role in the power system economic operation and security
study. Minimization of generation cost without breaching security constraints is a
challenging task for power system analyst in a large interconnected power system
having many threats under normal and stressed conditions. SCOPF is an extension
of OPF, wherein OPF problem is augmented to consider contingency cases such as
line outage, generation outage, or important outage of any important components
of power system to attain an operating point which is secure and optimal [1]. Thus
SCOPF problem is highly constrained, nonlinear, and non-convex problem of the
power system [2]. With increasing the size of network and more contingencies to
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be considered, SCOPF problem becomes more complex and computational time
increases. The overall SCOPF problem has been based on two types of security anal-
ysis; steady state and dynamic security [3]. In steady-state security-based SCOPF, the
system operators monitor the power flow with stimulating contingencies to analyze
any case of overload and voltage violations.

Network designers and system operators typically rely on the use of conventional
methods, including Newton’s method [4], quadratic programming [4], interior point
method [5], etc., to solve OPF/SCOPF problem. Recently, many meta-heuristic algo-
rithms are proposed to solve power system problems. They have a good performance
in finding the global optimum solution but require more computational time as well
as are not adaptive to online interface of the dynamical behavior of power system.
That is why still conventional OPF algorithms are widely used due to computational
efficiency and strong theoretical background [6].

This paper is organized as follows: Sect. 2 presents a summary of SCOPF problem
formulation. Contingency screening is carried out in Sect. 3. Section 4 shows results
of SCOPF for IEEE 30-bus test system.

2 SCOPF Problem Formulation

SCOPF problem deals with adjusting controlling parameters of the system to acquire
optimal solution while considering security. But one concern that needs to be taken
care of is while acquiring optimal solution of SCOPF the security of power system
is not violated [1]. That means, if there is any outage occurs during operation, the
system can somehow manage the condition and stay intact even after outage.

For ensuring the security of the system, contingency constraints for critical contin-
gencies should be identified and SCOPF problem is to be formulated. Some possible
controllable parameters are:

e Generator MW outputs.
e Generator voltages.

e Transformer tap ratio.

e Switched capacitor settings.

SCOPF can be implemented by first formulating OPF. For OPF problem, the objective
function is generation cost to be minimized can be given by Eq. (1).

f=)_KiPg) )

where K; is the cost function for generating Pg; power at the respective bus. A
quadratic generation cost function is considered and given by Eq. (2).

f(Pg;) = a;P% +biPg +¢; 2)
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The solution must satisfy constraints at the pre-contingency state and constraints

at the post-contingency state.

Equality Constraints at Pre-Contingency

The active and reactive power balance equations in the pre-contingency case are
given by Egs. (3) and (4).

NG NLoad

D PG = D (Prowj) — Pl =0 3)
i=1 j=1

NG NLoad
Z QOGl - Z (QLoadj) - ngss =0 (4)
i=1 j=1

Equality Constraints at Post-Contingencies

The active and reactive power balance equations in the post-contingency case are
given by Egs. (5) and (6).

NG NLoad
D PG = D (Proaj) — Pl =0 (5)
i=l1 j=I1
fork=1,2,... K
NG NLoad
D QG — D Quow) — Qo =0 (6)
i=1 j=1

fork=1,2,... K
Inequality Constraints

Inequality constraints such as limit on voltage at generator bus, limit on real power
generation and transformer tap ratio limit must be taken into consideration. Limits
on control variables are given by:

Limit on voltage at generator bus is given by Eq. (7).

Vit <V, < VP fori =1,...,N (7)
Limit on real power generation is given by Eq. (8).
PE" < Pg; < PR, fori =1,...,NG (8)
Transformer tap ratio limit is given by Eq. (9).
min o

a" <a; <a™ fori=1,...,NT 9)
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Functional constraints

Functional constraints such as limit on voltage at PQ bus, reactive power genera-
tion limit, line overflow limit, etc., are also considered for SCOPF problem.

Limit on voltage at PQ bus is given by Eq. (10).

Vitr < Veg < Vpor L fori =1,...,N (10)
Line overflow limit is given by Eq. (11).
Smin < 'S, < SMX fori=1,...,N (11)
Reactive power generation limit is given by Eq. (12).

QMM < Q; < Q™ fori =1,...,NG (12)

3 Contingency Screening

The contingency screening analysis is carried out using LSFs based on Z-bus [7].
LSFs approximate the change of branch power flow depending on the shift of gen-
eration or outage of any other branch. These factors are of two types

e Line Outage Distribution Factor (LODF) [8].
e Generation Shift Factor (GSF) [8].

3.1 LODF Using Z-Bus

For simulating outage of branch, it is convenient to calculate LODF. This factor
illustrates the change of power flow in the line i j when the outage of line mn occurred.
LODF is represented in Eq. (13).

AP/
Lij,mn = PT (13)

mn

LODF using Z-bus method is given by Eq. (14).

é Zim — Zin) — (ij — Zj")
Zc Ziwmn — ZLa

(14)

Lij,mn = -

where lower index mn shows outage line and ij shows line whose post-outage power
flow is to be checked, Z, =impedance of outage line, Z. =impedance of line under
consideration, Z;,,, Z;,, Z ., Zj, are off-diagonal elements of Z-bus.
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Post-outage power flow in line ij due to outage of line mn is given by Eq. (15).

P;] = Pij + Lij_mnPO (15)

mn

3.2 GSF Using Z-Bus

For simulating outage of generator, it is convenient to calculate GSF. This factor
describes the change of power flow in the line ij rely on the change of generation in
the bus m. GSF represented in Eq. (16).

m_ AP;;
Y AP,

(16)

This factor gives approximation in-line flow due to change in generation on par-
ticular bus. GSF using Z-bus method is given by Eq. (17).

Zim - ij

Kij,m = 7
c

a7)

where m shows bus whose generation is to be changed and ij shows line whose post-
outage power flow is to be checked, Z. =impedance of line under consideration,
Zim, Zjpy are off-diagonal elements of Z-bus.

Post-outage line flow in line ij due to change in generation at bus m is calculated
by Eq. (18).

/ 0
Pij = Plj +Kij,m APm (18)

4 Results and Discussions

Simulation of IEEE 30-bus standard test system is carried out for OPF and SCOPF
as per loading conditions considered in [9]. Formulation of Z-bus is done using step-
by-step method and from Z-bus LSFs are calculated. MATPOWER 6.0 toolbox [10]
has been used to obtain OPF and SCOPF solution. The objective function considered
here is minimization of the total generation cost. The line data and bus generation
data for IEEE 30-bus system is taken from [9]. Two different cases are simulated and
the results have been analyzed.

1. OPF and SCOPF case considering seven critical outages/contingencies.
2. OPF and SCOPF case considering a generator outage.
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Table 1 Details for case 1

Control parameters Line outages

Generator bus voltage VG1, VG2, VG5, VG, VG11, | 1,2,4,5,7, 33,35
VGI13

Generator active power PG2, PG5, PGS, PG11, PG13

injection

Table 2 Details for case 2

Control parameters Generator outage
Generator bus voltage VGI1, VG2, VG5, VG8, VG11, | 13
VGI13
Generator active power PG2, PG5, PGS, PG11, PG13
injection
4.1 Casel

Here, OPF-base case and SCOPF problem are simulated for IEEE 30-bus system
using MATPOWER. For SCOPF case, total of seven critical line outages obtained
from LSFs are chosen as shown in Table 1. For secure and reliable operation of power
system without violation of any security constraint, a generation rescheduling needs
to be done. The test results are shown in Table 3 and that reveals due to rescheduling
the cost of generation gets increased.

4.2 Case?2

Here, outage of generator at bus 13 is simulated using MATPOWER and details of
case 2 is given in Table 2. By observing results of generator outage case, generation
cost is increased compared to line outage case.

The control parameter’s value for the optimal solution obtained in both the cases
has been shown in Table 3. Rated line data for both cases are considered to be their
maximum line flow limits.

Total generation cost of OPF and SCOPF for both the cases are represented in
Fig. 1. As seen from Fig. 1, generation cost for SCOPF case is little more than OPF
case.

Active power generation at different buses is shown in the Fig. 2. This graph
gives comparative results of both OPF and SCOPF case for case 1 for active power
generation. Comparative study of test case 1 with gradient method is given in Table 4.

A comparative study of other algorithms available in the literature for OPF and
SCOPF has been given in Tables 5 and 6. Comparison shows that IPM gives better
performance compared to other methods found in literature.
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Table 3 Control parameters for both cases

Optimal control | Case 1 Case 2
variable
OPF SCOPF OPF SCOPF
PG2 48.87 58.45 50.24 62.49
PG5 21.52 24.12 21.95 25.07
PG8 22.23 35.99 25.52 41.32
PG11 12.27 16.52 13.34 18.7
PG13 11.36 14.23 0 0
VG1 1.06 1.058 1.06 1.06
VG2 1.042 1.044 1.043 1.044
VG5 1.015 1.009 1.015 1.012
VG8 1.02 1.025 1.018 1.023
VG11 1.082 1.062 1.06 1.06
VG13 1.071 1.093 1.041 1.044
Losses (MW) 9.456 7.263 9.879 7.426
Fuel cost ($/h) 802.2 812.1 805.98 818.86
Fig. 1 Representation of Total Cost
total cost for test cases 825 W OPF Case 1
820 818.86
T a5 812.1 1 SCOPF Case 1
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Table 4 Comparative study of test case 1

D. B. Rathod and R. A. Jain

Optimal Solution | OPF SCOPF
IPM Gradient [1] IPM Gradient [1]
PG2 48.87 48.84 58.45 57.56
PG5 21.52 21.51 24.12 24.56
PG8 22.23 22.15 35.99 35
PGl11 12.27 12.14 16.52 17.93
PGI13 11.36 12 14.23 16.91
VGl 1.06 1.05 1.06 1.05
VG2 1.042 1.038 1.044 1.033
VG5 1.015 1.011 1.009 1.005
VG8 1.02 1.019 1.025 1.023
VGl11 1.06 1.09 1.06 1.09
VG13 1.06 1.09 1.06 1.08
Losses (MW) 9.456 9.48 7.263 7.11
Fuel cost ($/h) 802.2 802.4 812.1 813.74
Table 5 Comparative results . - que Fuel cost ($/h)
of test case 1—OPF
IPM 802.2
Gradient [1] 802.4
EP[11] 802.907
TS [11] 802.502
TS/SA [11] 802.788
ITS [11] 804.556
IEP [11] 802.465
SADE_ALM [12] 802.404
pSADE_ALM [12] 802.405
Table 6 Comparative results Technique Fuel cost ($/h)
of test case | —SCOPF
IPM 812.1
Gradient [1] 813.74
SADE_ALM [12] 834.54
pSADE_ALM [12] 826.97
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5 Conclusion

This paper presents, a method for the solution of security-constrained OPF problem
using IP algorithm. The results of the different cases of the IEEE 30-bus test system
show the potential of the suggested method for the SCOPF problem. LSFs based
contingency screening technique using Z-bus is very fast and fairly accurate for
further SCOPF implementation. By observing all the results, it can be concluded
that the cost of generation in SCOPF is found to be little more than that of OPF in
order to make the system secure. This extra cost is a difference between the security
and economy operation. Interior point method’s convergence time is less. Thus, this
method satisfies the basic necessity of having a very fast static assessment of power
system security.
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Probabilistic Evaluation of Seismically )
Isolated Building Using Quintuple L
Friction Pendulum Isolator

Ankit Sodha, Sandip A. Vasanwala and Devesh Soni

Abstract Multiple-level performance of building provided with seismic isolation
by Quintuple Friction Pendulum Isolator (QTFP) is investigated multiple-level seis-
mic hazards (design basis earthquake (DBE), service level earthquake (SLE), and
maximum considered earthquake (MCE)). Five independent pendulum mechanisms
along with six concave surfaces are included in this isolator. The paper describes
nonlinear mathematical model and seismic response of isolated with Quintuple fric-
tion pendulum bearing. To control the demand of super-structure in different hazard
levels, QTFP represents a novel invention of multi-phase adaptive friction pendulum
isolation system. Total six design configurations of Quintuple Friction Pendulum
isolator results from two different displacement capacities and three types of effec-
tive period and effective damping are considered. Probabilistic study of engineering
demand parameters like isolator displacement, base shear for the isolated building,
and top floor absolute acceleration under different levels of seismic hazards are to be
carried out. It is found that, Quintuple Friction Pendulum isolator is very effective
in all different level of seismic hazards under all seismic demand parameters.

Keywords Seismic isolation - Quintuple friction pendulum system - Probabilistic
evaluation + Multi-hazard level earthquake
1 Introduction

Research works in the last one decade is focused on the utilization of frictional type
of base isolation. Its effectiveness for a wide range of frequency input is the reason for
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its popularity in the domain of base isolation. Resilient-friction base isolator system
[1] and friction pendulum system [2] are the force restoring devices, performing
based on the concept of sliding friction. A variety of restoring force devices such as
Recently, a concept of multiple friction pendulum systems has been introduced with
a view to reduce heat due to friction, to increase displacement capacity and to exhibit
adaptive behavior compare to friction pendulum system [3]. With reference to above
advantages, Double Concave Friction Pendulum (DCFP) bearing with two concave
surfaces [4] and Triple Friction Pendulum (TFP) bearings with four sliding surfaces
have been developed [5-7]. To optimize the performance in terms of coefficients of
friction for different sliding surfaces and radius of curvature, the DCFP and TFP offers
the designer extra design parameters. Further, the isolation system with multiple
surfaces having elliptic sliding geometry has also been studied to avoid tuning of
isolation frequency with excitation frequency [8].

Very recently developed Quintuple Friction Pendulum (QTFP) bearing [9] is an
extension of the FP isolator consisting of four spherical sliding surfaces. It offers a
more complex multi-stage behavior than the FP isolator, which may be implemented
to control the response of the isolated structure when advanced performance objec-
tives are considered or when the isolator displacement demand needs to be within
acceptable limits during very strong seismic event.

2 Adaptive Behavior Quintuple Friction Pendulum Bearing

Quintuple Friction Pendulum (QTFP) isolator is an extended technology of Triple
Friction Pendulum (TFP) isolator having nine stage sliding regimes operation with
five effective pendula. Quintuple Friction Pendulum system shows highly adaptive
behavior, due to its distinct hysteretic properties for different stages of displacement.
As shown in Fig. 1, d; is the displacement capacity for surface i, R; is the radius of
curvature of surface i, and ; is the coefficient of friction at the sliding interface. The
motion due to internal construction of these bearings with different combinations of
sliding surfaces, resulting in changes of stiffness and damping [4].

Fig. 1 Schematic diagram of QTFP
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2.1 Different Stages of Sliding for QTFP

A generic model comprises the sloshing, impulsive, and rigid masses in terms
of liquid mass and QTFP bearing is considered to explore the seismic performance
of Isolated Building using QTFP. Different levels of excitation at different stages of
sliding have been illustrated (refer Fig. 1):

Stage I: Motion starts on surfaces 3 and 4. Motion occurs on surfaces 3 and 4.
Stage II: Motion stops on 4 and starts on 5. Motion occurs on surfaces 3 and 5.
Stage III: Motion stops on 3 and starts on 2. Motion occurs on surfaces 2 and 5.
Stage I'V: Motion stops on 5 and starts on 6. Motion occurs on surfaces 2 and 6.
Stage V: Motion stops on 2 and starts on 1. Motion occurs on surfaces 1 and 6.
Stage VI: Motion reaches end on 6 and stops. Motion starts on 5. Motion occurs on
surfaces 1 and 5.

Stage VII: Motion reaches end on 1 and stops. Motion starts on 2. Motion occurs on
surfaces 2 and 5.

Stage VIII: Motion reaches end on 5 and stops. Motion starts on 4. Motion occurs
on surfaces 2 and 4.

Stage IX: Motion reaches end on 2 and stops. Motion starts on 3. Motion occurs on
surfaces 3 and 4.

3 Governing Equation of Motion and Its Solution

For an N-story superstructure total dynamic Degree-of-freedom (DOF) considering
one DOF ateach flooris N + 5, owing to five friction pendulum elements connected in
series in the QTFP. Therefore, the governing equations of motion in matrix structure
are expressed as

(M{ii} + [K )} + [CHu} = —[MNr}Gip +iig) (D

where [M], [K], and [C] are N sized square matrices for mass, stiffness, and damping
of the superstructure, respectively. {u} = {ul, u2,...uN} is the vector of relative
displacement of the superstructure; u1, u2, ... uN is the floor lateral displacement
relative to the base; iig is the ground acceleration of earthquake; and here, deriva-
tive with respect to time is indicated by over dots; {r} = {1, 1,...} is the influence
coefficient vector; iib is the base mass acceleration relative to ground.

To solve the above equations, the incremental form of Newmark’s step-by-step
method is adopted. It was assumed that the linear variation of acceleration with small
time interval was 1 x 107 s. Further, for each time step of incremental hysteretic dis-
placement components in hysteretic model are solved by fourth-order Runge—Kutta
method.
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4 Earthquake Ground Motions

The present study is focused on the investigation of multi-stage performance of
seismically isolated Building over different hazard levels, using Quintuple Friction
Pendulum Isolator (QTFP). To achieve this objective, a suite of time history devel-
oped for Boston, Seattle, and Los Angeles which represents a range of seismic hazard
levels from seismic Zone 2 to Zone 4 has been selected. They are comprised of three
probabilities of occurrence: service level earthquake (50% in 50 years), design basis
earthquake (10% in 50 years), and maximum considered earthquake (2% in 50 years)
and (Somerville et al. [10]). It provides an effective mean of study for the multi-stage
performance of QTFP with various frequency content and intensities. Table 1 shows
the suite of 60-time histories for Los Angeles used in this study.

Table 1 Multlple hazard SLE DBE MCE
level ground motions [10]

Record | Scale Record | Scale Record | Scale
Label Factor Label Factor Label Factor
LA41 0.590 LAO1 0.461 LA21 1.283
LA42 0.333 LAO2 0.676 LA22 0.921
LA43 0.143 LAO3 0.393 LA23 0.418
LA44 0.112 LAO4 0.488 LA24 0.473
LA45 0.144 LAO5 0.302 LA25 0.868
LA46 0.159 LAO6 0.234 LA26 0.944
LA47 0.337 LAO7 0.421 LA27 0.927
LA48 0.308 LAO8 0.426 LA28 1.330
LA49 0.318 LAO9 0.520 LA29 0.809
LAS0 0.546 LA10 0.360 LA30 0.992
LAS1 0.781 LA11 0.665 LA31 1.297
LAS2 0.632 LA12 0.970 LA32 1.297
LAS3 0.694 LA13 0.678 LA33 0.782
LAS4 0.791 LA14 0.657 LA34 0.681
LASS 0.518 LA15 0.533 LA35 0.992
LAS56 0.379 LA16 0.580 LA36 0.101
LAS7 0.253 LA17 0.569 LA37 0.712
LAS8 0.231 LA18 0.817 LA38 0.776
LAS59 0.769 LA19 1.019 LA39 0.500
LA60 0.478 LA20 0.987 LA40 0.657
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5 Numerical Study and Results

To study adaptive behavior of QTFP, the example building was subjected to three
levels of ground excitations, LA 42 (SLE), LA 1 (DBE), and LA 27 (MCE). The
hysteresis behavior for each level of earthquake is shown in Figs. 2, 3, and 4 for the
QTFP1-6 having time period of 4-6 s and damping of 10 to 20% as shown in Table 2.

The isolator deforms into sliding regimes I and II, with rigid linear behavior of
force deformation. As radius of curvature of inner surfaces is relatively smaller, the
isolator stiffens during SLE. The isolator deforms into sliding regime III and IV
with rigid bi-linear behavior during DBE. The isolator deforms into sliding regimes
V-IX.

For SLE, The inner sliding surfaces 3 and 4 with lower value of coefficient of
friction get activated, as the lateral force acting on isolator is comparatively low
(Fig. 3).
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For DBE earthquake, due to increased lateral force after motion stops on
surfaces 3, it starts on surfaces 2 further increases in lateral force the motion occurs
on surfaces 2 and 5 then again motion stops on 5 and starts on 6 then motion occurs
on surfaces 2 and 6 (Fig. 4).

The lateral force is so large to start motion on surface 1. Surface 1 has the largest
friction during MCE event. Increasing in lateral force further, the motion occurs on
surfaces 1 and 6; and the motion on surface 2 stops (Fig. 5).
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Table 2 Properties of the six QTFP design configurations

Q 3 T Ry Ry |R3=4 |[Rs |Rg w1 W2 | K34 | Ms W6

1 10 4 2.8 0.8 0.1 0.7 2 0.09 |0.05 |0.01 |0.04 |0.06
2 15 5 4.5 2 025 | 1.5 4 0.09 |0.06 [0.01 [0.04 |0.07
3 20 6 7.5 3.5 0.3 4 6 0.1 0.05 [0.01 [0.04 |0.09
4 10 4 2.5 0.8 0.1 0.7 2 0.07 [0.05 |0.01 |0.04 |0.05
5 15 5 4.5 2.7 025 |2 35 0.07 |0.04 |0.01 |0.05 |0.06
6 20 6 6.5 3.5 0.3 3 5 0.07 |0.05 |0.01 |0.04 |0.06

& =damping (%), Q=QTFP, T =time period (s)

5.1 Performance of QTFP Under Annual Probability
of Exceedance

The responses are categorized for three different annual probabilities of earthquake
occurrences, named MCE (2% in 50 year), DBE (10% in 50 year), and SLE (50% in
50 year). Seismic responses of Configurations QTFP1 to QTFP6 are plotted as per
suits of time histories of annual probability of exceedance.

As shown in Fig. 6, three responses termed as peak acceleration, normalized base
shear, and peak isolator displacement have been plotted against annual probability of
exceedance. Itis observed from the graph that peak accelerations and normalized base
shear are maximum for minimum values of damping, time period and displacement
capacity. In contrast with these observations, peak isolator displacement is witnessed
to be minimum for the minimum values of damping, time period, and displacement
capacity.

6 Conclusion

Presented in this paper is the behavior of QTFP system using nonlinear time history
analysis with multi-hazard level excitation and directivity focusing earthquakes. The
MDOF system is analyzed for 60 multi-hazard earthquake records consist of 20 SLE,
20 DBE, and 20 MCE records;

1. The QTFP bearing stiffens at low input with service level earthquake (SLE),
softens with increasing input of design basis earthquake (DBE), It gets stiffens at
higher levels of input with maximum considered earthquake (MCE) again. Thus,
it shows highly adaptive behavior, despite being a passive system.

2. With the increase in displacement capacity, isolator displacement increases and
base shear decreases for all three events.

3. The QTFP can be very useful in controlling the response parameters of a seis-
mically isolated building due to its six spherical sliding surfaces, five effective
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Fig. 5 Hysteretic behavior of QTFP1 to QTFP6 under LA 27 (MCE)

pendula, which can provide an engineer greater flexibility for the selection vari-
ous design parameters to optimize the isolator performance.

4. Maximum peak accelerations and normalized base shear with minimum peak
isolator displacement are observed for minimum values of damping, time period
and displacement capacity.
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Seismic Vulnerability Assessment )
of Mid-rise Reinforced Concrete L
Building in Ahmedabad

Ronak Motiani, Dharmil Joshi, Sandip A. Vasanwala,
Kavan Bhatt and Jaimin Korat

Abstract The city of Ahmedabad is one of the most urbanized and crowded cities
in the western part of India. The vulnerability associated with this city has increased
due to haphazard development, owing to rapid urbanization and industrial develop-
ment. This article focuses on evaluating the performance of an existing mid-rise RC
frame building in a densely populated area of the city. The selected stock building is
precisely modeled in SAP2000 for carrying out its pushover analysis from which the
capacity spectrum is obtained as per the recommendations of ATC-40. Finally, the
Fragility curve is produced as per the guidelines of HAZUS and the damageability
function of the building is calculated. From the results of fragility curve and damage
probability function, it is deduced that the building will suffer extensive damage
during a seismic event.

Keywords Fragility - Seismic vulnerability - Reinforced concrete + Capacity
spectrum - Extensive damage

1 Introduction

India is the second most populated country in world with a total population of about
1.3 billion. The city of Ahmedabad, situated on the banks of river Sabarmati is the
seventh largest metropolitan city of India and is one of the most densely populated
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cities of India. Due to rapid growth in population, the city has encountered haphazard
development, owing to which risk during seismic events has increased. Ahmedabad
faced the terror of earthquake destruction during Bhuj earthquake, 2001 (Mw = 7.7)
which caused a property damage of $5.5 billion and around 2500 people lost their
lives. It is difficult to predict the occurrence of an earthquake and safeguard losses
so the best that can be done is to assess the probability of loss and capitalize on the
preventive measures.

In recent times with the development of civilization, concern for safety has in-
creased. To ensure safety, lots of research has been carried out from nonlinear analysis
to multi-criteria decision making technique like AHP to fuzzy AHP. Tesfamaraim
and Saatcioglu [1] assessed risk of RC building using fuzzy AHP by calculating
weights and contribution of various factors related with risk. Singh et al. [2], ex-
plained role of unreinforced masonry wall (URM) in failure mode of building. Many
codes like ATC-40 [3] and FEMA 356 [4] has explained number of methodologies
for the assessment of risk and vulnerability of structures.

The basic aim of these methodologies is to predict the estimation of losses during
an earthquake and provide a suitable methodology for facing these challenges. A
number of methods have been proposed for the computation of vulnerability by
developing different vulnerability functions based on the available data sets and
suitable methods. These methods have been adopted in numerous studies like for
computation of seismic vulnerability and risk assessment of large and small target
areas using GIS and other tools. Nath et al. [S] computed the seismic vulnerability
in the city of Kolkata using AHP and obtained cumulative damage probabilities in
terms of none, slight, moderate, extensive, and complete as in Barbat et al. [6] for
the model building types in the city.

Kamatchi et al. [7] showed vulnerability of buildings in Ahmedabad using site-
specific earthquake and proposed suitable mitigation measures. Trivedi [8] carried
out number of hazard studies in Ahmedabad and came with PGA and liquefaction
map of the city. In Ahmedabad, the probability of recurrence of earthquake is low
but the city is under high risk due to poor seismic design of structures. Very limited
studies have been done till date in Ahmedabad regarding its risk and vulnerability
to a seismic event despite of its possibility to suffer high risk. This study aims to get
vulnerability of building in Ahmedabad constructed after the Bhuj earthquake.

2 Vulnerability

The seismic vulnerability of a building is its propensity to suffer a certain level of
damage when subjected to a defined intensity of seismic event [9]. Buildings have
different degrees of vulnerability to specific earthquake ground motion based on their
geometrical or qualitative characteristics (such as height of the building, plan irreg-
ularities, elevation configurations, vertical setbacks and soft storey), and structural
characteristics (such as material of construction, mass, stiffness of members, quality
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of construction, strength, intrinsic ductility, state of stress, seismic displacements,
nonlinear behavior parameters, etc.).

Various methods existing for the vulnerability assessment are: (a) Expert opin-
ion. (b) Empirical methods. (c) Analytical methods. (d) Hybrid methods, which are
also explained in brief in technical document on seismic vulnerability assessment
methods for buildings by IIT [10]. Vulnerability of a building can be calculated by
expert opinion method based on ATC-13 [11]. The empirical methods were prevalent
before the development of advanced computers and involve complex analysis. After
the advancement of computers, the application of analytical methods increased with
nonlinear analysis of structures and various other complex mathematical formula-
tions. The Hybrid method focusing on the combination of two or more than two
methods is described above for predicting the vulnerability with higher accuracy.
Mai et al. [12] showed an alternate way to find vulnerability using fragility curve
which was developed using Monte Carlo simulation and kernel density estimation.
Fan [13] explained the need of progressive as a follow up to seismic vulnerability
analysis for important structures like bridge. Xu and Hu [14] studied vulnerability
of towers of cable-stayed bridge and gave an idea about vulnerability of it. Whereas,
few such studies has been carried for Ahmedabad.

The seismic vulnerability in vigorous construction defying adequate seismic codes
is continuously increasing in Ahmedabad leading to the continual increase in the
seismic risk of the city. The vulnerability function of a building, in this case, is
computed from its capacity to resist any seismic action as shown in Fig. 1. In this
study, the displacement-based capacity curve is used to find the capacity of the
building to resist seismic action.

3 Building Specification

Structural framework taken into consideration for assessing vulnerability in mid-
rise reinforced concrete buildings which is the most prevalent building typology in
the city of Ahmedabad. One of the most emblematic and representative regions of
Ahmedabad city is that of Nikol, where a survey was conducted to find out the stock
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building of the region. Most of these structures were constructed in between years
1990 and 2010 with an average story height of four storeys. Figure 2 shows the plan
of selected building in this study is of the same region built in the year 2007 which
represents building stock of Nikol. M-25 Grade of concrete and Fe-415 grade of steel

Fig. 2 Plan of the building

1

|

N -

Fig. 3 SAP model
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Table 1 Load cases for

. Load case Load combination
analysis
1 DL+1.L
2 1.5(D.L+1.L)
3 1.2(D.L+I1.LEE.Q)
4 1.5(D.LL£E.Q)
5 09(D.L+1.5E.0)

is used for construction. The building is mixed usage with part of its ground floor
being used for commercial space.One half of the building is G+4 building which is
used as a commercial space while other half is G+5. The design details of the building
were modeled in SAP2000 as shown in Fig. 3. The detailed design drawing showed
the excess overhang of beams at multiple locations and excess cantilever with lack
of proper reinforcement and detailing in the design for the cantilever and overhang.

The entire loading system of the building was assigned loads as per IS-875(Part 1)
[15] and the load combinations as per IS-1893 [16] as shown below in Table 1. Time
period of the building as per IS-1893 T = 0.09h+/d is obtained as 0.324, whereas
the time period obtained from the modal analysis carried out in SAP2000 is 0.425.

Here, the DL consists of dead loads of wall, slab, floor finish and roof treatment.
Whereas the imposed load consists of live load and roof live load.

4 Non Destructive Testing

In order to get an idea of current scenario of building vulnerability it is necessary
to study existing strength of concrete. Nondestructive testing which gives degraded
strength was performed using rebound hammer and ultrasonic pulse velocity instru-
ment. After conducting the tests on the beams and columns as per the specifications of
IS-13311: Part-1 [17] and IS-1311: Part-2 [18], the degraded strength of the building
was calculated as per the guidebook on nondestructive testing of concrete structures,
TCS No. [19] from the Eq. (1).

S = —24.1 + 1.24R + 0.058V* ()

where R=Rebound Number and V =Velocity observed in UPV. The degraded
strength calculated by this technique comes out to be 19.84 N/mm?. Design strength
of concrete used for construction of the building was M-25, whereas from the results
of NDT the observed degraded strength of the concrete is 19.84 N/mm?, thus M-20
is taken for the modeling in SAP2000.
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Fig. 4 Pushover curve
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5 Push Over analysis

Nonlinear static or pushover analysis in which the structure is subjected to mono-
tonically increasing horizontal load was performed on the stock building. Lateral
loads were continually increasing until the structure reaches its ultimate condition
during the analysis performed in SAP2000. The pushover analysis in SAP2000 is
based on the FEMA 356 and ATC-40 for obtaining the lateral load displacement
curve known as Pushover Curve. It can be performed as displacement controlled or
force controlled. The method of displacement control is used when the building is
subjected to a seismic event and it suffers some damage or when specified drifts are
checked. In this case, the amount of loads is not known. The second approach is used
when the structure is predicted to withstand the loading. For analysis of the building
in this article, the first method is used.

Figure 4 shows the pushover curve of displacement versus base shear for the
building under investigation as per FEMA 356. Moment rotation values are assigned
to the member section based on the reinforcement details and the section of the
members at the location of the hinges. The values are generated based on the material
model of concrete by using equilibrium and compatibility equations. The column
sections are assigned with P-M2-M3 hinges moment rotation characteristics. The
beam sections are assigned with the flexural M2 hinges [20].

6 Capacity Spectrum

The capacity spectrum method of ATC-40 is an efficient alternative to nonlinear
time history analysis and it is used in HAZUS [21] methodology for earthquake loss
estimation. The performance point of the building under investigation is obtained
from the intersection of the acceleration displacement response spectrum (ADRS)
with the capacity curve. The yield spectral acceleration, yield spectral displacement,
ultimate spectral acceleration, and ultimate spectral displacement can be obtained
from the capacity curve.
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Yield capacity of a structure is the point where the building begins to yield and
starts to deform in a nonelastic manner. As the building deforms more and more
on application of further gravity and lateral load, the building reaches a point of
ultimate capacity beyond which it cannot further yield and collapses. The spectral
displacement at these points is yield displacement and ultimate displacement

Figure 5 shows the capacity spectrum as per ATC-40 of the selected building
obtained from SAP2000.

7 Fragility Curve

The fragility curve is an essential step as per HAZUS methodology for estimation
of Seismic vulnerability and risk by nonlinear analysis. Fragility curve of a building
is the lognormal distribution of probability of that building for reaching or exceed-
ing the damage states with respect to the Potential Earth Science Hazards (PESH)
parameters of spectral acceleration, peak ground acceleration (PGA), or spectral dis-
placement. The damage states are divided into four categories—Slight, Moderate,
Extensive, and Complete having same characteristics [6]. The PESH parameter used
for structural and nonstructural damage in this article is that of spectral displace-
ment. The spectral displacement for the corresponding damage states is assigned as
per the values of yield and ultimate displacement obtained from the capacity curve.
Table 2 shows the formulation of spectral displacement for the respective damage
states. Where D, = Yield displacement D, = U ltimate Displacement. This damage
states and its corresponding spectral displacement is used to calculate the probability

Table 2 Spectral displacement for different damage states

Slight Damage Moderate damage Extensive damage Complete damage
0.7Dy D, D, +0.25(D, —Dy) |D,
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of exceedance as per the HAZUS methodology using Eq. (2)

Y[sa) =“lrsa ) @

where P[g—;] =probability of being in or exceeding a damage state

Sd
Sd,ds

old of the damage state, ds

Bds = standard deviation of natural logarithm of spectral displacement of damage
state, ds

¢ = Standard normal cumulative distribution function.

Figure 6 shows the fragility curve developed from the above formula for the four
damage states. The area under each curve shows the probability of damage for the
corresponding damage state.The probability of damage under each corresponding
state is calculated by forming a damage probability matrix as shown in Table 3 from
the performance point obtained from capacity curve, yield spectral displacement and
ultimate spectral displacement. From this fragility curve and the damage probability
matrix, it is evident that the building selected has higher probability of suffering from
an extensive damage during a seismic event.

=median value of spectral displacement at which the building reaches the thresh-

0.9 - -
- - o=
@ 08 e
c -
_§ 0.7 4 W .
Y 06 A 5% <=+ Complete Damage
x 7 .
(8]
= 0.5 4 / = = Extensive Damage
b ’
Z 044 ’
£ © , Moderate Damage
B 03 2 ‘
K= s 2 ———Slight Damage
g 02 =
[-% 2 s
"
0.1 4 2t
L
0 = T T v - - v T J
o 20 40 60 80 100 120 140 160

Spectral Displacement (mm)

Fig. 6 Fragility curve

Table 3 Damage probability

. Damage state Percentage (%)
matrix
No damage 5.37
Slight damage 8.42
Moderate damage 16.02
Extensive damage 36.83
Complete damage 33.36
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8 Results and Discussion

Mid-rise RC frame buildings, the prevalent stock buildings of Ahmedabad is surveyed
with detail in a representative region of Nikol, Ahmedabad. Most of the buildings
are found to be designed only for gravity loads and lack specific detailing to sus-
tain the earthquake loads. The selected stock building, modeled in SAP2000 for
pushover analysis shows early failure under moderate loading conditions. Although
the building is designed as per strong column, weak beam theory the plastic hinge
formation occurs at critical location starting from the ground floor in very early
stages. The building lacks proper design methodology which results into its increase
in probability of suffering heavy damage.

Damage state probability from the fragility curves gives the probability of 36%
for the building to suffer extensive damage and 33% probability to suffer complete
collapse. The reason for this lack in strength and resistance to loading is imposed on
the extensive overhang of beams, irregular floor plan, vertical setback, and extensive
cantilever portion for which no adequate provision is given in the structural design.

9 Conclusion

This article discusses the vulnerability of a selected stock building of Ahmedabad
city by generating pushover curve, capacity curve and fragility curves. The degree
of damage probability is expressed in terms of probability of reaching the damage
state. The study concludes that:

e The concrete existing strength has degraded considerably over a period of short
time span to its design life.

e In spite of having the design as per weak beam, strong column theory, the building
will suffer severe damage during a seismic activity.

e This kind of buildings in Ahmedabad city will suffer major economic and life
losses unless effective mitigation and retrofitting measures are not taken.

This study focuses on analysis of mid-rise RC frame building which is most prevalent
in the city and comments on its vulnerability. However, in order to work out effective
mitigation technique, it is necessary to prepare risk map of entire city. An effective
method that consumes less time needs to be developed.
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Evaluation of Lateral Stability )
of the Diagrid Tall Structure Under oo
Different Earthquake Forces

Swaral R. Naik and S. N. Desai

Abstract Diagrid structural mechanism, being aesthetically appealing, structurally
efficient and material saving, has gained a lot of attention and acceptance among the
architects and structural designers engaged in modern era infrastructures in densely
packed urban areas. Conventional way of providing seismic stability to the structure
is either by bracing systems or shear wall system. Diagrid system combines the
responsibilities of the vertical columns and the bracings as one single structural
member—a diagonal member only. This has not only shown increase in the lateral
stability of the structure, but it is also proven for reduction in material usage up to
20%. Diagrid is more acceptable nowadays mainly due to the column-free spaces and
freedom in interior planning that it can offer to the inhabitants. This study focuses
on behaviour of a Diagrid structure subjected to different seismic forces. An existing
Diagrid tall structure (Hearst tower, NY, USA) and a similar dimensioned regular
conventional structure are compared under various existing earthquake shakings.
The time history dynamic analysis is done using FE software SAP2000. The Diagrid
structure showed higher lateral seismic stability than the conventional system.

Keywords Diagrid « Tall structure - Seismic analysis - SAP2000

1 Introduction

In urban areas, tall structures have become the only option for providing houses
as well as the corporate offices using lesser land. Many structural systems have
evolved since about five decades to make the tall structures more stable and efficient
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[1]. Framed shear truss, Bracing systems, framed tube system, truss tube system,
bundled tube systems, outrigger system, shear wall system, etc. [2] have been in the
choices of the structural designers and architects with respect to their ability to resist
large lateral forces (mainly seismic and wind) [3, 4].

There is number of tall structures which are constructed with the above mecha-
nisms and they are still standing, satisfying their purpose and serving the habitants.
Diagrid system, a newcomer to the above list, has started showing its capabilities and
strength. A conventional structural system will have a framed beam-column struc-
ture, mainly resisting gravity loads, assisted by an auxiliary lateral load resisting
system [5]. But a Diagrid will have a single system which will be resisting all the
gravity loads as well as the lateral loads (Fig. 1). The diagonal columns will con-
tribute to take the gravity load and the lateral load, by simply transforming them into
axial forces. Unlikely to beam-column framing, a Diagrid has a triangulated framing.
This triangulation is called a Diagrid module. A single module may consist of more
than one storey, depending on the Diagrid angle, 6. Many researchers have worked
to evaluate an optimum angle of Diagrid (between 60 and 70°), mainly considering
wind force [6]. Diagrid node is the main junction which distributes both the gravity
as well as the lateral loads to the diagonal members (see Fig. 2). In conventional
moment frame system, external forces are transferred through beam-column junc-
tion, creating bending moments in vertical columns, whereas in Diagrid system all
the forces are transferred through a node, generating axial forces in the diagonal
columns [7]. Thus, the diagonal columns (either of RCC or Steel) being very strong
in resisting axial forces, they are more efficiently utilized—a major reason behind
the ancient structures lasting since centuries (least bending moments in main struc-
tural members, pure axial forces only). Till now, around 20 buildings are already
constructed using Diagrid systems. Most of these structures are in the regions of
heavy wind gust and are optimized with respect to resist wind forces [8]. However,
the response of a tall structure under earthquake forces is a critical parameter for
design, as a quake does not offer much time for the panicked occupants to escape.
Thus, evaluation of response of the tall Diagrid structure under earthquake forces
is an essential study. Unfortunately, there is still a large research gap in this area of
seismic evaluation of Diagrid structures.

This research mainly includes dynamic time history analysis of Diagrid tall struc-
ture under various earthquake motions using FE software SAP2000. The building
under the study should not be imaginary or non-practical (as many researchers have
mistaken before) here we have taken as reference, Hearst Magazine Tower situated at
NY, USA. Actual data of this tall structure is procured and modelled accordingly in
the software. Later, a same dimensioned simple moment frame tall structure is also
modelled with the same geometry, loads and member sizes data. These two models
are analyzed for different known earthquake time histories and the responses are
compared.
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Diagrid Node

Diagrid Column

Ring Beam

Diagrid Module

Fig. 1 A typical diagrid building elevation and its components [9]
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Fig. 2 Distribution of external forces in a typical diagrid module

2 Details of Hearst Tower, NY, USA

A symmetric rectangular plan shape and comparatively low height are the main
reasons behind finalizing Hearst Tower as the reference Diagrid building for the
analysis. All the geometrical and structural data are procured [10]. Neglecting the
interior architectural features and ancillary minor details, a main structural framing
is modelled in the software (Fig. 3).

The building consists of the first floor of about 80 ft. height, which is kept as
an open space for architectural requirement. This floor is constructed using mega
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Fig. 3 a Typical plan with offset steel braced core. b First floor with columns and mega diagonals,
omitted for modelling. ¢ Diagrid member section details [9]

vertical columns and mega diagonals (as named by the developer of the building
Norman and Fosters) [11]. This first 80 ft height of the building is neglected in the
analysis. Thus, the building modelled in SAP2000 has only 36 floors, having only
Diagrid through the height. The building is designed by Norman & Fosters company,
considering mainly gravity loads and wind loads as per ASCE codes for Manhattan,
NY, USA.

3 Details of the Seismic Evaluation

The finite element model constructed in SAP2000 software has all the major features
of the actual Hearst tower. Also, for comparative study, a same dimensioned simple
moment frame building is also constructed in SAP2000.

3.1 Earthquake Data Inputs and Details

The earthquake time histories here considered are, as per Table 1. Behaviour of a
structure under various earthquakes is analyzed and compared. The earthquake time
history is the actual acceleration versus time data that are captured at the earthquake
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Table 1 Details of Hearst Tower, NY, USA [12]

Parameter Actual hearst building
Story nos. 36 (Diagrid) + 10 = 46
Plan dimension 48m x 37m

Total height

148.86 m (Diagrid) + 34.14 m (80 ft)

Diagrid module

Triangle with (b x h) =12.12m x 16.54 m,
=70°

Load per floor area

Average (LL) 5 KN/m?

Diagrid member sizes

Varying from top to bottom, W 14 x 132 to W
14 x 370, AISC sections

Peripheral ring beam size W30 x 90
Floor beam size W21 x 55 and W 21 x 48
Slab/Deck details Vulcraft 3VLI Deck (6” + additional 2 for
fire), 12/ span, Max™ load 110 PSF
(5.86 KN/m?)
Material used Structural steel A992 Grade ASTM
Central core Offset steel braced core

station. This data has thousands of values at a regular time interval (say 0.02 or 0.005
or 0.01 s etc) which results into a trace as shown in Fig. 4. Peak Ground Acceleration
(PGA) and its occurrence time, are the value that matters the most in seismic analysis.
The structure will also show a similar kind of graph, of displacement versus time for
the respective time history. In the graph, the peak deflection of the structure may or
may not be occurring at the same time of the PGA occurrence. Though the structure
is going to experience shaking, the main concern is the maximum deflection while
shaking. Structure designers consider this value of deflection for the seismic design.

Moreover, whether a structure is stiffer or flexible depends on its value of natural
frequency (first modal frequency). Structure with lower natural frequency is flexible
than the structure with a higher natural frequency. This parameter is also taken into
consideration for comparing the structures.

3.2 Details of SAP2000 Models

The SAP2000 Diagrid model is made with the same exact data available of the original
Hearst Tower, NY, USA. This model is analyzed using above-mentioned earthquake
time histories. The Diagrid model is also compared with the conventional moment
frame building. The SAP2000 models are as shown in Fig. 5.

The Diagrid model consists of only the Diagrid part of the actual Hearst tower.
The Diagrid model also consists of an offset braced steel core (see Fig. 3b). All the
diagonal members, ring beams, floor beams and slab details are as per the actual
Hearst tower data (see Table 2).
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Fig. 4 Earthquake time history samples, acceleration versus time data. a Bhuj earthquake, Compo-
nent 0, b Bhuj Earthquake, Component 90, ¢ Yermo earthquake, Component 0, d Yermo earthquake,
Component 90

(c)

Fig. 5 3D view of the a Hearst tower, b diagrid model, ¢ simple conventional model

The Simple model is made as same as the Diagrid structure. All the details are kept
same except the orientation of the peripheral diagonals. The simple model consists
of vertical peripheral columns.
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Table 2 Details of earthquake time histories considered

Earthquake Duration (s) PGA (cm/s/s) Time (s) Component (°)
Petrolia, CA, 60 649.442 3.28 90
USA

Newhall, CA, 60 578.19 4.32 0
USA

Altadena, CA, 40 438.9 2.84 0
USA

El Centro, CA, 39.1 428.09 5.94 90
USA

Chamoli, UK, 24.34 352.83 4.6 90
India

Yermo, CA, USA |80 240.016 16.32 90
Bhuj, GJ, India 133.5 103.82 46.94 0

The dead weight and the weight due to live loads on both the models come out
to be almost the same. This is a major criterion for comparing lateral stiffness of a
structure. Here, weight (mass) being equal, the only difference in two models is their
lateral stiffness. Thus, this study mainly focuses on achieving higher lateral strength
keeping the same material usage. The preliminary design check of these models is
done using CSI ETABS software.

4 Results and Discussion of the Dynamic Time History
Analysis

The first major comparing parameter is the natural frequency of the structures. After
the complete modal analysis, the first mode for both the structure is in the X direc-
tion, i.e. the direction having lesser plan dimension. This satisfies the conceptual
knowledge regarding the shaking modes and modal frequencies. The first modal
frequency (natural frequency) of the Diagrid model is 0.214 Hz, whereas the same
modal frequency for the simple building is 0.1 Hz (Fig. 6).

Further, both the models are analyzed using different time histories. It is to be
understood that the maximum top displacement of the structure may or may not be
occurring at the same time instant of the PGA. The top displacement also depends on
the duration of the earthquake, intensity and occurrence of PGA. But the graph of top
displacement versus time will be of a similar shape of the respected time history. The
following figures (Fig. 7) shows some of the top displacement versus time results for
both the models.
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Fig. 6 First modal deflection of a diagrid model, b simple model

4.1 Top Displacement Results

Top displacement values for Diagrid model for all the earthquakes are much lesser
than the values for a simple moment frame model. This is because of the orientation of
the load carrying member being inclined in Diagrid model. The diagonal orientation
of columns is converting all the gravity as well as lateral forces into axial forces. The
same earthquake (say Bhuj EQ) is deflecting both the models very differently.

In Diagrid, the model shows higher lateral stiffness which also reveals from its
more of a shear mode deflection pattern, whereas a simple model having lower lateral
stiffness exhibits a bending mode deflection pattern (see Fig. 8).
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Fig. 8 Deflected shape of the models due to Bhuj EQ at PGA for a diagrid model, b simple model

5 Conclusion

Diagrid structural mechanism being aesthetically appealing as well effective in pro-
viding higher strength, should be adopted for high rise infrastructures. The peripheral
diagonal column, because of their unique orientation, transfers all the imposed loads
into axial forces, which makes it more optimized as the load transferring mechanism.
Conventional vertical columns which transfer load as axial as well as large bending
moments, requires higher cross sections, hence larger area and inertia to resist the
forces, whereas Diagrid experiences mainly axial forces only, which helps in using
smaller sections than the conventional requirement. Results have shown that Diagrid
shows a great difference compared to the simple model as far as seismic forces are
concerned. The Diagrid model is experiencing much lesser lateral top displacement
than the simple conventional model. The deflection values show almost 30-35%
deviations, which is a great difference as far as the seismic behaviour of the structure
is a concern. Comparatively, lower PGA earthquakes with longer duration can lead
to larger top displacements than the higher PGA with short duration. Looking to the
top displacement versus time graph (see Fig. 6), it is evident that after the occurrence
of PGA, the Diagrid model comes to rest position faster than the simple model,
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which makes Diagrid much damped than the simple building. This result can lead to
optimize the Diagrid mechanism to be used for even much higher tall infrastructures.
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Analysis of the Behavior of High-Rise )
Structures with Viscoelastic Dampers L
Installed at Various Locations

Snehal N. Raut, Rohan Majumder, Aman Jain and Vinay Mehta

Abstract It is essential to analyze the behavior of each and every tall structure in
the perspective of structural engineering when subjected to severe ground motion
or earthquake. Vibratory forces are produced due to the result of such earthquakes
at the base of the structure. Oscillations are created in buildings as a result of these
vibrations. Such oscillations may cause severe damage to the structure. From the
ground level, the vibrations get transmitted up to the top of the building and since
the structural mass which creates lateral forces on the frame, the moment resisting
capacity gets diminished for that of building components such as columns, beams,
etc. This paper gives an idea of the different research works executed on a multi-storey
building frame by taking various parameters into account. It explains the results of
a study on the seismic behavior of a tall structure (G+15) installed with a damper.
From a previously conducted experiment, it has been expressed that the stiffness and
the strength of the structure enhances considerably with the use of such dampers.
The current work aims to analyze the behavior of a multi-storeyed building for the
most efficient location of viscoelastic damper in the structural system. A standard
finite element software is used to carry out the analysis. Various parameters like
lateral storey drift, base shear, time period, modal shapes, etc., are being analyzed
and evaluated for the damper being placed at different locations.
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1 Introduction

In the last few years, quite a large number of devastating earthquakes have occurred at
various places all over the world. It resulted in the collapse of buildings and structures
which ultimately leads to the loss of human life. Such events explain the hazardous
effects of strong seismic vibrations and that the structures like RC residential build-
ings, dams, bridges, flyovers, etc., are required to be designed with utmost care to save
them from the deadly effects of such earthquakes. Seismic response control is now an
integral part of structural design approach and is widely acceptable all over the world.
It is frequently applied in the field of structural engineering. Recently, researchers
have paid strong attention to the development of several structural response control
techniques. Passive, active, and semi-active are the three most commonly used tech-
niques of structural control. Special attention is also being given to the improvement
of wind and seismic responses of buildings and bridges. Civil engineers are putting
in great efforts to develop the structural control concept into a usable technology and
to incorporate such control devices within the structures.

Most of the structural systems which are designed for gravity load may not be
capable enough to withstand the lateral load. Even if the structure is designed to
withstand the lateral load, it will substantially increase the cost of the structure with
the increase in the number of storeys. As the seismic load is proportional to the mass
of the structure, such structures are made to be light and flexible with low natu-
ral damping. Newly constructed high-rise buildings are incorporated with artificial
dampers for vibration control by means of energy dissipation. A good example of the
passive damping system is the Tuned Mass Damper (TMD). It utilizes a secondary
mass attached to the main structure by means of a spring and dashpot to mitigate the
dynamic response of the structure.

Diclelia and Mehta 2007 have carried out a parametric study of steel chevron-
braced frame system equipped with and without viscoelastic damper when subjected
to seismic load [1]. Viscoelastic damper, (Soong and Spencer 2002) consists of
viscoelastic layers bonded with steel plates with viscous materials such as copolymers
or glassy substances [2]. The energy is dissipated in the form of shear deformation
when mounted on a structure and they are highly dependent on ambient temperature
and frequency excitation. Choi and Kim proposed the new method of installing
viscoelastic cables into building for seismic control of structures. Chen et al. have
analytically studied the seismic performance of Wenchuan hospital structure using
viscoelastic damper [3]. Viscous dampers work based on fluid flow through orifices.
Viscous damper (Feng Qian et al. 2012) consists of viscous wall, piston with a
number of small orifices, cover filled with a silicon, or some liquid materials like oil,
through which the fluid pass from one side of the piston to the other [4]. Stefano et al.
have manufactured the viscoelastic damper and it is implemented in a three-storey
building structure for seismic control of structure with additional viscous damper
[5].

The main aim of this work is to generate fundamental research information on
the seismic performance of building structural systems possessing passive damping
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devices installed within the frame. In this work, computer models of building with
infill wall and damper systems are created for investigation. The effect of important
parameters such as damping properties, locations, and configurations of the dampers
are studied and the research findings are utilized to propose more effective damping
system for seismic mitigation. This work investigates the seismic response of build-
ing structures with bare frame, infill wall, and embedded dampers. The main response
parameters are tip deflection of the structure. Viscoelastic damper is being consid-
ered in the study and is installed at different locations. Response spectra method of
dynamic analysis is used.

2 Modeling of the Proposed Building Frame
with Viscoelastic Dampers

A general G+15 RC building bare frame with infill wall as diagonal strut is consid-
ered. Viscoelastic dampers are used for seismic vibration mitigation. The dampers
are placed at different locations. Viscoelastic (VE) damper is a passive type of energy
dissipation device.

G+15 RC frame building has been modeled as 3D space frame model with six
degree of freedom at each node using SAP 2000 software for stimulation of behavior
under gravity and seismic loading. The support condition is considered as fully fixed.
The Response Spectrum Method of Analysis is utilized as per IS: 1893-2002 [6].
Typical building plan is shown in Fig. 1.

Fig.1 Plan of G+15 RC building frame
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Fig. 2 3D view of G+15 storey building with bare frame and with infill wall

Building/Site Properties considered

Details of building: G+15 storeyed building, plan dimension: 25 m x 15 m, 5 m span
in each direction, outer wall thickness: 230 mm, inner wall thickness: 230 mm, floor
height: 3 m, parking floor height: 3 m.

Seismic Properties

Seismic zone: IV, zone factor: 0.24, importance factor: 1.0, Response reduction factor
R: 5, soil type: medium.

Material Properties

Material grades of M35 and Fe500 were used for the design.

Loading on Structure

Dead load: self-weight of structure, weight of 230 mm wall: 13.8 kN/m?, Live load:
For G+15: 2.5 kN/m2, roof: 1.5 kN/m?, wind load: not considered, seismic load:
Seismic Zone: I'V.

Preliminary Sizes of members

Column: 600 mm x 400 mm, beam: 400 mm x 250 mm, slab thickness: 125 mm.

The models created are as follows:

Model 1: G+15 storey bare frame building.

Model 2: G+15 storey building with infill wall.

Model 3: G+15 storey bare frame building with viscoelastic damper—first position.
Model 4: G+15 storey bare frame building with viscoelastic damper—second posi-
tions.

Model 5: G+15 storey bare frame building with viscoelastic damper—third positions.
Model 6: G+15 storey building with infill wall with viscoelastic damper—first posi-
tion.

Model 7: G+15 storey building with infill wall with viscoelastic damper—second
position.

Model 8: G+15 storey building with infill wall with viscoelastic damper—third posi-
tion.

The prime factor in determining the efficiency of any damper is its properties.
The stiffness of the damper K is 56,794,365.92 kN/m while the damping coefficient
C is 18,459,853.62 (Figs. 2, 3, 4, 5, and 6).
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2.1 Modal Pe

Modal analysis is the study of dynamic properties of a system in the frequency

domain (Figs. 7 and 8).
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Fig. 5 3D view of G+15 storey building with infill wall with viscoelastic damper at 1st and 2nd

position
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2.2 Base Shear

Base shear is the total design lateral force at the base of a structure (Figs. 9 and 10).
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Fig. 8 Comparison of modal frequencies in rad/s

Base Shear in kN in X- dir

1400
1200
1000
800
600
400
200
0

Bare Frame Bare Bare Bare Frame Frame Frame

Frame withinfill Frame Frame Frame with infillwith infill with infill

wall  with VSD with VSD with VSD wall & wall & wall &

1 2

Fig. 9 Base shear in kN in X-direction

3 vsD1 VvsD2 VsSD3



190 S. N. Raut et al.

Base Shear in kN in Y- dir
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Fig. 10 Base shear in kN in Y-direction
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Fig. 11 Storey-wise displacement in m in X-direction
2.3 Storey-Wise Displacement

See (Fig. 11).

2.4 Maximum Lateral Displacement

See (Fig. 12).
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Joint Displacement in m in Ul- dir
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Fig. 12 Joint displacement in m in U-1 direction

Axial Force in columns in kN
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Fig. 13 Axial force in columns in kN

2.5 Forces in Column

Columns are mainly subjected to axial load (Figs. 13, 14, and 15).

2.6 Forces in Beams

See (Figs. 16 and 17).

3 Discussions and Conclusions

Modeling and analysis of bare frame, frame with infill wall, bare frame with vis-
coelastic damper—position 1, bare frame with viscoelastic damper—position 2, bare
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Shear Force V2 in columns in kN
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Fig. 14 Shear force V2 in columns in kN
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Fig. 15 Moment M2 in columns in kN-m
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Fig. 16 Shear force in beams in kN
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Moment in beams in kKNm

200
180
160
140
120
100
80
60
40
20
]

Bare Frame Bare Bare Bare Frame Frame Frame

Frame withinfill Frame Frame Frame with infill with infill with infill
wall  with VSD with VSD with vSD wall & wall & wall &
1 2 3 VvsD1 vsD 2 vsD 3

Fig. 17 Moment in beams in kN-m

frame with viscoelastic damper—position 3, frame with infill wall and viscoelastic
damper—position 1, frame with infill wall and viscoelastic damper—position 2,
frame with infill wall and viscoelastic damper—position 3 is carried in SAP 2000.
Modal period is maximum for frame with infill wall model. Modal frequency is
maximum for bare frame with viscoelastic damper—position 2 model. Bar diagram
shows base shear is high for bare frame with viscoelastic damper models and less
for frame with infill wall and viscoelastic model. Storey-wise displacement is maxi-
mum for bare frame model. Bare frame with viscoelastic damper reduces storey-wise
displacement up to 30—40%, whereas frame with infill wall and viscoelastic damper
reduces storey-wise displacement by more than 60%. Hence, response of the structure
is reduced by combination of infill wall and dampers. Maximum lateral displacement
is maximum for bare frame model. Bare frame with viscoelastic damper reduces the
lateral displacement up to 30-40%, whereas frame with infill wall and viscoelastic
damper reduces the lateral displacement by more than 80%. Hence, the response of
the structure is reduced by combination of infill wall and dampers. Axial force in
columns is maximum for the bare frame model. Shear force and moments in columns
are maximum for bare frame with viscoelastic damper model. Also, shear force and
moments in beams are maximum for bare frame with viscoelastic damper. The results
of this study show how the structural response can be significantly reduced without
increasing the structural stiffness by using viscoelastic damper. It has been found
that the viscoelastic damper can be successfully used to control the vibration of the
structure. Displacement is controlled with damper in the inner position in the struc-
ture. Therefore, the damper should be placed in the inner position for best control
of the first mode. It is observed that the displacement is controlled by a substantial
amount by using infill wall and dampers combination, whereas displacement to a
considerable amount by using the dampers alone. The analytical study on the effect
of viscoelastic damper in high-rise structures has been done. The parameters like
base shear, storey displacement, and frequency have been compared.
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Assessment of Municipal Solid Waste )
as Backfill Material in Reinforced Earth s
Wall

Kinjal H. Gajjar, Alpa J. Shah and Manish V. Shah

Abstract The main objective of research work is to convert the existing Pirana land-
fill (Ahmedabad, Gujarat) municipal solid waste (MSW) into a suitable engineering
backfill material for reinforced earth wall through segregation and infusement of syn-
thetic reinforcement at suitable positions. For this purpose of evaluating the suitability
of MSW as a backfill material, load settlement and load displacement tests were per-
formed on sand, MSW, sand sandwiched (20 mm) between MSW and mixture of 1
(sand):3 (MSW) using a large- sized model test setup. Results were compared with
sand being a standard backfill material. A further objective is to evaluate the effect
of degree of saturation (Sr) with the optimum backfill composition found by varying
the degree of saturation as 40, 50, and 60%. The results depicted a mixture of 1
(sand):3 (MSW) to be satisfactory. With the increase in the percentage of Sr, greater
settlement and displacement of fill material and reinforced earth wall, respectively,
were observed at lesser loads. The study reveals that mixture of 1 (sand):3 (MSW)
can be recommended as suitable fill material under dry conditions.

Keywords Municipal solid waste - Reinforced earth wall - Backfill material

1 Introduction

Mechanically stabilized reinforced earth wall (MSE) is a reinforced soil mass that
will be sufficiently stable by itself without the need of any means of external support.
As the soil in an MSE wall is stabilized internally by the insertion of reinforcement,
the wall is termed as “internally stabilized wall”. During 17th and 18th century,
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wooden sticks, planks, pegs, bamboos, wire mesh etc were used for reinforcing mud
dikes, to control erosion and landslides. Modern state-of-art of soil reinforcement for
retaining structure construction was coined by French engineer cum architect Henri
Vidal in the 1960s. His research led to the Invention and development of Reinforced
Earth, a system in which steel strip reinforcement is used. The rapid compliance
of soil reinforcement can be accredited to a number of factors, including esthetics,
reliability, low cost, simple construction technique, and the ability to adapt to different
site conditions. However, these benefits have often been limited by the availability
of good quality granular material to overcome pore water pressure [1]. One possible
solution for reinforcing soils is the usage of permeable geo-synthetics that behaves
as reinforcement as well as lateral drains [2]. Based on the concept described and
explained in both theoretical and experimental measurements by Yang and Singh
[3] and Schlosser and Long [4], the reinforcement produces an apparent cohesion
on account of its tensile capacity. This concept may be most suitable for geogrid
reinforcement on account of their strain compatibility with soils, extensibility as
well as the coverage ratio of the geogrid. Moreover, only the mobilized pull force
in the reinforcement is responsible for the apparent cohesion. In present, there has
been a focus on using sustainable materials for backfill in MSE wall. Considering
the focus towards reuse of waste, the reckoning of the potential of municipal solid
waste (MSW) as backfill material assumes importance due to the ever-rising demand
of inadequate land for its disposal [5]. Owing to the nonplastic nature and high value
of angle of internal friction, municipal solid waste may prove to be a better option
to be used as a backfill material in RE wall. Hence, the present study inspects the
MSW as a potential backfill composition.

2 Materials

Sand used in the research as a fill material in RE wall model was procured from
Mahudi, Gujarat and municipal solid waste was procured from Pirana landfill site,
Ahmedabad. The classification of soil was found as poorly graded sand (SP). Geo-
grid used as reinforcement was procured from local manufacturing company having
tensile strength of 60 kN/m in machine direction and 20 kN/m in cross machine
direction. It was manufactured with high tenacity knitted polyester fiber with a treated
coating and high molecular weight. Tables 1 and 2 show the index and engineering
properties of different backfill materials used in this study. Tables 3 and 4 show the
chemical properties of MSW which were found from proximate analysis and Energy
dispersive X-ray spectroscopy (EDXS).
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Table 1 Index properties of different backfill materials
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Test IS code Symbol Value
Sand MSW 1 (Sand):3
MSW)
Particle size | IS: Cy 2.90 3428 3.216
distribution 2720-4:1985
parameters
C. 1.117 1.166 1.210
Specific IS: G 2.66 2.25 2.33
gravity 2720-3:1980
Dry density 1S: Ymax (KN/m?) | 18.70 13.94 15.41
2720-14:1983
1S: Ymin (KN/m?) | 15.20 10.98 12.28
2720-14:1983
Table 2 Direct box shear test results (IS 2720-13:1986)
Parameter | Value
Sand MSW 1 (Sand):3 |1 (Sand):3 |1 (Sand):3 |1 (Sand):3
(MSW) (MSW) MSW) (MSW)
with 40% | with 50% | with 60%
Sr Sr Sr
¢ (kN/m?) |0 3471 2.77 2.20 2.00 1.70
¢ 32.29° 34.76° 36.54° 34.49° 33.97° 33.38°
Table 3 Proximate analysis Parameter Value (%)
of municipal solid waste
Moisture 0.80
Volatile matter 11.60
Ash 10.55
Fixed carbon 14.83
Table 4 .EDAX.test results Element Value (% weight)
of municipal solid waste
Oxygen (O) 60.56
Magnesium (Mg) 1.7
Aluminum (Al) 5.32
Silicon (Si) 19.54
Potassium (K) 1.45
Calcium (Ca) 5.80
Iron (Fe) 5.73
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Fig. 1 Schematic diagram of facing panel

3 Test Setup

Model tests were performed in a steel tank of size 700 mm x 990 mm x 750 mm.
Sides of the tank were furnished with perpex sheet in order to observe the failure
surface. A wooden facing panel of 30 mm thickness was fixed to the open face of the
tank model. The panel was made up of 8 number of blocks having a size of 300 mm x
175 mm and 4 number of blocks having size of 150 mm x 175 mm. According to
BS 8006:2010 [6], five layers of geogrid having length of 525 mm and a spacing of
150 mm were fixed to the facing panel by means of clamps. To carry out the tests on
reinforced earth wall model, the vertical downward load was applied by means of a
mechanical jack. To measure the displacement, totally six dial gauges were set up in
RE Wall model, out of which 2 dial gauges were set up in order to measure vertical
settlement of backfill material and four dial gauges, viz., H|, H,, H3, H4 were set
up in a way to measure the horizontal displacement of RE wall. Figure 1 shows
a schematic diagram of the facing panel and shows the position of the horizontal
displacement dial gauges.

4 Test Procedure

The tank was filled in layers by compacting the backfill material to achieve the rela-
tive density of 80% as per IRC SP 102-2014 [7]. Geogrids were used as reinforcing
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Fig. 2 Active and resistant zone in RE wall

element. In sandwich technique, geogrid was embedded in 20 mm thick layer of
sand, while the rest of the backfill used was MSW. A plate of size 250 x 250 mm
having 25 mm thickness was placed on RE wall model having firm contact with
backfill material, in order to have uniform transfer of load. The loads were applied
on the active zone which is inclined at 45° + ¢/2 from horizontal as shown in Fig. 2.
From theoretical calculations, the RE wall can resist maximum load of 19.60 kN
approximately. Hence, for the experimental purpose, the load is applied in incre-
ments of about 1/10 of this load, i.e., 1.96 kN. When there is no substantial increase
in settlement or the rate of settlement reduces to 0.02 mm per minute as given in
IS 1888-1982 [8] and the deformation rate becomes nearly constant, the dial gauge
readings were noted. The readings were noted until the wall displaces to a greater
extent or when the proving ring rebounds. Load versus displacement graph and load
versus settlement graphs were then plotted to know the load displacement character-
istics of RE wall and settlement characteristics of backfill material Fig. 3 represents
the reinforced earth wall test model.

5 Results, Analysis, and Discussion

5.1 Effect of Different Backfill Materials on Displacement
of RE Wall

From Figs. 4,5, 6, and 7, it can be seen that the displacement in second and third panel
is much more as compared to first and last panel due to the reason that the first and last
panel receives the confinement from the top and bottom portion of fabricated tank
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Fig. 3 Reinforced earth wall test model

while second and third panel receive confinement only from panels above and below
it. Sand and mixture of 1 (Sand):3 (MSW) possessing minimum and maximum angle
of shearing resistance exhibits maximum and minimum displacement, respectively,
at all dial gauge locations. The overall average lateral displacement of RE Wall
having mixture of 1 (sand):3 (MSW) as a backfill material is 0.83 mm, which is half
the average lateral displacement observed with sand sandwiched between MSW as
a backfill, whereas it is 1.45 and 3.22 times lesser as compared to MSW and Sand
as a backfill material, respectively.
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Fig. 4 Load versus lateral displacement characteristics for different backfill materials at H
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5.2 Effect of Degree of Saturation of Mixture 1 (Sand):3
(MSW) as a Backfill Material on Displacement
Characteristics of RE Wall

From Figs. 8,9, 10 and 11, it can be seen that for mixture of 1 (Sand):3 (MSW) with
50% and 60% degree of saturation (Sr), the backfill material undergoes a settlement
of nearly 50 mm just under the load of 13.73 and 7.85 kN, respectively, which is
considered to be the ultimate failure criteria for the soil as per IS 1888:1982 [8].
Thus, the comparison of lateral displacement at a particular load could not be made.
At 7.85 kN load, when the degree of saturation of 1 (Sand):3 (MSW) mixture is
increased from 0 to 40%, an increment of 13% is observed in the average lateral
displacement of RE Wall, whereas this increment rises to 2.34 and 3.15 times when
the Sr is kept at 50 and 60%, respectively. From Figs. 8, 9, 10 and 11, it is clear that
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as the wetness of the backfill material increases, the lateral displacement of wall also
increases. This proves the suitability of dry backfill material in reinforced earth wall.

5.3 Settlement Characteristic of Different Backfill Materials

Figure 12 presents the settlement characteristics of different backfill material in the
modeled reinforced earth wall. The maximum and minimum settlement of 17.425
and 9.50 mm is observed in MSW and mixture of 1 (Sand):3 (MSW) as a backfill
material, respectively, under a load of 23.53 kN. Settlement of Sand and mixture of
1 (Sand):3 (MSW) as a backfill material is nearly equal and is approximately 83 and
73% less as compared to MSW and Sand sandwiched between MSW as a backfill.
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The reason behind this is that sand and MSW both are having the coarser particles but
during compaction process, some fractions of particles of MSW may get converted
into finer particles, resulting in a higher settlement of the MSW as a backfill.
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5.4 Settlement Characteristic of Mixture 1 (Sand):3 (MSW)
as Backfill Material with Varying Degree of Saturation

Figure 13 presents the effect of degree of saturation on settlement characteristics of
1 (Sand):3 (MSW) mixture as a backfill material. From the figure, it can be seen that
for a mixture of 1 (Sand):3 (MSW) in dry state and with 40% Sr, the settlement at
23.53 kN load is 9.50 and 16.34 mm, respectively. Whereas for 50 and 60% Sr, the
backfill material undergoes a settlement of nearly 50 mm just under the load of 13.73
and 7.85 kN, respectively. As per the settlement criteria given in the IS 1888:1982 [7]
after 50 mm settlement of backfill material, the test was terminated. At 7.85 kN load,
when the degree of saturation of 1 (Sand):3 (MSW) mixture is increased from O to
40%, an increment of 32% is observed in the settlement of backfill material, whereas
this rises to 10.5 and 21 times when the Sr is kept at 50 and 60%, respectively. Hence,
it is clear that as we increase the degree of saturation, the settlement also increases
significantly.

6 Conclusion

The important conclusions from this study are summarized below,

e Angle of internal friction plays an important role in reinforced earth wall. As the
angle of internal friction increases, facia displacement decreases.

e The overall average displacement of RE wall having 1 (Sand):3 (MSW) as a
backfill material is very less as compared to Sand, MSW, and the sand sandwiched
between MSW.
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e With the increases in degree of saturation of mixture 1 (Sand):3 (MSW) as a backfill
material, displacement of RE wall and settlement of backfill material increases,
significantly.

The above large model study reveals that MSW can be suitably used as fill material
through segregation. In this study, old MSW was used which already has undergone
periodical physical and chemical changes, and leachate with 22-25% of organic
matter with intermediate degree of saturation shows consistent adoptable results.
The present study shows the suitability of MSW of Pirana as an engineered backfill
material for RE wall.
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Feasibility Analysis of Decentralized )
Wastewater Treatment Systems i

Shrutaswinee Hazarika and Devanshu Pandit

Abstract This paper aims to identify key factors that affect the performance and
sustainability of decentralized wastewater treatment plants. In view of this, a feasi-
bility analysis of three decentralized treatment plants of Ahmedabad, Gujarat based
on various technologies is carried out. A list of quantitative and qualitative parame-
ters such as efficiency of the technology, land use, ease of operation, requirement of
technical expertise, effluent quality, capital investment, operation and management
and user perspective are considered. The technologies assessed are fluidized aero-
bic bio-reactor (FAB), activated sludge process (ASP) and decentralized wastewater
treatment system (DEWATS). The results show that there is no technology that can
be used universally but to ensure long-term durability and sustainability of decen-
tralized wastewater plants, proper maintenance after installation is just as important
as technical analysis during design of the plant.

Keywords Decentralized wastewater treatment - India - Peri-urban
Feasibility study - ASP - FAB - DEWATS - Packaged treatment plant

1 Introduction

The current urban wastewater management process typically includes transportation
of wastewater over long distances from its source of generation to the central munic-
ipal treatment plant through sewers and finally ends at disposal of the effluent in a
nearby water body. With only 51% of the total sewage generated in metropolitan
cities of India, most of the effluent is disposed of untreated which directly con-
tributes to the contamination of freshwater source [1]. It has been stated in many
studies that inflow of untreated effluent into water bodies affects aquatic life due to
imbalance in nutrients, temperature and salinity [2]. However, with the increasing
awareness of the potential of wastewater, the government of India has implemented

S. Hazarika (<)) - D. Pandit
Faculty of Technology, CEPT University, Ahmedabad 38009, Gujarat, India
e-mail: shrutaswinee.hazarika.mtech16 @cept.ac.in

© Springer Nature Singapore Pte Ltd. 2019 207
D. Deb et al. (eds.), Innovations in Infrastructure, Advances in Intelligent Systems
and Computing 757, https://doi.org/10.1007/978-981-13-1966-2_18


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1966-2_18&domain=pdf

208 S. Hazarika and D. Pandit

various schemes and policies which encourage recycling and reuse of water. More
than 30% of water used in residences are used for outdoor uses such as irrigation and
28% of water is used in toilet flushing which is both potential reuse opportunities
for treated water [3]. In a conventional centralized wastewater treatment system to
maximize the use of reclaimed water, additional water distribution pipelines must be
constructed so that the benefit reaches the customers which are dispersed in the city
area. This expansion of centralized water network proves to be very expensive with
the ever-increasing urban sprawl. Therefore, to alleviate this pressure on existing
municipal services decentralized system of wastewater management proves to be the
most appropriate solution. Further, government of India is encouraging decentral-
ized approach of wastewater treatment through the integrated township policy which
mandates all townships which are generally constructed in the city outskirts to have
their own decentralized water treatment plants and reutilize the treated wastewater
for multiple uses to prevent exploitation of city resources and preserve freshwater
sources [4].

Therefore, there is a need to evaluate existing decentralized wastewater treatment
plants to identify sustainability and applicability factors so that such systems can be
replicated in future.

2 Literature Review

Decentralized wastewater treatment systems treat waste at or near the source of
generation. They can serve individual houses, industries, business complexes and/or
small communities of residential houses. They can be large capacity septic tanks or
package plants which work similar to a centralized treatment system, typically using
small diameter sewers and a small-scale treatment facility.

The treatment process of domestic wastewater generally consists of four stages,
namely pre-treatment, primary treatment, secondary treatment and tertiary treatment.
The first two stages of treatment are common in all the different treatment tech-
nologies. The following wastewater treatment methods are basically modification of
carrying out secondary stage of treatment.

Activated Sludge Process (ASP) [5] (Technology n.d.): This is one of the most
tested wastewater treatment technologies which are being used all over the world
since decades. Generally, all the conventional centralized sewage treatment plant
works on this principle. After the process of sedimentation, wastewater is contin-
uously mixed and aerated in an aeration tank where it is mixed with oxygen. The
aerated effluent is then sent to a clarifier where the flocs get settled at the bottom
of the tank which is recirculated to the aeration tank. The main advantage of using
this technology is that it can be operated at a range of organic and hydraulic loading.
Disadvantages include the requirement of constant supply of power, highly skilled
operators, expert design and construction.

Fluidized Aerobic Bio-Reactor (FAB): This system consists of floating media
of different shapes and sizes, which provides large surface area for the bacteria to
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Table 1 Details of WWTPs

Case Study Start-up year Design capacity Technology type
(m3/day)
IFFCO 2002 500 Fluidized bio-reactor
IIT Gandhinagar 2015 600 DEWATS
Godrej Garden City 2014 1000 Activated sludge
process

grow on it. Air is provided in the FAB tanks to create an optimum environment for
bacterial growth. The main advantage of this system is very small amount of sludge
is produced and the space requirement of the plant is also very less.

Decentralized wastewater treatment system (DEWATS) [6] (Sasse 1998):
DEWATS is developed by Bremen Overseas Research and Development Association
(BORDA), Germany. In India, this system is being promoted by CDD Bangalore.
In DEWATS, secondary treatment is carried out in anaerobic baffled reactor and the
tertiary treatment is carried out through a bed of planted gravel filter. Anaerobic
baffled reactor is a chamber consisting of a number of baffles through which water
moves from top to bottom. Planted gravel filter is a filter media consisting of gravel
and water-resistant plants.

3 Research Methodology

A case study-based analysis is carried out where three WWTPs representing different
technologies installed by institutional and residential organizations were selected
(Table 1). During site visits, data related to treatment technology, site condition,
financial and managerial requirements of the plant are captured. A questionnaire
survey was done to interview developers, vendors, consultants, users and city officials
to gain knowledge of the market, the motivation and incentives behind installing
decentralized wastewater treatment plants and its limitations.

4 Case Study

4.1 Fluidized Aerobic Bioreactor (500 m3/day)

This FAB treatment plant is situated in IFFCO Kasturinagar in Kalol district of
Gujarat. The township of Kasturinagar was developed on 51 acres of land as a resi-
dential colony for its staff. This township consists of 315 residential quarters, offices,
post office, recreational facilities for the young and old, water treatment plant and a
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Fig. 1 IFFCO wastewater treatment plant

Table 2 IFFCO wastewater

Parameter Outlet value GPCB standard
effluent quality

pH 7.56 6.5-8.5

TDS (mg/L) 1218 -

TSS (mg/L) 10 30

BOD (mg/L) 8 20

COD (mg/L) 22 -

Oil and grease Nil -

Residual chlorine | 0.55 >0.5

Source Weekly Wastewater Analysis Report by Metro
Enviro-Chem Associates

sewage treatment plant [7] (Kumar n.d.). The distance between the township and the
factory is around 5 kms.

Project Design: As per CPHEEO manual sewage generated is 280 m>/day and the
sewage treatment plant installed is designed for a capacity of 500 m3/day keeping
in mind the future population demand as shown in Fig. 1. The plant is designed on
the principal of Fluidized Aerobic Bio-reactor technology and achieves the quality
of final treated water as follows (Table 2).

Process Description:

Fluidized Aerobic Bio-reactors system: The system comprises of two FAB reac-
tors containing plastic media as shown in Fig. 2. Bio growth takes place in the plastic
media which is kept in fluidized condition by blowing air through SS grids. No sludge
recycle is required to maintain liquor suspended solids and micro-organisms ratio.

1. The raw sewage from the township is collected in the well and it is pumped to
FAB-I. The sewage feed pumps to FAB are provided with strainers to prevent
floating materials from entering FAB-I.

2. The effluent flows to FAB-I to FAB-II. Both the reactors are provided with air
distribution grids and wire mesh box to arrest the media.
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Fig. 2 Fluidized aerobic bio-reactor I and II

3. Effluent from FAB-II is transferred to tube settler which acts as clarifier.

4. The sludge from bottom of tube settler is removed and taken to sludge drying bed
for dewatering and drying. The treated water from tube settler is taken to chlori-
nation contract tank and sodium hypo-chloride solution is added for disinfection
of treated water.

5. The treated water is again taken to dual media filter for removing suspended
solids. The filtered water is then passed through activated carbon filter to remove
residual organic matter and stored in clear water collection tank of capacity
100 m?.

6. From the clear water tank, treated effluent is pumped to distribution network in
township for horticulture purpose.

Finance, Operations and Management: Kasturinagar Township is the first town-
ship to receive ISO-14001 certificate in May 2001. One of the major requirements
of ISO-14001 is to manage its wastewater and thus the township installed a decen-
tralized wastewater treatment plant. The entire project is funded by IFFCO including
capital investment and operations and management. Thermax Company is the current
agency which is responsible for operating the treatment plant and is on a contract
basis. The plant requires one supervisor and three operators. According to the super-
visor, they have not encountered any major problem till date.

The total cost of the treatment plant is about 60 lakhs which were recovered
within 5 years as per primary survey. The operations and management cost includes
the salaries of operators and cost of electricity consumption. With the installment of
the treatment plant, a savings of Rs. 25/m* of water is done.

Feedback: The whole project was community oriented. The residents were made
aware about the environmental issues threatening life existence. The core group
members included housewives to workers to officers to achieve comprehensive
involvement. To encourage reuse of water, intensive awareness generation programs
were done.
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The treatment technology was selected based on its level of maturity, level of
maintenance and space required. As per the views of the Joint General Manager
(EPC), they have successfully achieved 100% reuse of wastewater.

4.2 DEWATS (600 m’/day)

The DEWATS treatment plant is situated in a public engineering institution, estab-
lished in 2008 by the Ministry of Human Resource Development. Currently, the
institution is developing its new campus at a 400 acres site in Palaj, Gandhinagar.
The site is located on the eastern side of river Sabarmati, across from the Gandhina-
gar city. The campus will be a 100% residential campus for staff and students and
it is developed in a phased manner where phase I will have 1200 students, phase II
will have 2400 students and phase III will have 4800 students. At present, phase I of
the development is completed and construction for phase II has begun (masterplan).

Project Design: A wastewater treatment plant is proposed with a capacity of
2.44 MLD against 2.35 sewage generation (theoretical) at the end of phase III. This
treatment plant is also developed phase wise and the present capacity of the treatment
plant is kept at 600 m?/day as per the demand of phase I.

The primary and secondary treatments are based on DEWATS and tertiary treat-
ment includes pressure sand filter and ultrafiltration system as shown in Figs. 3 and
4. The treated water which meets the quality standards is used for non-direct human
contact purposes such as toilet flushing and horticulture (Table 3).

Process Description: The DEWATS installed in the campus is a combination of
the following treatment systems:

1. Primary treatment or sedimentation in settlers: the settler consists of two com-
partments where the first compartment occupies 2/3rd of the space and most of
the sludge gets deposited in the first compartment. From the outlet of the settler,
supernatant enters the anaerobic baffled reactor.

Fig. 3 Tertiary treatment
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Fig. 4 DEWATS (plant gravel filter)
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Table 3 1IIT Gandhinagfir Parameter Outlet value Standard
wastewater effluent quality
pH 7.56 6.5-8.5
TSS (mg/L) 2 30
BOD (mg/L) <10 20
COD (mg/L) 40 _

Source Interview with operators and engineers

2. Secondary treatment in baffled reactors and anaerobic filters where anaerobic
degradation of suspended and dissolved solid takes place. In this phase, 70%
of BOD removal is achieved. The effluent from baffled reactor is directed to
anaerobic filter where non-settleable and dissolved solids are removed. 40-50%
of remaining BOD is removed in this phase.

3. Tertiary treatment in planted gravel filter: the treated wastewater from anaerobic
filter is transferred to PGF in such a way that it allows uniform distribution of
the flow over the filter area. Pressure sand filter and Ultrafiltration system: This
stage further reduces suspended solids, turbidity and organics. The final treated
water is then stored in a tank of capacity 2.4 MLD.

Finance, Operations and Management:

The motivation behind installing a decentralized wastewater treatment system is
that the institution is a green campus with a five-star GRIHA and LEED rating. The
entire project is funded by CPWD under Ministry of Human Resource Development.
The estimated cost of the treatment system was 1% of the total construction cost of
phase I of the campus. The operations and maintenance is done by Swastic Electricals
on yearly contract basis. The system requires one skilled operator and one inspector
for primary treatment and a helper to look after the PGF. In-house team and the
operating agency do regular inspections of effluent quality. This system requires

very less maintenance.
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The total cost of the system is around 1.8 crores where the cost of tertiary treatment
itself is 1.4 crores. The yearly operations and management cost are 8.5 lakhs.

Feedback:
The treatment plant has proved to be a success in the case of IIT Gandhinagar

and 100% of the treated water is used for landscaping to keep the campus lush
green without any use of freshwater and the campus has achieved to be a zero-liquid
discharge campus.

But in phase II of the development, the institution has decided on dispensing the
tertiary treatment of PSF and UF. It was observed that treated water from effluent is
needed to be used immediately in the form of irrigation/horticulture. When water is
kept stagnant in toilet flushes, the BOD increased. Most of the residential apartments
and guest houses have low occupancy and thus the toilets are not used frequently,
that is why the flush system acts as a breeding pool for germs.

4.3 Activated Sludge Process (1000 m3/day)

Godrej Garden City is one of the many township projects built on the concept of
water conservation. It is an integrated township and has numerous housing concepts
within its premises. More than 13,000 apartments are proposed including schools,
colleges, playgrounds, supermarkets, entertainment halls, offices, etc. At present,
2500 flats are occupied and the rest of the infrastructure of the township is under
construction.

It has become mandatory for every township to be a self-sustained one. Moreover,
the area of Jagatpur where the township lies has no water supply network or sewage
network. The source of water for drinking water is bore well.

The team of Godrej garden city believes in the principle of sustainable develop-
ment and with this aim, they have achieved to get platinum rating for this township.
The wastewater treatment plant installed in the township works on the principle of
ASP.

Project Design: Based on the present occupancy rate and future demand, four
WWTPs are currently operating in the township with 1000, 600, 250 and 100 KLD,
respectively. In this study, the plant with 1000 KLD capacity is studied. This plant is
a decentralized version of the conventional method of activated sludge process. The
treated water is within the prescribed standards and is used for horticulture purposes
(Table 4).

Process Description: The township has an underground network of sewer pipes
which connects all the apartment building and transport the collected wastewater
into the treatment plant. Activated sludge process technology consists of a number
of chambers through which wastewater flows clearing out impurities as follows.

1. The wastewater is collected in a screening chamber through a bar screen to
prevent rags, polyethene, bottles, etc., from entering the sedimentation tank.

2. The effluent is transferred to a horizontal tank where sedimentation occurs, and
the settled sludge is removed periodically.
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Table 4 Godrej Garden City wastewater effluent quality
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Parameter Outlet value Standard

pH 8.2 6.5-8.5

TSS (mg/L) 0.55 <30

BOD (mg/L) 18 <20

COD (mg/L) 70 -

Odour Unobjectionable Unobjectionable

Source Monthly Inspection Report

Fig. 5 Aeration chamber

Fig. 6 PSF and ACF

3. To achieve reduced organic loading of the effluent, if put in a large aeration tank
where air is pumped to enhance the breakdown of organic particles as shown in
Fig. 5. The effluent is transferred to a clarifier-settler. The sludge at the bottom

of clarifier-settler is sent back to the aeration tank.

4. For final treatment, the water is passed through three filter chambers as shown in

Fig. 6.
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5. The supernatant obtained is then stored in tank and further treated with chlorine
from where it is used for irrigation purposes.

Finance, Operations and Management:

It has become mandatory for every township to be a self-sustained one. Moreover,
the area of Jagatpur where the township lies has no water supply network or sewage
network. The source of water for drinking water is bore well.

The team of Godrej garden city believes in the principle of sustainable develop-
ment and with this aim they have achieved to get platinum rating for this township.
The Operation and management are done by Prabhu Enviro Tech Private Ltd. with
one supervisor, three operators and one helper.

According to the General Manager, the total cost of installing the treatment plant
along with sewer network was 6 crores which were recovered within 6 years of
installation from the advance maintenance fees of all the buyers of property. The
operations and management cost per head is negligible. The Godrej garden city is
free from paying water/sewer tax under Ahmedabad Property tax.

Feedback:

From the interviews and site visit, it is clear that the township faces shortage of
water and this reuse of water for non- human purposes has proved to be a success in
terms of conserving water. The developer also gets benefitted in terms of increased
FSI and the residents are free from paying water and sewerage charges.

5 Summary

The key parameters studied for assessing the treatment plants are given in Table 5
where the annual O & M cost includes electricity cost, salary of staff, admin charges,
cost of chemicals, repairs and effluent inspection charges.

Based on the study, the following key factors for the success of any plant is
obtained as follows.

The design capacity of the plant must be in accordance to the anticipated future
demand. Most of the treatment plant fails because of running at a capacity much
lower than it is designed for. In such cases, effluent also does not meet the standards
of CPCB.

It is very important to consider the land area requirements of different treatment
plants in situations where land is scarce. Private developers generally opts for package
plants because of lesser land requirements.

The affordability of the treatment plant by the users should be carefully considered.
Package treatment plants prove to be very expensive for single households but when
it is for a community or township it is a viable option. DEWATS system has the
lowest capital investment required compared to on-site packaged plants. Ability to
pay for the O & M cost is also important to obtain the expected treatment efficiency
out of the treatment plant.
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Table 5 Summary of treatment plants studied
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Case study IFFCO Kasturinagar | IIT Gandhinagar Godrej Garden City

Total area 51 acres 400 acres 200 acres

Treatment technology | Fluidized aerobic DEWATS Activated sludge
bio-reactor process

Maturity of Matured Maturing Matured

technology

Year of 2002 2015 2014

commissioning

Design capacity 500 m3/day 600 m3/day 1000 m3/day

Operating capacity 280 m3/day 400 m3/day 900 m>/day

Area occupied by the | 1497 m? 4046 m? 1057 m?

treatment plant

Outlet parameter

pH 7.56 6.5-8.5 8.2

BOD 8 3 18

COD 22 45 70

Uses of recycled water

Horticulture

Horticulture, toilet
flushing

Horticulture

Uses of sludge Manure Manure Manure
Ease of upgradation Easy Easy Difficult
Number of operators | 3 3 5
Total capital cost %60,00,000 %165,000,000 60,000,000
Total O & M cost 31,020,000 875,000 34,200,000
Capital cost (Rs 0.12/m3 0.3/m? 0.6/m>
Lakh/m?)
Operation cost Rs 2206/m? Rs 1416/m? Rs 4200/m?
(Rs/m?)
Land area required 0.25 excluding sludge | 6.74 1.057
(m?/KLD) dying bed
Source of fund for Self-funded Ministry of human Self-funded
capital cost resource and

development
Sources of fund for O | Self-funded Ministry of human Self-funded

& M cost

resource and
development
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The result of user perspective survey conveyed that residents prefer treatment
plants that occupy less space and are aesthetically appealing. The plant should not
obstruct view and should be located at the back for safety reasons.

6 Conclusion and Scope for Future Work

This project work gives only an overview of the treatment technologies. Itis important
to include life cycle cost assessment of the decentralized wastewater treatment plant
to understand financial feasibility in terms of Indian context. During the analysis,
it has been observed that inflation rate for CAPEX and OPEX is to be considered
because the treatment plants have different market conditions with respect to the year
of commissioning.

It is important to state that decentralized WWTP for individual household prove
to be uneconomical because of high power consumption with respect to lesser design
capacity. Based on personal interview, it was observed that middle or high-income
group of people were aware about the environmental benefits of installing decentral-
ized wastewater treatment system and were even ready to incur additional cost. But
it is impractical to assume the same for lower income group people.

It was seen that most of the WWTPs have private effluent quality inspection.
There is a requirement for stringent law enforcement for the proper monitoring of
the operation of the WWTP. There should be random visits from government officials
and penalty should be given to those who do not comply with the standards.

WWTP can never be a revenue-generating model as the product is treated water
and a small fraction of sludge. It is not possible to create a business out of it. But
in the long run, recycling and reusing wastewater can solve water issues to a great
extent. Therefore, there is a need for innovations in the field of wastewater treatment
and the government must encourage pilot projects on decentralized treatment plant
so that efficient and low-cost technologies can be developed.
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Experimental and Analytical )
Investigation on Shear Strength L
of Concrete Containing Slag Considering
Sustainable Development and Waste
Management Concept

Damyanti Badagha, C. D. Modhera and Sandip A. Vasanwala

Abstract There is a demand for sustainable infrastructure development due to the
rapid growth of urbanization considering the waste management concept. To achieve
the unmet need in this area, different waste and by-products from different industries
are in use in the field of civil engineering. There is a need for concrete to give good
workability, long-term high performance, durability, and sustainability for special
structures. There is a requirement of better performance of concrete not only in
compressive behavior but also in different behavior like shear performance. This
implemented experimental work has been introduced to find out the analytical and
experimental behavior of concrete with 50% cement replacement by steel industry
waste for compressive and shear strength under different exposures. The experimental
results show that waste exhibits better failure pattern compared to concrete without
waste powder, higher ultimate strength in addition to much improved strength in
different exposure conditions such as acidic and alkaline, for better infrastructure
development.

Keywords High-performance concrete - Industrial waste - Compressive strength
Shear test + Alkaline exposure * Acidic exposure * Sustainability

1 Introduction

The infrastructure development creates the urge to need to find the innovative sustain-
able technique in a different era. The innovation in waste management considering
sustainability is one of the fundamental requirements for the development of different
types of infrastructures. The utilization of cement concrete is tremendous in the civil
industry as a construction material [1, 2] in the entire world after water, which is an
important part of infrastructure development. This concrete manufacturing process
required a large amount of raw materials. The key ingredients of concrete are solely

D. Badagha () - C. D. Modhera - S. A. Vasanwala
Applied Mechanics Department, SVNIT, Surat 395007, Gujarat, India
e-mail: damyantibadagha@yahoo.in

© Springer Nature Singapore Pte Ltd. 2019 221
D. Deb et al. (eds.), Innovations in Infrastructure, Advances in Intelligent Systems
and Computing 757, https://doi.org/10.1007/978-981-13-1966-2_19


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1966-2_19&domain=pdf

222 D. Badagha et al.

responsible for the 7% of the worldwide generated CO, emissions [3]. In this rapid
infrastructure development, the waste disposal [4] is also a pinpoint for all industries.
There are a number of waste such as steel industry waste, different slags; different
types of ash, construction—demolition waste, plastic waste, e-waste, etc., which are
used to manufacture special concrete for the infrastructure development consider-
ing waste management solution and sustainability. The use of metakaoline and micro
silica also give better performance in strength point of view [5] and durability of con-
crete [6]. For the waste management [7] and concrete production, there are advanced
software programs that are utilized for the modeling and strength prediction and mix
proportioning of concrete [8].

The research investigation reveals that the by-products having cementitious prop-
erties strengthen harden and fresh properties of concrete [9—11]. These mineral
admixtures contributed major role in the permeability of concrete considering pore
size distribution and its effect due to admixtures in cement matrix [12—16]. The
reduced median pore size is observed in the mature cement matrices with the com-
parison of Portland cement paste without admixtures. However, the utilization of
mineral admixtures like GGBFS and fly ash influence the hydration process because
of their fineness [17, 18].

This innovative concept of waste materials in high-performance concrete has
been modified as per requirement and need of time, as earlier it was compared to the
concrete falls under the high strength concrete category, which has some beneficial
facts, but it is unable to give an exact idea considering different aspects. HPC has
been defined differently by various authors, and high-performance concrete could
be a concrete that created with suited materials, properly combined as per elite mix
design, transported, placed, compacted and cured to urge a wonderful performance
in the structure within the surroundings to that it is exposed and under subjected
loads for design. Thus, high-performance concrete is directly related to durability of
concretes which can be determined by conducting different experimental test series.
The water penetration phenomena and aggressive ion attacks including chloride in
concrete are fundamentally revealing the physical and chemical performance of con-
crete considering durability [17]. The fictitious crack model (FCM) was introduced
by Hillerborg for the fracture behavior of concrete [18] including tension softening
curve and fracture energy of concrete.

The concrete structures are having a complex behavior because of the structural
system including boundary conditions, loading, and others. Therefore, it is the fun-
damental requirement to understand the model for concrete structures. However, the
theoretical limit analysis methods are not giving the deformation solution, which
demands experiment based shear fracture behavior of concrete.

From this rigorous research survey, the objective of this study was set to prepare
concrete using waste from steel industry considering the durability under different
exposure conditions. Compressive strength and shear strength were measured for
conventional concrete (CC) and HPC. Shear strength of concrete was measured by
two different methods as well as analytically, as there is not plenty of research work
on the shear strength of concrete has been conducted like introduced comparative
study.
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2 Experimental Program

Concrete is considered as a material similar to stone having the cementitious property
within which aggregates are embedded. In cement concrete, water and hydraulic
cement are composed of the mixture. For the execution of this research work, as
per the BIS 12269:2013 [19], 53 grade ordinary Portland cement was utilized and
samples were prepared as per IS 3535:1986 [20]. As per BIS 383:1970 [21], coarse
and fine aggregates were used. Cement replacement was done by the waste collected
from local steel industry which was ground in a powder form. The physical and
chemical components for that waste powder are achieved [7] as per BS 6699:1992
[22] and found similar like cement. The slag was used as cement replacement from
10 to 90% with the interval of 10% for preparation of mortar mixes. As per ASTM
C989, the slag activity index was investigated for different percentage of waste in
the waste cement mortar which is listed in Table 1.

Slag-activity-index = (SP/P) x 100

SP Average compressive strength of slag cement mortar cubes in MPa, and
P Average compressive strength of cement mortar cubes in MPa.

The slag activity index for 50% replacement of cement by waste is 118 for 7 days
and 124 for 28 days which indicates the grade of waste material is Grade 120. It was
found that slag gives maximum increased strength for 50% of cement replacement.

Mix Design and Curing

The mix design for concrete with 50% cement replacement was achieved by taking
the numbers of trails. The compressive strength varies with variation in water/binder
ration as shown in Fig. 1. The water/binder ratio of 0.40 and 0.36 gives better results
in compressive strength for conventional concrete (CC) and HPC, respectively.

The mix proportion comparison of CC was done with the concrete containing 50%
cement replacement with waste powder, which is shown in Table 2. The slump value
suggests good workability for HPC. The prepared specimens were cast and cured
in tap water for 28 days and cured in water with 5% concentration of hydrochloric
acid (HCI) for aggressive acidic environmental effect and in water with 3.5% con-
centration of sodium hhloride (NaCl) for aggressive alkaline environmental effect
on it.

Table 1 Slag activity index for percentage variation of waste in waste cement mortar

Slag Percentage of waste in waste cement mortar
activity
index

10 20 30 40 50 60 70 80 90
7 days | 105 109 113 114 118 108 93 85 70
28 days | 103 105 112 115 124 97 89 80 62
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Fig. 1 Effect of
water/binder ration on
compressive strength of
conventional concrete and
HPC containing 50% waste
at the age of 28 days

Table 2 Mix proportions
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Material

Conventional concrete (CC)

HPC with waste as 50%
cement replacement

Cement (kg) 465 235
Waste powder (kg) - 235
Water (liter) 186 169
Sand (kg) 531 680
Coarse aggregate (10 mm) 423 428
kg)

Coarse aggregate (20 mm) 728 740
(kg)

Admixture (kg) - 3.1
Water cement ratio 0.4 0.36
Initial slump (mm) 140 165
Slump at 30 min - 140 mm
Slump at 60 min - 120 mm

Testing

The compression test was performed on a cube specimen with the edge of 150 mm as
per IS 516:1959 [23]. The tests for shear strength of concrete have been performed
as per JSCE-SF6 standard test method [24] and the method suggested by Bairagi and
Modhera [25]. As per JSCE-SF6 standard test, the shear load is applied to the beam
supported on a rigid block over a pair of 105 mm apart knife edges with the help of
by a loading block with two sharp loading knife edges 100 mm apart as shown in
Fig. 2. Thus, a narrow, 2.5-mm-wide region of the beam in between the supporting
knife edges and the loading is subjected to a concentrated shear stress. The shear
strength of concrete is evaluated with load P divided by shear area which is twice
the width multiply bye depth.
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Fig. 3 Schematic diagram, actual specimen arrangement as per Bairagi and Modhera method

In the method, suggested by Dr. Bairagi and Dr. Modhera, specimen were cast and
tested as per the arrangement shown in Fig. 3. Until the crack observed on the failure
plane in single shear, load P was applied on the upper plate as shown in Fig. 3. The
failure load P, is taken as a half of the total load P. The load P, divided by shear
area (60 mm x 150 mm) in the unit N/mm? is considered as the shear stress for the
given concrete specimen.

All specimens were air dried before the testing of specimen. Test was conducted
in a universal compression testing machine. As per JSCE-SF6, the load has given
without any impact continuously at a shearing stress rate of 0.06-0.1 MPa/s.

Analytic Investigation

The research experience concluded that the exhaustive experimental work and testing
is a time-consuming process. For the betterment of research, advanced soft computing
techniques, analysis, and modeling have been done to compare the experimental
results with the software utilizing results (Fig. 4).

In this research work, ATENA software was used. In this section, three-dimensional
nonlinear finite element analysis of concrete specimens has been conducted until
the failure occurs in the crack form in order to similarly model interaction among
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Fig. 4 Variation of crack and deflection along JSCE-SF6 test specimen

|y TR LY T

Fig. 5 Variation of crack and deflection along Bairagi and Modhera test specimen

concrete components. This proposed methodology of analysis will show the ability of
the model to numerically regenerate the experimental output data ad hoc performed
and to capture well the complex mid-span failure effectively (Fig. 5).

3 Results and Discussion

In this present study, the utilization of steel industry waste has been studied for
concrete to reduce the consumption of cement. Compressive test and two different
shear test methods were performed on conventional and waste utilized concrete and
the results are plotted against the age of concrete as shown in Figs. 6, 7 and 8.

Figure 6 indicates the relation of compressive strength of CC and HPC in different
exposures with the age of concrete. The compressive strength of HPC is higher than
that of CC. Figures 7 and 8 indicate the relation of shear strength of CC and HPC in
different exposures with the age of concrete using the JSCE-SF6 method and Bairagi
and Modhera method, respectively.

In alkaline exposure, the compressive strengths of HPC and CC are reducing by 1
and 5%, respectively, where in acidic exposure, the compressive strength of concrete
has been reduced by 3 and 10%, respectively. For HPC, in alkaline exposure and
acidic exposure, the shear strength is reduced by 3 and 7% in JSCE-SF6 method
and 4 and 7% in Bairagi and Modhera method, respectively. So the compressive
strength results of concrete which are exposed to aggressive environment decrease
in the comparison with of normal water cured concrete, but the aggressive exposure
influence more on CC is more than that of high-performance concrete.
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50

Compressive Strength (MPa)

Age of Concrete (Days)

B CC (100% Cement)- Normal Curing B CC (100% Cement)- Alkaline Curing
OCC (100% Cement)- Acidic Curing B HPC (50% Waste)- Normal Curing
OHPC (50% Waste)- Alkaline Curing ~ EHPC (50% Waste) - Acidic Curing

Fig. 6 Relation of compressive strength with age of concrete

Shear Strength (MPa)

Age of Concrete (Days)

B CC (100% Cement)- Normal Curing B CC (100% Cement)- Alkaline Curing
O CC (100% Cement)- Acidic Curing B HPC (50% Waste)- Normal Curing
OHPC (50% Waste)- Alkaline Curing ~ EHPC (50% Waste) - Acidic Curing

Fig. 7 Shear strength of concrete as per JSCE-SF6 at different age

This research indicated that in JSCE-SF6 procedure, the failure plane often devi-
ated from the narrow region, prescribed plane for failure, under concentrated shear
as shown in Fig. 9. The observed outputs of shear tests reveal that shear strength
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Shear Strength (MPa)

Age of Concrete (Days)

B CC (100% Cement)- Normal Curing B CC (100% Cement)- Alkaline Curing
O CC (100% Cement)- Acidic Curing B HPC (50% Waste)- Normal Curing
O HPC (50% Waste)- Alkaline Curing B HPC (50% Waste) - Acidic Curing

Fig. 8 Shear strength of concrete as per Bairagi and Modhera at different ages

Fig. 9 Crack pattern of the specimens for JSFC-SF6 and Bairagi and Modhera method

obtained from JSCE SF-6 gives a higher value than Bairagi and Modhera method.
The difference in results is approximately up to 15% which is acceptable. The detailed
comparison of results of FE modeling and experiments is tabulated in Table 3.

The results of FE modeling using ATENA software provide the best simulation
for specimens of both tests. The variation for first crack load and ultimate load using
FE modeling is less than 5% of the experimental results.
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Table 3 Comparison of experimental results and analytical results of conventional concrete and
HPC (50% replacement with waste) at 28 days in normal curing

Concrete Test method | Experimental results Analytic results
Load at Ist Ultimate load | Load at Ist Ultimate load
crack (KN) (KN) crack (KN) (KN)
Conventional | JSCE-SF6 115 143.8 119.2 148.4
(100%
cement)
Bairagi and 100.2 123.6 107 131.6
Modhera
HPC (with JSCE-SF6 120.2 145.0 123.5 152.0
50% waste)
Bairagi and 105.6 129.2 113.6 136.5
Modhera

4 Conclusion

Use of steel industry waste as the cement replacement in HPC is highly desirable and
feasible because of its nature as an environment friendly, recycled material and the
economic advantages by reducing cement consumption. It is the obvious fact from
the study that the waste powder produced from steelmaking industry is giving desired
compressive strength and shear strength for exactly half replacement of cement in
concrete. Shear strength is very important in frame structure where beam column
junction plays a critical role in the time of the earthquake. So it is suggested to
use this HPC having industrial waste in place of CC to increase the shear strength
of beam column junction. Slump value for HPC with industrial waste is observed
good even after 60 min, so this mix design is suggested to be used in ready-mix
concrete plant as the workability of HPC is better than CC. It is directly benefited as
economical point of view to use industrial waste as cement replacement. The HPC
has better performance on aggressive exposure which makes it durable in all kind of
conditions. The effect of alkaline exposure is less on HPC so it is advisable to use
this concrete in marine structures like docks, harbors, sea bridges, etc.

The analytic investigation gives results similar to the conducted experiment. So
this model can also be used for the prediction of shear strength without laboratory test
for the same. There are limited scope and research for load-bearing structure using
concrete and it is a very important parameter for such structures, so this investigation
found suitable to use this concrete where load-bearing structure have to construct.

For use of steel industry waste in concrete as a structural material, it is very
important to find out the performance of reinforced HPC under different strength
like flexure, shear, torsion, and compression. Some experimental and analytical tests
focusing on different durability aspects considering the corrosion, chloride ion pen-
etration, water permeability of steel reinforcement need investigation in a broad
manner to understand this area. This study can be expanded considering different
durability and physical parameter to make its use possible in practical field.
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