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Preface

This volume contains the papers presented at 2nd International Conference on
Advanced Computing and Intelligent Engineering (ICACIE) 2017: The 2nd
International Conference on Advanced Computing and Intelligent Engineering
(www.icacie.com) held during 23-25 November 2017 at the Central University of
Rajasthan, India. There were 618 submissions and each qualified submission was
reviewed by a minimum of two Technical Program Committee members using the
criteria of relevance, originality, technical quality, and presentation. The committee
accepted 109 full papers for oral presentation at the conference and the overall
acceptance rate is 18%.

ICACIE 2017 was an initiative taken by the organizers which focuses on
research and applications on topics of advanced computing and intelligent engi-
neering. The focus was also to present state-of-the-art scientific results, to dis-
seminate modern technologies, and to promote collaborative research in the field of
advanced computing and intelligent engineering.

Researchers presented their work in the conference and had an excellent
opportunity to interact with eminent professors, scientists and scholars in their area
of research. All participants were benefitted from discussions that facilitated the
emergence of innovative ideas and approaches. Many distinguished professors,
well-known scholars, industry leaders, and young researchers were participated in
making ICACIE 2017 an immense success.

We had also industry and academia panel discussion and we invited people from
software industries like TCS, Infosys, and DRDO.

We thank all the Technical Program Committee members and all reviewers/
sub-reviewers for their timely and thorough participation during the review process.

We express our sincere gratitude to Honourable Vice Chancellor and General
Chair, Prof. Arun K. Pujari, Central University of Rajasthan to allow us to organize
ICACIE 2017 on the campus and for his valuable moral and timely support. We
also thank Prof. A. K. Gupta, Dean Research for his valuable guidance. We
appreciate the time and efforts put in by the members of the local organizing team at
Central University of Rajasthan, especially the faulty members of different
departments, student volunteers, administrative, account section, guest house
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management and hostel management staff, who dedicated their time and efforts to
make ICACIE 2017 successful. We thank Mr. Subhashis Das Mohapatra, System
Analyst, C.V. Raman College of Engineering, Bhubaneswar for designing and
maintaining ICACIE 2017 Website.

We are very grateful to all our sponsors, especially DRDO for its generous
support towards ICACIE 2017.

Bhubaneswar, India Bibudhendu Pati
Bhubaneswar, India Chhabi Rani Panigrahi
Kharagpur, India Sudip Misra
Jaipur, India Arun K. Pujari

Rourkela, India Sambit Bakshi



About This Book

The book focuses on theory, practice and applications in the broad areas of
advanced computing techniques and intelligent engineering. This two volumes
book includes 109 scholarly articles, which have been accepted for presentation
from over 618 submissions in the 2nd International Conference on Advanced
Computing and Intelligent Engineering held at Central University of Rajasthan,
India during 23-25 November, 2017. The first volume of this book consists of 55
numbers of papers and volume 2 contains 54 papers with a total of 109 papers. This
book brings together academic scientists, professors, research scholars and students
to share and disseminate their knowledge and scientific research works related to
advanced computing and intelligent engineering. It helps to provide a platform to
the young researchers to find the practical challenges encountered in these areas of
research and the solutions adopted. The book helps to disseminate the knowledge
about some innovative and active research directions in the field of advanced
computing techniques and intelligent engineering, along with some current issues
and applications of related topics.
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Advanced Image Processing



Patch-Based Feature Extraction )
Algorithm for Mammographic Cancer L
Images

P. M. Rajasree and Anand Jatti

Abstract The study of mammography aims at identifying the presence of cancerous
or non-cancerous tissue by using signs of bilateral asymmetry, masses, calcification
and architectural distortion. The most vigilant one among them is the architectural
distortion owing to speculated or random patterns. In this paper, a novel method
for pectoral muscle removal and annotation removal is explained. A patch-based
algorithm is implemented to extract textural features, and according to the features,
a neural classifier has been classified into benign or malignant. The method was
experimented on 88 images from MIAS database, and the proposed method has a
total efficiency of 92.04% with respect to pectoral muscle and annotation removal.

Keywords Benign - Malignant - Pectoral muscle - Patch-based feature extraction

1 Introduction

Among all the developed and non-developed countries, breast cancer is the most
common cancer in women, and though, around 58% of deaths were observed in
developed countries [1]. Incident rate is below 40% for every 100,000 people in
developing regions. The survival rate in low-income nations is below 40% [2]. Low
survival rate indicates a lack of early detection facility or adequate facilities in terms
of both instruments and personnel, causing the cancer detected at a very late stage.
Breast cancer is fully treatable when detected at an early stage, and still mammogra-
phy is a very effective modality to detect the cancer at an early stage for those who
do not have symptom. Though every year the mortality rate count keeps increasing,
some studies reported around 25% breast cancer remains undetected at an early stage
[3]. The variability in detection occurs because mammographic examination is dif-
ficult to study, especially when positive signs are hidden by superimposition of soft
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tissues. Second opinion is one of the very commonly followed procedures, and it
has been very efficient [4] in curbing the miss prediction occurring in the diagnosis.
Though second opinion could also have issues of its own [5] including human error,
a diagnosis supported by an objective analysis could help reducing the mortality rate
to a greater extent. Though computer-aided systems (CAD) cannot replace a doc-
tor’s diagnosis, it always aid in increasing the diagnosis capability. Development of
CAD in mammogram has proven very effective in determining masses and calcifica-
tion [6], though certain cases such as architectural distortion and ill-defined masses
have reduced the accuracy and precision of identifying the malignancy [7]. Many
researchers have proposed methods to categorize benign and malignant. Radovic
et al. [8] proposed a method based on mass segmentation and feature extraction
which provided a sensitivity of 77%. Swapnil et al. [9] proposed a method based on
grid-based textural extraction which provided an efficiency of 91% for identifying
the malignancy in the region of interest. Malkov et al. [10] proposed a method which
used fractal dimension and statistical features corresponding to second order. With
the aim of developing a novel method, a patch-based method is used. And gray-level
co-occurrence matrix (GLCM) is used to extract the features.

2 Methodology

In the first section, the process of pectoral muscle and annotation is explained. In
the second section, a patch-based method is implemented. The main concept of the
patch-based method is to extract all the patches which are very small compared with
the original image size with overlaps from the given image. Then, the interrelations
between those patches are found out. In the patch-based method, there is an expec-
tation that every patch taken from the image may find similar ones elsewhere in the
image. Three texture features are extracted using GLCM method. Images are taken
from MIAS database. Neural classifier is used.

2.1 A Novel Method for Pectoral Muscle Removal
and Annotation Removal

The initial step in the dictionary-based learning is removal of annotation and pectoral
muscle from mammogram images. Existing method of patch learning increases the
CPU memory utilization and compilation time. Another method of connected com-
ponent labeling requires a threshold value to be used which is ineffective in most
cases. Hence, a different method is proposed in Algorithm 1 for removal of annotation
and pectoral muscle. The first step involves the identification of right mediolateral
oblique (MLO) or left MLO by the method of clustering to find the placement of the
pectoral muscle. The second step involves removal of the annotation if it exists. Then,
the normalization of the image is done to improve the range of pixel intensity values
of poor contrast regions. Depending on the normalization of images, clustering is
carried out at fourth step of the algorithm starting with two clusters. Every cluster
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(a) ‘ (b)

Fig. 1 Mammogram image a before preprocessing (left), b after preprocessing (right)

has some dense components of pectoral muscle restored. Therefore, if the density
is above a threshold, only then the cluster is considered and otherwise neglected.
The mean value for the clusters is evaluated, and only the highest mean value in the
cluster is retained. Then, the morphological operation is performed at each cluster
stage with a disk as structuring element. The small blobs in the image are removed
and remaining are retained. All the clusters crossing the threshold are combined
using a mathematical operator. But because breast tissue is present, there could be a
chance of other regions being affected in the process; as we observe morphological
character, pectoral muscle shows an appearance of triangle, and as seen on the top
half, this allows us to consider only half of the image in horizontal axis. The detailed
algorithm is given in the following section, and the result is shown in Fig. 1.

Algorithm 1: Pectoral muscle and annotation removal

1. Identify if Right(R) MLO or Left(L) MLO
e Initialize I=1: M
J=1:N/2 increment of +1

where m & n are the rows and column
g =(I+)
{I=g
e check if P(I,J), =0 for image P
if P (ILJ)=0 at k then
check if P (Ig, Jx) =0
for Ig_Ii+1 and k=1: M
e if condition is true then it is a RMLO
else follow the same step with
e Initializing I= 1: M
J=N:-1:N/2 increment of -1

if condition is true then it is a LMLO
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2.0nce RMLO (Pg) or LMLO (Py) is identified then annotation

removal is done by
For RMLO,

M/3 N
Pp= % ¥ Pplp=0 (1)
=l j=ig

And for LMLO,

M/3 1
P =3 % BGH<0  (2)
i=l j=jg

where j=1: (-1):Jy

As it is observed annotation is always present on the Right top side
for RMLO and on the left top side for LMLO image

3.P is the image which could be either Pr or P; with dimension

mxn
M N
Opax= 2 XmaxP(l,J) 3)

i=1j=1

M N
Opin=2 XminP(1,J) 4)

i=1j=l

S(ﬁ)reachi,j) = Value(i, j) = Oy / Omax = Omin

S( new) =(newrange ><S( Joreachi, j) +S( newmin)

G(l,j) =(S(max)7S(min))XP(i’j)il(min))/ Omax min (5)

Opmax and Oy, is from intensity levels of the original im-
age, Spax and Sy, from normalized image.

4. T =T wnie /T, )x100 fori=2,3,4,5 (6)

T; white 1S the total pixels in the upper half section which is a
part of cluster and Ty, is the image area in total and I is the

cluster numbers
If T;-50%
Vi=2, 3 4,5 then

G=(Gr)Vi22.3,4,5(01)V =3 4 5OV g s&(CT)V s

If T;<50%
(GT) =0 vi:2,3,45

e Clear T

(N

The region G is a binary mask, a 3™ order polynomial
equation gives the curve estimation of pectoral muscle.
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2.2 Patch Generation

Consider an grayscale image G with size m x n and G(X, y) as coordinate. Define R
as an operator for extracting patch that returns the image as patches with size M, x
N, as derived by Eq. (8). Total Gx patches are stacked together as vector defined by
X (t), where t is the length of the stack.

if
TmodB =0 VB=2,3,5

If TmodB=0VB =2
M, = Np = 2;1 = (m x n)/B>

R—)M,,:Np:{
®)

As the window of M, x N, derived from Eq. (8) is moved over the image, patches
(Tp) are generated and simultaneously feature values are extracted with labeling
which is explained in Sect. 2.3.

2.3 Patch-Based Dictionary: Feature Extraction

The patch is generated using R operator which consists of “t” number of patches.
Some patches “tyon” would not be relevant as it could belong to the area which is
the background, marked by black in the image, and some patches would include the
border region “tgr” of the RMLO or the LMLO where it is highly unlikely to get
a benign or malignant tissue. To identify Tnon, Tgr black pixel density needs to
extract which is calculated in Eq. (9).

V¥Tz;z=1,2,3...t; where t = (m x n)/B?

and TNON , TBRST

D, = (T.(BLACKAREA)/(Tiota1are4)) % 100,

T_TnonD > 90
TgrD > 40% . 9)
T otherwise

Only T with (x1, y1, x2, y2) is considered and other patches are neglected where

x1, y1, x2, y2 are coordinates of the patches extracted from G during the process of
patch creation.

TCORD = [xl,yl,x2, y2] (]O)
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To make a dictionary-based system, the texture features [11] are extracted using
gray-level co-occurrence matrix (GLCM). The neighborhood pixel distance is taken
as 1, and directions 45°, 90° and 135° are considered as only one direction might not
be reliable information. Homogeneity, contrast and energy are chosen as descriptors.
These textural descriptors are chosen because homogeneity shows the closeness
in pixel intensity distribution, while local variation is derived from contrast and
correlation provides information of highly correlated neighboring pixels. Energy
determines the pixel repetitions occurring in pairs and hence detects disorders in
texture. The values extracted are a single patch stored as an array of dimension 1 x
4, and for a set of 100 patches, the feature dimension would be 100 x 4. To convert
the patches’ features into dictionary-based system, we use the prior information for
training the system using coordinates given in the MIAS database where x and y are
the coordinates provided by database and r is the radius of tumor. Icorp is defined
by Eq. (11).

pl=x—-r1;21=1000 —y; p2 =22 =2 xr

11
Icorp = [pl, z1, p2, 22], (11)

The patch T is distributed into three sections Ty for normal, Ty; for malignant
and Tg for benign which are labeled as 0, 1 and 2, respectively.

Equation (11) and prior label instruction from MIAS database are used to label
the learning phase

TM ifI CORD = T CORD andlabel = M
T = TB if CORD = T CORD andlabel = B . (12)

Ty otherwise

The values extracted forms the dictionary which are trained to a neural classifier
with five hidden layers. Any image is considered with the same procedure as in
Algorithm 1, and then, Tnxon, Ter from the region are filtered. The filtered patches
are prepared for feature extraction, and then, the patches are tested for a potential
malignant or benign site in the image.

3 Results

To check the performance of the proposed method, experiments on MIAS database
images were carried out [12]. The initial evaluation has been done to remove pectoral
muscle and annotation if it exists. The technique used demonstrates its effectiveness
in eliminating the unwanted region as shown in Fig. 1. The experiments were carried
out to test 88 images, and it is observed that for 81 images, pectoral muscle and
annotation were removed effectively. Among them, two images could not produce
a satisfactory result in removing pectoral muscle; three images left behind some
portion of annotation due to its placement of annotation on the center rather than on



Patch-Based Feature Extraction Algorithm ... 9

Fig. 2 Patch T which contains Txon Ter

(b)

(a)

Fig. 3 Patches extracted to be potential benign site and the patch (a—c)

the top; and for two images, there was a hindrance due to breast tissue segmented
along with pectoral muscle as those tissues had a dense structure which resembles
the pectoral muscle; hence, the cluster algorithm showed a slighter ineffectiveness
in the case where breast tissue is denser and looks alike to pectoral muscle. A total
efficiency of 92.04% was observed with respect to pectoral muscle and annotation
removal.

The algorithm for patch is evaluated, and the results for the same are shown in
Fig. 2 and it was observed that one patch creation took about 0.003337 s with a
size of 1.85 KB per patch; hence, it shows that the pectoral muscle removal and
the annotation removal play an important role in faster execution and using memory
effectively. It was observed that a total of 45 patches were classified as Tyon and
17 patches were classified as Tgr. The images generated from patches were trained
using a neural classifier where a set of 14,025 patches were trained from 81 images
which had normal, benign and malignant patches and validation showed an accuracy
of 91.36%.
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Fig. 4 Location of tissue
with respect to patch on the
pectoral, annotation
segmented image

Fig. 5 Region of interest on
the original image with
respect to the MIAS database
annotation as given by
database

A new set of 21 data from MIAS database were used for evaluation, and the result
for one of the images is shown in Fig. 3 where three patches were found to have signs
of benign tissue, and Fig. 4 shows the mapping of the patch in the original image
as per Egs. (10) and (11). Overall accuracy of 85.7% for 21 test data was observed
when tumor region was cross-checked against the annotations provided. Hence, the
method shows its effectiveness in detecting tumor region being benign or malignant.
Figure 4 shows the comparison with default annotation as per MIAS database and
performance of this algorithm (Fig. 5).
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It can be observed that this algorithm is able to analyze and detect the suspected

region without the need of any tissue segmentation, which is a huge challenge,
considering the texture of mammogram image.
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Segmentation and Detection of Lung )
Cancer Using Image Processing L
and Clustering Techniques

Preeti Joon, Shalini Bhaskar Bajaj and Aman Jatain

Abstract Lung cancerisamostcommon disease nowadays, so to getrid of it we have
made a detection system. In this paper, an active spline model is used to segment
the X-ray images of lung cancer. The system formed acquired medical images of
lung X-ray. First, in preprocessing median filter is used for noise detection. Then,
segmentation is applied and further K-mean and fuzzy C-mean clustering is applied
for feature extraction. This paper is an extension of techniques of image processing of
lung cancer detection and produces the final results of feature extraction after X-ray
image segmentation. Here, the proposed model is developed using SVM algorithm
used for classification. Using MATLAB, simulation results are obtained for cancer
detection system. This paper focuses thus on segmentation and detection of lung
cancer by finding normality and abnormality of the images.

Keywords Median filtration - Segmentation - Active spline model + Clustering
Feature extraction + Support vector machine + X-ray images

1 Introduction

Cancer is a common disease, which is formed by different divisions of abnormal
cells in a region of human body. Cancer can occur almost anywhere in the human
body. The number is in centuries nowadays of cancer. Lung cancer is today the most
common cancer which originates in different cells of lung. Another name of lung
cancer is lung carcinoma [1]. Lung cancer is also a malignant tumor, which means it
can spread to other parts of body easily. The initial stage of lung cancer starts from
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lung. Lung cancer has been further classified into two parts: small cell lung cancer
and non-small cell lung cancer. Lung cancer is increasing day by day all over world
in both males and females. Thus, lung cancer results in abnormality of the cell, where
cell is a basic unit of life [1]. The early detection of lung cancer leads to a higher
chance of successful treatment. Mostly, lung cancer affects males and females all
over the world due to smoking, alcohol, etc.

In this paper, we have collected X-ray images of lungs from one of the hospitals.
Thus, the main aim of this paper is to detect lung cancer and find normality and
abnormality of X-ray images by different techniques such as filtration, segmentation
process, clustering algorithms and SVM techniques [2].

2 Paper Preparation

Previously, many lung cancer detection techniques depend on human experience and
image of CT scan observed by them. But we find hardly any paper of lung detection
on X-ray images. So we have worked on lung X-ray images. Using image process-
ing and clustering techniques, we can quickly and accurately detect lung cancer of
X-ray images, and segmentation is done by active spline model. Explanation of some
surveyed papers is as follows:

“Bhagyashri G. Patil and Prof. Sanjeev N. Jain” [3]: The paper uses two methods
thresholding and watershed for segmentation used to detect CT images of lung region.
The aim of this paper is to detect cancer as early as possible.

“Mr. Vijay A. Gajdhane and Prof. Deshpande L.M” [4]: The main aim of this
paper is to find different levels of lung cancer. Many CT-scanned images are used
and detected by image processing techniques.

“K. Kaviarasu, V. Sakthivel” [5]: This paper uses CT-scanned images. First image
is segmented by using clustering techniques such as K-means and fuzzy C-means.
Further, for cancer detection different image processing techniques are used like
thresholding, etc.

“Santhosh T, Narasimha Prasad L V”* [6]: This paper uses PET images of lung and
it also uses fuzzy C-means clustering technique to find the cancerous part in image.
“P. Thangaraju, N. Mala” [7]: This paper proposes the study of lung cancer tumor
using accurate image segmentation techniques. The proposed model compares lung
tumor using three algorithms, namely K-harmonic means, expectation maximization
and hierarchical clustering, using images.

“Joel George R, Anitha Jeba Kumari D” [8]: This paper uses optimization for seg-
mentation of lung image suffering from cancer. After image processing techniques
are applied on lung cancerous image like thresholding, then images are sorted accord-
ing to their clusters, and further, for segmentation fuzzy C-means and particle swarm
optimization are used.

“Preeti Joon, Aman Jatain, Shalini Bhaskar Baja” [9]: The main intention of this
paper is early lung cancer detection as it increases the chance of survival among
people. This paper first discusses the preprocessing techniques, and image segmen-
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tation techniques have been used. This paper also finds the feature extraction and
classification of data sets used in papers from year 2011 to 2017.

3 Figures

In our proposed methodology, we have taken X-ray lung images. Methodology is
composed basically of two phases.

1 First phase: The X-ray image is preprocessed to remove noise by median fil-
tration. Segmented image gives better accurate result. So, image is cleaned and
segmented by using clustering algorithms. And then textural and features are
taken or extracted from segmented image by the application of feature extraction
techniques [10].

2 Second phase: Second phase uses the SVM classifier, which conveys whether
lung is normal or abnormal as shown in Fig. 1.

Fig. 1 Flowchart of lung ——
cancer detection system ( Start )
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Fig. 2 Performance parameter of two clustering algorithms

3.1 Image Acquisition

The first step in the proposed methodology is to capture the many normal and abnor-
mal samples from the digital camera. The sample is captured from the digital camera,
and the features are then stored in the database (Fig. 2).

3.2 Preprocessing

When images are captured by a digital camera, they are in RGB color. MATLAB
does not support any image in RGB format. So, first step is to change these RGB
color images to grayscale images. Then, second step is to remove noise which is a
very common problem found in images like white noise and salt-and-pepper noise
which is removed by median filtration as shown in Fig. 3 [4].

3.3 Segmentation

Segmentation is a process which means to segment or divide a image into different
parts as it adds more meaning to image and is easy to analyze and also make image
more simpler [4]. Segmentation is done by clustering techniques and also by image
processing techniques, but in this paper we have applied segmentation on X-ray
image of lung and focused on the point distribution model which is an active spline
model.
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Original Image Grayscale Image Filtered Image

Fig. 3 Grayscale and filtered image

3.4 Active Spline Model

The segmentation also forms a method which is a combination distribution of point
model and centripetal parameterized Catmull-Rom spline model. This method is
termed as active spline. Active spline model works only on simple and small mouse
operations [11]. For automated segmentation, it points in circle form almost the
needed region as shown in Fig. 4. And finally, we get segmented X-ray image as left
and right lung image as shown in Fig. 5.

Fig. 4 Automated
segmentation
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Fig. 5 Segmented image

|
LEFTLUNG RIGHT LUNG

3.5 Clustering

Cluster includes data of many objects which can be of same types which are “similar”
or can be of different kinds which are “dissimilar.” Clustering is system of putting
different objects into different groups based on their similar and dissimilar clusters
[12]. These are classified as follows:

Fuzzy C-means Clustering

The fuzzy C-mean clustering is a type of algorithm. Fuzzy C-mean is an unsupervised
clustering algorithm. This algorithm can be used as a classifier and for clustering
designing. FCM also helps to find clusters in data. It is different from K-means
clustering as it takes more time in process. In 1973, FCM was developed by Dunn
and further proceeded in 1981 by Bezdek [13]. The advantages of fuzzy C-mean are
as follows:

Advantages

1. Fuzzy C-means give better result than K-means clustering.
2. The data point completely belongs to single center of cluster, whereas in FCM
the data point gives membership to each center of cluster.

Fuzzy C-means only allow one data to more than two clusters. It includes the
following function:

2
, 1<m <oo.

N C
I = Z Zuf} |xi = ¢;

i—1 j—1
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Fig. 6 Fuzzy C-means result

In above equation, m is known as real number which is more than 1 and also
known as II*Il which is any form denoting the similarity between any measured data
and the center. And we have used four clusters for four images of right lung. And
also elapsed time calculated in fuzzy C-mean is 24.534030 s as shown in Fig. 6.

As fuzzy C-mean is very complicated and takes much time to give result, we also
apply K-mean algorithm.

K-means Clustering

Simplest algorithm is only K-means which is used for collecting clusters. It is unsu-
pervised learning. K-mean allows only one data for one cluster. This clustering does
not give good result as fuzzy C-mean but gives faster result than fuzzy C-mean [8].
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The K-means algorithm has the following properties:

K-means work better in processing many data sets.

It mainly completes at most favorable point.

It also works different on numerical values and expressions.
And the clusters are in shape like sphere or convex lens [14].

S

K-mean clustering is the simplest unsupervised learning algorithm. The objective
function is:

k X

1=33

j—1i-1

. 2
)
xi — Cj H .

@)

2
In above equation, Hxi —cj H which is used to choose distance between data

and center of cluster.

And we have used five classes for right lung image. And also elapsed time calcu-
lated in K-mean is 0.890276 s. Thus, it shows K-mean gives better and fast result as
shown in Fig. 7.

4 Feature Extractions

It is very important stage in image processing. Cancer nodule always carries a large
number of features. It is essential to extract interesting features from it to define
shape of nodule uniquely. There are basically two types of descriptors as: textural
and structural features [15]. Extracted features which are basically from affected
region are classified on the following basis:

(a) Area: Area is the number of the pixels present in the tumor region. Area has
only magnitude but no direction.

(b) Perimeter: Perimeter is the number of pixels which are linked or connected to
each other on edge of tumor.

(c) Eccentricity: Eccentricity is the roundness or circularity which is less than one
for the circular or other shape [2].

(d) Time: Time is taken by both clustering and iterations which are compared as
shown in Fig. 2.

5 C(lassification

After feature extraction, we have classified the features into normal and abnormal
lung, i.e., cancerous and non-cancerous types. Hence, for classification we have SVM
classifier.
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Fig. 7 K-mean result CIB.imd mge
J ] =

5.1 SVM Classifier

SVM is a support vector machine. It is supervised machine learning algorithm. To
analyze the different data and to recognize different patterns for the classification
work, supervised learning model with learning algorithms is used which is also known
as SVM (support vector machine). Here, in this thesis main work of SVM is to find
whether the lung images are normal or abnormal. SVM shows that particular lung
image is normal, which means image does not have cancer and it gives the negative
result, whereas SVM shows that lung image is abnormal, which means image has
cancer and it gives the positive result.

SVM is also defined by separating hyperplane. Hyperplane separates the space
into two half spaces as shown in Fig. 8.
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Fig. 8 Classification by SVM (abnormal image)

Table 1 Performance parameter of two algorithms

Factors Fuzzy C-mean K-mean
Number of instances 100 500
Time (s) 24.534030 0.890276
Iteration 800 900
Number of clusters 4 10

6 Results and Discussion

The proposed detection of lung cancer is trained by taking three abnormal images
and 80 normal lungs X-ray images in JPEG format. The database is taken from
RJ Hospital. The trained system is tested by the experts of hospital. First, median
filtration is applied. Then, segmentation is applied through active spline model, and
then, by clustering techniques cells are separated. Thus, features are extracted and
then classification is applied through SVM classifier on the images in GUI (Graphical
user interface) in MATLAB, which shows the normality or abnormality of lung
(Table 1).

7 Conclusions

An attempt is made to expose lung cancer using image processing algorithms and
clustering algorithms. Initially, the X-ray image is captured and processed, and their
cancer or tumor region is identified correctly from the original image. Then, in
preprocessing stage median filtration is used to avoid salt-and-pepper noise of lung
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image. After preprocessing, image segmentation is done through active spline model.
Then, after segment of images clustering is applied for separating cells and different
types of region so K-mean and fuzzy C-mean are applied for finding cancerous
cell for features extraction using parameters such as area, shape and size of nodule.
They help to identify different dimensions and mark boundaries of cancerous cell.
Then, classifiers are proposed. In classification, support vector machine classifier is
applied. Support vector machine shows which lung image is normal and which is
abnormal. Hence, we conclude that from all above techniques and algorithms we can
find normal and abnormal lung and can extract their features.
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A Correlative Study of Contrary Image m
Segmentation Methods Appending L
Dental Panoramic X-ray Images

to Detect Jawbone Disorders

Krishnappa Veena Divya, Anand Jatti, P. Revan Joshi and S. Deepu Krishna

Abstract Dental radiographs have been widely used by dentists to detect any bony
pathology which is difficult to diagnose solely by clinical examination. The usage of
dental X-rays images has brought about a great improvement in clinical diagnosis due
to its immediate availability and relatively lesser radiation dose. Orthopantomograms
(OPG) or panoramic imaging is one of the imaging modality frequently used in
dentistry to detect any dental anomaly. But the dental panoramic images suffer from
varying superimposition of lot of anatomical structures and have an inherent technical
issue which leads to lot of ambiguity when applied as an aid to diagnosis. This
paper presents the systematic review of image segmentation algorithms applied on
dental X-ray images and its results with the supervision of radiologists. A generic
comparison of segmentation algorithms has been discussed for the cysts and lesion
segmentation in distinction to panoramic image. Thresholding watershed and level
sets methods were chosen for segmenting the desired region of cysts and to study the
various characteristics of cystic region. Level sets segmentation produces the better
results in segmenting the cyst/tumors. The shape descriptors obtained for the region
of cysts could conceivably be used as feature vectors in image classification where
the classifiers can automatically detect the abnormal tissues or tumors from OPG
images helping in its diagnosis and treatment.

Keywords OPG - Image preprocessing - Image segmentation - Watershed
Thresholding - Level sets
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1 Introduction

Diagnosing cysts and tumors of jaws is one of the most perplexing challenges in max-
illofacial radiology. A cyst is a fluid-filled pathological cavity lined by an epithelium.
Cysts are more common in jaws than any other bone since most cysts originates from
numerous cell rests of epithelium after the tooth formation. Basically, cysts are classi-
fied based on developmental and inflammatory origin. The most frequently occurring
cysts are radicular cysts of inflammatory origin and dentigerous cysts of develop-
mental origin. Usually, cysts are round or oval shape with corticated or scalloped
boundary. A complete conclusion can be made by age, sexual orientation and pre-
dominance of the cyst. In the event that the cysts are not distinguished at a beginning
period, it might prompt tumors [1].

Tumors and cysts have some common things. They occupy space and replace or
displace the normal tissues. They may push the teeth out of their alignment and also
resorb adjacent tissues. An usually painless expansion causing disfigurement of face
is commonest presenting symptom. They may also compress the local nerves leading
to altered sensation in the region supplied by the affected nerve [2] (Fig. 1).

1.1 Causes of Cysts Origin

Exact pathogenesis of a cyst is not clearly known. The origin of the cyst is usually
attributed to the growth of the cell rests of Malassez (epithelium responsible for
formation of teeth within the jaws). The trigger that induces this growth could be
some inflammation or infection found in the dento-alveolar region. The epithelium
thus formed behaves as a semipermeable membrane and is composed of connective

Fig. 1 A growth creating from tooth bud [11]
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fibrous tissue. Eventually, this permeability nature; steadily the cyst expands either
by secreting fluid from the surrounding tissues or cells lining within its own cavity
leading to the cyst formation. Cystic fluid contains proteins which exerts osmotic
pressure. The breakdown of cellular debris within the fluid increases the protein
concentration which increases the osmotic pressure. The total effect is that pressure
developed by osmotic tension within the cavity of cyst and due to presence of the
bone resorbing cytokines and chemical mediators, there is an increase in osteoclastic
activity leading to bone resorption as well as expansion [3].

1.2 Orthopantomogram

Orthopantomograph is a mode of dental and maxillofacial imaging and consists of
a panoramic image of all the dental anatomical and their supporting structures, both
the jaws and the temporo mandibular joint along with a few contiguous structures.
It is extremely useful in all dental specialties such as it is useful in diagnosing car-
ious lesions, periodontology, prosthodontics, maxillo-facial surgery, implantology,
pediatric dentistry and orthodontics [1]. These radiographs play a crucial role in
diagnosing important pathologies and more often lead to diagnosis of asymptomatic
pathologies, when used as routine screening method of imaging maxillofacial area
[2].

In the image preprocessing stage, picture enhancement is done to upgrade the
interpretability or impression of information in pictures for human view and to give
“better” commitment for other mechanized image processing techniques. The info
image is preprocessed by expanding the dim levels in the picture utilizing linear
contrast extending, and some noise expulsion steps are incorporated into this stage.

2 Generic Segmentation Algorithms

Image segmentation is the most essential part in medical image processing as it
serves a better input for the automated models in segmentation of any objects from
the whole image requiring less operator involvement. Medical image segmentation
basically subdivides an image into objects so that interpretation and acquisition of
information from an image becomes easier.

Jan Mikulka et al. presented a procedure for automatized evaluation of parameters
in orthopantomographic images catching neurotic tissues made in human jaw bones.
The consequences of quick automatized segmentation acknowledged through the
live-wire strategy and contrast the got information and the outcomes gave by other
division methods. In this unique circumstance, an examination of different classifiers
is performed, including the decision tree, naive Bayes, neural network, k-NN, SVM
and LDA characterization devices. Inside this correlation, the most elevated level
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of exactness around 85% on the normal can be credited to the decision tree, naive
Bayes and neural network classifiers [4].

P. L. Lin, P. Y. Huang et al. have proposed an effective arrangement to part every
tooth in dental periapical radiographs in light of neighborhood peculiarity exami-
nation. The neighborhood singularities measured by Holder illustration are figured
to secure a structure picture in which the structures of teeth are much smoother
than the structures of gums. Otsu’s thresholding is associated with divide teeth from
gums; finally, related portion examination and morphological operations are asso-
ciated with detach each tooth. Exploratory results show that out of 18 teeth in six
attempted periapical pictures, all teeth are viably segmented with 17 expelled tooth
shapes absolutely fitting in with human visual acumen [5].

Most of the segmentation methods depend on one of the essential properties of
pixel intensities such as similarity and discontinuity. In the first classification, the
methodology is used to divide an image into the regions that comparative as indicated
by some predefined criteria and in the second method partitioning an image based on
the huge changes in intensities across its edges. Existing non-specific segmentation
techniques can be generally grouped into five classifications.

Thresholding

Region-Based Segmentation
Edge-Based Segmentation
Graph-Based Segmentation
Classification-Based Segmentation

RAREIR o

These strategies are portrayed and their advantages and disadvantages are exam-
ined as takes after.

1. Thresholding

For the OPG images, this technique is used to extract part of image containing all the
information required for a specific application. It can be generally arranged into two,
specifically worldwide thresholding and nearby (versatile) thresholding, in view of
the edge choice criteria. For an Image I, the worldwide thresholding strategy tries to
discover a limit t to such an extent that pixels with power esteems more noteworthy
than or equivalent to t will be assigned 1 and the rest of the pixels are assigned to 0
[6]. Likewise, thresholding creates binary images. The computational complexities
of these algorithms are very low. Thresholding results in binary images where 1
represents the object of interest and O represents the background as shown in Fig. 5b
for the input panoramic image.

2. Region-/Area-Based Segmentation

These calculations fundamentally comprise of split and merge calculation, region
developing algorithm and watershed Segmentation.

2.1 Split and Merge

In split and consolidation calculation, the entire picture is at first considered as one
locale. This area will be part into four quadrants, if certain homogeneity measure is
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Fig. 2 The split and union procedure. a Division as quadrant. b, ¢ The union of quad [12]

not met. The split procedure will be rehashed recursively until the point that every
area contains just homogeneous pixels. The calculation at that point contrasts every
one of the areas and their neighboring regions and consolidates the locales that are
comparable as indicated by a few criteria. The homogeneity rule is typically in view
of the estimations of pixel powers. Districts with standard deviation not as much as
an edge are viewed as homogeneous. Split and merge algorithm is computationally
fast [6].

2.2 Region Growing

Locale growing is inverse of the split and union procedure. At first, area developing
begins by stipulating n seed pixels and each seed pixel is managed as a locale. The
region developing calculation starts to locate some neighboring pixels to those locales
which are like the first area and include these areas thereby developing the region
[6] (Fig. 2).

2.3 Watershed Segmentation

Watershed segmentation is the most promising region-based approach in the field of
mathematical morphology. In a watershed segmentation technique, image is regarded
as topographic surface where altitudes are represented by the gray level of the image
and flat zones in the image are represented by the constant gray levels. Watershed
transformation consists of ridge lines and catchment basins [4]. Catchment basins
are corresponded by the low gradient region and high gradient interiors or a water-
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Fig. 3 a Catchment basins. b The watershed ridge lines [7]

shed corresponds to the watershed ridge lines. Catchments basins are homogeneous
comprising all pixels having a place with a similar catchment bowl are associated
with the locale of least elevation, and these catchment basins represent the region
of interest to be extracted [4]. The catchment basins separated by the ridge lines are
shown in the Fig. 3.

The watershed algorithm works well if each local minimum corresponds to seg-
mented object. If there are many local minima’s in the image than the segmented,
then the algorithm suffers from over-segmentation [4].

3. Edge-based segmentation

The purpose of detecting edges in image is to locate the abrupt changes in the inten-
sities across the object boundary to differentiate it from the surrounding intensities
(object/region) required for segmentation in terms of gray level, texture or color. In
typical segmentation algorithms, extracting the boundary of an object is essential in
identifying number of objects present in an image. Edges are detected using various
edge detecting operators such Robert, Prewitt or Sobel [6] as depicted in Fig. 4. Cus-
tomarily Sobel edge identifier contains a couple of 3 by 3 convolution bits, as shown
in Fig. 5. It calculates (gradient) first-order derivatives along x and y directions of the
original two-dimensional image. The extent of the subsequent edge is the inclination
of the first picture. The first-order derivatives produce thick edges. The Laplacian
computes the second-order derivatives of the image instead of first-order derivatives.
The Laplacian is regularly consolidated with the Gaussian smoothing part, which is
alluded to as the Laplacian of Gaussian capacity, and it is not specifically connected
to the first picture since it is delicate to the clamor. Here the size of first request
subordinates speaks to the edges shown in a picture, and indication of the second
request subsidiary is utilized to discover whether an edge point lies on light or dim
side of an edge [8].

1. Graph-based segmentation

Graph-based segmentation algorithms are relatively new in the field of image segmen-
tation. The principle thought behind this approach is the development of weighted
diagram, where every vertex relates to a picture pixel or area and each edge is
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Fig. 4 Sobel kernel pair, a (a) (bh)
kernel x and b kernel y [6]

weighted concerning a few criteria. Chart-based division calculations tend to locate
the worldwide ideal arrangements when contrasted with the district-based division
calculations which depend on eager approach. This diagram cut division experiences
over division and a disadvantage of computationally costly.

2. Classification-based Segmentation

The essential topic fundamental approach is a calculation used to prepare a clas-
sifier to group good segmentation and bad segmentation. Consequently, the criteria
used for the classification include brightness similarity, texture similarity, curvilinear
continuity; contour energy, etc. A preprocessing is done to reduce the dimensions
of an image. The normalized cut algorithm is applied to these preprocessing steps.
The image segmented manually by humans’ represents positive examples where as
negative examples represents the segmentation outputs matched randomly with some
fuzzy logic algorithm. The Laplacian of Gaussian approach is employed to obtain the
zero-crossing area of the original image. From those zero-crossing areas, fuzzy set is
used to describe the direction and transition of intensity values. The fuzzy rules are
obtained from the global knowledge presented by medical experts. Fuzzy reasoning
methods are used to detect a rough boundary. The neural system is prepared in view of
the arrangement of manual sectioned samples. Consequently, relevant guidelines can
be educated and spatial consistency can be moved forward. Training is required for
this type of segmentation. Subsequently, this algorithm requires learning and train-
ing parameter set to produce segmentation. The selected training samples largely
determine the accuracy of this algorithm. Also, this algorithm is more tedious to use
(Fig. 5).

3 Comparison of Generic Segmentation Algorithms

A comparison of generic segmentation algorithms mentioned below is made accord-
ing to the performance, information used, computational complexity, whether train-
ing is required, whether they are sensitive to the noise, whether they are easy to
use and whether manual initialization is required. The results are shown in Table 1.
Thresholding uses the information based on a single pixel in an image while most of
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Fig. 5 a Input image; b result of thresholding on original image with a threshold value = 85; ¢
application of watershed segmentation on dental panoramic images showing markers and object
boundaries superimposed on original image; d result of level sets segmentation on original image

Table 1 Comparison of generic segmentation algorithms

Features Thresholding | Region-based | Edge-based Graph-based | Classification-
based

Information Pixel Patch Patch Patch Patch

Complexity O(n) O(n) O(n) O(n logn) O(n)

Manual init No Yes No No No

Training No No No No Yes

Easy to use Yes Yes Yes Yes No

the other segmentation depicts from information obtained from a region. The perfor-
mance of the thresholding algorithm depends on the distribution of pixel intensities of
an image. Edge-based segmentation tends to produce concavity of edges. Most of the
algorithms discussed exhibit over-segmentation. The computational complexities of
the graph-based and characterization-based division strategies are higher contrasted
with the edge-based, thresholding and region-based approach tending to be linear.
Region-based algorithm usually requires manual initialization. All the algorithms are
sensitive to noise. Most of the algorithms are easy to use except classification-based
algorithm which requires training. Table 1 compares and gives an understanding of
segmentation methods applied on the Orthopantamogram images.
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4 Feature Selection and Extraction

Feature Extraction constitutes an essential piece of machine vision frameworks. Cus-
tomarily, the element extraction strategies are utilized after the image has gone divi-
sion. It is designed to represent the objects or the region of interest in a informative
manner like defining the features and attributes for the objects extracted after seg-
mentation. The features obtained can be used in further processing as it convert the
pictorial to non-pictorial data representation which can be used in pattern recogni-
tion to classify the objects into begin or malign. The techniques for Classification
require the estimation of image parameters such mark of the question limit, edge
power variety and shape circularity and so on. Likewise, the highlights of shape
descriptors like territory, roundness, solidness could aid cysts and tumor characteri-
zation [9]. After the information about the object of interest is known, some pattern
recognition techniques are employed in machine vision. It represents the last stage
in image processing approach. Many classifiers are available for region and object
classification. Some of the pattern recognition techniques neural nets, k-NN, support
vector machines (SVM) can be used for classifying tumor or non-tumor images.

5 Results and Discussion

Dental X-ray imaging is a standout among the most essential applications in the field
of therapeutic image processing. In this paper, several image processing algorithms
have been applied on the dental X-rays, and the results are compared with respect
to peak signal-to-noise ratio (PSNR) and mean squared error (MSE) in order to
interpret which enhancement algorithm produces better results which could help in
the diagnosis and its early detection.

Measuring the picture quality is frequently a troublesome assignment on account
of the huge number of factors required in arriving at the final result like ranging from
the precision of display technology, observability, encompassing lighting to the indi-
vidual’s state of mind and many more. surveying of visual nature of an image is a
subjective procedure that are generally assessed by target measures [10]. Objective
quality measures provide accurate and repeatable results which are easy analysis
since it relies on less controllable factors because of it mathematical convenience.
Disregarding this component, target quality measures don’t coordinate with the sub-
jective experience of human watcher seeing the image.

Peak signal-to-noise ratio:

The term peak signal-to-noise ratio (PSNR) is an expression for the proportion
between the most extreme conceivable esteem (power) of a signal and the energy of
mutilating noise that influences the nature of its portrayal. It is usually represented in
logarithmic scale decibel. It can be used as comparative measures for image enhance-
ment methods to decide which enhancement algorithm produces good results. Sup-
pose, if an algorithm enhances the degraded image which is closing matching with
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Table 2 MSE and PSNR for watershed and contrast manipulation algorithms using OPG Images

Algorithm PSNR MSE
Contrast manipulation 14.9440 2.0830e+03
Watershed transformation 17.1599 1.2505e+03

the original image then it is assumed that algorithm produces better results for a
specific application [10].
Mathematically, PSNR is represented as

PSNR = 201 ( MAX
=201log)y| ——=
VMSE

B. Mean squared error (MSE) equation is given by

x—1 y—1

1
MSE = — %" > " |IfG.j) — g )l
Xy 0 0

f represents die matrix data cf our original image

g represent the matrix data of our degraded iniaee in question

X represent the numbers of rows of pixels of the images and i

y represent the number of columns of pixels of the image and

] represent the index of that column

MAX; is the maximum signal value that exists in our original “known to be good”
image

Image with high PSNR and value signifies better quality for the restored or pro-
cessed image. Lower value of MSE results in higher PSNR. These image quality
measures are employed for dental panoramic images for different image process-
ing algorithms as shown in Table 2. From the table, it is observed that histogram
modification yields good results compared to other algorithms with a PSNR value
of 19.6742 and MSE of 700.9043.

6 Conclusion

A precise survey improved the situation number of images upgrade and division of
cysts and tumors from OPG pictures. Edge- and region-based segmentation tech-
niques have been analyzed based on the various features such as complexities,
information content extracted, manual initialization and training required for the
segmentation algorithm to extract the required region of interest. With the appli-
cation of watershed segmentation, the optimal objects to be segmented from the
whole OPG images have been discussed. Furthermore, the level sets algorithm has



A Correlative Study of Contrary Image Segmentation ... 35

been implemented for the segmentation of cysts/tumors. Usually the shapes of cysts
and tumors are irregular; these levels sets algorithm precisely segmenting the cystic
region with its proper contour. The experimental results suggest the efficacy of the
proposed system when compared to the manual segmentation. The image processing
approaches discussed help the dentists to classify cysts images from normal images
and the enhanced images could help in highlighting the fine details like edges of
cysts or lesion of Jaws. This could potentially assist in diagnosis for screening the
early detection of dental anomalies improving the diagnostic accuracy and treatment
outcomes.
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Image Quilting for Texture Synthesis )
of Grayscale Images Using Gray-Level L
Co-occurrence Matrix and Restricted
Cross-Correlation

Mudassir Rafi and Susanta Mukhopadhyay

Abstract Exemplar-based texture synthesis is a process of generating perceptually
equivalent textures with the exemplar. The present work proposes a novel patch-
based synthesis algorithm for synthesizing new textures that employs the powerful
concept of gray-level co-occurrence matrix coupled with restricted cross-correlation.
Furthermore, a simple and peculiar blending mechanism has been devised which
avoids the necessity of retracing the path after ascertaining the minimum cut within
the overlap region between the two neighboring patches. The method has been tested
and executed for the samples derived from Brodatz album, the widely acceptable
benchmark dataset for texture processing. The results are found to be comparable to
Efros and Freeman for stochastic texture while outperforms the Efros and Freeman
algorithm for semistructured texture.

Keywords Texture synthesis - Image quilting - Patch-based texture synthesis
GLCM

1 Introduction

Texture is a collective effect produced as a result of aggregation of pixels present in
the image forming definitive patterns of shape, scale, orientation, color, and spatial
frequency. The surface characteristics of several entities like terrain, plants, minerals,
fur, and skin are attributed to their textural surface. In computer graphics, the major
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concern is to create visual realism that depends upon the accurate localization and
synthesis of natural texture. Texture synthesis is defined as a process of producing
new textures that are perceptually equivalent to the input texture. Texture synthesis
is important for fast scene generation, image inpainting, and texture restoration.
Texture synthesis never guarantees the generation of textures that are replica of the
exemplar; however, it guarantees the perceptual similarity of the synthesized image
with the exemplar. In the literature, various classifications of the texture synthesis
techniques have been suggested. The most recent one is suggested by Raad et al. [1].
They have classified all the techniques into two classes, namely statistics-based [2—
4] techniques and nonparametric patch-based [5—11] techniques. Statistics-based
methods are motivated by the pioneer work of Julesz [ 12], who stated that texture pairs
having same second-order statistics are not pre-attentively discernible by humans.
In order to perform synthesis, these methods need two sequential steps to be carried
out, namely analysis and synthesis. Efros and Leung [7] introduced the pixel-based
approach based on Shannon’s Markov random field model devised to simulate text.
The value of pixel to be synthesized is determined by searching over square patches
in the sample texture. The similarity criterion used in this case is L-2 norm. The
method was found to be slow. Wei and Levoy [10] employed raster scan ordering to
transform noisy pixels into the resultant texture. The performance of algorithm was
improved using multi-scale framework and tree-structured vector quantization. The
L-2 norm was also minimized in the RGB space without normalization. In 2001,
Ashkhmin [5] improves Wei and Levoy technique and obtained satisfactory results
for natural texture at which Weil and Levoy technique failed. Tonietto and Walter [13]
synthesized the texture from a collection of sample at different resolution. Zhang et
al. [14] introduced an image-based texture synthesis for rendering of progressively
variant textures. Efros and Freeman [8] introduced patch-based approach and named
it as image quilting, by stitching together random blocks of the sample and modified
them in a consistent way to synthesize texture. Patch-based approaches are better
than pixel based as it builds the texture at coarser scale while keeping the high
frequencies of the sample intact. In the present work, a patch-based texture synthesis
algorithm is proposed. The paper is organized as follows. Section 2 describes the
mathematical concept of gray-level co-occurrence matrix. In Sect. 3, the motivation
behind this technique is given. Section 4 throws some light on cross-correlation and
describes the concept of restricted cross-correlation. Section 5 presents the central
idea of the proposed technique the GLCM-based image quilting along with the
proposed blending mechanism in a subsection. Section 6 presents the experimental
prerequisites, procedure, and a comprehensive discussion on the results. The final
section concludes with a summary of the entire process performed.

2 Gray-Level Co-occurrence Matrix (GLCM)

In texture description, the spatial arrangement of pixels is also important along
with the intensity values. Any attempt not considering this facet may preserve the
brightness information but would not be able to completely describe the textural
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features. A gray-level co-occurrence matrix [15] is such an approach that considers
both the intensity values in conjunction with the spatial arrangement of pixels. Let us
suppose that G be a matrix whose elements f (i, j) are representing the frequencies
of pixel pairs with intensity values z; and z; occurring in the image g(r,c) at the
location specified by Q, where Q is an operator defining the positions of the two
pixels relative to each other and 1 < i, j < L. The matrix dimension depends upon
the number of gray levels present in the image. Conventionally, the numbers of gray
levels are quantized in order to reduce the size of the matrix. After computing all
the values of the matrix, a normalization step is applied using the equation as given
below:

f(p,q)
Yo Yo fUs D)

N = p.g=0,...,L (1)

where N, is the normalized matrix, f (i, j) is the number of pixel pairs having
values z; and z;, f(p, q) is the entry in the co-occurrence matrix, and L is the
maximum number of gray levels. Haralick and Shanmugam [15] proposed a set of
14 statistical measures based on the co-occurrence matrix. These include angular
second moment, contrast, correlation, sum of squares, inverse difference moment,
sum average, sum variance, sum entropy, entropy, difference variance, difference
entropy, measures of correlation, and maximal correlation coefficient. Out of these
14 measures, contrast, correlation, energy, and homogeneity are the fundamental
ones.

Contrast is a quantitative measure of the intensity contrast between a pixel and
its neighbor over the whole size of the image. The values range from 0 to (L — 1).

L L
Contrast = Z Z(i — j)*Naj @)

i=1 j=1

Correlation is a measure of how a pixel is correlated to its neighbor over the
entire size of the image. Values are ranges from —1 to 1. If the correlation is perfect
1 is assigned whereas for a perfect negative correlation —1 is used.

(= m)(j —my)
C lation = > M T 3
orrelation ;:l ]E:I p 3)
where o, #0, 0. # 0 and 4)

L L
mr:ZiZN(i,j) )

i=1  j=I

L L
me =ZiZN(i,]’) (6)

j=1 i=1
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Energy is a measure of regularity and lies in the range [0, 1]. Itis 1 for a constant
image.

L L
Energy = Z Z ij (7N

i=1 j=1

Homogeneity measures that how much the distribution of elements in the matrix
G is closer to its diagonal. The range of values lies in [0, 1], with the highest being
reached when G is a diagonal matrix

. L L N,
Homogeneity = Z Z T—| (®)
i=1 j=1 b=

3 Restricted Cross-Correlation

In signal processing, the cross-correlation quantitatively assesses the similarity
between two functions (signals) at all possible time shifts, or time lags. In the field of
statistics, it is described in terms of the expected values, whereas, for deterministic
signals, it is defined in terms of sums or integrals. Cross-correlation is commonly
used for searching a long signal for a shorter known feature. Mathematically,

+o0

(f x&)(r) = [r0g(t + vyde (€))

—00

where f* represents the complex conjugate of f and t represents the displacement
/lag. In discrete form, it can be represented as,

+00
(f x@) (1) =Y f*mlg(m +n) (10)

Cross-correlation and convolution are similar quantities. In the present work,
authors have restrict the cross-correlation to allow the displacement of one function
relative to the other in one direction only i.e either horizontally or vertically, corre-
sponding to the boundary share with the neighboring patch. As shown in Fig. 1, the
boundary share can be of three types, namely Type 1, Type 2, and Type 3. These can
be defined as:

e Type 1: When the current patch shares the left boundary with the adjacent patch.
e Type 2: When the current patch shares the upper boundary with the patch present
in the upper row.
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Fig. 1 Different types of boundary shares

e Type 3: When the current patch shares left boundary with the adjacent patch and
upper boundary with the patch present in the upper row.

4 GLCM-Based Image Quilting

Gray-level co-occurrence matrix (GLCM) is a widely recognized, powerful tool for
extracting information from the texture images. The co-occurrence matrices has an
amazing property to keep not only the intensity information but also the spatial occur-
rence at a particular distance and direction. Thus, the statistical properties derived
from these matrices could be used as an effective descriptor for searching a patch
with in a database. The present method employs the input exemplar # and synthe-
size the output image w sequentially, in a raster scan order (from left to right and
top to bottom). The method uses two sequential steps. The first step creates a patch
database by employing the properties derived from gray-level co-occurrence matrix
(GLCM) applied on all the overlapping patches taken from the exemplar whereas
the second step synthesizes the required texture. The patch database comprises the
square patches of size m in order to avoid the computational complexity. Each patch
has been stored in the database along with its GLCM properties so that on the basis
of these numerical values the corresponding patch can be retrieved when needed in
the subsequent step. The authors have used here sequential search, however a fast
searching algorithm could be use either, that would certainly reduce the overall run-
ning time of the algorithm. The second step involves the process of synthesis, at the
topmost left corner of the image to be synthesize with its statistical (GLCM) value
at hand. This value is used to search the database for the most similar patch adjacent
to this using following equations (Fig.2).

d (Pprev, Pcur) — (Gstat _ Gslat)Z (11)

prev cur

d (PPI‘ELU PCM") S 8 (12)
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Fig. 2 Proposed method

where d (Pprev, PL.W) represents the distance between the statistical properties of
the two adjacent patches. G/, is the GLCM property of previous patch Gg' is
the GLCM property of current patch. Equation 12 imposed the similarity criterion
on the distance d. The patches satisfying this equation are determined, and out of
these patches a patch at random has been chosen. The randomization is involved
to avoid the verbatim copies of same patch. In the previous section, three types of
border sharing have been defined. For border share of type 1, the lag between the two
adjacent patches is computed employing cross-correlation and allowing it to move
only in vertical direction along the left boundary. In this way, the computed lag may
either be positive, negative, or zero. If the lag is zero, it signifies that the two patches
are similar therefore no adjustment required for the current patch. The positive lag
value tells that the current patch should be moved downward in order to synchronize it
with the previous patch. When the current patch is shifted downwards corresponding
to the computed lag, there arose a blank at the opposite side of the current patch,
at the same time, extra portion equal to (m — lag) came out when compared with
the edge of the previous patch. This extra portion is clipped and placed at the blank
space. Additionally, when the computed lag is negative, the current patch is shifted
upward, the extra portion is clipped and placed at the opposite side of the current
patch as mentioned above. For boundary share of type 2, the lag is computed between
the upper patch and the current patch. Furthermore, similar to type 1, it may either be
positive, negative, or zero. Again, zero lag signifies the similarity between patches
and nothing has to done, whereas for positive lag, current patch is shifted right side,
extra portion is clipped and placed over the arose blank space. Similarly, for negative
lag the shifting direction changes and the clipped extra portion is placed analogous to
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the positive lag. Moreover, for boundary share of type 3, first the procedure described
for type 1 is applied, followed by the procedure for type 2 is used, not to mention
that it has overlap with both the left patch and the patch present above.

4.1 Minimum Difference Transition Blending

The major goal of blending is to make the transition between the two overlapping
blocks as smooth as possible. It can be done by allowing the transition at a point when
the variation between the two overlapping surfaces is as minimum as possible. Within
a textural region, the variation among the pixel intensity values is large, and finding a
global minima that satisfies the minimum differencing requirement of the overlapping
region is not possible. In lieu of this problem, authors have proposed a new and simple
blending mechanism that neither requires retracing of the minimum cut path nor it
needs to remember the selection at the previous step to make a cumulative decision
for minimum path. The proposed method first defines the surface overlap error by

E, = (Ov; — Ovy)? (13)

where Ov; is the overlapping share from patch 1 and O v, represents the overlapping
share from patch 2. As shown in the figure, the method suggests the selection of pixel
values at the overlap region from the two overlapping blocks. The method works row-
wise/column-wise. Within a row/column (for vertical/horizontal trace), the values are
chosen from patch 1 upto the minimum difference whereas from minimum difference
onwards the values are selected from patch 2. In the Fig. 4, the minimum difference
is shown by the black patch. As for each row/column, the minimum difference (E,,)
would be at different place within a row/column. Thus, the transition border would be
of zigzag in shape and provide a smooth transition between the two patches (Fig. 3).

5 Experimental Results and Discussion

The experimental works have been performed using MATLAB 2013 running on
Windows operating system with intel core i7 processor and 4 GB RAM. Brodatz
dataset, the widely acceptable and a benchmark dataset for texture processing, has
been employed for experimentation. It can easily be found on outex site as contrib
TC 00004. The images in the dataset are of higher dimension, i.e., 512 x 512 pixels
whereas the proposed algorithm requires a lower dimensional exemplar in compari-
son to the dimension of the image to be synthesized. As a matter of fact, any image
drawn from this database has been divided into 16 nonoverlapping block, each with
dimension 128 x 128 pixels. Additionally, out of these blocks one has been selected
to be taken as exemplar.
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(c) Intermediate Stage

(d) Intermediate Stage (e) Final Synthesis

Fig. 3 Various stages of GLCM-based image quilting
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Fig. 4 Minimum difference transition blending
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Fig. 5 a Sample, b Efros and Freeman, ¢ GLCM-based image quilting

The first step in the proposed method requires the formation of GLCM patch
database from the selected exemplar. The exemplar is divided into overlapping
patches each of dimension m. Here, m has been taken as 64 in order to consider
a substantial number of textural primitives. For each of these patch, a GLCM matrix
has been framed and corresponding GLCM statistical properties are computed. The
optimized MATLAB functions graycomatrix and graycoprops have been used for
this purpose. Moreover, the patches along with their GLCM properties as key have
been stored, so as to make a patch database. Furthermore, authors have used here
only homogeneity values in order to avoid the computational complexity. However,
other Haralick properties either alone or in combination can equally be used. The
randi function of MATLAB has been used to select the random patch from the patch
database and placed it at the top most left corner of the image to be synthesized. The
other user-defined parameter involves the size of the overlapping region and the size
of the image to be synthesized. The size of the overlapping region has been taken as
1/6 of the size of the exemplar as suggested by Efros and Freeman. Moreover, the
dimensions of the image to be synthesized have been taken as 256 x 512 due to the
visual constraint in the MATLAB image viewer.

The results of the synthesis process show that for stochastic texture, the method
gives satisfactory results which are comparable to the results given by Efros and
Freeman (Fig. 5) whereas the proposed method outperforms the Efros and Freeman
for structured texture (Fig. 6). The whole process including the database formation,
retrieval, and synthesis is taking approximately 34 s for unoptimized code. The
execution time can further be reduced by making the database formation as a separate
process and using some fast searching methods for patch search. The authors would
like to improve this method further and want to apply it on the color images as well.
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Fig. 6 a Sample, b Efros and Freeman, ¢ GLCM-based image quilting

6 Conclusion

The paper has introduced a new patch-based image synthesis algorithm employing
gray-level co-occurrence matrix, a widely acceptable tool for texture description and
restricted cross-correlation. In addition to this, the authors have also introduced a
simple and effective blending technique, minimum difference transition blending,
that neither requires to remember the selection at the previous step nor it requires to
retrace the minimum cut path among two neighboring patches at the overlap regions.
The experimental results prove the efficacy of the present method.
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Tongue Recognition and Detection m

Check for
updates

Ravi Saharan and Divya Meena

Abstract In today’s era, most of the data are converted into digital form and stored
on cloud, and security of data is the main concern as more effort is put forth by
researchers to increase security. High security will be provided by high authenticity
of a person, only endorsed person. To achieve high authenticity, authentication of
an individual can be performed using biometrics which uses the unique organ of
a person like iris, fingerprint, DNA, speech recognition, tongue. Biometric of an
individual itself justifies the presence of authenticated person. In authentication of
a person, tongue can also be used because it is a unique organ of a person, which
provides unique identity to a person. In this type of authentication, system accuracy
is the main concern. In this paper, we will discuss about the different techniques,
which are implemented for the authentication of somebody using tongue images.

Keywords SIFT - Tongue recognition - ROI of image * Gabor filter

1 Introduction

1.1 Image Processing

Image processing is tool or an algorithm to process an image in order to compress
image, enhance image, or extract some useful information from the image. It is a
type of signal dispensation in which input is image, like video frame or photograph,
and output can be image or characteristics of that image. We can perform image
segmentation, image enhancement, noise reduction, geometric transformations, and
image registration on an image.
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1.2 Biometric

In the current digital world, biometric plays an important role to authenticate a
person identity. Biometric is becoming more and more common to every field to
authenticate a person identity. Biometrics is the measurement and statistical analysis
of people’s physical and behavioral characteristics. The technology is mainly used for
the identification and access control, or for identifying individuals and giving grant
for access that is under surveillance.These body part of a person can be used as a
Biometric like- Iris, fingerprint, facial geometry, voice, ear geometry, hand geometry,
DNA etc. DNA have very less change throughout the age so this have high accuracy
in authentication of a person [1].
There are mainly two type of biometrics

1. Physiological characteristics: In such type of biometric, physical shape of the
object is considered.

2. Behavioral characteristics: In the behavioral type of biometric, behavior of the
object is noticed such as typing rhythm, gait, gestures, and voice.

1.3 Tongue

In authentication of a person, tongue can also be used because it is a unique organ
of a person, which provides unique identity to a person. Tongue image analysis is
new in biometric and research in this field. Tongue has many different properties,
which provide different factor to makes it unique for each person. Tongue also has its
behavioral character and physiological character. Two person’s tongue has different
shape, surface textures, and color, which makes it unique for authentication. Move-
ment of tongue can be used for its behavioral characteristics. For the investigation
of a person, tongue can be used easily because it is easily exposed and it does not
change its properties by reacting with the environment. It stays safe in mouth. It is
not easy to forge and not conceivable to cheat another one. If any wound happens to
the tongue, it gets rid soon; change in tongue structure is not possible, so it will be
useful for biometric to make sure the identity of a person. To capture tongue image
and its properties for analysis, a person’s tongue should be stable and in a fix position,
so that we can make comparison between two image using same parameter.

1. Different shape of tongue:
See Figs. 1 and 2.

2. Different texture of tongue:
See Fig. 3.

Applications of tongue biometric [2]:

Day by day, all the money transaction and payment are made by online transaction.
There is so many other biometrics available as I have discussed above, but now new
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in biometric is the tongue recognition system, for authentication is the better way to
provide security at high level.

These are some applications: Identification of criminals, account access, ATMs,
online banking, access to personal information, patient identification, employee
access, air travel are fields where biometrics can be very useful [3].

2 Literature Survey

2.1 Extraction of Spot on Tongue Print [4]

In this technique histogram, equalization technique is used for enhancement of image
to get more information about image and can get better result by image processing.
This method can be used on entire image or on part of image. To improve visual
appearance, histogram equalization technique is used. It is based on pixel distribution
of an image pixel; every image has three separate color values of the pixel: RGB [5].
To achieve more accurate matching, histogram technique is applied. After storing
information about tongue, matching is performed with database and the matching
score is calculated.

2.2 Shape Feature Extraction Algorithm (Control Points)
for Tongue Images [4]

Shape of tongue can be measured by the control points which are represented by
shape vector. Control points are used to bound region of interest or area of interest.
Here p1, p2, p3...pl1 points are creating the boundary of the tongue. Length, bend,
thickness, width, curvature of to tongue tip are formed boundary. Here ptip is tip of
the tongue and pm denotes the corner of mouth (Fig. 4).

Fig. 1 Front view of tongue
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Fig. 2 Profile view of tongue

Fig. 3 Different texture of tongue

Fig. 4 Shape feature model
for the frontal and profile X
Y

view image

P“_,_.......

2.3 Map Relationship Between Feature and Tongue Type [4]

Relationship between different properties of tongue is created by calculating different
factor of tongue, and this relationship gives uniqueness to a person and match with
new input image, which comes for the authentication, and according to decision, the
person is authenticated. Likewise, the color and shape of tongue are identified and
these details are stored for a person; some quantitative tongue properties feature are
calculated to check whether tongue is thick or thin and second is the coverage area
of the tongue. Color of tongue can be calculated using HSL model. HSL stands for
hue, saturation, and lightness. This model can identify the tongue color using two
groups: tongue substance set Ps and tongue coating set Pc. Tongue substance color
is of five types whitish, light red, dark red, regular red, and purple. Tongue coating
color may be of three types: black, yellow, and white. By calculating average of HSL,
value of substance, and coating, the characteristic of substance and coating color are
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computed. In this, fissures and petechiae are detected. According to existence of
fissures and petechiae, tongue is classified into three types: non-fissured petechiae
tongue, fissured tongue, and petechiae tongue.

2.4 SIFT Feature Extraction Technique [6]

SIFT is scale-invariant feature transform. SIFT analysis detects silent features in an
image and extracts descriptor that is different in viewpoint. SIFT standard interest
point detector and standard SIFT histogram of gradient descriptor are used to detect
local image features. They provide a set of features for an object that is not changed
by several difficulties experienced in other methods such as object mounting and
rotation. SIFT features are also very strong with respect to noise in the image. The
SIFT approach for image feature generation takes an image and mutates it into a large
group of local feature vectors. Each of these feature vectors is invariant to any scaling,
rotation, or translation of the image. After changing scale, rotation, illumination, and
viewpoint, we can obtain good result. For the extraction of these features, the SIFT
algorithm applies a four-stage filtering approach. SIFT technique is used for surface
texture information identification.

2.5 Gabor Filter for Feature Extraction [7]

Gabor filters are bandpass filters, which are used in image processing for feature
mining, texture analysis, and stereo inequality assessment. Gabor filter is generally
used for describing textures. It performs very well in classifying images with different
textures. From an image, if feature extraction is required, then different set of Gabor
filter with different frequencies and orientation is helpful for extraction. It is generally
used in pattern analysis. Under certain conditions, the phase of the response of Gabor
filter is approximately linear. Before to perform extraction of features from image,
preprocessing is required as Image stretching. Extraction of area of concentration
is in the Gabor filter, is the tongue image normalization with respect to position,
orientation, scale, reaction. Gabor filter can be used for object detection, image
representation, color and pattern gradient, etc. Gabor filter is used in feature extraction
for texture analysis, and it decomposes the image into components corresponding to
different scale and different orientation.

3 Procedure for Tongue Biometric System

See Fig. 5.
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Fig. 5 Procedure for tongue biometric system
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3.1 Setup to Capture Tongue Images

To capture proper tongue image, we should use two camera, so that proper image of
tongue from profile and front view will be clear, and it should be in proper lightning
so that complete image of tongue can be captured (Fig. 6).

3.2 Characteristic of Tongue Which Make It Unique

e Groove of Tongue: Length of groove of tongue matters because every one’s tongue
has different length of groove of tongue with other different characteristic.

e Color of Tongue: Tongue has different color, which gives it unique identity. Every
person has different tongue color because of different type of coating. Tongue
color may be dark red, whitish, light red, purple, regular red with yellow, black
and white coating.
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Fig. 7 Characteristic of
tongue, which make it unique
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e Tip of Tongue: Different tongue has different type of tip. Tip of tongue may be of
long, broad, and color of tongue also varies as it may dark red or different color
of red with coating of different color making this characteristic of tongue unique.

e Surface of Tongue: Everyone’s tongue has different surface, which we can call
texture of tongue; it may be of smooth and rough.

e Broadness of Tongue: Tongue broadness varies person to person, and this charac-
teristic of tongue also helps in making tongue unique.

e Width of Tongue: Tongue width also differs for all person, and it gives its contri-
bution to make it unique (Fig. 7).

3.3 Different Tongue Type

e Normal tongue: In normal tongue, there is no mark of anything only shape is the
key point.

e Blood deficiency: Blood deficiency tongue has a pale shape and it has minute or
no coating.

e Heat: In heat type of tongue, thin yellow coating is there and some redness at
corner present.

e Damp retention: In damp retention, tongue is swollen and white greasy layer is
there.

e Blood stasis: In blood, stasis black spots are there and tongue color is purple.

e Yang deficiency: In yang deficiency thin white coating is there and pale swollen
tongue.

e Qi deficiency: In Qi deficiency teeth marks are there thin white coating is there
and pale tongue with red spots.
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e Yin deficiency: In Yin deficiency slight or no coating with fissures on tongue
surface, also called fissure tongue and color of tongue is red.

e Damp heat: In damp heat tongue, greasy yellow coating with red color tongue.

e Qi stagnation: In Qi stagnation red tip of tongue is considered.

3.4 Methodology

The proposed work is meant to ensure efficient tongue recognition from already-
created tongue database.

Algorithm for tongue detection:
See Fig. 8.

Step 1: Read image.

Step 2: Convert color image into binary image.

Step 3: Fill black hole.

Step 4: Create boundary of the binary image and convert into color image.

Tongue recognition system:
Algorithm:

Step 1: First, load the database into workspace.

Step 2: Load the query image.

Step 3: Create the color histogram of query image.

Step 4: Calculate mean value for these individual color histograms.

Step 5: Calculate the average of three histogram’s mean value which is three (Red,
Green, Blue).
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Step 6: Calculate standard deviation for these individual color histograms.

Step 7: Calculate the average of three histogram’s standard deviation which is
three (Red, Green, Blue).

Step 8: Convert image into grayscale image.

Step 9: Identify the ROI (Region of Interest).

Step 10: Divide the ROI into four sub-blocks and reduce dimension of feature vec-
tor.

Step 11:  Apply Gabor filter on all four sub-blocks and extract important texture
feature from the tongue image.

Step 12: All extracted features’ mean and standard deviation are calculated, and
then average of all four Gabor value’s mean and standard deviation is
calculated and then compared with values stored database; if values for all
are same, then matching result will pop up.

150 00 30 = "

0

ed color histogram Green color histogram Blue color histogram

Image Color component Mean Standard deviation

Tongue ROI 1 R,G,B 136.3157, 94.7152, 70.3589, 54.2227,
95.2004 54.0165

Tongue ROI 2 R,G,B 171.3370, 125.1681, | 59.1520, 55.3669,
124.4985 50.0746

Tongue ROI 3 R,G,B 163.2757, 98.1515, 76.8424, 57.0548,
119.3497 55.5330

Mean and std of different color histogram

Image Orientation Mean (W, sigma, x, y) | Std (W, x, y, sigma)
Image 1 90 —0.0770, 0.1297, 0.4155, 0.4259,
—0.1248, 0.0685 0.4145, 04281
Image 2 90 0.4787, —0.1012, 0.26550, 0.4104,
—0.1350, —0.3057 0.4167, 0.4072
Image 3 90 —0.1284, 0.3206, 0.3922, 0.2490,
0.2828, 0.1380 0.1618, 0.3912

Mean and std for Gabor filter
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4 Conclusion

A number of biometrics have been used and developed for unique authentication, and
a very limited work has been done in tongue print recognition system and its use in
any application. The human tongue promises to deliver a unique identification system
than other as finger print and iris and other biometric cannot match in context of it well
protected in mouth and difficult to forge. In this work, we have described how tongue
biometric can be used for authentication and recognition. We have discussed different
methods of feature extraction and implemented on tongue biometric. Tongue is a new
topic in biometric research and for more analysis large database is required for the
experiment to foster the research and to use tongue as a biometric for authentication.
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Sample Entropy Based Selection m
of Wavelet Decomposition Level L
for Finger Movement Recognition

Using EMG

Nabasmita Phukan and Nayan M. Kakoty

Abstract This paper reports the recognition of five finger movements using forearm
EMG signals. A relationship between the sample entropy (SampEn) of EMG signals
at four wavelet decomposition levels and classification accuracy has been established.
Experiments with the EMG at third level of wavelet decomposition can classify the
finger movements with a maximum accuracy of 95.5%. These results show that EMG
at the decomposition level which possess minimum SampEn produces the maximum
classification accuracy. The experimental result shows that this relationship is a very
useful criterion for selection of wavelet decomposition level to recognize EMG-based
finger movements.

Keywords Wavelet transform - Sample entropy + SNR - EMG

1 Introduction

In the field of biomedical signal processing, EMG-based prosthesis control has been
a significant contribution. Although number of reports have been available for control
of prosthesis through EMG based recognition of hand movements [1, 2], recogni-
tion of finger movements have received lesser attention. This is mainly because of
non-deterministic nature of EMG signals, which otherwise holds promise for more
dexterous control of prosthesis.
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Tsenov et al. [3] reported the recognition of four finger movements using neural
network classifier with 93% accuracy. Control of an underactuated prosthetic hand
using EMG has been reported by Zhao et al. [4]. The control part of prosthetic hand
was based on neural network learning techniques and the parametric autoregressive
model. Tenore et al. [5] have reported the recognition of five fingers using 32 EMG
electrodes with an accuracy of 98%. However, areduction in the number of electrodes,
without compromising with the classification accuracy, would significantly simplify
the requirements for control. Towards this end, Ouyang et al. [6] have proposed
an efficient feature projection method using linear discriminant analysis for EMG
pattern recognition based on lower number of channels.

Cipriani et al. [7] reported real-time experiments, involving able-bodied and
amputated participants, using eight EMG channels for classification of seven fin-
ger movements. Although there has been advances in analysing EMG, a focused
methodology for the recognition of finger movements, i.e. both flexion/extension
and abduction/adduction based on lower number of EMG channels need to be exten-
sively explored for finer control of prosthesis.

This paper reports a methodology for recognition of five finger movements based
on two-channel EMG, establishing a relationship among the level of EMG wavelet
decomposition and sample entropy (SampEn) for higher recognition rate. The rest
of the paper is arranged as follows: Sect. 2 describes the proposed methodology for
finger movement recognition. Materials and methods including the recognition of
ten class finger movements are presented in Sect.3. Section4 describes results and
discussions followed by the concluding remarks in Sect. 5.

2 Finger Movements Recognition Architecture

Figure 1 shows the proposed architecture of finger movement recognition. The EMG
signals are obtained from forearm muscles for the flexion—extension movements of
the five fingers in the data acquisition stage. The EMG acquisition was in line with
the permission of the Tezpur University Ethical Committee and with the informed
consent from the volunteering participants. These EMG signals are preprocessed
in the preprocessing stage to accurately record, visualize and analyse. This is done
through sampling the EMG at a rate of 1 kHz, EMG onset detection and hamming fil-
tering. The preprocessed EMG signals were normalized to remove subjectivity based
noises. Following the noise removal, DWT coefficients were extracted in the feature
extraction stage. The approximate coefficients, which contain the most important
information of the original signal [8], were considered as features at four decompo-
sition levels. Signal-to-noise ratio (SNR) and SampEn were calculated at each level
of decomposition. The recognition of the finger movements was through a ten-fold
cross validated support vector machine.
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Fig. 1 Proposed finger
movements recognition
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SNR is a measure for signal strength in comparison to the noise in it. The SNR in an
EMG signal (x;) is calculated as given by Eq. 1 wherein X; = average of x; and S, =

standard deviation of x;.

2.2 Sample Entropy

SNR = 20 x log[x;/S«]

(D

SampEn quantifies the complexity and regularity of the signal [9] and is given by the
negative natural logarithm of an estimate of the conditional probability [10]. SampEn
in the EMG signal gives us the randomness of the information content in the feature
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set and is given in (2).
SampEn(k, r,N) = —Iin(A(k)/B(k — 1) 2)

wherer=0.2 and k=0, 1, ..., m — 1 with B(0) = N, the length of the input DWT
feature set.

3 Materials and Methods

3.1 Data Acquisition

Based on the fact that an amputee can produce EMG similar to that of a healthy
subject [11], EMG signals were collected from four healthy subjects of age group
between 18 and 35 years performing flexion and extension for ten trials. Two-channel
Ag/AgCl surface electrodes were used for EMG acquisition. These were arranged
along the longitudinal midline of the muscles to detect improved superimposed EMG
signals [12]. The placement of the electrodes and muscle selection is tabulated in
Table 1.

During data acquisition, subjects were comfortably seated and instructed to rest
their forearm on the armrest of the chair. Subjects were instructed to perform the
flexion—extension with a comfortable and consistent level of effort for approximately
8 s, and then relax. This was repeated for five times and recorded in one trial. Addi-
tionally, spontaneous EMG signal during hand relaxation was recorded as a different
class. Sufficient relaxation time between trials (=30 min) and between repetitions
of the same movement (*12 s) was allowed. A total of (4 subjects x 5 fingers x 2
movements x 10 trials) = 400 two-channel EMG signals have been considered for
the experiment. These signals were sampled at 1 kHz followed by a band pass filter
set at 10-200 Hz, and 50 Hz notch.

Table 1 EMG e]f:ctrodeg Electrodes Muscles Functions

placement on subject during — - -

acquisition Channel 1 Flexor digitorium Finger flexion
Channel 2 Extensor digitorium | Finger extension
Reference Ulnar styloid Reference
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Fig. 2 Raw EMG of flexion/extension

3.2 EMG Preprocessing

3.2.1 Onset Detection

The EMG signals acquired during hand relaxation or at resting position were of
constant amplitude. These irrelevant EMG signals were discarded by the EMG
onset detection technique. The EMG having amplitude more than three times of the
standard deviation (SD) of the EMG at resting position were extracted [13]. The
threshold value was fixed at three times the SD by observing the amplitude dif-
ference of the EMG signal during finger movements and at resting position. The
extracted EMG signal is expressed as:

N

x=) () 3)
i=1

Wherein x; =x;, if x;,>Th and x; =0, if x<Th

with x; being the ith sample value of EMG signal x and 7% is the threshold value for
onset detection. Figure2 shows the EMG signals during finger movements during
for trials. Figure 3 shows the EMG signal following the onset detection in line with
the Eq. 3.

3.2.2 Hamming Filtering

On onset detection, Hamming window was applied on the signal to extract EMG
during either one flexion or one extension of finger movements. EMG signal obtained
through hamming filter can be expressed as in Eq. 4. Figure 4 shows the EMG signal
passed through the Hamming filter.
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Fig. 5 Normalized EMG signal

x = h(n) * x; “4)

where h(n) =0.54 — 0.46 Cos((2mn)/N), 0<n < N, with N =L + 1, and x; being the
ith sample value of the EMG signal x, h(n) is the windowed EMG signal obtained
from the hamming window of size L.
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3.2.3 Normalization

EMG signals are influenced by different artifacts like thickness of skin layer, crosstalk
by other biosignals, electrode size and position [14]. To reduce the effect of these
factors, normalization on the EMG was performed using Eq.5 [15]. Figure 5 shows
the normalized EMG.

Xnorm = [(xi - xmin)/(xmax - xmin)] x2—-1 (5)

where x,,;, and X, are minimum and maximum values of EMG signal x;.

3.3 Feature Extraction

Feature extraction and selection are of the most significant for pattern recognition
[16]. Time/frequency domain features, which represent both time and frequency
domain information and suited for characterizing the non-stationary nature of sig-
nals, are better suited for EMG recognition [17]. Wavelet transform is the technique
to transform a signal into time—frequency domain. Continuous wavelet transform
(CWT) and discrete wavelet transform (DWT) are the two methods for wavelet
transformation. DWT exhibits good frequency resolution at low frequencies and
good time resolution at high frequencies [18]. Furthermore, for real-time signal pro-
cessing issues, DWT is considered more efficient [ 16]. Based on these findings, DWT
was chosen to extract the EMG features for recognition of finger movements in our
experiment.

3.3.1 Discrete Wavelet Transformation

DWT technique iteratively transforms EMG signal into multi resolution subsets of
coefficients by passing EMG through a high-pass and a low-pass filters. At each level
of decomposition, a subset of detailed coefficient (D;) and approximation coefficient
(A;j) are obtained using an L-sample high-pass filter g, and an L-sample low-pass
filter h. Both approximation and detail signals are downsampled by a factor of two.
This can be expressed as follows:

-1

Ajln]l = H < Ajl[n] >= Zh[k]Aj — 1[2n — k] 6)
k=0
L1

Djln] =H < D; — 1[n] >= Zg[k]Aj — 1[2n — k] (7

k=0
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Fig. 6 Wavelet decomposition after four levels of wavelet transformation

where H and G represent the convolution/downsampling operators. Sequences g[n]
and h[n] are associated with wavelet function v (¢) and the scaling function ¢(¢) as
follows:

glnl = < (1), V2.2t —n) > (8)
hnl = < ¢(t), V2.2t — n) > 9)

To achieve optimal performance in the wavelet analysis, Daubechies (db2) was
selected as mother wavelet [19]. Figure 6 shows the wavelet decomposition of the
normalized EMG for one flexion movement.

3.4 Recognition of Finger Movements

The approximate coefficients from each level of wavelet decomposition have been fed
into a radial basis function (RBF) kernel SVM-based classifier. The multiclass SVM
classify the ten classes of data for flexion and extension movements of five fingers—
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index, middle, ring, little and thumb. SVM maps the features to a higher dimensional
feature space. The fundamental feature of a SVM is the separating maximum-margin
hyperplane whose position is determined by maximizing its distance from the support
vectors of different classes. Following [8], the decision function which classifies the
feature vector is expressed as:

F
fx)=b+ ; w;.k(y;) satisfying min[¢p(w;)] = %(wi-wi)

where b is bias term, F is total number of input features and w; is normal to the ith
feature space and

yvi=4+1 if wip+b>1 or y;=—-1 if wi.p+b<l

with p as input feature set, i.e. DWT approximate coefficients. The RBF kernel k
used in the experiment is given by:

k(i) = exp(—y(l yi —y D%

Figure 7 shows the recognized features belonging to the ten class for five finger
movements.
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4 Results and Discussions

The approximate coefficients extracted at four levels of wavelet decomposition have
been explored individually for recognition of finger movements. The confusion matri-
ces in Fig. 8 through 11 shows the recognition of ten movements. Labels in confusion
matrices corresponds to finger movements in line with Fig. 7 (Figs. 9 and 10).

It has been observed that the third level of wavelet decomposition coefficients
produced the highest recognition rate, i.e. 95.5%. The SNR of the EMG features has
been calculated at each level of decomposition and is shown in Fig. 12. It has been
observed that the SNR values increase with an increase in decomposition levels. It
is obvious as the noise decreases with each level of decomposition.

The SampEn values of the approximate coefficients at each level of decomposition
is shown in Fig. 13. It has been observed that the SampEn is minimum for coefficients
at third level of decomposition, i.e. coefficients resulting in the highest recognition
rates. Based on these experimental results, it can be observed that although with
the increase in the level of wavelet decomposition, the signal strength increases
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compared to the noise, establishing SampEn as a reliable paradigm to determine the
decomposition level for highest recognition rates.

36 T

T
[—#—Subject] - 4 - Subject2 ~ - Subject3 - - Subjectd]

s,
il

Signal to Noise Ratio

"""""""

Levels of Decomposition

Fig. 12 SNR values at four decomposition levels
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5 Conclusions

This paper presented recognition of five finger movements: flexion and extension
using two-channel EMG. The approximate coefficients obtained through DWT at
four decomposition levels consist of the feature sets. The classification was through
a RBF kernel SVM. The SampEN and SNR of the feature sets at four decomposition
levels have been evaluated. From the experimental results, it has been found that
the approximate coefficients at third level of wavelet decomposition resulted in the
highest recognition rate of 95.5%. The SNR of the approximate coefficients increases
linearly with the increase in the decomposition level. The SampEn is lower with
approximate coefficients at third level of decomposition. Based on these experimen-
tal results, it can be observed that although with the increase in the level of wavelet
decomposition, the signal strength increases compared to the noise as indicated by
the SNR values, SampEn is a reliable paradigm to determine the decomposition level
for the highest recognition rates. These results show that the EMG at the decompo-
sition level which possess minimum SampEn produces the maximum classification
accuracy. The experimental results show that this relationship is a very useful cri-
terion for selection of wavelet decomposition level for recognition of EMG based
finger movements.
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Skin Detection Using Hybrid Colour m
Space of RGB-H-CMYK er

Ashish Kumar and P. Shanmugavadivu

Abstract Skin detection is an essential step in human face detection and/or recog-
nition, using digital image processing techniques. This paper presents a new human
skin detection technique, termed as RGB-H-CMYK that uses triple colour spaces
of an image, namely RGB (Red, Blue and Green), H (Hue of HSV) and CMYK
(Cyan, Magenta, Yellow and Black). In this proposed method, threshold-based rules
are applied on RGB, H and CMYK for skin classification. The input image in these
three hybrid colour schemes is explored in different combination such as RC (RGB
and CMYK), RH (RGB and H) and RHC (RGB and H and CMYK). The RHC_Vote
qualifies the current pixel as skin pixel when at least two rules vote for it. The com-
putational merit of this hybrid colour scheme-based skin detection is validated on
the real-time dataset and ECU skin database. The average Recall and Accuracy of
this method is recorded as 85% and 89%, respectively. This approach is confirmed to
have an edge over its competitive methods, as it promises object localization, based
on neighbourhood intensities without using the computationally complex approaches
such as facial texture and geometric properties.

Keywords RGB - HSV - CMYK - RGB-H-CMYK - Skin detection
Human skin classification + Face detection + Face recognition

1 Introduction

Human skin detection is a de facto pre-processing task for human face localization in
a variety of human—computer interaction (HCI) applications such as face detection
[1], face recognition [2], face tracking, object tracking and crowd analysis [3],
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content-based image retrieval [4], steganography [5] and adult image filtering
[6]. Though human skin colour detection through human visual perception is an
effortless task, it is deemed as a complicated procedure through machine vision. In
general, skin colour detection can be performed in two flavours as point processing
and region bound. In the former, each pixel is considered as an independent entity
and its candidature for skin or non-skin pixel is governed by a set of predefined
rules, whereas in the latter, the skin pixel classification is performed based on the
intensity/texture of the neighbourhood pixels.

1.1 Skin Colour Modelling

The colour model of a digital image depicts a significant role in representing its infor-
mation content [7]. Many researchers have proposed newer computational solutions
to explore the intensity profile of the input images, in order to classify the intensity
details into skin or non-skin, based on a set of predefined rules. These techniques are
broadly categorized into three as explicit threshold techniques, statistical techniques
and machine learning techniques [7-9].

1.1.1 Explicit Threshold Techniques

These methods primarily choose one or more intensity values to set the thresh-
old, based on which the RGB-H-CMYK skin detection techniques are devised. The
selection of threshold is varied with the choice of colour space. These techniques are
computationally simple and assure faster execution [10].

1.1.2 Statistical Techniques

The statistical measures of an image, namely mean, median, variance, standard devia-
tion etc., describe the local and global intensities profile, which are used in numerous
image processing computational methods. These techniques are generally classified
into parametric and nonparametric methods. Parametric methods assume that sam-
ple data come from a population that follows a probability distribution of image
intensity. Parametric techniques use a modelled colour space with a prescribed geo-
metric shape. Gaussian [11] and elliptical boundary model [12] are the illustrations
of parametric skin colour modelling. Parametric model performance varies signif-
icantly among the colour spaces. In nonparametric techniques, a histogram for the
given colour space is built, and subsequently, probability density function (PDF) is
computed. Either each pixel is classified as skin pixel or non-skin pixel, based on its
PDF exceeds the predefined threshold. The main advantage of nonparametric models
such as Bayes classifier is fast training and usage and is theoretically independent of
the intensity distribution of skin pixels. The performance of nonparametric methods
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directly depends on the representativeness of the training images set that demands
more storage space [7].

1.1.3 Machine Learning Techniques

This category of techniques is also referred as dynamic classifier, self-learning tech-
niques and semi-parametric methods. Such models are trained to classify the input
images into either as positive or negative sets (skin and non-skin set) [13—15]. The
emergence of new strategies using clustering, classification methods, namely KNN,
adaptive Bayes classifier, self-organizing map etc., which fall under this category
is mostly problem-specific, rather than being generic [16]. The proposed RGB-H-
CMYK skin detection technique falls under explicit threshold technique category,
and it uses the combination of three dominant colour schemes RGB, H of HSV and
CMYK.

The rest of this article is organized as follow. In Sect. 2, literature review is given
and in Sect. 3 the methodology of RGB-H-CMYK is described. The experimental
results are discussed in Sect. 4. The conclusions are given in Sect. 5.

2 Literature Review

The RGB, HSV and YCbCr are broadly considered as the most popular by used
colour spaces for skin detection. The researchers have suggested either single or
combination of these colour spaces for the effective differentiation of skin pixels
from non-skin pixels. RGB colour space is considered as the most common choice for
many researchers [16]. However, the combined effect of chrominance and luminance
information together in RGB channels limits its applications in certain cases.

The intuitiveness of the HSV (Hue-Saturation-Value) components and explicit
discrimination between luminance and chrominance properties are well depicted in
HSV colour space, which serves as a key factor for skin pixel detection. Hue is
observed to be invariant to white light sources, matte surfaces, as well as to ambient
light and surface orientation relative to the light source that makes this colour space
as a competitive alternate to RGB in skin detection [17].

YCbCr also provides explicit distinction between the luminance and chrominance
components and also can be transformed from RGB. Mahmoud and Phung et al. [18,
19] insisted on YCbCr colour space uses for skin detection. Moreover, Hsu et al.
[20], Khan et al. [21] and Phung et al. [22] suggested that RGB and YCbCr colour
space are more suitable for skin pixel detection.

Itis observed that CM YK colour space is less explored in the light of skin detection
and is less suggested for skin pixel detection. Recently, Dariusz and Weronika [23]
has claimed that CMYK as a good alternative for skin detection and suggested a
set of boundary equations for skin region detection in CMYK colour components.
Based on the previous research work in this domain of research, the authors of this
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article have combined the potentials of RGB and the Hue of HSV along with the
least explored colour space CMYK. It is apparent from the obtained results that this
proposed method outperforms its competitive and contemporary methods in terms
of Recall. Additionally, the combination of these colour spaces is proposed for better
skin pixel detection as well as to overcome the reported disadvantages. It is recorded
that the combination of colour spaces yields better skin detection results than those
obtained using single colour space [24-30]. Due to its computational merits, this
method confirmed to have an edge over its recent competitive methods. Hence, hybrid
colour space oriented skin detection readily finds place in face detection as well as
recognition.

3 Hybrid Colour Space Skin Detection

In hybrid colour space skin detection methods, two or more different colour space
skin detection methods are joined together to classify the current pixel as skin or
non-skin pixel. Explicit thresholding values of RGB, H of HSV and CM YK for skin
segmentation are given below.

3.1 RGB to CMYK Colour Conversion

As suggested by Dariusz and Weronika [23], RGB is converted into CMYK using
the following equations:

K = min(255-R, 255-G, 255-B) (1)
C = (255-R-K)/(255-K) 2)
M = (255-G-K)/(255-K) 3)
Y = (255-B-K)/(255-K) @)

It is apparently evident that addition of K component to CMY alters the properties
of this colour space. The computed K component is radically different from the K
(black) in CMYK. Skin detection through the computed K component in CMYK
colour space greatly influences the process of face localization, attributing to faster
convergence towards the solution domain [25].
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3.2 RGB Colour Scheme

The boundary restriction in RGB colour space suggested by Rahman [10] is as

follows:
Rulel = (R > 95) AND (G > 40) AND (B > 20) AND (max{R, G, B} — min{R, G, B}
> 15)AND (R — G| > 15) AND (R > G) AND (R > B) 5)
Rule2 = (R > 220) AND (G > 210) AND (B > 170) AND (R — G| < 15) AND (R > B) (6)
AND (G > B)

RULE_RGB = Rulel U Rule2 @)

3.3 HSYV Colour Scheme

As Hue values play a vital role between the skin and non-skin pixels, Rahman [10]
suggested a subspace H boundary as:

Rule3 = H < 25 ®)
Rule4 = H >230 )
RULE_HSV = Rule3 U Rule4 (10)

3.4 CMYK Colour Scheme

In CMYK, colour space skin colour boundary equations suggested by Dariusz and
‘Weronika [23] are:

Rule5 = K < 205 (11)
Rule6 =0 <=C <= 0.05 (12)
Rule7 = 0.0909 <Y < 0.945 (13)

Rule8 = 0.1 <= Y/M < 4.67 (14)
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RULE_CMYK = Rule5 N Rule6 N Rule7 N Rule8 (15)

3.5 Hybrid Colour Scheme

This method explores the different combination of these three rules as:

RC =Rule_RGB N Rule_CMYK

RH =Rule_ RGB N Rule_HSV

RHC =Rule_RGB N Rule_HSV N Rule_CMYK

RHC _Vote =min_2vote(Rule_RGB, Rule_HSV, Rule_CMYK)

where min_2vote is a function which returns true if at least two rules vote for
the current pixels as a skin pixel. In addition, the proposed algorithm ignores all the
bright pixels ({R, G, B}>250) from the test images. This greatly attributes to the
accuracy of skin classification.

The devised triple colour scheme of RGB-H-CMYK-based skin detection tech-
nique aims to provide feasible solutions for skin detection. Based on Egs. (7), (10)
and (15), three separate detectors for RGB, H (Hue component of HSV) and CMYK
colour space are generated. The four different combinations of these rules are tested
against the input colour images for the possible skin area detection. These hybrid
rules are named as RC (RGB-CMYK), RH (RGB-H), RHC (RGB-H-CMYK) and
RHC_Vote (RGB-H-CMYK subject to min two votes).

The authors of this research article have obtained promising results for these new
combination of rules, for the chosen colour spaces of RGB-H-CMYK.

4 Result and Discussion

This technique was tested on publicly available different profile images. Moreover,
this method is experimented on the databases created from publicly available profile
images. ECU skin database [31] is used for comparing results of the proposed meth-
ods with Rahman’s [10] method in terms of Recall. It is a measure of the positive data
been classified as being positive. ECU skin database organized in three series, namely
HGRI1, HGR2A and HGR2B, consists of more than 1500 skin images and their skin
masks. The results of the randomly selected public profile sample are depicted as
illustrations in Figs. 1 and 2. First row of these figures shows original image and skin
pixel classification in RGB, HSV and CMYK colour space, respectively. Second
rows displays the results obtained with different combination RC (RGB-CMYK),
RH (RGB-H), RHC (RGB-H-CMYK) and RHC_Vote, respectively. RC approach
declares less true skin pixel, whereas RHC_Vote almost classifies all skin pixel cor-
rectly. In Fig. 2, some non-skin pixels are also classified as skin pixels due to their
utmost similarity with skin pixels. RC, RH and RHC miss some genuine skin pixels
inside the skin region itself, and this issue is taken care by RHC_vote approach as
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Original RGE HSV CMYK

RHC RHC 2VOTE

Fig. 1 Skin detection using single and hybrid colour schemes for sample 1

Original RGB HSV CMYK

Fig. 2 Skin detection using single and hybrid colour schemes for sample 2

depicted in Figs. 1 and 2. Table 1 presents the Recall values of 10 random sample
images chosen from ECU skin database and the average Recall value. The RGB-
H-CMYK method outperforms Rahman’s [10] results with respect to Recall which
plays important role in skin colour based face detection. The Recall values of RGB-
H-CMYK method are consistently higher than Rahman’s method. The average Recall
value of the proposed method is 85%, whereas it is 53% for Rahman’s scheme which
illustrates the merit of RGB-H-CMYK technique in skin detection.
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Table 1 Performance analysis of hybrid colour scheme in terms of Recall value

Image sample Rahman RGB-H-CbCr RGB-H-CMYK (proposed)
Image 01 0.69642 0.77683
Image 02 0.37060 0.83299
Image 03 0.42660 0.82079
Image 04 0.57328 0.92205
Image 05 0.61265 0.78579
Image 06 0.43469 0.84023
Image 07 0.50932 0.88141
Image 08 0.56323 0.93833
Image 09 0.59478 0.88396
Image 10 0.59666 0.85083
Average 0.537823 0.853321
S Conclusion

This research article presents a new hybrid colour scheme system for skin detection,
which is a combination of RGB, HSV and CMYK colour scheme. The input image
in RGB is transformed into H component of HSV as well as into CMYK colour
space. It is concluded that RGB-H-CM YK and RHC_Vote are confirmed to produce
accurate results for skin identification. Due to its merits, this skin detection technique
finds applications in face identification, face detection and emotion detection.
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Abstract The power of graphic processing units (GPUs) can be harnessed to obtain
an appreciable increase in computing performances by parallelizing various tech-
niques. In view of this, the paper compares the performance of various descriptive
statistical techniques like mean, variance and standard deviation on GPU for centroid
calculation. Taking after this, the most productive procedure from the said methods
has been contrasted with centroid calculation using k-means, processed on CPU.
An appreciable increase in accuracy was achieved when we processed the above-
mentioned techniques on GPU for centroid calculation in comparison with centroid
calculation processed on CPU using k-means technique. The HMDB-51 dataset is
used for computations. The aim of the paper is to find the most efficient and accurate
approach for centroid and distance calculation in clustering. We attain an accuracy
enhancement of 6.58% on comparing centroid calculation using variance method on
GPU to centroid calculation using k-means on CPU.
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1 Introduction

Parallel processing of data dramatically improves the computing performance by
faster delivery of results compared to sequential processing and considering the bulk
of data that needs to be processed when handling computer vision problems such
as object detection, recognition or distinction, parallel processing succor to provide
faster solutions. GPUs have many cores which are helpful in operating pictures and
graphics faster than CPU. Graphics processing units (GPUs) are high in demand
as graphics application. CPU executes things sequentially, but GPU executes things
parallel, hence they are more efficient for image processing. GPUs typically handle
the computation for computer graphics, and traditional computation is handled by
CPU. This thereby decreases the high load on CPU and increases the performance
by reducing the time taken to execute large dataset. In this paper, we have evaluated
the results for centroid calculation obtained through various techniques like mean,
variance and standard deviation processed on GPU while also comparing the most
efficient technique with the previous computations performed on CPU using k-means
technique for centroid calculation. This paper’s purpose was to propose an effective
approach for calculating centroid and distance through parallel processing using GPU
for clustering the data. Clustering helps in creating a sphere for similar kind of data
and is useful in discovering knowledge from data. Our algorithm being parallelized
on CUDA helps obtain a massive speedup in computation.

2 Literature Review

Detecting action in videos has grabbed major attention in computer vision [1, 2], it has
many useful applications like in video surveillance, health care and human computer.
Due to the increasing interest in Multimedia content, it is very important to improve
the time required to categorize action from the large dataset present presently [3] and
to improve the algorithm. The major challenge to the large set of data is that it becomes
difficult to process large dataset for single processor, at once. But by the recent
enhancements in parallel computing we can have a scalable and high-performance
solution, by implementing parallel clustering algorithm through GPU [4]. GPU has
multithreaded structure in multicore environment [5] and is very affordable platform
for parallel computing, which has demonstrated that parallel computing algorithm
can produce huge benefit to the present scenario of video classification. Cheap cost
of a few thousand rupees multimedia content is way more expressive than other form
of data present, so it is very important to categorize or classify the data. In this paper,
we have used k-means clustering to classify. Dhillon and Modha have presented
a parallel k-means clustering algorithm [6]. Clustering algorithm’s efficiency can
be improved by increasing the number of clusters. For large datasets, the use of
adaptive can be done in order to achieve efficient computation of clusters [7, 8].
There are many other papers who have demonstrated scalability of parallel k-means
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algorithm [9, 10]. Stoffel and Belkoniene have shown a linear speedup for large set
of data [11]. Our motive in this paper is to parallelize the clustering techniques and to
reduce overall time on various calculations by the big set of data. We have calculated
GPU centroid and distance matrix through parallel processing so as to decrease the
overall time taken by clustering. For any given dataset, computing distance matrix
helps to determine the prime match of the cluster in the dataset [5]. The dataset
was evaluated on CUDA [12]; for classification random forest has been used [13].
Tripathi et al. [14] has presented a framework that has a strong security framework
system for ATM both using MHI and HU.

3 Methodology

Our model exploits GPU in two ways, firstly for centroid calculations and then for
distance matrix computation. The basic motive was to decrease the computational
time while further increasing the accuracy using certain modifications. Minimiza-
tion in computational time was attained by processing the computer intensive code
of centroid calculation in GPU. Whereas in order to obtain an increased accuracy in
centroid calculation, three methods, namely: centroid calculation using mean, cen-
troid calculation using variance and centroid calculation using standard deviation,
described in Sect. 3.1, have been employed. Further, the distance matrix calculations,
described in Sect. 3.2, have also been performed on GPU. We have compared the
time and accuracy given by each combination of centroid and distance calculation
methods, and the best results were given by centroid calculation using variance.
The methodology has been divided into two phases:

e Centroid calculation.
e Distance matrix calculation.

3.1 Centroid Calculation Using GPU

It is required to work efficiently when handling large datasets like HMDB-51; in
addition to this centroid calculation for this dataset is a time exhausting code when
run on CPU although it produces good results. Therefore, if calculations for centroid
are done parallel by dividing the dataset into groups, the computational time can be
decreased substantially. This can be achieved by dividing the dataset into clusters
and sending those clusters for parallel execution in GPU as native processor executes
sequentially. Our algorithm calculates the results parallely by using the concept of
threads.
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We have used different techniques to calculate centroid so as to improve over-
all accuracy like mean, variance and standard deviation. Algorithm 1, Algorithm 2
and Algorithm 3 show the working of mean method, variance method and standard
deviation method, respectively.

In our Algorithm 1, we divided dataset into certain groups called clusters and for
each cluster centroid was calculated by taking the mean of the values belonging to
that cluster. Since the value of each cluster is independent of the other, so they can
be calculated parallely in GPU using threads. For each cluster, mean is calculated by
adding the number of elements belonging to that cluster from each column and then
taking its average to get the centroid. The formula for mean is shown in Eq. 1

¥ _ Zmeo X
X = . (1

range

Algorithm 1
Centroid Calculation using Mean
Input: HMDB-51 dataset

Output: centroid matrix

t=1=m=0
i=threadIdx.x
clusters=499
limit=num_rows/clusters
LOOP k till clusters:
Sum_ temp=0
z=0
LOOP z till limit and m<num_ rows:
Sum_tempt+=data train[m] [i]
z++
m++
END
centroid[k] [1]=Sum temp/limit
END

In Algorithm 2 instead of taking mean as centroid, the mean values obtained
from Algorithm 1 for each cluster have been taken for variance calculation. Like
mean the variance of each cluster is independent of the other, and hence can be
calculated parallely using threads in GPU. The variance of each cluster is calculated
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by subtracting each element from the mean of that cluster and then squaring the
result. Sum of all the values obtained so far is taken and then divided by one less
than the total number of elements in that cluster. The formula for variance is shown
in Eq. (2).

range

Vari =sd® = ) (x — %) )

m=0

Algorithm 2

Centroid Calculation using Variance

Input: HMDB-51 dataset, mean matrix

Output: centroid matrix

k=m=0
i=threadIdx.x
clusters=499
limit=num_rows/clusters
LOOP if k<clusters:
sum=0;
t=0
LOOP if t<limit&&m<row size temp=mean[k][i]-
data train[m][i]
sum+=temp*temp
t++
m++
END
centroid matrix([k] [i]=sum/ (limit-1)

END

In Algorithm 3, we have shown the working of standard deviation. The standard
deviation is the square root of variance. Equation (2) shows the formula for calculating
standard deviation. Firstly, mean of each cluster is subtracted from each component
of the corresponding column, and then, the square of resulting values is summated.
The final value acquired is divided by one less than number of elements in each
cluster. The square root of the value obtained is the final value of centroid. Since
every standard deviation value is independent of each other, so they are computed
independently.
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Algorithm 3

Centroid Calculation using Standard Deviation

Input: HMDB-51 dataset, mean matrix

Output: centroid matrix

k=m=0
i=threadIdx.x
clusters=499
limit=num rows/clusters
LOOP if k<clusters:
sum=0;
t=0
LOOP if t<limit&&m<row_ size temp=mean[k][i]-
data train[m] [i] sum+=temp*temp

t++
m++
END centroid matrix[k] [i]=sqgrt (sum/ (limit-
1))
END

3.2 Distance Matrix Calculation Using GPU

Once computations for centroid calculation complete, distance matrix calculation
using Algorithm 4 starts next. Distance is calculated using Euclidean distance for-
mula. For distance calculation, an element from a column in the centroid matrix is
taken one at a time and every remaining element in the corresponding column is
subtracted from the selected element. Following this, the summation of square of
each difference is computed and the square root of the final value obtained gives the
final distance of the element from its nearest centroid.
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Algorithm 4

Distance Calculation using GPU
Input: Centroid Matrix, Train File, Test
File Output: Train file and Test file

1=k=0
=130
column=499
in= blockIdx.x*blockDim.x+threadIdx.x
if index<threads:
LOOP till k<f:
Sum_tem= 0.0
LOOP till i<column: temp=train[in] [k]-
centroid[i] [k]
Sum_temp=temp*temp+Sum temp
END
Distance train[in] [k]= Sum_ temp
END
END

Since centroid calculation and distance matrix calculation in CPU lead to huge
amount computation, we used GPU for such computations. Algorithm 1, Algorithm
2 and Algorithm 3 described in Sect. 3.1 were processed on GPU for centroid matrix
calculation. After centroid matrix calculation, centroid matrix along with train file is
sent for distance calculation using Algorithm 3 which is described in Sect. 3.2. After
clustering, the resultant train and test files were sent for classification using random
forest.

4 Result and Discussion

In this paper, we have used NVIDIA GeForce 610 M model and the system that
we have used is Intel® core™ i3-2350 M CPU @ 2.30 GHz with 48 CUDA cores
and 2048 MB of video memory. Our main objective was to present the runtime
comparison between CPU and GPU for the same algorithm and also to improve
the existing algorithm of clustering. For clustering, we have calculated centroid and
distance matrix calculation method which is executed in GPU. The results were
calculated on HMDB dataset. We have achieved overall accuracy of 53.047% of
centroid calculation through variance.

Following Table 1 evaluates the performance of various techniques of centroid
calculation, where variance method transfers a maximum accuracy of 53.047% and
mean method transfers the least accuracy of 48.365%.

Figure 1 shows the time taken by the various techniques. A noticeable decrease
in the processing time with variance method of centroid calculation can be observed
in the graph, with processing time for mean method being 0.13 s as compared to
processing time for variance method being 0.118 s.
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Parameter Performance (%)
Mean Variance Standard deviation
Mean precision 52.87 56.32 51.49
Mean recall 48.16 52.53 46.90
Mean F1 48.12 52.15 47.00
Accuracy 48.365 53.047 46.960
standard Dewviation
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Figure 2 contains a bar graph indicating the total time taken by different
approaches. The graph clearly reveals the computational time drastically drops to
11.852 s when the computations are done on GPU. The variance method is used for

centroid calculation.

Table 2 presents an analysis of efficiencies of the techniques when run on CPU and
GPU, respectively, where the significant rise in accuracy is apparent when centroid
calculation and the distance calculations are done on GPU.
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Table 2 Comparison of accuracies in various approaches

Parameter Performance (%)
Centroid using Centroid in GPU Centroid in GPU
k-means in CPU and | using mean method using variance method
distance calculation in | and distance and distance
CPU calculation in GPU calculation in GPU
Mean precision 43.62 52.87 56.32
Mean recall 40.32 48.16 52.53
Mean F1 40.29 48.12 52.15
Accuracy 42.087 48.36 53.047

5 Conclusion

We have analyzed different methods like mean, variance and standard deviation for
centroid calculation to decide the most proficient and exact technique. Initially, we
compared the computational time of processing done on CPU to that of GPU, where
a dramatic drop of 27985.157 s was accomplished. Following this, we compared the
performance of various descriptive statistical techniques on GPU to find the quickest
and most precise approach for centroid calculation from which we discovered that
variance method for centroid calculation gives substantially better results compared
to the other techniques, with variance method achieving a dramatic increase of 4.7%
in accuracy. Results achieved by our framework conclusively demonstrate that it
can be used to benefit several real-time applications like video surveillance. Our
framework is open for advancement which will improve the viability of handling.
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Protein Sequence in Classifying Dengue m
Serotypes L

Pandiselvam Pandiyarajan and Kathirvalavakumar Thangairulappan

Abstract Dengue is the growing disease. It serves, especially in children. Different
diagnosing methods like ELISA, Platelia, haemaocytometer, RT-PCR, decision tree
algorithms and recommender system with fuzzy logic are used to diagnose the dengue
by blood specimen. But these methods identify severe cases after five to ten days of
the person infected by dengue. Some other methods require saliva and urine sam-
ples instead of blood specimen when a volume of blood samples cannot be obtained
from person, especially from children. But from this sample, the correct result could
not be identified. To overcome these problems, this paper proposes dengue diag-
nosis method based on amino acids or components in the protein sequence as it
needs only skin cells or hair or nail which can be collected easily from the patients.
The proposed method not only diagnoses the dengue but also identifies serotypes
using statistical analysis of protein sequence. The experimental results prove that the
proposed method identifies dengue and its serotypes correctly by amino acids and
components of protein sequences. The proposed method is capable of finding defi-
ciency or dominance of amino acids or components in the dengue-infected protein
sequence by assessing entropy, relative and weighted average values of amino acids
or components.
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1 Introduction

Dengue is a man-killing disease transmitted by Aedes aegypti mosquito in several
regions, and it also spreads some other viral infections such as Chikungunya, yellow
fever and Zika infection. The disease is spread through the tropics. The second highest
state in dengue outbreak 2017 is Tamil Nadu, India. As per the state government health
department report, 4400 dengue cases are recorded [1]. There are four distinct, but
closely related serotypes, namely DENV I, DENV II, DENV III and DENV IV.
Recovery from disease by one creates permanent immunity against that specific
serotype. Succeeding infections by other serotypes enhance the risk of increasing
severe dengue. The burden of dengue in the world is to classify dengue cases. Some
existing methods are misclassified the dengue cases. The diagnosing of particular
serotypes is a crucial task in a medical field. The paper suggests a useful method for
SO.

2 Literature Review

Guzman et al. [2] have assessed the performances of dengue diagnosis methods
ELISA and Platelia. These methods detected the dengue virus protein NS1 (non-
structural protein 1) in plasma/serum of the patients. Platelia method is more sensi-
tive than ELISA method. In Platelia, NS1 or IgM is tested on the dengue-infected
patients. The combination of NS1 and IgM detection increased a higher sensitivity
of dengue diagnosis in collected blood samples. Tanner et al. [3] have proposed a
dengue diagnosis method using decision tree algorithms with the parameters includ-
ing platelet count, IgM and IgG antigen count and crossover threshold values of
dengue patients. C 4.5 decision tree classifier has been used to classify the dengue
from non-dengue fever. As the results of a classifier, blood samples were classified
into three classes. Dengue hemorrhagic fever (DHF) cases were classified correctly.
Fried et al. [4] have found that the secondary diseases of dengue are strongly
associated with more severe grades of DHF (DHF I, DHF II ...), and DENV II is
highly associated with more severe secondary diseases of dengue. Singh et al. [5]
have proposed recommender system for detection of dengue using fuzzy logic. They
have developed an android application for detection of dengue using the factors such
as fever, blood pressure, joint pain, skin rashes, pain behind the eyes, severe headache.
This system analyzed these factors used to find whether the fever is dengue or not.
Andries et al. [6] have used the different diagnostic methods (RT-PCR, NS1 anti-
gen and antibody detection DENV IgM/IgA ELISA) applied on saliva and urine.
These methods are useful for the young children when the blood samples cannot
be easily obtained. Grande et al. [7] have measured the quality of dengue diagnosis
with antibody response by ELISA. Vongsouvath et al. [8] have evaluated the dif-
ferent diagnostic methods of dengue. Four serotypes were isolated and quantified
by RT-PCR. Greater accuracy is obtained from RT-PCR than ELISA test. Prakash
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et al. [9] have analyzed various dengue diagnosing methods such as RT-PCR, NS1,
nucleic acid amplification, serological diagnosis and biosensor. They concluded that
existing methods do not work well when having a low-level presence of IgM anti-
body. Existing methods are relying only on requirements of blood samples from the
patients.

The classification and pattern recognition techniques of data mining can be used
for diagnosing arbovirus dengue [10] and classifying the patient record data of dengue
[11]. Rough set theory is also used for generating classification rules of dengue
[12]. Arunkumar et al. [13] have proposed a dengue disease prediction system using
decision tree and support vector machine (SVM). The decision tree is generated
using fisher filtering method. SVM is applied to the decision tree for obtaining better
classification result.

Pabbi [14] have provided the fuzzy rules for classifying dengue into three classes
DF, DHF and dengue shock syndrome (DSS) by using the factors age, TLC,
SGOT/SGPT, platelets count and BP. Fatima and Pasha [15] have proposed a method
for classifying different dengue serotypes. Differences between dengue serotypes are
identified using SVM classifier. Shaukat et al. [ 16] have analyzed the attack of dengue
fever in different areas of Jhelum in Pakistan using k-means, k-medoids, DB scan
and optics clustering algorithms.

The system designed by [17] has proposed three artificial neural network models
for diagnosing and identifying the dengue-infected patient’s data from Jalpaiguri
Sadar hospital, North Bengal, India. The warning system of dengue made to predict
the future outbreaks in Jember [18] based on risk factors. ANN-based dengue diag-
nosing system [19] used for identifying the severity of dengue virus in microscopic
images of blood cells.

Dengue diagnosis based on moving of antibodies directed in blood against the
virus. Existing methods need a volume of the blood specimen. These methods
were not suitable when the patient was a child. The proposed method uses com-
ponents/amino acids which obtained from skin cells, hair and nail. Any type of
viral infection spreads by encoding specific amino acids in the protein sequence.
The amino acids in the protein sequence may be either dominant or deficient when
the person is infected with any type of diseases. The dominant and deficient of
particular amino acid is also varying from one disease to another. In the pro-
posed method, dengue is diagnosed by finding the dominant and deficient of amino
acids/components of a protein sequence using entropy, relative and weighted aver-
ages.
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3 Materials and Method

3.1 Bio-sequences

Gene is a vehicle of genetic information which is used to decide the characteristics
(eye color, hair color) of a human. The protein sequence is an organic component
composed of amino acids, and this sequence of every person is conflicting from
another person with only 0.5%.

3.2 Amino Acids and Components

Amino acids are the building blocks of a protein sequence. They are classified into
acidic, basic and neutral components based on the amino group and carboxylic group.
Neutral components are classified into four subcomponents: aliphatic, aromatic, het-
erocyclic and sulfur. Deficiency or dominance of amino acids/components has led
to disease. This leads to propose a method using the components for identifying the
serotypes in dengue. This work classifies the protein sequence into five components
such as sulfur, neutral, aliphatic, acidic and aromatic.

3.3 Procedure

Collect skin cells from the patient and convert into DNA with nucleotides.
Nucleotides are converted into a protein sequence. Read the protein sequence. Count
each amino acid and component in the sequence. Dengue protein sequence may be
of existing serotypes. For identifying the dengue serotypes, this system has to be
followed.

Entropy.
Entropy is the quantity of probability of information. Calculate entropy for each
amino acid and components in the protein sequence using Eq. (1) or Eq. (2).

H= —/P(X)lnP(X)dx (1)

where P(X) is the probability of amino acids or components in the protein sequence.

Entropy = — ) _ p; logp @)

i=1
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where pi is the probability of count of amino acids or components and m represents
quantity of amino acids (=20) or components (=5). Entropy values extend from
Oto 1.

H,(Py,...P,) < Hn<l . 1) = log, (n) 3)
n n

where H,, is an entropy value for all probabilities and 1/n is the probabilities of
information. If the particular amino acid is equally distributed, that amino acid gets
a maximum entropy value which is specified in Eq. (3)

Relative values.

The relative value of amino acid is the deviation of entropy values of infected per-
son from the minimum entropy of normal person. The relative value of components
is the deviation of the weighted average of an infected person from the weighted
average of components of a normal person. Calculate relative values for every amino
acid and component using Eq. (4). The relative value is defined as:

i=n
1

Actual value — Expected value
k=13 ’

n

“4)
P Expected value

where R is the relative value of amino acids or components. When an amino acid
is considered, the actual value represents the entropy value of an infected person;
expected value represents the minimum entropy value of normal person. When a
component is considered, the actual value represents the weighted average of an
infected person; expected value represents the weighted normal person. R value of
any disease is unique for any patient as the dominant and deficiency of the amino
acid and components is unique for the disease.

Weighted average.
The weighted average of a component is calculated using Eq. (5).

®)

where w; denotes the entropy of components of diseased person and x; denotes the
entropy of normal person’s components.

Identification of serotypes.

Dengue served can be identified using amino acids and can be classified. Select
amino acids with negative relative values. If the person is infected by DENV I,
then phenylalanine (F) and tryptophan (W) are with negative values,; if the person
is infected by DENV II, then phenylalanine (F), leucine (K), valine (V) and tryp-
tophan (W) are with negative values; if the person is infected by DENV III, then
phenylalanine (F) is with negative value. If the person is infected with DENV 1V,
then phenylalanine (F), glycine (G), leucine (K), valine (V), and tryptophan (W) are



102 P. Pandiyarajan and K. Thangairulappan

with negative values. From the above conditions, we can identify that the person is
infected with dengue if an amino acid, phenylalanine (F), is with a negative value.

Dengue served can also be identified using components and can be classified.
Calculate the weighted average for each component of normal human and diseased
person using Eq. (5). Calculate the relative values for identifying deviation of the
weighted average of an infected person from the weighted average of normal person’s
components using Eq. (4). Classify the components based on this R.

4 Results and Discussion

Experimental results were carried out by dengue-infected protein sequence collected
from the National Center for Biotechnology Information (NCBI) [20]. This center
is a national resource for molecular biology information funded by US government.

The protein sequence of dengue patients is used in this method. Obtained entropy
values for components and amino acids are listed and shown in Tables 1, 2, 3 and 4
and Figs. 1 and 2. In general, the protein sequence of every human is differing with
only 0.5%. The proposed method identifies the difference in those percentages. The
entropy and relative values of normal sequence and infected sequences are shown in
Table 5.

Table 1 Entropy values of amino acids

Amino acid Entropy values
Normal DENV I DENV II DENV III DENV IV

Alanine (A) 0.241 0.222 0.079 0.25 0.0768
Cysteine (C) 0.18 0.194 0.0729 0.2 0.0713
Aspartic acid (D) 0.132 0.143 0.0534 0.17 0.0477
Glutamic acid(E) 0.138 0.154 0.0546 0.17 0.0533
Phenylalanine(F) 0.137 0.081 0.0285 0.09 0.0275
Glycine (G) 0.186 0.118 0.0406 0.14 0.0378
Histidine (H) 0.157 0.218 0.0818 0.25 0.0748
Isoleucine (I) 0.222 0.241 0.0912 0.29 0.088
Leucine (K) 0.168 0.095 0.03 0.1 0.0275
Lysine (L) 0.179 0.191 0.0777 0.23 0.0687
Methionine (M) 0.323 0.268 0.1016 0.31 0.0958
Asparagine (N) 0.132 0.196 0.0757 0.24 0.0667
Proline (P) 0.11 0.142 0.05 0.16 0.0497
Glutamine (Q) 0.169 0.119 0.0413 0.13 0.0402
Arginine (R) 0.265 0.149 0.0583 0.18 0.0516

(continued)
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Table 1 (continued)

Amino acid Entropy values

Normal DENV I DENV II DENV III DENV IV

Serine (S) 0.335 0.198 0.0712 0.21 0.0703
Threonine (T) 0.333 0.238 0.0891 0.28 0.0873

Valine (V) 0.058 0.109 0.0369 0.13 0.0338
Tryptophan (W) 0.149 0.084 0.0303 0.11 0.0298
Tyrosine (Y) 0.215 0.206 0.0768 0.24 0.0748

The components of a protein sequence are the combination of amino acids. The
relative values for components aromatic (R), acidic (C), neutral (N), sulfur (S) and
aliphatic (L) are calculated by weighted average of the protein sequence 0.20664
for a normal human. Based on the relative values, the protein sequence is classified
as normal, DENV I, DENV II, DENV III and DENV IV. Table 6 reveals that if

Table 2 Relative values of amino acids

Amino acid Relative values

DENV I DENV II DENV III DENV IV
Alanine (A) 1.55632184 0.975 1.929885057 0.92
Cysteine (C) 1.23103448 0.8225 1.316091954 0.7825
Aspartic acid(D) 0.64712644 0.335 0.934482759 0.1925
Glutamic acid(E) | 0.77011494 0.365 0.912643678 0.3325
Phenylalanine(F) | —0.066667 —0.2875 —0.0045977 —0.3125
Glycine (G) 0.36091954 0.015 0.645977011 —0.055
Histidine (H) 1.50574713 1.045 1.824137931 0.87
Isoleucine (I) 1.76436782 1.28 2.301149425 1.2
Leucine (K) 0.09195402 —-0.25 0.181609195 —0.3125
Lysine (L) 1.19195402 0.9425 1.595402299 0.7175
Methionine (M) 2.08390805 1.54 2.570114943 1.395
Asparagine (N) 1.24712644 0.8925 1.770114943 0.6675
Proline (P) 0.62988506 0.25 0.791954023 0.2425
Glutamine (Q) 0.37011494 0.0325 0.493103448 0.005
Arginine (R) 0.7091954 0.4575 1.103448276 0.29
Serine (S) 1.27011494 0.78 1.356321839 0.7575
Threonine (T) 1.72988506 1.2275 2.227586207 1.1825
Valine (V) 0.25402299 —0.0775 0.46896517 —0.155
Tryptophan (W) | —0.0344828 —0.2425 0.208045977 —0.255
Tyrosine (Y) 1.36321839 0.92 1.806896552 0.87
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Table 3 Entropy values of components
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Component Entropy values
Normal DENV I DENV II DENV III DENV IV
Aromatic 0.2906 0.2405 0.0891 0.2750 0.0854
Acidic 0.2470 0.3082 0.1193 0.3391 0.1121
Neutral 0.6457 0.5120 0.2181 0.5599 0.210
Sulfur 0.3802 0.3842 0.1563 0.4131 0.1503
Aliphatic 0.6315 0.6161 0.2984 0.6687 0.2807
Table 4 Weighted average value of components
Component DENV I DENV II DENV III DENV IV
Aromatic 0.0698893 0.0258925 0.079915 0.0248172
Acidic 0.0761254 0.0294671 0.0837577 0.0276887
Neutral 0.3305984 0.1408272 0.3615274 0.136049
Sulfur 0.1460728 0.0594253 0.1570606 0.0571441
Aliphatic 0.3890672 0.1871766 0.4222841 0.1772621
Average 0.4609354 0.201726 0.5032095 0.192693
WA of normal 0.20664 0.20664 0.20664 0.20664
R value 0.2542954 0.004914 0.2965695 0.013947
0.4
@ 0.35
3 03
S 025
> 0.2
& 0.15
E 0.1
w 0.05
0
S0SECCTIZISEISZE8ETESEE
gezgggegiegozpereerct
= = _- s = = o = (%)
sg33c223:;3582E838¢82%¢8
<S5 EEZYE3- £8 s5< = g§F
o o O v v [G) = >
%) 5 £ 2 < (-
< = o =
[C)
H Normal DENVI mDENVII mDENVII DENV IV

Fig. 1 Entropy values of amino acids
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Fig. 2 Entropy values of components
Table 5 Relative values of dengue-infected and normal persons
Amino acids Relative values
Patient I Patient IT Patient IIT Patient IV Patient V Patient VI Patient VII | Patient VIIT
Alanine (A) 1.55632184 | 0.241 0.92 1.55632184 | 1.55632184 | 1.55632184 | 0.975 1.929885057
Cysteine (C) 1.23103448 | 0.18 0.7825 1.23103448 | 1.23103448 | 1.23103448 | 0.822 1.316091954
Aspartic acid (D) | 0.64712644 | 0.132 0.1925 0.64712644 | 0.64712644 | 0.64712644 | 0.335 0.934482759
Glutamic acid(E) | 0.77011494 | 0.138 03325 077011494 | 077011494 | 0.77011494 | 0.365 0.912643678
Phenylalanine(F) | 0.1066667 | 0.137 03125 | —0.066667 | —0.066667 | —0.066667 | —0.2875 | —0.0045977
Glycine (G) 0.36091954 | 0.186 —0.055 036091954 | 0.36091954 | 0.36091954 | 0.015 0.645977011
Histidine (H) 1.50574713 | 0.157 0.87 1.50574713 | 1.50574713 | 1.50574713 | 1.045 1.824137931
Isoleucine (1) 1.76436782 | 0.222 12 176436782 | 176436782 | 176436782 | 1.28 2301149425
Leucine (K) 0.09195402 | 0.168 —0.3125 | 0.09195402 | 0.09195402 | 0.09195402 | —0.25 0.181609195
Lysine (L) 1.19195402 | 0.179 0.7175 1.19195402 | 1.19195402 | 1.19195402 | 0.9425 1.595402299
Methionine (M) | 2.08390805 | 0.323 1.395 2.08390805 | 2.08390805 | 2.08390805 | 1.54 2570114943
Asparagine (N) | 124712644 | 0.1322 0.6675 124712644 | 124712644 | 124712644 | 0.8925 1.770114943
Proline (P) 0.62988506 | 0.11 0.2425 0.62988506 | 0.62988506 | 0.62988506 | 0.25 0.791954023
Glutamine (Q) 0.37011494 | 0.169 0.005 037011494 | 037011494 | 0.37011494 | 0.0325 0.493103448
Arginine (R) 07091954 | 0.265 0.29 0.7091954 | 0.7091954 | 0.7091954 | 0.4575 1.103448276
Serine (S) 1.27011494 | 0.335 0.7575 1.27011494 | 1.27011494 | 127011494 | 0.78 1.356321839
Threonine (T) 1.72988506 | 0.333 1.1825 1.72988506 | 1.72988506 | 1.72988506 | 1.2275 2227586207
Valine (V) 0.25402299 | 0.0548 —0.155 0.25402299 | 0.25402299 | 0.25402299 | —0.0775 | 0.46896517
Tryptophan (W) | 0.1344828 | 0.149 —0.255 —0.0344828 | —0.0344828 | —0.0344828 | —0.2425 | 0.208045977
Tyrosine (Y) 1.36321839 | 0.215 0.87 1.36321839 | 1.36321839 | 136321839 | 0.92 1.806896552
Result of proposed | NOT NOT DENVIV |DENVI | DENVI |DENVI |DENVI |DENVII
system DENGUE | DENGUE
Target NOT NOT DENVIV |DENVI |DENVI |DENVI |DENVI |DENVII
DENGUE | DENGUE

the relative value of components is 0.2542954, then the patient is infected with
DENV I; if the relative value of components is 0.004914, then the patient is infected
with DENV II; if the relative value of components is 0.2965695, then the patient is
infected with DENV III; if the relative value of components is 0.013947, then the
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Table 6 Weighted averages of components of dengue-infected and normal persons

Component | Weighted averages

Patient I Patient IT Patient III Patient IV Patient V Patient VI Patient VII Patient VIII
Aromatic 0.0298893 0.0198893 0.024817 0.0698893 0.0698893 0.0698893 0.0258925 0.0248172
Acidic 0.00761254 | 0.00561254 | 0.027689 0.0761254 0.0761254 0.0761254 0.0294671 0.0276887
Neutral 0.1305984 0.1105984 0.136049 0.3305984 0.3305984 0.3305984 0.1408272 0.136049
Sulfur 0.4607284 0.4107284 0.057144 0.1460728 0.1460728 0.1460728 0.0594253 0.0571441

Aliphatic 0.28906715 | 0.22906715 | 0.177262 0.3890672 0.3890672 0.3890672 0.1871766 0.1772621

WA values 0.18357916 | 0.15517916 | 0.192693 0.4609354 0.4609354 0.4609354 0.201726 0.5032095

R values 0.02306084 | 0.05126084 | 0.013947 0.2542954 0.2542954 0.2542954 0.004914 0.2965695

Result NOT NOT DENV IV DENV 1 DENV I DENV I DENV II DENV III
DENGUE DENGUE

Target NOT NOT DENV IV DENV 1 DENV I DENV I DENV II DENV III

DENGUE DENGUE

patient is infected with DENV 1V; otherwise the patient is not infected with dengue.
The proposed system is assessed by protein sequences of 8 patients. Among the 8
protein sequences, 5 sequences are infected with dengue and remaining 3 sequences
are normal human sequences. From the observation in Table 5, it has been found that
patient I and patient II are classified as not infected by dengue as their amino acid
phenylalanine (F) is not a negative value; three patients, namely patients I'V, V and VI,
are classified as DENV I as phenylalanine (F) and tryptophan (W) are with negative
values; patient VII is classified as DENV II as phenylalanine (F), leucine (K), valine
(V) and tryptophan (W) are with negative values; patient VIII is classified as DENV
IIT as phenylalanine (F) is with negative value and a patient III is classified as DENV
IV as phenylalanine (F), glycine (G), leucine (K), valine (V) and tryptophan (W)
are with negative values. From the observation in Table 6, it has been identified that
three patients, namely patients IV, V and VI, are classified as DENV I as the relative
value of component is 0.2542954; patient VII is classified as DENV II as the relative
value of component is 0.004914; patient VIl is classified as DENV III as the relative
value of component is 0.2965695; patient IIl is classified as DENV IV as the relative
value of component is 0.013947; and two patients, namely patient I and patient II,
are classified as the patients not infected with dengue as their relative values of the
components are not any one of 0.2542954, 0.004914, 0.2965695 and 0.013947. The
obtained results are same as per the target of NCBIL.

5 Conclusion

The entropy of protein sequences plays an important role in identifying dengue
and its serotypes of the infected patients. Some existing methods cannot apply for
dengue-infected young children as it needs a volume of blood. Some other methods
particularly proposed for young children use urine and saliva when blood cells cannot
be obtained, but its diagnosis is not perfect as in plasma. The proposed method does
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not need urine, saliva or plasma, but it needs only protein sequences which obtained
from any patients easily, and this method gives the correct result for identifying
dengue virus and its serotypes in patients which are observed from the results of the
experiment.
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An Assistive Bot for Healthcare Using )
Deep Learning: L
Conversation-as-a-Service

Dhvani Shah and Thekkekara Joel Philip

Abstract Gone are the days when software was used only for complex mathematical
calculations or graphical motions alone. Today, it is software that has exponentially
grown to become more powerful and more human—most obviously in applications
such as ‘Chatbots.” The year 2017 marks the Chatbot revolution in various industries
like health, career, insurance, customer care support. Artificial intelligence (Al),
which is the key player in enabling human-like behavior intelligently, is dramati-
cally changing business. Chatbots, fueled by Al, are becoming a viable option for
human-machine interaction. Deep learning algorithms have made it possible to build
intelligent machine. In this research, we have developed a HealthBot using Tensor-
Flow and Natural Language Processing (NLP) techniques. There is no denying that
efficient patient engagement is a key challenge for all healthcare organizations and
any company that can unravel this challenge can effectively earn high returns of
investments. Chatbots are one of the major overhauls that hospitals can easily pro-
vide more customized care for patients while cutting down on the waiting period.
The proposed HealthBot lists the common symptoms; then, based on user’s health
issue it gets deeper into the conversations predicting the health problem of the user.
Such bots are needed for today’s fast-moving population where they have no time
to keep a tab on their health. Neural network implementation adds more accuracy
to the responses. The proposed Chatbot model is a retrieval-based bot and of closed
domain. Finally, the HealthBot is deployed on the Flask, a Python web development
framework.
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TensorFlow + Regression
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1 Introduction

It is a common tendency to have human interaction in almost all our daily activities;
however, technology amplifies our abilities. Today, thanks to Al and NLP, we can use
Chatbot technology to provide almost human-like conversations. The conversations
are powered by Al (artificial intelligence). A good healthcare infrastructure is indeed
essential for any nation’s civic life, and it is vital that the sick be granted an indigenous
provision to access better healthcare, without the need to wait for weeks or months
just for a visit.

In majority of the below poverty line nations, the basic necessities to lead a healthy
life are completely unknown due to various reasons ranging from ignorance to lack
of information. It is near impractical to resolve these difficulties with a bot; however,
a bot can certainly help to make the situation better. The real advantage of these
Chatbots is the ability to provide proper guidance and information’s for leading a
healthy life, as there are many people who still lack the basic knowledge of proper
healthcare. Many youngsters lack knowledge about safe-sex and have no awareness
about disease transmitted sexually, because it is considered as a taboo in family.

It is well known that majority of the world population do not know the correct
usage of basic drugs and antibiotics, which at a later stage leads to medical abuse and
which indirectly renders the infused therapy more or less ineffective. These calculated
issues can easily be solved with the help of the internetwork and the access to large
chunks of medical resources—which are primarily free. These intelligent personal
assistants (IPA) on our phones suddenly become definite responses for certain needs
which are supported by machine learning and neural networks [1, 2].

Machine learning is the parent domain from which deep learning is derived,
which when combined with algorithms of structure and functioning of the human
brain paves way to artificial neural networks. Deep learning architecture consists of
neural networks made up of neurons, activation functions and weights that learn on
their own using learning algorithms [3].

Bots are nothing but intelligent agents residing on a server to communicate with
humans or other bots to make human task much easier, without the need of any
specific protocols or API’s nor with any ‘master bots’ such as Google Assistant.
They communicate in plain English, and deep learning makes them more accurate
in throwing the appropriate response to the given query.

In this study, we have built a contextual Chatbot using TensorFlow and Python—to
contribute in the health sector. Our bot is capable of diagnosing the health issue,
suggesting the appropriate physician, giving reminders about prescription and also
making an online appointment with the physician. The most important and primary
benefit of Chatbots in healthcare domain is the supreme ability to provide advice
and information for a healthy life to help those people who lack basic knowledge of
healthcare.



An Assistive Bot for Healthcare Using Deep Learning ... 111

2 Related Work

Conversational agents, or Chatbots, interact with the user in a human-understandable
language. Their implementation has become increasingly sophisticated, and they are
used in varied fields like education (e.g., [4, 10]), commerce (e.g., [5, 6]), entertain-
ment (e.g., [7]) and the public sector (e.g., [8, 9]).

In [11], it has been proposed by the authors that neural responding machine
(NRM), an innovative neural network-based response generator mechanism for short-
text conversation. NRM enforces the general method of encoder—decoder’s effective
framework which reinforces the generation of response as a decoding process based
on the dormant representation of the input text, while both encoding and decoding
are understood with recurrent neural networks (RNN). The authors have highlighted
the drawbacks of retrieval-based bots and were able to achieve 75% accuracy with
the proposed model.

OneStop Health is launched by Your.MD, which is a London-based healthcare
organization which delivers assistance in the medical domain by the extravagant
usage of artificial intelligence. It provides a bridging channel for clients via Chatbot
which lucidly interprets the health symptoms and also provides them the best treat-
ment. The design is as similar to clinic, with the only variation being that it is an
online version of the same, which, after a free consultation with a doctor—who is
connected remotely, can deliver prescriptions the following day. There is also Plus-
Guidance—a unique online service focused at helping those suffering from mental
health difficulties by offering a 24-hour video, voice of chat support service. It uses
machine learning and natural language processing to learn from every conversation
it has communicated. Using massive cloud-based servers, the application can crunch
through every diagnosis, fine-tuning its technique and offering more subtle solu-
tions. Finally, the natural language processing analyses how people speak, creating
responses that feel human [12].

Chatbots are trending now, but they have their roots several years ago. As men-
tioned, Eliza was the first Chatbot created by MIT. If a patient said ‘my head hurts,’
Eliza would respond, “Why do you say your head hurts?’ Eliza, with just 200 lines
of code, worked like a therapist [13].

Recently, Chatbots have gain acceleration in the health stream mainly due to
technological progress in Al techniques. In the course of time, many bots have been
developed to keep people healthy [14].

This research study caters to the meteoric rise in Al, which has been well projected
in more than 100 startups to transform the healthcare industry. The main objective
being to assist the users/patients to classify their symptoms into specific health issue
based on their problems, to prescribe medicines to common and less severe problems
like mild cold and cough, to suggest doctors’ name for consultation for serious
problems like heart-related problems, to book an appointment with them and finally
to remind them to take prescriptions on time. Also, at some time if our HealthBot
does not have answers to certain queries, we have implemented a module to get the
real-time details through scraping technology using BeautifulSoup in python.
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3 Chatbot Architecture

The two types of Chatbots, based on their applications, are classified generally as:
Chatbots for entertainment and Chatbots for business. The responses provided by
the Chatbot’s to a particular user’s query should be smart enough for user to keep
active on the Chatbot application expanding the conversation. It is not important for
the Chatbot neither to understand what user is conveying nor to remember all the
details of the conversation.

Another way to evaluate an entertainment bot is the Turing test which then can be
used to compare the bot with a human. Other measurable metrics are mathematical
calculation of the average length of time used for conversation between the bot and
end users or else the average time spent by a user per week. If conversations are
miniscule, then the bot may not be considered entertaining enough.

On the other hand, Chatbots for business are often transactional and they have
a precise purpose. The conversation between the user and the bot is stereotypically
focused on user’s requirements. Travel Chatbots provides a brief data about tours,
flights and hotels and helps to find the best available package according to user’s
norms. The infamous Google Assistant bot readily suggests information necessitated
by the user instantly. Even the Uber makes use of a bot to take aride request. Dialogues
are usually short, spanning for less than 15 min. Each chat typically has a specific
goal, and the quality of the bot can therefore be evaluated, as to how many users
reach the goal.

3.1 Models

Retrieval-based models use a predefined storehouse of responses and a unique empir-
ical methodology to choose an appropriate response, based on the input and context.
This heuristic methodology could be as simple as a rule-based expression match,
or as intricate as an ensemble of machine learning classifiers. Such systems do not
produce any new text, and they just choose a response from a static set. On the other
hand, they too provide more expectable results. Due to the repository of predefined
answers, retrieval-based methods do not make linguistic mistakes. However, they
may be unable to handle new hidden cases for which no suitable predefined answer
exists.

Generative models are ‘cleverer’ as compared to retrieval-based models. They
can refer to entities in the input and give the impression that one is talking to a
human. They are capable of formulating new responses from scratch based on the
question asked form the user. These models are typically based on machine translation
techniques, but instead of translating from one language to another, they ‘translate’
from an input to a smart response. It is problematic to, however, train these models, as
grammatical mistakes are quite likely to happen (particularly on lengthier sentences)
and typically require enormous amounts of training data.
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Pattern-based heuristics—a viable methodology for choosing a reply—can be
plotted in many different ways, from if-else conditional logic to machine learning
classifiers. They follow the simple methodology based on a set of rules with patterns
as conditions for the rules. This kind of models is very predominant for entertainment
bots. Artificial Intelligence Markup Language (AIML), an XML dialect for creating
natural language software agents—a widely used language for writing patterns and
providing response prototypes used basically by bot developers. When the Chatbot
receives a message, it iterates through all the patterns until finds a pattern which
matches user query. Also, if the relevant match is not found, the Chatbot uses the
equivalent template to generate a response intelligently.

3.2 Implementation Steps/Methodology/Proposed
Architecture

As stated earlier, the proposed HealthBot uses deep learning and natural language
processing techniques. This model is built on TensorFlow library which uses softmax
as the activation function for the output layer and regression model as the learning
algorithm. The function of softmax is significant in the field of machine learning as
it can plot a vector to a probability of a given output in binary classification. Each
neuron receives a vector of outputs from other neurons that fired each axon with its
own weighting. These are then linearly combined and used in the softmax function
to determine whether the next neuron fires or not. The python implementation of
softmax function is shown below:

>>>import math

>>>y = [1.0, 2.0, 3.0, 4.0, 1.0, 2.0, 3.0]

>>>y exp = [math.exp(i) for i in y]

>>>print ([round (i, 2) for i in y exp])

[2.72, 7.39, 20.09, 54.6, 2.72, 7.39, 20.09]

>>>sum y exp = sum(y_ exp)

>>>print (round(sum y exp, 2))

114.98

>>>softmax = [round(i / sum y exp, 3) for i in y exp]

>>>print (softmax)
[0.024, 0.064, 0.175, 0.475, 0.024, 0.064, 0.175]

The unique methodology that regression analysis reinforces of predictive mod-
eling technique examines the relationship between a dependent (target) and inde-
pendent variable (s) (predictor). It indicates the significant relationships between
dependent variable and independent variable. It indicates the strength of impact of
multiple independent variables on a dependent variable. Here, we have used 2-layer
neural network and gradient descent algorithm to find the highest accuracy or to
minimize the error rate, on the training data. All these are highly abstracted using
tflearn, deep learning library, featuring a higher-level API for TensorFlow.
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Table 1 Input and output for
spell corrector
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Input

Output

Having sevre headage

Having severe headache

Having mild fevr

Having mild fear

Having mild fevrr

Having mild fever

Irrtation

Irritation

Transportibility

Transportibility

3.2.1 Spelling Corrector

There may have been unique cases wherein the users enter wrong spellings for a
particular word. It is a definite prerequisite that all the Chatbots should understand
human level language and writing an incorrect spelling is part and parcel of human
communication, e.g., the user may type, ‘having sever headage’ instead of ‘having
severe headache.” Based on the intensity of headache, our Chatbot will provide
the necessary guidelines. To provide an accurate response, the intent classification
should be precise and hence the spell check corrector needs to be implemented. This
spell corrector which provides around 75% accuracy consist of repository which is
a concatenation of public domain book excerpts from Project Gutenberg and lists of
most frequent words from Wiktionary and the British National Corpus.

As illustrated in the Table 1, for second row, it was desired to type ‘fever’ but
instead a erroneous spelling ‘fevr’ and the corrected word was given as ‘fear’ instead
of ‘fever’. But when it was typed ‘fevrr’, the algorithm predicted correctly it as
‘fever’. This happened because ‘fevr’ being a 4-letter word, the algorithm predicted
the possible 4-letter word, ‘fear, and when the input was a 5-letter word ‘fevrr’,
it gave the expected word ‘fever’. This leads to the conclusion that it is important
to understand the context too, i.e., ‘fear’ is a feeling and ‘fever’ is a symptom for
certain health issue. Also, in the last row, the corrected word should have been
‘transportability’ instead of ‘transportibility’. These two concerns further motivate
to implement a more accurate spell check algorithm in the near future and having
bigger text file.

3.2.2 Natural Language Processing Techniques

This involves splitting the given text into sentences to analyze each sentence accu-
rately and then further splitting the sentences into words. For this purpose, we
have used the NLTK library—which is a leading platform for building Python pro-
grams to work with human language data [15]. Tokenization is an important concept
which helps to break a sentence into respective multiple words. So, we have uti-
lized tokenization and parts-of-speech (POS) tagging for understanding the human
language precisely followed by lexicon normalization method named ‘stemming’ to
remove textual noise caused by multiple representations exhibited by the same word.
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Stemming helps the machine equate words like ‘have’ and ‘having.” Also, it is imper-
ative to understand each along with its synonyms. This helped us to classify our input
and the intents correctly in order to choose the response because a user may either
say ‘having severe headache’ or ‘having terrible headache’; for both these cases, our
Chatbot should produce the same response. To achieve this purpose, we have used
the WordNet library form the NLTK toolkit—which is a lexical database for English.
Below is the small snippet of the same from Chatbot implementation. Alternatively,
there is a library called WordAPI which achieves the same results [16].

import nltk

from nltk.corpus import wordnet
synonyms = []

for syn in wordnet.synsets("severe"):
for 1 in syn.lemmas ()

synonyms .append (1l.name () )

print (set (synonyms) )

>>>{'gpartan', 'dangerous', 'grievous',6 'knockout',
'austere', 'serious', 'grave',6 'stern', 'life-
threatening', 'hard', 'severe', 'wicked',6 ‘'stark',

'terrible'}

After preprocessing is done, we have a precise yet clean list of sentences and
lists of words inside each sentence. Each word is marked with a part of speech and
concepts, and we have a lemma for every word. So, the next task is the creation
and pattern classification of conversational intent which has a JSON-like structure
followed by the building of deep neural network. The intents for the HealthBot have
the following structure: a tag (a unique name), a pattern (sentence patterns for the
neural network text classifier) and list responses (one will be used as a response).

Until now, we have created a list of sentences; then, each sentence is a list stemmed
words and each sentence is associated with an intent (class). It is important now that
we should format our data into a structure understandable by the TensorFlow library,
i.e., we further need to transform it, which may have been derived from documents
of words into tensors of numbers. At this point, we have implemented a bag of words
function onto our training data, which is transformed for each sentence, i.e., each
training sentence is reduced to an array of Os and s against the array of unique words
in the corpus (text classification technique). After all these processing steps on the
training data, we shall be able to build the deep neural network.

3.2.3 Building the Deep Neural Network

Below is the high-level implementation of NN model built using tflearn on Tensor-
Flow.
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net = tflearn.input_data (shape=[None, len(train_x[0])])
net = tflearn.fully connected(net, 8)

net = tflearn.fully connected(net, 8)

net = tflearn.fully_connected(net, len(train_vyI[0]),
activation='softmax"')

net = tflearn.regression(net)

model = tflearn.DNN(net, tensorboard_dir='tflearn_logs')

model.fit(train_x, train_y, n_epoch=2000, batch_size=8,
show_metric=True)
model .save('model.tflearn')

Thus, we have successfully implemented our HealthBot. To make our bot utilize
the maximum computing power of conversation-as-as-service, we have deployed it
on Flask web server. In the future, when this algorithm would be developed into a
more efficient and accurate one, we plan to push our bot on a live server or pub-
lic cloud-like Azure or AWS, so as to make the device independent, i.e., access
the HealthBot anytime from anywhere. Below are the snapshots of our HealthBot
deployed on Flask server (Figs. 1 and 2).

After the indication of a health problem, our bot has given certain causes for it
and later gives him the list of doctors for the consultation.

@ localhost:S

Imported From IE rpi devu SWS Azure 13 g Azure Y vOCa DataScience deey

migrane cause

Fig. 1 (HealthBot) diagnosing migraine based on the given symptoms. Also, ‘localhost;//5000’ is
the indication that the HealthBot is deployed on flask web server
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migrane cure

remind me to take medication at 2PM

Fig. 2 (HealthBot) giving list of doctors, their contact numbers and also the user is setting a
reminder on bot about his medications. The bot is able to send the message to the user using Twilio
python library at the given time

4 Conclusion

In this study, we have successfully implemented a robust HealthBot which is effi-
ciently capable of effectively diagnosing the problem based on patient symptoms,
give necessary precautions for the problem and if severe, can provide respective spe-
cialist in the field, i.e., doctors. The HealthBot is also capable to remind the user to
take medications on the predefined time. For queries which are unknown, we have
implemented a very simple scraping module using BeautiFulSoup which has been
wholly deployed on Flask web server.
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In the future, we plan to implement generative models using deep learning archi-
tectures like sequence so as to sequence text prediction using recurrent neural net-
works. Further, more precise NLP techniques can be implemented for spell check
and synonyms, to achieve better intent classification.
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A Comprehensive Recommender System )
for Fresher and Employer i

Bhavna Gupta, Sarthak Kanodia, Nikita Khanna and Saksham

Abstract Due to overwhelming data on social networking sites about jobs and
candidates, it becomes a time-consuming task to generate a match between candidates
and employers. Moreover, recruitment of a candidate, who has no work experience
called as fresher, poses a two-way problem. Firstly, the candidate due to a lack
of experience is not able to decide upon a job among various opportunities which
could utilize his/her maximum potential, whereas the employer does not get any past
referrals for the candidate to help in the process of recruitment. The proposed study
addresses this problem by assisting both; a fresher with a recommended list of job
openings which could interest him/her and the employer with a recommendation list
of freshers which can be relied upon for the job. The study is assessed and validated
with a series of experiments using real data from a social networking site, LinkedIn.

Keywords Attributes - Similarity - Ratings + Recommender system

1 Introduction

Social networking sites (LinkedIn) provide a platform to connect job seeker(s) and
employer(s). While job seeker has a perfect job in his mind, employer also has a
picture of an ideal candidate for its job. Their goals are difficult to achieve if the job
seeker (fresher/student) has little or no work experience, as work experience gives
benefits to both parties: job seekers as well as recruiters. It lays future path for job
seekers to make them reach to their destination, whereas it generates referrals for
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recruiters with the help of which they can rely on the credibility of the candidate
and minimize risk on their resources. To minimize the effect of work experience on
students, a lot of effort and time is devoted both on-campus and off-campus, such as
internship opportunities are provided to them from campus and students are provided
with help and suggestion from their friends/seniors and family. In addition, job fairs
and placement drives are held regularly to channelize students and employers to
understand each other’s requirements.

It is often realized that different sources (social networking sites, job fairs, place-
ment drives) generate huge amount of data for the fresher, about number of job
descriptions and for the employer, about candidate profiles. So there is a need for
an efficient mechanism, for the freshers and as well as employers, which can filter
useful information from this huge amount of data.

The paper proposes a two-phase system, which serves both, the fresher and the
employer, by providing each of them a recommendation list meeting their needs.
For recommending employers to a fresher, similarity between the fresher metadata
(skill set, internship program) and the graduates who are in the job is obtained. Using
similarity measure and applying threshold according to the personalized choice of
fresher, a list of employers is generated. This list is further refined on the basis of
employer ratings. This accumulated list of top k employers is provided as recom-
mendation list to fresher. To get the recommendation list of potential freshers for
an employer, the data of their previously employed recent students are taken and
similarity is computed between them and freshers who have applied for the job. This
similarity measure helps to generate a recommendation list of all those potential
freshers for the employer with which their company will get benefited.

The rest of the paper is organized as follows. Section 2 discusses the related
work and Sect. 3 details our proposed work. The various experimental results are
elaborated in Sect. 4 followed by conclusion and future work in Sect. 5.

2 Related Work

Recommender system helps in filtering huge amounts of data/information while
making a decision. But unlike traditional recommender system, job recommender
system recommends one type of user (e.g., job applicant) to another type of user
(e.g., employer) [1, 2]. Job recommender system uses different approaches that are
presented and discussed in [3]. Koh and Chew [4] proposed to use standard parameters
which hold distinctive values for a job seekers while [5, 6] improved the results of
job recommendation by providing weights to both job seekers’ and jobs’ different
fields. Semantic and tree-based knowledge matching process is discussed to get
a profile similarity score with jobs in [7]. It is also been reflected how different
profile patterns, similarity patterns and users’ interactions can improve the results
altogether [8]. Job recommendation framework based on rating of employers and
job seekers’ nearest neighbor is discussed in [9]. Shi [10] used basic and knowledge
attributes for employment and various psychological and social relationship attributes
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to improve the similarity score between job seekers and employers. Both parties (job
seekers, employers) needs are termed as reciprocal approach which is addressed in
[11]. Pizzato et al. [12] used hybrid approach of content and collaborative filtering
techniques. In [13], content-based and interaction-based relations are translated into
edges connecting different entities (candidates, employers and jobs).

The paper is focused specifically for generating a match between freshers (who
do not have any job experience) and employers. Work experience helps both candi-
dates and employers as it reduces the risks on employers’ resources as well as for
candidates, and it guides in laying the future path.

3 The Proposed System

The currently running recruiting systems are facing problem due to overloading of
information from both the parties: job seekers and employers. This problem increases
multifold, if job seeker is fresher, i.e., has no prior work experience which makes
the employer helpless as he/she has no details of past experience of candidate to get
the referrals and lack of experience makes the job seeker confused to decide among
the job opportunities. To address this problem, a comprehensive job recommender
system is proposed in this paper, which recommends (1) employers to the aspiring
freshers (2) eligible freshers for the specified job to the employers.

The system is built in two phases which is also represented diagrammatically in
Fig. 1. Various components involved in the system are described in the following
subsection.
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Fig. 1 Job recommender system for fresher and recruiter
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3.1 Attribute Extractor

This component is supplied with either a fresher’s profile or profile of the recently
employed students at the employer depending upon the phase in which system is
getting used. This module extracts relevant attributes from the input to generate a
list of relevant attributes that will be further utilized. The attribute extractor module
makes sure that relevant attributes should be selected.

To extract attributes from profile of the fresher, the attributes are defined in two
categories, i.e., bool and discrete. Fresher’s information such as internship company,
internship title, institute and course is considered as bool, whereas internship duration
is considered as discrete attribute. Each fresher’s profile is formally defined as u=
{a;, ap, a3, ..., a, } where u is the student and ay, a,, ..., a, are the fresher’s attributes
as extracted by the module.

In second phase, the database of recently employed students with recruiter is
supplied as input to module. The output for this module will be e = {g;i, g, i3 ---»
gin } Where e is the employer and g;;, gi», gi3, - - -, Zin are the attributes of ith employed
student.

3.2 Similarity Calculator

In the first phase, this component computes the similarity between fresher and
recently employed students at various employers. Similarity is calculated for both
discrete and bool attributes.

For bool attributes, similarity is computed using Eq. 1.

S(u, g) =y wi * sim(ua1, ga1i) )
i=1

and

I ug = 8ali

sim(Uq1, gati) = 0 U £g
al ali

Whereas for discrete attributes, the similarity is computed using Eq. 2.

S(u,g) Zwl % (l (lual galt')) (2)

Aimax — Aimin

where S is the job applicant/fresher looking for job; u, is a; attribute of the fresher;
ga1i 1s a; attribute of ith recently employed student by the employer; w; is the
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adjustable weight assigned to attribute; ajmax, imin are the maximum, minimum val-
ues of the ith attribute whose similarity is being compared.

3.3 Rating Incorporator

This module works for phase 1. The input of this module is the detailed list of top k
recently employed students with their similarity scores above a threshold with fresher
and ratings of their employers as given by whole of their staff. This collective rating
of particular employer is taken as his/her reputation. The similarity score and the
ratings are combined using appropriate weights for each selected employer as shown
in Eq. 3 and final recommendation list is prepared.

Simgee = wl x S(u, g;) + w2 * Repu(ej) 3)

where w1 and w2 are weights assigned to similarity score and ratings of jth employer
of ith student present in the list prepared similarity module.

3.4 Matcher

For the second phase, after calculating the similarity between current fresher/job
seeker and the recently employed student, a matching between a given fresher u and
a potential employer e needs to be defined. This is the function of matcher module.
An employer will be defined as a set of similarity score of its recently employed
students as e={gi, g, g3, ..., &} With the fresher where e is the employer and g is
its recently employed students. The matching is defined as in Eq. 3.

m

M(uj,e) = ) S(u, g) 3)

i=1

where S (u, g;) is the similarity of fresher with the ith recently employed students of
the employer. The M (u;, €) is computed for each jth fresher and placed in a list. The
top matching freshers from obtained sorted list are the recommendation list for the
employer.

Summarizing, in first phase, the similarity between u (the fresher/job seeker) and g
(recently employed student who has offer and who will also provide employer rating)
is computed by similarity calculator module and placed in set G. This similarity
calculation is based on various bool and discrete attributes. The recently employed
students in G set are then sorted and arranged according to their similarity weights.
Then, we select the top k students from set G and also obtain their employers. Once the
list is obtained then collective rating of each employer present in the list is taken and
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combined with its similarity score in rating incorporator module. Finally, the sorting
is done based on this average rating in descending order and the top N employers
are recommended to the fresher u.

In second phase, the similarity between the freshers seeking job and employer’
employed students is computed using similarity calculator. These similarity scores
are supplied to the matcher module. The matcher module combined these similarity
scores and generated a descending list of freshers with their scores.

Algorithmically, first phase is written as follows:
Input: G, u
Output: £
: for each recently employed student g; in G do
Calculate similarity with the fresher s,,g =S (#, g
end for
Sort s,,g; in descending order
Remove all entries below the threshold value
Obtain top k recently employed students to form Gy
Obtain employers to get employer set E related to Gy
for each employer ¢; in E do

for each student g; in G corresponding to e; do
10: if rye;>0 then
11: rate, .= rate,. + rye;
12: endif
13: Rep(r.e)) = rate,./i
14: sim,.= wl *S(u, gi)+ w2 * Rep (e))
15: end for
16: end for
17: Sort E in descending order of sim,..
18: return E

PRI NE R

Algorithmically, second phase is written as follows:
Input: U, E

Output: U

1: for each fresher u;in U do

2: for each recently employed student g;of ein E do
3 Calculate similarity S(u;,g;)

4 end for

5 M(u,,e) = M(u;,e) + S(us,g;))

6: end for

7: Sort M(u;, e) in descending order

8: Obtain top N freshers to form U

9: return U’
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4 Results and Evaluations

To validate the proposed system, data from LinkedIn site are used. A dataset of 124
recently employed students at 20 companies having their profiles as courses (with a
dictionary to map similar courses), 26 intern companies where a student have interned
at, 23 intern titles, i.e., the job role a student had been assigned during the internship,
11 institutions, 46 skills. These students’ ratings about their companies (https://
www.glassdoor.com) are also taken. Each company has a set of 15 assigned skills
for which job openings are there, and each of their employees can have minimum
of four skills and a maximum of eight skills. Moreover, freshers dataset of 105
unemployed students is taken from the campus itself.

A prototype was implemented for the proposed system and run on a dataset of
105 freshers and 124 recently employed students with 20 companies. Recommen-
dation list of 10 companies/employers for each fresher and recommendation list of
10 freshers for each employer is generated. To validate those lists, 10 test cases for
first and second phase are executed and shown in Figs. 2 and 3, respectively.

Figure 2 represents the error present in the positional error of employer’s position
in each of list items of recommendation lists generated for fresher. Figure 3 represents
the error present in the positional error of fresher’s position in each of list items
present in recommendation lists generated for employers. It is found that the system
is 80% accurate when recommending a company to a fresher and 75% accurate
when recommending a fresher to a company.


https://www.glassdoor.com
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5 Conclusion

Understanding the need of fresher for an ideal job and employer for an ideal can-
didate, a job recommender system is proposed in this paper. The system used the
similarity measures among fresher and recently employed students by the employ-
ers. These similarity scores are further refined using the reputation of the employers
based on ratings by recently employed students. The system is implemented as a
prototype and validated on the real dataset as obtained from the LinkedIn site. The
system performs better than similarity-based recommender systems as it accounts
for employer feedback through the rating mechanism.
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A New Approach of Learning Based m
on Episodic Memory Model L

Rahul Shrivastava and Sudhakar Tripathi

Abstract This paper presents acomputational model of episodic memory that learns
event in response to a continuous sensory input. The proposed model considered
event (personal experience) as a collection of coactive activities, where it learns
the activities in incremental manner (learns new activity without forgetting the old
activities) with the help of fuzzy ART network and learns the event as a unique
combination of different category field coactive activities, and also captures the
occurred sequence of event in the form of sequence-dependent weights in an episode,
which makes it more robust to recall with noisy cue. Also used Hebbian learning
to make associations between coactive activities, which helps in pattern completion
from the partial and noisy input. To validate the proposed model, an empirical study
conducted, where the proposed episodic memory model is evaluated based on the
recall accuracy using partial and erroneous cues. The analysis shows that the proposed
model significantly associated with encoding and recalling events and episodes even
with incomplete and noisy cues, and also our model is found to be more space
efficient, and more robust in recalling with noisy cue in comparison with previous
ART network-based episodic memory models.

Keywords Episodic memory * Encoding * Recalling - Forgetting - ART network

1 Introduction

Episodic memory (EM) is a collection of episodes where each episode is a sequence
of autobiographic events, which is experienced by an agent. In each episodic memory,
event stores with some context information of time place (when it happens, where it
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happens) [1, 2]. This context information works as a cue for the retrieval of an event,
and later this recalled partial sequence of events recalls the whole stored episode. EM
traces are highly distributed and redundant, which makes them highly robust against
cell lose [3]. This EM learns event-specific reward which helps to take decision on
the basis of prediction of reward, which is associated with the event that is similar to
current situational attributes.

In contrast to semantic memory (SM), EM required only single exposition to store
an event, to learn event-specific reward and generates the sparse memory presentation
(minimum overlapping of traces between events) to reduce the cross talk between
the similar events [4], whereas SM required lot of expositions to extract the facts,
knowledge and strategies from the overlapping patterns of memory traces of several
events using association rule mining and stores it in some structured way without
any context of spatial/temporal information. As time passes, some of the memory
traces of remote memories in EM loses its association with other traces of same event
because of few recalling rate of the same, and some other traces transform into the
generalized information of SM because of high recalling rate [4]. By this way, SM
derives from the EM and collects the event-specific facts, and later it generates the
generalized information from these collected facts of distinct events [35, 6].

The motivation of our paper is to provide the model which simulates the working of
episodic memory by making use of ART network, where model can learn the activities
in incremental manner which the previous EM-ART model do, also able to capture
the experience (event) as a conjunction of different activities and able to capture
the sequential pattern of events as an episode, where model needs to be capable
to differentiate between two highly similar events/episodes which are semantically
different [7] and also able to tolerate the minor differences in the sequence of events

[8].

2 Background

ART network is a kind of unsupervised network which can adapt the new features
without forgetting the old features (incremental learning) [9]. Some previous models
(EM-ART model [10-12]) used ART network for EM learning. EM-ART model
has ability to memorize the coactive activities as an single experience, but in case
when all different field activities of an event do not pass the vigilance criteria, then
it stores the similar activity with the weight vectors in different events separately,
which creates the problem of redundancy and makes it less space efficient.

To create an activation pattern of events in an episode, each time EM-ART accesses
the previous sequential events on occurrence of new event to update the activation
value of each sequential event in O(n?) time (where n is the number of constituent
events of an episode) which makes it less time efficient.
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3 Proposed Model

Our proposed model is based on fusion of fuzzy ART neural network [9], which offers
a computational process for encoding, recognition and recalling of learned pattern.
Here, we considered event as a collection of coactive activities which occurs at same
time (same events) in different input field and episode as a collection of temporally
correlated events, where each input field learns the activities of own fields in the form
of weights and performs incremental learning (learn new activities without forgetting
of old activities) by using ART (adaptive resonance theory network).

Our model (shown in Fig. 1) consists of four layers L1 (input layer), L2 (activity
layer), L3 (event layer) and L4 (episode layer), where L1 and L2 both divided into
input fields and activity fields belongs to different category, respectively, where each
input field consists of number of input nodes equal to the size of input vector, where
each input node takes the corresponding input value of the vector. Each activity field
consists of activity nodes, where each activity node represents the activity, which
stores the template of activity pattern generated as a result of sensory input vector. In
this way, each activity node stores the activity in the form of weight vector connecting
the activity node with all input nodes of similar category, later these weights help
in recalling or replay of activity. The node which has highest similarity with input
vector, and higher than the vigilance parameter will only be chosen to resonate. After
resonance, it allows to change its weight vector to update according to Eq. 1.

Layer L3 is the event layer which contains the event nodes, where each event
node links with an activity node of each activity field and represents the constituent
activity of the event. This back-to-back input from the sensory field activates the
sequence of event in response to the back-to-back activation of coactive activities,
which tends to generate an activation sequence of events which is captured as an
episode in the fourth layer by the help of an episode node in the form of episode
weight vector.

3.1 Activity Learning

It is the very first step which is required in encoding of an experience, where it learns
different activities in response to continuous sensory input to different category fields,
where each category field have own activities, e.g., tongue is a different category field,
where taste of a different food creates a different sensation (activity) on tongue,
and the activities of one field cannot occur in another field. Let us discuss for any
particular field k, where input will come from the sensors which are connected to the
field. Here, input data can be in the form of real-valued vector, which is collected by
the input layer (F1) nodes, where the numbers of input nodes are equal to the size of
input vector, and each node collects the single value of input vector. The input data

memorize in the form of weight vector activity nodes of (F2), where a weight wf; is
the value between the activity node j and input node I of category field k. Whenever
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Fig. 1 Figure represents the proposed architecture of computational model of episodic memory,
where it is divided into four layers: input layer, which is divided into input fields, where each input
field contains the input nodes to receive the corresponding input vector value from sensors. Activity
layer, which is divided into activity fields, which contains the activity nodes to store the activity
weight vector (w) for the corresponding activity pattern received from the input field. Event layer
contains the event nodes to store activation pattern of activity in the form of event weight vector
(V) and episode layer contains the episode nodes to store the activation sequence of events in the
form of episode weight vector (G)

any input XX comes from the sensor in the kth field, it will try to match previously
occurred activities by matching with the weight vector (Wjx) of each activity node j
of F2 of kth field according to Eq. 1.

Here, input is X = (x!, x?, x*... x¥), where X is a set of k input vectors and

each vector is an input to each input field.
Weight vector W}‘ = (le, wj2 e WJ“) is the weight vector associated with the jth
activity node of kth input field of size n.

]
j ] Iz (1
where m]k is the degree of match of input X* with the weight vector of category k,

K is the vigilance parameter (minimum degree required for matching) of category
k [12]. Activity node j will be select for weight learning only if degree of match of
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its vector with input is greater than p*, and weight vector will be updated according
to Eq. 2, where o* controls the learning rate of category k.

wh(new) = (1 — a*)wk (old) + o* (xk Awk (old)) )

where wj’.‘ (old) is the weight vector associated with the jth activity node and kth input
field, and wj’f (new) is the derived weight vector from the old, x¥ is the input vector

to the kth input field and o* € [0, 1] is the learning rate parameter which controls
the learning rate of the kth activity field.

3.2 Event Encoding

Event is a conjunction of coactive activities (experiences) of different fields, where
each activity is shared among several events. At the time of encoding of an event, new
event node recruits in the event layer which have links connected to each category
field (one link for each category field), these links have some weight value which is
equal to the activity number of a resonated activity of the corresponding category
field. Suppose there is an event node j whose weight vector V; size equal to the
number of category fields, then weight value Vj; is the weight between the event
node j and category field i (where 1 <i < K), which represents the activity number
of an activity present in event j from the category field i. Also, each event is having
some activation (EAj) value calculated according to Eq. 3, which is a function of
activity numbers of all category fields.

i=k
EAj=) Vj (3)
i=1

where EA; is the activation value of the event j, V; is the weight between event node
j and category field i.

3.3 Episode Formation

Episode is a sequence of temporally spatially correlated events, where different
sequence of similar set of events represents a different episode and its constituent
events can be shared among episodes. To create an episode, a node recruit in episode
layer which has some weighted links connected to the event nodes of the event layer,
where each weight value of the link between an episode node and event node rep-
resents the activation value of the event in the episode. This activation weight value
of an event in an episode (calculated in Eq. 4) is the sum of the activation of the
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current event node (calculated in Eq. 3) and the weighted activations of the previous
sequential event of the similar episode.

Gpq = EAq + (Bq—1 * EAq_1) + (Bq—2 * EAq2) +--- (B1 * EA)) 4)
1

Bi= 1 l )

1 1
+ =+ B + o

where G,, is the activation weight of event q in the episode p, EA, is the activation
value of event q, EA, 4 is the activation of the event q — 1 which comes earlier in
the sequence in the episode p and B (calculated in Eq. 5) represents the weightage
given to any event in calculation of the activation weight of any other event (q), and
t;j is the time gap between the event i and event q.

Here in calculation of Gpq, higher weightage is given to the events which come ear-
lier and closer to the event (q), and these calculated weights are too much dependent
on the sequence of events instead of its positional weights like in another models.

3.4 Episode Recalling

Recalling is the mechanism of replay the whole stored sequence of events of a
resonated episode on presentation of a cue, where cue can be noisy (noisy cue contains
the distracting events which baffles to resonate a desired episode). To resonance
check, it is required to match (according to Eq. 5) the extracted activation values
of the cue events from the corresponding stored weighted activation value of events
in all episodes, the episode which has highest degree of match and greater than the
vigilance parameter ©¢ will only resonate to recall.

|Gy AL ©)
p =
G,
where M, is the degree of match between the weight vector of episode p and extracted
weight value of from the input cue L. Whenever an episode recognized on coming
of weak and partial input cue, then complete sequence of events of the recognized
episode can be reproduced with the help of the weight vectors of the episode. The
event which is having least weight value with the recognized episode select first to
recall by reactivation of all its constituent activities in L2 layer by reproducing the
stored activity pattern in the corresponding output field of activity.



A New Approach of Learning Based on Episodic Memory Model 135

3.5 Event Recalling

Event recalling is a mechanism of pattern completion on presentation of partial
input or query. It is widely accepted that the hippocampus is responsible for pattern
completion, which creates associations between the coactive cortical activities, like
by smelling a particular dish we can easily recognize the dish, because of strong
associations between the dish and smell. These associations can be generated with
the help of Hebbian learning according to Eq. 6, where the associative weight between
any two activity nodes increases by 1 when both are active in similar event at any
instant of time. These associations stores the semantic knowledge [] and helps in
long-range semantic inference.

Sjk = Sjk + (AAJ * AAk) 7

where Sjy is the associative weight between activity nodes j and k, initially S =0,
and AA,; is the activation of activity node j, where AA; € [0, 1].

To perform recalling on presentation of partial input, we used a graph technique,
where we evaluate a complete graph of highest degree (where all activities are con-
nected with each other) from the partial input to recall an event. Firstly, it will
take a set (let say U) of nodes which are present in the cue and then evaluate a set
(let say T) which contains the intersection of adjacent nodes of the nodes belongs
to U, and then evaluates a complete graph of highest possible degree (Degree is a
edge weight of complete graph), and then activate the set of nodes of the resultant
complete graph which tends to activate an event if its calculated event activation
(according to Eq. 3) value is higher than the threshold. If none of the event resonates,
then try for the next higher degree complete graph and repeat the process until any
event resonates.

4 Case Study

To evaluate our model, we tested our model to perform different tasks (shown in
Table 1), where each task required different sequence of events to perform, and also
several events are shared among episodes, e.g., task of making tea and task of making
coffee shared several events like add water, start stove and boil water. Whenever any
partial event sequence is presented as a cue, then one of the stored episodes will
resonate to replay according to Eq. 5. Here, cue can have varied level of noise, where
noise is the event which is present in the event sequence of cue and distracts to match
with stored episode.
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T.able 1 Sequent.ial events in Prepare tea Prepare popcorn
different tasks/episodes
Take pan Take corn packet
Fill water Take pressure cooker
Start stove Put oil in pressure cooker
Grasp tea packet Put corn in pressure cooker
Add tea Start stove
Grasp sugar Weight 5 min
Add sugar Off stove
Grasp milk packet -
Add milk -
Boil -
Off stove -

5 Results

We observed results based on retrieving accuracy of recalled events/episode on dif-
ferent type of cues. Model is evaluated on partial and full-length cue with varied
level of vigilance parameter value (jepi) for episode resonance. We conduct the test
on two type of cue, first on the cue which is retrieved from the beginnings of the
episode (shown in Fig. 2) and second from which is extracted from the end of the
episodes (shown in Fig. 3). We observed the retrieving accuracy is low at higher value
of vigilance, because of the low tolerance level, and our model performed almost
similar in both type of cue, because our model captures the sequence in the form of
weights which gives higher weightage to the closer events in sequence, this is why
our model can perform robustly in recalling.

Another test is conducted on pattern completion from the partial input, here partial
input is like a query for the model to extract the other associative activities (answer of
query). We conducted the test on different level of partial input, containing different
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Fig. 2 Figure represents the recalling accuracy of episode under various cue length and vigilance
parameter (jLepi), Where cues are extracted from the beginning of the episodes
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Fig. 3 Figure represents the recalling accuracy of episode under various cue length and vigilance
parameter (jLepi), Where cues are extracted from the end of the episodes
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Fig. 4 Figure represents the average number of recalled events at varied level of partial input,
where vertical axis in the graph represents the average number of recalled events, and horizontal
axis represents number of activity present (in percentage) in a cue with respect to the total activity
present in an event

number of activities (shown in Fig. 4) in cue (which is extracted from the events),
which is shown in percentage in Fig. 4. We observed that the less number of cue
activities (less specified detail) activates the large number of events, and the large
number of cue activities (more specified detail) activates the almost single event.

6 Conclusion and Future Work

We presented a new approach to simulate the working of EM, where we have done
modifications in EM-ART model by introducing a new activity layer, where learning
of an activity is independent to the resonance process of an event and other coactive
activities, which removes the redundancy and makes it more space efficient than the



138 R. Shrivastava and S. Tripathi

other previous EM-ART models. Also, we used a different mechanism to extract an
activation pattern for sequence of events of an episode, which makes it more robust
to recall comparison with the other model. We performed empirical study on model
in recalling/prediction of different sequences of events of different tasks/episode on
presentation of noisy cue with varied level of cue length. Our results showed that our
model performed robustly in recalling with noisy cue and comparatively better than
other model. In future, we will try to derive the semantic and procedural memory
from the episodic memory and will try to add the Ebbinghaus forgetting mechanism
in the model.
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A Hybrid Model for Mining )
and Classification of Gene Expression L
Pattern for Detecting Neurodegenerative
Disorder

S. Geeitha and M. Thangamani

Abstract The exploration of gene expression data leads to various discovery of dis-
eases in the human life. This research classifies gene expression pattern and detects
the discriminative genes associated with neurodegenerative diseases by implement-
ing the Naive Bayesian (NB) network model based on particle swarm optimization
(PSO) techniques to reduce the disease dimension. Artificial neural network (ANN)
is a traditional approach used to classify the disease type and produces either fail-
ure or non-failure based on the disease features. The integration of artificial neural
network (ANN) and Bayesian logistic regression (BLR) model has been developed
to pre-select the gene sample for feature selection, and those selected genes are then
used to construct the ANN model. This hybrid model is mainly employed to reduce
the time in gene classification and uncovers the diseased gene expression pattern that
helps in selecting the victim genes for early detection of diseases in the medical era.

Keywords Data mining - Gene expression pattern * Neurodegenerative disorder
Naive Bayesian network model - Particle swarm optimization technique
Artificial neural network - Bayesian logistic regression

1 Introduction

Data mining plays a major role in the field of bioinformatics since enormous data
are generated daily. Analyzing gene expression has become a recent trend in the
medical area to retrieve some useful information about the gene expression especially
in the detection of neurodegenerative disorders. Classification of gene expression
pattern makes a remarkable role in the cancer diagnosis as it represents the state of

S. Geeitha (<) - M. Thangamani
Kongu Engineering College, Perundurai, Erode, Tamil Nadu, India
e-mail: geethu.neelu@gmail.com

M. Thangamani
e-mail: manithangam2 @gmail.com

© Springer Nature Singapore Pte Ltd. 2019 139
B. Pati et al. (eds.), Progress in Advanced Computing and Intelligent

Engineering, Advances in Intelligent Systems and Computing 713,
https://doi.org/10.1007/978-981-13-1708-8_13


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1708-8_13&domain=pdf

140 S. Geeitha and M. Thangamani

cell at molecular level [1]. Micro-array technology is fundamental tool for studying
the gene expression pattern [2]. It has the capacity to determine the thousands of
genes at the same time. The data mining algorithm and tools are deployed in various
gene expression analyses to find the specific feature of the gene expression of the
diseased patients. This study proposed feature selection algorithms including logistic
regression to select the candidate genes associated with neurodegenerative disorder
to categorize and identify the discriminative samples which is then extracted by ANN
model. The performance of this hybrid technique is then optimized by insertion of
PSO-based method.

2 Related Works

The PSO algorithm performs searches using a population of particles corresponding
to individuals in an evolutionary algorithm (EA). And itis specifically used for param-
eter optimization in continuous process. It swarms the behaviors observed in flocks
of birds [3]. The feature selection algorithms such as support vector machine, ran-
dom forests, Naive Bayes, artificial neural network, logistic regression and k-nearest
algorithm were conducted to rank the genes according to the series of algorithms [4].
The clustering method namely low rank representation (LRR) algorithm is imple-
mented to extract the essential information from noisy infrastructure and also capable
of capturing the undiscovered gene patterns with similar features [5]. Geetha et al.
proposed the usage of high throughput technologies in performing the exhaustive
number of measurements over a short period of time giving access to individual
DNA, transcribed RNA from genes over time [6]. Kranthi Kumar et al. proposed a
probabilistic-based PSO for choosing the subset features of original attributes to find
the optimized relationship in the selected features of medical data [7]. The proposed
work implements the hybrid model to minimize the classification duration and iden-
tify the diseased genes for early detection of neurodegenerative disorders. Accurate
detection of Alzheimer’s disease (AD) at early stage is beneficial for managing the
disease [8—12]. The combination of SVM and decision tree is used to classify the
gene pattern but not suited for nonlinear data. The inductive bias reveals an instance
that consistently tries to generalize the closest neighbor and does not perform with
hyper-rectangle and prune if conflicts [13, 14].

3 Proposed Methodology

The human brain normally includes 25,866 single-nucleotide polymorphism (SNP)
that accompanies the association pairs of 3709 genes. For every gene, regulated
SNPs are extracted and these can be called as significant related SNPs [15]. The
proposed data mining methodology employs a hybrid technique for classifying gene
expression pattern by identifying the discriminative genes that may be relevant in
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early detection of the neurodegenerative disorders. In this paper, we undergo five
phases to analyze the gene expression pattern

3.1 Data Loading

Sample single-nucleotide polymorphisms (SNPs) are taken from NCBI source for
analyzing the diseased gene with the normal gene. These SNPs are the main source
that leads to susceptibility of certain disease by revealing their effects on gene expres-
sion at the post-transcriptional level; finally, those results in gene dysregulation. In
our study, totally eight samples of SNPs are taken for experiments that focus mainly
on victim gene.

3.2 Preprocessing

Each SNP sample comprises SNPID, chromosome position gene type, functional
consequence and clinical significance. In this phase, noisy data are removed and
filtered by normalization process using WEKA tool.

3.3 Classifying Gene Expression Using Naive Bayesian
Network Model

At the initial phase, many molecular networks are constructed to characterize inter-
actions between the biomolecules by implementing the Bayesian network. The gene
data set is converted into frequency table. The class prior and predictor probability of
gene data set is classified, likelihood of the diseased gene expression is determined,
and then the posterior probability of the target gene is calculated. The target gene is
obtained by the Naive Bayesian equation

P(X|GC)P(GC)

P(GCIX) = PX) (D

In Eq. 1,

P(X)  Predictor prior probability of sample gene data ‘X’ is true
P(GC) Prior probability of gene class

P(XIC) Likelihood probability of diseased gene if occurrence is true
P(CIX) Posterior probability of gene expression given that attribute

X is true.
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3.4 Construction of ANN and Logistic Expression

The proposed hybrid model is most probably employed in gene expression classifi-
cation and for predicting purposes. This hybrid technique is introduced to classify the
samples and is evaluated using cross-validation methods, and the result is then utilized
to produce optimal model to construct feature gene selection model. After classifying
the gene expression pattern by Naive Bayesian network, this hybrid methodology
undergoes second classification for selecting diseased genes from the evaluated sam-
ple gene expression. The data flow diagram (Fig. 1) represents the construction of
the proposed architecture.

3.5 Implementation of PSO Technique

Particle optimal solution (PSO) provides multiple potential solutions at one time.
The first solution obtained is the best solution (pbest) that provides the fitness value.
From the NB model, gene expression pattern is taken as test data set and during each
iteration the fitness is determined by the objective function. Each of the individual
gene expression data is updated, and global best (gbest) is evaluated. And finally the
velocity and position of each diseased gene expression are updated using following

Eq. (2)

Uge(i+1) = @Ugeqy + €171 [Xi (1) — Xg (O] + 2yl (g(1) — xi(D)] 2
Uge () diseased gene particle’s velocity at time t
xi(t) is the gene particle’s position at time t

Xg (1) is the best solution (Pbest) of gene expression pattern
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g(t) is the swarm’s best solution as of time t

c;andc, are acceleration coefficients
yrandy, are random variables.

PSO Pseudocode:

P= particle Initialization ();

For 1 =

1l to smax

For each gene particle Gp in P do

Fp=
If fp is better than f (Gpbest)

£ (Gp);

Pbest=Gp;
end

end
gbest =

For each gene particle p in P do
V=v+cl*random* (Gpbest-Gp)

P=Gp+v;
End

best Gp in P;

4 Results and Experiments

+c2*random* (gbest-Gp) ;
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Table 1 shows 8 samples of SNPs taken from NCBI source, and it is classified
according to the chromosome position and gene expression. Each sample comprises

50-100 genes of various types mentioned in the table.

In this work, Naive Bayesian network and hybrid technique were performed to
classify the gene expression data and also to remove noise in gene selection. The
sample of 8 SNPs taken from NCBI source is represented in Table 1. These gene
data are normalized for filtering the noisy data, and the normalized SNP sample is

shown in Fig. 2.

Table 1 SNPs from NCBI source

SNP-ID Chromosome position Gene type
1$906807 18:9117869 NDUFV2
rs1048971 1:207472977 CR2
rs104498 6:131851228 CR2
rs1050565 17:30249058 BLMH
rs1051730 15:78601997 CHRNA3
rs1061234 11:5249456 HBG1
rs1064651 1:155235727 GBA
rs16176640 7:100719675 EPO
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Fig. 3 NB classification-based PSO model from NCBI source

By applying NB model, gene class references are classified (Fig. 3) except arti-
cles, WEKA tool. Clinical significance is based on the chromosome position and
functional consequence of gene expression pattern.

To determine the significant category of genes, classification analysis is done by
logistic regression (Fig. 4) and diseased genes are identified from the evaluation of
artificial neural network.

Predictive analysis is performed to determine the relationship between the candi-
date genes and to estimate the probability of binary response based on one or more
predictor gene expression (Fig. 5).
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== (lassifier model (full training set) ===

logistic Regression with ridge parameter of 1.0E-8
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Fig. 4 Logistic regression model
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Fig. 5 Comparison of victim gene with normal gene based on functional consequence and clinical
significance in WEKA platform
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The dark shades in the chromosomal position and gene attributes represent the
victim gene affected by neurological disorders. Finally after classification of gene
expression pattern using hybrid method, instance-based learning classifier is per-
formed to facilitate better classification. In the proposed method, performance of the
hybrid model is represented in the table format.

Table 2 describes the performance analysis of the proposed hybrid model (PSO-
based ANN with logistic regression) and compares the results with the traditional
models in terms of F-measure. The true positive rate in the proposed model is com-
pared with existing models.

In this proposed work, classification is performed using WEKA platform by imple-
menting hybrid model and then PSO algorithm is then added to this platform to
determine the optimal fitness. The evaluated gene pattern is taken as test data and
to obtain accuracy and optimal solution test cases is taken as pbest and global data
is evaluated from the training data. The velocity and position of normal genes and
diseased gene expression are compared (Figs. 6 and 7) in the proposed work.

Table 2 Performance of hybrid model

Gene data size Log.Reg ANN LOG.Reg NBSO +
ANNLOGREG

50 0.73 0.76 0.80

100 0.65 0.70 0.81

500 0.71 0.74 0.78

1000 0.63 0.69 0.86

Fig. 6 Representation of normal genes
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Fig. 7 Representation of victim genes

The normal gene expressions are represented by a linear data points, whereas the
data points are nonlinear in the victim genes.

5 Conclusion

The PSO-based hybrid technique produces the better accuracy in classifying the
diseased gene from the normal gene. Naive Bayesian model constructs an effective
classification analysis for determining the gene expression pattern. It also removes
certain noise in the gene data. The PSO model is regarded as best technique for
obtaining optimal fitness from the test data received from the NB model, and it
provides best solution by minimizing classification time and also to identify the
discriminative gene data. This system inhibits various methods to categorize the
diseased gene from the normal gene which leads to better diagnosis in the medical
field. The future work can be done to improve the computational efficiency, and the
hybrid methodology can be proved on the big data.
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A New Deterministic Method )
of Initializing Spherical K-means i
for Document Clustering

Fatima Gulnashin, Iti Sharma and Harish Sharma

Abstract Document clustering is required when the possible categories into which
text data are to be organized are not known. Standard clustering algorithms do not suit
well due to high sparsity of term matrices of document corpus. Use of cosine similar-
ity among document vector has proved to give good results. Its use with k-means is
referred as spherical k-means. The performance of spherical k-means highly depends
on its initialization. This paper proposes a deterministic initialization technique for
spherical k-means that considers the distribution of vectors within the space. Exper-
iments on real-life data with skewed distributions are done to compare performance
with other initialization methods. A related technique to avoid generation of empty
clusters is also proposed.

Keywords Document clustering + Spherical k-means - Initializing k-means
Deterministic initialization + Clustering

1 Introduction

Document classification or text classification has long been in practice. It needs
supervised learning approaches that need to be trained from collected samples of
known category labels. Many successful classifiers based on neural networks and
support vector machines have been proposed. The only drawback is that these assume
existence of training samples from each possible category. It is not the case in
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real-life applications where text documents may arrive during use rather than training
phase. Some categories evolve. Certain applications may decide to have hierarchical
categories, or the possible categories are not known at all. In all such situations, an
unsupervised technique is preferred. It is called document clustering. The purpose is
to group similar documents together.

The documents are conveniently represented as numbers and hence can be clus-
tered using standard k-means algorithm [1]. It uses Euclidean distance which is not
suitable for text documents [2]. Similarity among text documents is best achieved
through cosine similarity measure when corpus is represented through vector space
model. In a vector space model, the documents are stored as vector of numbers indi-
cating word count for each word occurring in the corpus. These tend to get affected
by length of documents. Hence, document vectors are normalized such that they fall
within a unit hypersphere. Clustering these transformed values using k-means gives
a modified optimization objective and is called spherical k-means [3]. Like standard
k-means, spherical k-means is also plagued by the marring effect of bad seeding.
Initialization of this method can be attempted differently from the initialization of
k-means. This is because some characteristics of document data are very different
from general numeric data. The distribution is not Gaussian, and geometric interpre-
tation is not possible for it. Hence, popular initialization techniques of k-means based
on principal component analysis like [4] and distance based like k-means++ [5] are
not appropriate. Authors in [6] suggest that the first concept vector is computed as
the concept of entire dataset; thereafter this unified concept is perturbed randomly
to obtain k different concept vectors. Duwairi and Abu-Rahmeh [7] present a deter-
ministic technique for initialization that places the concept vectors uniformly in all
directions within the unit hypersphere.

This paper presents a deterministic technique for initializing spherical k-means.
A drawback of the method suggested by Duwairi and Abu-Rahmeh [7] is discovered,
and the proposal is to overcome it.

2 Initialization Method by Duwairi et al.

Like the popular k-means algorithm, the spherical k-means too is very sensitive to
the initial conditions. The initial values of centroids need to be set carefully for good
results. Duwairi and Abu-Rahmeh [7] have proposed a deterministic method for
initialization. Suppose, k number of clusters are desired in output then, k centroids
have to be set initially. They suggest to uniformly allocating these centroids in the
object space. Every dimension in the data from 1 to d has different range. Its range
is divided into k parts, and k values of that dimension are computed separately. Let
the centroids be denoted by m; fori = 1tok. For every dimension, the minimum
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and maximum values are stored in vectors / and A, respectively. Mathematically, the
centroids or concept vectors are computed as

hi—1;
mijg=1;+j * ]in. Vi=1,2...kand j=1,2...d (D)

Thus, this method tries to place k centroid uniformly in the data space. To have them
within the hypersphere, the remapping using normalization by its length is done as
m;

m/=— 2)
|m;|

3 Drawbacks of Duwairi Method

The initialization proposed by Duwairi and Abu-Rahmeh [7] aims at deterministic
and uniform distribution within the object space. It is a simple and fast technique
as desirable in high-dimensional data like that of documents. Yet it has a flaw from
practical point of view and a major drawback from point of view of generality. The
drawback is a uniform placing of centroids in the unit hypersphere will give good
results only when the documents themselves are also uniformly distributed in the
space. The Duwairi method considers only the range through minimum and maxi-
mum values. No information concerning actual distribution is collected. This may
lead to empty cluster in the initial step of assigning objects to clusters. The process
of spherical k-means is such that if any cluster is empty in the initial step, it remains
empty in the output. This indicates that Duwairi method cannot produce good results
if the data contain some outliers or have too many variations in the size of clusters.
If more than 50% of objects are concentrated in a region, the Duwairi initialization
will be very poor. This adverse effect of outlier values cannot be overlooked.

4 Proposed Initialization Method

The deterministic method of [7] can be improved to be more generalized by making
the distribution of centroids according to density of objects in the space. If it is
achieved solely through statistical methods, then the advantage of simplicity and
scalability can be retained. We propose to initialize centroids by k medians in every
dimension. Let X be the matrix of size N x d representing the data of N documents.
Then form X as a matrix where each column of X is sorted individually and stored.
That is,

X = sort((v1j.x . xw)' ) ¥ € [1.d) 3)
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Now, the centroids can be decided as

mij :median((xslj,xszj xs%j», Vjell,d]

myj = median((xs(%ﬂ)j,xs(%ﬂ)j xs(%)j)), Vjell,d]

And so on. Thus, the sorted values are divided into k groups, and median of group i
is the value of that dimension of centroid m; in generalized form,

mij = median(<xs<(,-klw+l)j,xS(“kIWJrz)j XS(ill(\/)j>>,v1. e[l,k],Vj €[l,d]
4)

In order to conform with X', the data mapped on unit hypersphere, the centroids are
relocated through normalization by their vector lengths as
’ m;

(oM 5)

|m;|

5 Proposed Clustering Method

The proposed initiation techniques as discussed above are used with spherical
k-means to cluster the documents. Let X be the representation of corpus in vec-
tor space model X = X, X,, ... Xy, where any ith document is a vector
X; = xi1, Xi2, ... Xig,d being the number of terms. It is transformed by normalizing
each vector by its length to X, as

X

X

Ixi]

Sort the original matrix X column wise without preserving rows to obtain X as given
in (3). Decide the k initial centroids using (4). For each of the N document vectors
assign a cluster label according to nearest centroid. Instead of computing distance, the
cosine similarity is checked. Document is assigned the cluster label if the centroid
is with maximum similarity to the document. When all objects (documents) have
been assigned cluster labels, the centroids are updated as means of the objects in
their cluster. In case, any cluster is empty assign the object closed to its centroid as
new centroid. Since this step may take much computation (p — I)thand (p + 1)th
centroids. This preserves the concept of medians of initialization process. A random
assignment of centroid for an empty cluster is wrong as it may cancel the effect of
good initialization.
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6 Results

The experiments are performed on two very popular real-life datasets—Reuters and
Newsgroups, taken from the UCI repository. Instead of taking the whole corpus as
entire data, we have picked documents from the corpus such that only 5 prominent
categories are formed. Besides this, the words that are very rare have been removed
from the Reuters dataset, while the words which have no discriminative power have
been removed from the Newsgroup dataset. Both term frequency and tf-idf repre-
sentations of the datasets are used. The tf-idf conversion is performed before feature
selection.

‘We have implemented a random initialization method, Duwairi and Abu-Rahmeh
method (now referred as DAR) and the proposed initialization as MATLAB pro-
grams. The performance of the algorithms is measured on the basis of Adjusted
Rand Index (ARI) which measures the correlation between actual labels and out-
put cluster labels of the documents. As an indication of speed of convergence, total
iterations required for convergence are also recorded.

Figure 1 shows comparison of ARI values over Reuters datasets and Fig. 2 for
newsgroups datasets. The ARI values of proposed technique are higher in all datasets
and maintain the level as number of features selected is decreased, while the random
initialization shows much variation in the values, but never goes as high as the
proposed technique. A zero value means only one cluster containing all documents
was produced by DAR (Figs. 3 and 4).

As a measure of speed of convergence, we measured the number of iterations
taken by algorithms to cluster the datasets. The proposed algorithm takes more time
to converge than DAR technique.
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Fig. 1 ARI values for reuters datasets
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7 Conclusion

Spherical k-means is an appropriate method for clustering documents as it nullifies
the biasing effect of length of documents and considers the cosine similarity among
documents which is by far considered the most suitable for such directional data.
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Yet, it suffers from the drawback of being affected adversely by poor initializations.
Besides established techniques of initializing k-means, some dedicated methods to
initialize spherical k-means are also available in the literature, but very few. This
paper highlights drawbacks of a recently proposed initialization method by Duwairi
and Abu-Rahmeh [7] and a technique to improve this is suggested. Also, a method
to avoid generation of empty clusters is proposed. Through experiments we show
how Duwairi method produces empty clusters in corpus where documents are not
uniformly distributed. Our method produces output of good quality even in such
conditions.
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Learners’ Player Model for Designing )
an Effective Game-Based Learning L

Lamyae Bennis, Said Benhlima and M. Ali Bekri

Abstract Numerous opinions highlight the fact that adaptability to diverse learners’
profiles and needs is an ability that is hard to afford by human teachers in enormous
students classes, and as adaptation is a necessary part in education systems, as long as
various dissimilarities exist among learners in terms of knowledge, abilities, favorites,
and motivation. On the other hand, Game-based Learning (GBL) or educational
serious game stimulates learner motivation and draws his attention to a learning
subject. However, there is a huge lack of GBL authoring tool, which takes into
account the learners’ needs into the game design. To this end in this paper, we
present the proposed new architecture and its implementation of the logical model
of the chosen GBL authoring tool, also known as eAdventure?2.

Keywords Serious game -+ Game-based learning + Serious game design * IMS
learner information package (IMS LIP) - Public and private information
for learner (PAPI)

1 Introduction

On July 4, 2002, a free serious game entitled “Americas Army” has been running
on the Internet, developed for the army of the USA. Chen and Michael [1] defined
SG as “every game whose primary purpose is other than simple entertainment”. “In
the education area, games in general have been recognized to help the development
of strategic thinking, planning, communication, collaborative, decision-making, and
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negotiation skills of the player ” [2, 3]. There is a big lack of methods that lead to a
good SG design. That is why we have suggested a new game design that integrates
the learner needs in the conception of our generated learning games. To discuss this
issue, we structure the paper as follows: (1) Introduction, (2) serious game design, (3)
learners’ player model and profiling, (4) the standards of the learners’ player model,
(5) result and implementation, (6) conclusion and fututre work.

2 Serious Game Design

Designing a serious game is a complex task as it demands consistency in implemen-
tation of two antagonistic components: playful component and the learning scenario.
Researchers have proposed different serious game design methodologies to coexist
both as component, for example, the model of Marfizi Schottman, the model DOD-
DEL, the model KTM Advance, the EMERGO creation methodology, the generic
model DICE [4]. Salen and Zimmerman [5] have defined “learning game design”
as the procedure by which a conceptor produces a learning game to be used by
entertainer”’. On the other hand, in adaptive hypermedia systems and adaptive EIAH
(IT environments for human learning), the learner has been always the main focus.
Therefore, adaptability involves the integration of learner model in the system and
the use of this model to adapt the navigation, content, and interaction. Currently, with
the advent of informal learning (serious games), the learner is placed at the center
of the educational process [6], and then the fundamental principle implemented is to
estimate the needs of students to adapt teaching content, hence arise the necessity to
involve learners players in SGD and specifically learners needs. The work reported
in this paper follows this line of reasoning and involves learners’ player needs in
game design.

3 Learners’ Player Model and Profiling

The learner profile draws the attention of trainers, as they have always the devotion to
individualize learning. To do this, they need to extract the information of each student.
Research has demonstrated the value of the learners information about the state of
their knowledge, their goals, interest, preferences to help them in developing thinking
skills and enhance their learning motivation [7, 8]. The learner profiles can be created
at the request of various actors of the learning situation: the teacher to monitor the
learning of students in the year; the institution, to follow the learning evolution of their
students [9]. Furthermore, the profiles are made in order to be operated by different
recipients, human, or software. Profiles created by a teacher are to be operated by
the same teacher, by institutions, sometimes by the learner concerned or his family.
The profiles created by a computer system are mostly intended for operation by the
system itself. However, some software outsource their profiles, in order to make them
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visible from the outside, mainly to the learner and the teacher [10]. Others even create
profiles with the main goal to communicate with the human actors, and that is the
approach adopted by the research on models of open learning [11]. The term learner
model correspond to the generic modelization of learners in a computer system. The
learner model is a crucial element in an adaptive intelligent tutoring system, and it
allows the system to maintain a deep awareness of each learner, by the withdrawal
of relevant features that could give a detailed description of its abilities, motivation,
identify its level knowledge, define its interests, emotions, and learning style. Based
on this studies, we have built our approach: integrating the learner player model in
the game design of learning game with the purpose to have an effective learning
game.

4 The Standard of the Learner Player Model

In the following, we present the different standards describing the learner model:
PAPI (public and private information for learner) and IMS learner information pack-
age (IMS LIP).

IMS LIP
L
competency | activity

—— ;

| accessibility e qcl
relaionship | preferences performance | goal
_-;ﬁi;&; .......... ‘: mhhom semty .‘:'_a‘l;;;i‘ﬂih.u_&“_-.
e personal A SRS

identification securitykey

Fig. 1 The IMS learner information package (IMS LIP)
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4.1 PAPI

The PAPI (public and private information for learner) is a combined standard that
identifies the arrangement of learner data. The PAPI describes entities for registering
descriptive information about: knowledge attainment, talents, capabilities, security
parameter, apprentice favorites, and styles performance. The main purpose of this
Standard is:

e To assist learners to construct individual learner information that can be use it
through their instruction.

e Supporting manageability and portability of apprentice.

e Allowing learning content to deliver more adapted and effective learning experi-
ences.

However, the learner data, specifically learning pedagogic, are not taken into
account. This is the new evolution in IMS standard IMS LIP.

4.2 IMS LIP

IMS learner information package(IMS LIP)is an organized information model [12].
This one comprises both data and metadata. The IMS LIP outlines fields into which
the data can be sited and the type of data that may be placed into these fields. The latter
is divided into 11 basic categories (See Fig. 1). We clearly describe each component
of the IMS LIP:

e The identification: It describes the demographic and biographic data learner (e.g.,

name, age, address, email.).

The Purpose: It defines the purpose of the learning task, the expectation of career,

and other goals.

QCL (Qualifications): licenses and certifications describes all dimplomas of the

learner.

e The activity describes any activity related to learning in any execution state (e.g.,
training, work experience.).

e The interests maintain all information describing the learner’s hobbies and recre-

ational activities.

Skills: It describes the skills, experience, and knowledge.

Transcription: A file that is used to provide a summary of the school.

Affiliation: It delivers info of membership in qualified organizations.
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e Accessibility: It describes the general accessibility as: linguistic abilities, disabil-
ities, eligibility requirements, and learning preferences.

e Security: all passwords and learner’s security keys.

e Relationship: all relations between the basic elements.

5 Result and Implementation

5.1 eAdventure and Its Current Game Design

eAdventure (formerly “eAdventure”) is an open-source advanced game authoring
tool, which is written in Java. It was made as a research project of “e-UCM”
e-learning research group at University Complutense of Madrid. Thanks to eAd-
venture, everyone can create a 2D point and click conversational adventure game.
This kind of game is characteristically considered more suitable for instructive set-
tings due to the attentiveness given to exploration and reflection as opposite to time
stress or fast-paced action [13]. eAdventure is developed to be easily used by novices
users, through it we can generate a LG which is supported by all universal operational
systems, like macOS, Windows, and Linux. The eAdventure architecture contains
two main application, the eAdventure data model (the eAdventure editor) and the
eAdventure engine core [14] (See Figs. 2 and 3). Through the eAdventure editor (the
description of the game), the novice user can design his own LG by choosing the
game components. This includes characters, items, or game scenarios but also effects
triggered in the game. After the user completes the description of the game, he clicks

E-adventure Editor E-adventure Engine

Ed

Fig. 2 The current eAdventure game design
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Fig. 3 The current logic model design of the eAdventure

the button run, and the eAdventure engine reads the EAD elements from a XML file
and converts them to GameObjects in order to have a functional LG (See Fig.2).

5.2 Our Approach Based on the Proposed eAdventure Game
Design and Its Implementation

The second version of the platform has improved to respond to the needs and desires
of consumer. This one was created for the development of adventure plays and
was experimented by several teachers and students [15]. The use of this platform has
illustrated that there are many limits that cannot be attended with the current adventure
architecture; for this reason, we suggest a new structural design (see Fig.4) where
learner model was integrated into the eAdventure game editor in order to generate
an adaptable and flexible LG. The new model extends the current version by adding
new packages named “Learners’ need” and ‘“adaptability” in order to generate a
game that repsond to leaners needs (see Figs.5 and 7). However, developing a LG
authoring tool which creates a game that is amusing for players with diverse types
of profiles necessitates more than integrating learner players’ personal needs into
the game design but also adding a new class in our case we named “learner profile”,
and the attributes of this class are defined based on IMS learner information package
(IMS LIP) model (see Fig.6) .
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E-adventure Editor E-adventure Engine Evaluate and Validation
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Fig. 4 The proposed new eAdventure game design
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Fig. 5 The proposed new logic model design of the eAdventure
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Fig. 6 Learner player profile class diagram
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Fig. 7 Learner player profile based on IMS learner information package (IMS LIP) model
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6 Conclusion and Future Work

This paper presents the different learner’s player model and the current eAdventure
game design and its disadvantages and introduces our proposed game design based
on the integration of the learner model in metalayer as solution. In the near future,
we are looking to develop a system that runs perfectly and allows to offer a dynamic
learning adaptation-centered learners player characteristic, such as learning style and
cognitive status learner, in order to meet its needs and expectations depending on its
characteristics. The next step will be the creation of LG using the new eAdventure
game design.
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Reducing Time Delay Problem )
in Asynchronous Learning Mode i
Using Metadata

Barsha Abhisheka and Rajeev Chatterjee

Abstract Asynchronous learning mode is a popular E-learning mode. It provides
flexibility in terms of geographical location and time for learning. At present there are
issues related to implementation of asynchronous E-learning techniques. A number
of issues or problems are identified in this article, and their related solutions are
proposed. This proposed solution is being promoted to enhance learner’s interest,
motivation and intern performance of the learner. A good system always has less
human intervention, and the problems should be robust in nature. In this proposed
research work, we have identified problems regarding time delay, for the learning
material delivered such as videos. A new framework has been proposed to alleviate
this problem with the help of metadata and instructional objective (I0). The objective
of this work is to support proper learning application. The paper proposed a technique
that shows how this problem may be resolved. Progress of performance has been
shown in the result.

Keywords E-learning - Asynchronous learning mode
Instructional objective (I0) - Metadata

1 Introduction

In the dynamic and rapid changing world, asynchronous learning mode [1, 2] has
played a great role in distance education. This learning mode is not dependent of
geographical distances and has little time constrains. Learners prefer asynchronous
learning instead of synchronous because learners can take online courses to learn at
their convenient time without hampering their normal activities.
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The asynchronous learning mode is gaining popularity at present. However, there
are certain issues related to this mode. The proposed research article will provide a
novel framework so that the issues can be handled technically.

During learning in asynchronous mode when student has doubt in video lectures
by used for the studying, at that time, students have to send their queries to the expert
and wait till answers are provided and time of delivering answers totally depends on
expert. Hence, learner has to wait and this waiting time may diminish the interest
or concentration of a learner. To provide a comprehensive solution, a new technique
has been proposed and with the help of this technique learner does not have to wait
for his queries, they will get immediate answers without wasting their time.

This research article is categorized as follows. Section 2 propounds related
work. In Sect. 3, the overall concept of IO and metadata is discussed. In Sect. 4,
the proposed methodology of video based on IO and metadata is discussed. The
consequence and comparisons are discussed in Sect. 5. Section 6 presents the
conclusion and future works.

2 Review on Existing Work

In this section we reviewed some of the related previous works.

A work by Abdelali [3] represents a formal strategy regarding web mining and
web videos, using metadata-based classification and clustering procedure to deliver
learners with better search results.

Wei et al. [4] showed a process to retrieve video with the help of video metadata
knowledge-based method. The authors divided the key frames into grayscale distri-
bution and probability density function of an image. Through this method learner
can search the details they want exactly and in much faster way.

Agarwal et al. [5] described a technique by which users can find video of interest
on YouTube. They have divided the videos into multiple labels, using their text-based
metadata features to make search faster. With the help of their proposed technique,
users can easily separate interested and unwanted videos on the internet.

Das and Chatterjee [6] proposed a methodology for designing the user interface
framework, in order to save time to learn the system’s user interface which is con-
structed on synchronous and asynchronous learning mode.

Podder et al. [7] described about user-friendly and good user interface design
framework for synchronous and asynchronous learning to alleviate cognitive load of
a student at the time of learning through mobile device.

3 Concept of IO and Metadata

In this section we describe about concept of 10 and metadata that is being used in
the framework. In section A, details about IO are given and Section B deals with
metadata.
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3.1 Instructional Objective

An instructional objective is a statement that provides clear direction on how learner
can learn. Instructional theories focus on the architecture for boosting education
of the learner [8]. The learners may in most cases want instant solutions for their
problem. In most learning programs a predetermined, fixed amount of content in a
set amount of time is being taught. However, the capabilities of various learners are
different; they learn at different speed and have different learning requirements.

Learning materials should have enough content to understand a topic very lucidly.
Bloom proposed an instructional theory [9] in the form of Bloom’s taxonomy. This
taxonomy defines a knowledge pyramid and divides the cogitative domain of learning
into various levels. The knowledge pyramid is shown in Fig. 1.

3.2 Metadata

Metadata is defined as the data that deliver information about one or more aspects of
the data; it is being provided to simplify and encapsulate primary information about
data which can make searching and indexing easier [10].

Creating

Evaluating

Analyzing

Applying

Understanding

Remembering

Fig. 1 Knowledge pyramid
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In our proposed work, we have used the concept of metadata to store keywords
of a video so that we can easily retrieve required video clips. This can be done by
inserting metadata elements using XML for the learning object.

4 Proposed Technique

4.1 Block Diagram

The block diagram explains the flow of process. It contains video, video pausing time,
keyword extraction, requirement identification, matching technique, video repository
and resources developers. Resource developers can add and modify the resource into
the repository. The overall block diagram of the proposed technique is shown in
Fig. 2.

Fig. 2 Block diagram for
the proposed methodology Video Extract
Keywords
rL'luery occurs
Pause the
video
l Retrieve Display
Identify suggestive suggestive
reguirement videos with > videos
T r:j;i:e? related to
query
Match with keywords
extracted  (e— »
keywords

!

Suggestive videos
repository

-

Add resources

Design &

Independent | M_*odify Build
developers resources
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The proposed block diagram uses web video as a study material. This extracts
keywords from the video and stored in XML file as a metadata. Whenever a query
occurs regarding video, learner can pause the video and system checks at which IO
(duration) student pauses the video. As keywords are stored with respect to IO, it
matches with keywords, and at least one matching will be found, it goes to suggestive
videos repository. Suggestive videos with respect to matched keywords are retrieved
and displayed to learner related to their query. Developers can add, design and modify
these resources according to requirement. In Sect. 4.2, the detail about this technique
with the help of algorithm is discussed.

4.2 Algorithm

This section provides the detail technique about proposed methodology. This is
divided into a number of steps. They are listed below:

Step 1: With the help of the HTML file the default video tag with video type is
declared. HTML file contains the video type and ID to extract the keywords
of that particular video and also those keywords are written in Meta tag.

Step 2:  “Duration” and “Keyword” are declared in the form of metadata. The “Du-
ration” divides the length of the video into time slot, and the “Keyword”
asserts available identified keywords in the video content. These identified
keywords are used for searching significant videos in the compulsion.

Step 3: The entire video is divided into different time slot, and each slot is covered
by one I0. According to the requirements each time slot assigns different
keywords and it generates repository for significant videos called as Div Id.
After completion of one IO, the number of div ids will create on the basis
of required suggestion.

Step 4: In the end, XML file is created which contains extracted keywords and path
of significant videos. Figure 3 describes the implementation of metadata
using XML.

//This algorithm describes the working principle of video. When learner pause the
/Wvideo, system stores the current time. There is some metadata stored for each time
//slot, using mapping technique to read data from xml file. After successfully reading,
//it matches the keywords and content of xml file. When match found it display the
//suggestive videos related to queries.
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1. BEGIN/* BEGINNING OF THE ALGORITHM*/
{
2. On video PAUSE event get the current time of the
video.
VAR TIME = vid.currentTime;
3. For each element of metadata name "DURATION"
BEGIN
{
if(time > o minTime && time <= 120 maxTime )
{
contentData = RR;
}
else if(time > 121 minTime && time <=253 maxTime)
{
contentData = SJF;
}
else if(time > 254 minTime && time <=473 maxTime)
{
contentData = FIFO;
}
else
{
contentData
}
}
End
4. Use AJAX get method to read data from xml.
On Successful read of data from step 4.
Iterate through =xml, search data on the basis of
keyword content in xml.
S(xml) .find ('Video') .each (function ())
{
var data = $(this).find("Content") .text ()
}
7. Match element of metadata and content of xml
if (data.indexOf (contentData) >0)
{
bind the videoID and VideoPath in HTML div
to display at run time.

Default value;

o Ul

else
{
return false;
}

}
END
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<?xml version="1.0" encoding="utf-8"?>

<Data>

<Video>

<Name>Video 1</Name>

<Id>vid1</I1d>

<Content>RR</Content>

<VideoPath>Videos/RR example 1.mp4</VideoPath>
</Video>

<Video>

<Name>Video 2</Name>

<Id>vid2</1d>

<Content>RR</Content>

<VideoPath>Videos/RR example 2.mp4</VideoPath>
</Video>

<Video>

<Name>Video 3</Name>

<Id>vid3</Id>

<Content>SJF</Content>

<VideoPath>Videos/SJF example 1.mp4</VideoPath>
</Video>

<Video>

<Name>Video 4</Name>

<Id>vid4</1d>

<Content>FIFO</Content>
<VideoPath>Videos/Analysis of FIFO .mp4</VideoPath>
</Video>

</Data>

Fig. 3 Implementation of metadata using XML

4.3 Metadata Implementation Using XML

Metadata is a very important component in multimedia system; it helps in search-
ing and tracking of different media objects. XML is used to interchange data over
network as it compatible and works on any platform. Implementation of metadata
using XML is represented in Fig. 3.

5 Results

The performance of the proposed technique is examined with the existing technique,
on the basis of the parameters as shown in Table 1. It is compared that the proposed
technique has certain features over the existing system. The new technique reduces
waiting time which may not be possible with the existing system. It is also maintaining
the concentration and interest of the learner. It enhances the learning efficiency of
learner by solving their doubts with one click of pause button. We have proposed an
algorithm for reducing time to search answers of a particular learner in e-learning
system.



174

B. Abhisheka and R. Chatterjee

Table 1 Comparison of existing and proposed techniques

S. no. Parameters Existing technique | Proposed technique | Result
1 Reduce waiting No Yes Students do not
time need to wait for
their answers
2 Time taken to clear | Depends on expert | By clicking pause | Learners get their
doubts button learner can | answers within
clear their doubts fraction of second
3 Maintaining the No Yes Provide continuity
concentration and and helps to prevent
interest of learner mind from
distraction
4 Enhance learning | Poor efficiency More efficiency Getting answers on
efficiency of time increases
learners learning efficiency

of learners

With the help of proposed technique learners do not need to wait for their answers;
they get immediate suggestions with respect to query. It also provides continuity in
learning process without any barriers and helps to prevent mind from diversion.

The proposed idea may generate a path of success for better performance in
asynchronous learning mode, and it may be used as a standard guideline for many
learning applications.

6 Conclusions and Future Work

In this research article a technique is being proposed to improve the performance as
well as motivation of the learner in technical course. Analytically, it also provides
improvement.

However, this research activity may not be applicable for all the test cases. For
non-technical courses this may not provide the fruitful results.

In future this framework may be augmented so that it becomes content neutral.

Acknowledgements The authors acknowledge the support provided by the members of faculty
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Improved Forecasting of CO, Emissions m
Based on an ANN and Multiresolution e
Decomposition

Lida Barba and Nibaldo Rodriguez

Abstract The sustainability of the environment is a shared goal of the United
Nations. In this context, the forecast of environmental variables such as carbon diox-
ide (CO,) plays an important role for the effective decision making. In this work, it
is presented multi-step-ahead forecasting of the CO, emissions by means of a hybrid
model which combines multiresolution decomposition via stationary wavelet trans-
form (SWT) and an artificial neural network (ANN) to improve the accuracy of a
typical neural network. The effectiveness of the proposed hybrid model SWT-ANN
is evaluated through the time series of CO, per capita emissions of the Andean Com-
munity (CAN) countries from 1996 to 2013. The empirical results provide significant
evidence about the effectiveness of the proposed hybrid model to explain these phe-
nomena. Projections are presented for supporting the environmental management of
countries with similar geographical features and cultural diversity.

Keywords Carbon dioxide - Multiresolution decomposition
Stationary wavelet transform - Artificial neural network - Forecasting

1 Introduction

The carbon dioxide emissions are part of the threats that affect the environment. One
of the Millennium Development Goals of the United Nations declares the incorpora-
tion of principles of sustainability development into the policies and programs of the
nations. Unfortunately, according to the data located in the repositories of the World
Bank Group [1], the carbon dioxide emissions present an upward trend. In 2011,
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32.3 billions of metric tons of CO, emissions were observed, which were increased
to 48.9 in comparison with the emissions in year 1990.

Several investigations have determined that high CO, emissions increase the plant
photosynthesis and reduce the transpiration [2]. The studies of Tao et al. [3] show that
the effects of CO, vary with the temperature, water availability and solar radiation.
The simulations show that in 2020 as effect of the wheat productivity in China the
CO, emissions will increase significantly, while it will decrease by the increase of
0;. Consequently, interactive and not only negative effects on climate changes are
observed through carbon dioxide emissions.

Given the importance of analysis related to behavioral patterns of the carbon
dioxide emissions, various forecasting works have been developed with the aim of
providing useful projections to improve decision making. For example, Pérez-Sudrez
and Lopez-Menéndez [4] present the CO, forecast of 150 countries based on the
Kuznets environmental curve. The study shows an explained variance over 80% for
78 countries, including the CAN members (Ecuador, Colombia, Peru and Bolivia),
and an absolute average percent error near of 7%. On the other hand, Pao and Tsai
[5] applied the Gray model in comparison with the ARIMA model to predict the total
CO; emissions in Brazil. The study presents MAPEs (average absolute percentage
error) among 2.46 and 4.22%. Wu et al. [6] presented the forecast of CO, emissions
for BRICS countries (Brazil, Russia, India, China and South Africa) by means of the
Gray model, the study showed the relationship among the GDP and the energy with
respect to the CO, emissions. The prediction reached average MAPEs of 2.36%.

In this paper, it is presented a hybrid model based on the stationary wavelet
transform and an artificial neural network to improve the average accuracy observed
in the works cited previously and the accuracy reached by a typical neural network.
The model is evaluated through the annual time series from 1996 to 2013 of the
CO, emissions of the Andean Community countries (Colombia, Ecuador, Peru and
Bolivia) located in the repositories of the World Bank Group.

The article is organized as follows. Stationary wavelet transform and the artifi-
cial neural network are explained in Sect. 2. The forecasting accuracy metrics are
explained in Sect. 3. Case Studies are shown in Sect. 4. Results and Discussion are
described in Sect. 5. Finally, Conclusions close the work in Sect. 6.

2 Forecasting Methodology

The forecasting methodology is based on multiresolution decomposition via station-
ary wavelet transform and prediction through an artificial neural network.
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2.1 Decomposition Based on Stationary Wavelet Transform

Stationary wavelet transform is applied for decomposing a discrete time series in
coefficients of approximation and detail. The implementation processes of SWT are
described in the algorithm of Shensa [7]. SWT is based on discrete wavelet transform
[8], but the down-sampling procedure is omitted and the filters are up-sampled [9].
The up-sampling process gets components that have length equal to the original
signal.

In SWT, the length of the observed signal must be an integer multiple of 2/,
wherej = 1,2, ..., J is the scale number. The signal is separated in approximation
coefficients and detail coefficients at different scales, this hierarchical process is
called multiresolution decomposition [10].

The filtering process uses low pass filters and high pass filters, and each one is
used at different decomposition levels, as it is shown in Fig. 1. At first decomposition
level, the observed time series ag is convoluted with low pass filter A, then the first
approximation signal a; is obtained. At the same first decomposition level, the high
pass filter g¢ is applied to obtain the first detail signal d;. The filtering process at the
first level is illustrated as follows

ay(n) = ho(i)ao(n — i), e
di(n) =Y go(i)ao(n — i), )
The next decomposition levels j = 1,...,J — 1 obtain new signals of approxi-

mation and detail; it is given as
aia(m) =Y hi(a;(n — i), 3)

din(n) =) gi(i)aj(n — i), )

SWT obtains sub-bands of frequency, the approximation signal obtained in the
last level and the detail signals must be reconstructed by means of inverse stationary
wavelet transform (iISWT). The implementation of iSWT consists in applying a set
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of reconstruction filters in inverse order. The component of low frequency c; is
computed with the last approximation signal a;, whereas the component of high
frequency ¢y is computed with the addition of all reconstructed detail signals dj.

2.2 Prediction Based on an Artificial Neural Network

Some forecasting solutions based on artificial neural networks (ANN) have been
observed in diverse areas of knowledge. ANNs have demonstrated high capability
of approximation and universal generalization of nonlinear problems [11, 12]. The
effective calibration of an ANN contributes with its convergence. Diverse approaches
present variations in the transfer and activation functions [13, 14], time delay [15],
number of hidden nodes [16] or modifications of the learning algorithm [17].

A conventional MLP of three layers is implemented and improved by the use of
components as inputs instead of raw data. This strategy avoids the setting processes
previously described related to the structure. The ANN uses the lagged terms z; of
the components at the input layer, they are weighted with respect to the hidden layer,
and at the output of the hidden layer is applied the activation function f(.):

Y
Rn+1) =Y bYy (5)

=1
P

Ygi=f (Z Wji&'), (6)
i=1

where X (n + 1) is the predicted value, wyy, ..., wpy, ..., wpg are the nonlinear
weights of the connections between the inputs and the hidden neurons. Whereas
by, ..., by are the weights of the connections between the hidden neurons and the
output (under the assumption that there is a unique output). In this case, the common
activation function is logistic (f (x) = 1/(1 + e™)).

3 Forecasting Accuracy Metrics

The accuracy of the prediction is computed with the metrics: mean absolute percent-
age error (MAPE), root mean squared error (RMSE) and the modified Nash—Sutcliffe
efficiency (mNSE).

N, A

1 ’ Xi — X
MAPE = | — 100 7
[NV ?:ll xi I} x (7
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RMSE =

1 N,
— (x,- - )’E,‘)z (8)
NV ;

where N, is the testing sample size, x; is the i-th observed value and %; is the i-th
estimated value.

SAE

mNSE =1 — ——. )
SAD
where SAE and SAD are defined with
N
SAE = lei—fc,-, (10
i=1
N
SAD =) |xi — X, (1)
i=1

4 Case Studies

The open repositories of the World Bank Group contain development data of several
countries and a variety of topics. Among the time series are those related to carbon
dioxide emissions in metric tons per capita of the countries.

The CO; emissions per capita of the four countries members of the Andean Com-
munity: Ecuador, Colombia, Bolivia and Peru are presented in Fig. 2. The presented
values are calculated by means of the ratio between the total CO, emissions and
the population of each country. In all cases, the samples have an annual collection
interval, with records from year 1960 to 2013.

The emissions in the last decade show an upward trend in the four CAN countries.
In the case of Ecuador, there is a considerable growth from 1977 with several peaks
until 1998. From the year 2000, a more linear behavior, similar to 1960-1976, is
observed. CO, emissions from Colombia, Peru and Bolivia show similar behavior in
terms of variability, which is most evident in recent decades. Table 1 shows statistical
and dispersion measurements of the observed data. The highest arithmetic mean of
emissions is observed for Ecuador, followed by Colombia, Peru and Bolivia. The
maximum value is reached by Ecuador with 2.779 metric tons, followed by Peru,
Bolivia and Colombia with 1.961, 1.895 and 1.893 metric tons, respectively. In terms
of dispersion measures, it is observed that Ecuador has a historical behavior of greater
variability, with a standard deviation of 0.737 and a variance of 0.533, followed by
Bolivia with a standard deviation of 0.429 and a variance of 0.181, while Colombia
and Peru show a minimum variance of 0.039 and 0.068, respectively.
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Fig. 2 Annual emissions of carbon dioxide (metric tons)

Table 1 Statistical analysis of data

Min Max Mean o o?
Ecuador 0.325 2.779 1.546 0.737 0.533
Colombia 0.996 1.893 1.479 0.200 0.039
Bolivia 0.272 1.895 0.940 0.429 0.181
Perud 0.812 1.961 1.221 0.262 0.068

5 Results and Discussion

5.1 Components Extraction

The components of approximation and detail were extracted through the application
of SWT through a Haar function with two decomposition levels J = 2. The compo-
nents of the time series of Ecuador are shown in Fig. 3a, while for the rest of series
are shown in Fig. 3b—d for Colombia, Bolivia and Pert, respectively. The approx-
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Fig. 3 Approximation components and detail components extracted via SWT

imation components show long-duration fluctuations, while the detail components
show short-duration fluctuations.

5.2 Prediction

The prediction of CO, emissions per capita was developed through the ANN model
which was described in Forecasting Methodology Section. The learning algorithm
Levenberg—Marquardt was implemented for the weights adjusting [18, 19]. The num-
ber of inputs of the ANN model in all cases was set in P = 12, in attention to the
information given by the fast Fourier transform algorithm [20]. The periodogram
shows relevant periods of 12 years at 5% of significance level. The inputs of the
ANN model were the lagged values of the SWT components. The number of hid-
den nodes was chosen after trial-and-error tests, and only one level was enough for
reaching the lowest error. The output is the tons of carbon emissions per capita for
the next year of each country. Consequently the ANNs were denoted with (12, 1, 1).
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Table 2 shows the results of the forecast by means of the testing sample, which
corresponds to 30% of the observed data. The evaluation is performed by calculating
the efficiency metrics MAPE, RMSE and mNSE. The results show high accuracy,
with MAPE values lower than 1%, average MSEs of 0.005 and average efficiencies
of 97.7% for multi-year-ahead forecasting. The highest average accuracy is achieved
with data from Bolivia with an average mNSE of 0.2% and an average mNSE of
98.3%, followed by Pert with an average mNSE of 98.33%, and Colombia with an
average mNSE of 96.66%, and Ecuador with an average mNSE of 97.4%.

The conventional ANN model, which is not based on components, shows lower
accuracy with respect to the hybrid SWT-ANN proposed model. In this solution,
the data have been basically preprocessed by means of a conventional moving aver-
age smoothing. The multi-year-ahead forecasting results of the four series of CO,
emissions are shown in Table 3; extended forecast horizons present poor results.

The highest accuracy by means of the typical ANN (Table 3) was obtained with the
forecast of Perd emissions for one-step-ahead forecasting, with a MAPE of 1.55%,
a RMSE of 0.0142 and a mNSE of 91.39%. The lowest accuracy was obtained for
the time series of Ecuador.

From Tables 2 and 3, it is observed that the best results were reached by the
application of the proposed forecasting model. Both models present the best results
after 30 iterations (also implies poor results). SWT-ANN shows high accuracy for
three-step-ahead forecasting, whereas conventional ANN obtains good accuracy only
for one-step-ahead forecasting of Peru emissions. In that case, the gain of SWT-ANN
over the conventional ANN model is of 9.3% for mNSE. The observed and predicted
values via SWT-ANN hybrid model for three-step-ahead forecasting related to the
testing sample are presented in Fig. 4. From Figure, it was observed a good fit.

6 Conclusions

In this work, it was presented the forecast of CO, emissions of four countries with
similar conditions in terms of geographic and cultural diversity. The forecasting
methodology was based on components hierarchically extracted from the observed
time series and a conventional artificial neural network which inputs were those
components. The results obtained with the testing sample demonstrated that the
SWT-ANN method improves the accuracy of the conventional ANN model as well
as the accuracy level of other approaches observed in the literature review. The
average accuracy achieved for three-year-ahead forecasting via testing sample was
of 0.22% for MAPE, 0.0054 for RMSE and 97.75% for mNSE. Extended horizons
present a significative decreasing of accuracy.

A conventional ANN presents lower accuracy with an average MAPE of 8.14%),
an average RMSE of 0.079 and an average mNSE of 43.7% for three-year-ahead
forecasting, extended forecast horizons present poor results.

Given the effectiveness of the method, new forecasting simulations will be per-
formed with time series coming from other countries and other areas of knowledge.
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Fig. 4 Prediction results of CO; per capita emissions
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Abstract Optimal prediction of cash in ATMs is a critical task. This research paper
is concerned with the application of cash requirement forecasting of NN5 dataset by
most promising machine learning technique support vector machine (SVM). Primary
objective of this research paper is time series prediction of NN5 data with support
vector regression at the first stage and further root mean square error (RMSE) is
computed. Furthermore, the same study was conducted by clustering ATMs using k
means clustering technique on NN5 data before applying support vector regression.
Root mean square error (RMSE) is calculated for the clusters of ATMs, and average
of RMSE retrieved from clusters is compared with accuracy obtained from single
baseline SVM. RMSE indicates the application of unsupervised learning (clustering)
used as a preprocessing step towards increases precision in the prediction of cash in
ATMs.
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1 Introduction

The banking industry is the backbone of the economy of any country. Major banks
are having a competition among them to obtain most of the customers and financial
transactions. Banks are trying hard to attract and retain their customers. ATMs are the
most prominent medium of distribution of cash between clients and server (banks).
The quantity of clients in banks is raising quickly so it is apparent that quantity
of ATMs should be improved. After setting up and opening ATMs, prediction of
optimal usage of cash is definitely an important and essential concern. If the total
amount of money having the ATM is more than the requirement of the customer, then
unused cash will be there and security concern will arise and if the amount of money
in that ATM is much lower than the requirement, after that it will result into client
dissatisfactions. Studies of ATMs cash replenishment focuses on options regarding
time frames that every ATM ought to be replenished along the total cash that ought
to be filled. Optimal prediction of cash in ATMs should be there so that a balance
may be created between both sides.

Support vector machine (SVM) is probably the most famous and trusted machine
learning model that may be used for both classification and regression perspective.
Different machine learning and statistical techniques have been applied on ATM cash
withdrawal data for optimal cash prediction in the last decade. Some of the statistical
techniques are exponential smoothing (ES) and autoregressive integrated moving
average (ARIMA) and some famous supervised models are support vector regression
(SVR) and artificial neural network (ANN). These machine learning algorithms may
be utilized for linear and nonlinear function approximations. These techniques vary
in their accuracy, prediction efficiency, robustness and transparency [1].

2 Review of Literature

There are two domains where research has been done for cash demand forecasting. In
the first domain, researchers work on demand forecasting at everyday level. In second
domain, studies have been done on cash replenishment. This work is concerned with
first domain. As per research in the first domain, the journey starts from forecasting
competition (NN5). The motive behind organizing NN5 competition was to assess
the precision of computational intelligence (CI) strategies in the forecasting of time
series. This competition made this problem (Cash demand forecasting) very popular.
Different researchers came with different ideas for getting the optimal solution to this
problem. The accuracy of the approaches proposed by the researchers was measured
by MAPE. The data contain daily cash withdrawals from different 111 ATMs which
were located in different locations of England. The dataset was separated into the
training dataset and testing dataset. Training data contain transactions of 2 years.
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The objective of the competition was to forecast cash withdrawal from different 111
ATMs for last 56 days. Researchers [2] got the first place among all computational
models. They suggested the final model consisting average of the predicted output of
different models like linear model, Gaussian process regression and neural networks.
Researchers applied different algorithms on the NNS5 dataset to obtain optimal results.

A hybrid model [3] was proposed which is the cascaded group of neural network
model and nearest trajectory ensembles. Self-organizing fuzzy network model [4]
was employed on the NN5 dataset in order to obtain more prediction accuracy with
a single model.

A novel machine learning model [5] (PSECMAC) was introduced to generate
more precise outputs from the NN5 dataset. A novel model for multi-step-ahead
forecasting [6] was also proposed and seasonality effects were also considered in
that model.

Trafalis and Ince [7] compared SVR with radial basis functions and traditional
neural network architectures to predict stock price indices and illustrated that SVR
has worked better than neural networks. Tay and Cao [8] elaborated the utility of
SVR for forecasting of five particular financial time series (S&P500 and a number
of international bond indices particularly). SVR and backpropagation neural net-
works were applied on the data sets and compared the results on the basis of mean
square error (NMSE) and mean absolute error (MAE). Tay and Cao [9] suggested an
improved variant of SVR fo