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Preface

This volume contains the papers presented at 2nd International Conference on
Advanced Computing and Intelligent Engineering (ICACIE) 2017: The 2nd
International Conference on Advanced Computing and Intelligent Engineering
(www.icacie.com) held during 23–25 November 2017 at the Central University of
Rajasthan, India. There were 618 submissions and each qualified submission was
reviewed by a minimum of two Technical Program Committee members using the
criteria of relevance, originality, technical quality, and presentation. The committee
accepted 109 full papers for oral presentation at the conference and the overall
acceptance rate is 18%.

ICACIE 2017 was an initiative taken by the organizers which focuses on
research and applications on topics of advanced computing and intelligent engi-
neering. The focus was also to present state-of-the-art scientific results, to dis-
seminate modern technologies, and to promote collaborative research in the field of
advanced computing and intelligent engineering.

Researchers presented their work in the conference and had an excellent
opportunity to interact with eminent professors, scientists and scholars in their area
of research. All participants were benefitted from discussions that facilitated the
emergence of innovative ideas and approaches. Many distinguished professors,
well-known scholars, industry leaders, and young researchers were participated in
making ICACIE 2017 an immense success.

We had also industry and academia panel discussion and we invited people from
software industries like TCS, Infosys, and DRDO.

We thank all the Technical Program Committee members and all reviewers/
sub-reviewers for their timely and thorough participation during the review process.

We express our sincere gratitude to Honourable Vice Chancellor and General
Chair, Prof. Arun K. Pujari, Central University of Rajasthan to allow us to organize
ICACIE 2017 on the campus and for his valuable moral and timely support. We
also thank Prof. A. K. Gupta, Dean Research for his valuable guidance. We
appreciate the time and efforts put in by the members of the local organizing team at
Central University of Rajasthan, especially the faulty members of different
departments, student volunteers, administrative, account section, guest house
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management and hostel management staff, who dedicated their time and efforts to
make ICACIE 2017 successful. We thank Mr. Subhashis Das Mohapatra, System
Analyst, C.V. Raman College of Engineering, Bhubaneswar for designing and
maintaining ICACIE 2017 Website.

We are very grateful to all our sponsors, especially DRDO for its generous
support towards ICACIE 2017.

Bhubaneswar, India Bibudhendu Pati
Bhubaneswar, India Chhabi Rani Panigrahi
Kharagpur, India Sudip Misra
Jaipur, India Arun K. Pujari
Rourkela, India Sambit Bakshi
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About This Book

The book focuses on theory, practice and applications in the broad areas of
advanced computing techniques and intelligent engineering. This two volumes
book includes 109 scholarly articles, which have been accepted for presentation
from over 618 submissions in the 2nd International Conference on Advanced
Computing and Intelligent Engineering held at Central University of Rajasthan,
India during 23–25 November, 2017. The first volume of this book consists of 55
numbers of papers and volume 2 contains 54 papers with a total of 109 papers. This
book brings together academic scientists, professors, research scholars and students
to share and disseminate their knowledge and scientific research works related to
advanced computing and intelligent engineering. It helps to provide a platform to
the young researchers to find the practical challenges encountered in these areas of
research and the solutions adopted. The book helps to disseminate the knowledge
about some innovative and active research directions in the field of advanced
computing techniques and intelligent engineering, along with some current issues
and applications of related topics.
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Part I
Advanced Image Processing



Patch-Based Feature Extraction
Algorithm for Mammographic Cancer
Images

P. M. Rajasree and Anand Jatti

Abstract The study of mammography aims at identifying the presence of cancerous
or non-cancerous tissue by using signs of bilateral asymmetry, masses, calcification
and architectural distortion. The most vigilant one among them is the architectural
distortion owing to speculated or random patterns. In this paper, a novel method
for pectoral muscle removal and annotation removal is explained. A patch-based
algorithm is implemented to extract textural features, and according to the features,
a neural classifier has been classified into benign or malignant. The method was
experimented on 88 images from MIAS database, and the proposed method has a
total efficiency of 92.04% with respect to pectoral muscle and annotation removal.

Keywords Benign · Malignant · Pectoral muscle · Patch-based feature extraction

1 Introduction

Among all the developed and non-developed countries, breast cancer is the most
common cancer in women, and though, around 58% of deaths were observed in
developed countries [1]. Incident rate is below 40% for every 100,000 people in
developing regions. The survival rate in low-income nations is below 40% [2]. Low
survival rate indicates a lack of early detection facility or adequate facilities in terms
of both instruments and personnel, causing the cancer detected at a very late stage.
Breast cancer is fully treatable when detected at an early stage, and still mammogra-
phy is a very effective modality to detect the cancer at an early stage for those who
do not have symptom. Though every year the mortality rate count keeps increasing,
some studies reported around 25% breast cancer remains undetected at an early stage
[3]. The variability in detection occurs because mammographic examination is dif-
ficult to study, especially when positive signs are hidden by superimposition of soft

P. M. Rajasree (B) · A. Jatti
Department of Electronics & Instrumentation Engineering, R.V. College
of Engineering, Bengaluru 560059, India
e-mail: rajasreepm@rvce.edu.in
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4 P. M. Rajasree and A. Jatti

tissues. Second opinion is one of the very commonly followed procedures, and it
has been very efficient [4] in curbing the miss prediction occurring in the diagnosis.
Though second opinion could also have issues of its own [5] including human error,
a diagnosis supported by an objective analysis could help reducing the mortality rate
to a greater extent. Though computer-aided systems (CAD) cannot replace a doc-
tor’s diagnosis, it always aid in increasing the diagnosis capability. Development of
CAD in mammogram has proven very effective in determining masses and calcifica-
tion [6], though certain cases such as architectural distortion and ill-defined masses
have reduced the accuracy and precision of identifying the malignancy [7]. Many
researchers have proposed methods to categorize benign and malignant. Radovic
et al. [8] proposed a method based on mass segmentation and feature extraction
which provided a sensitivity of 77%. Swapnil et al. [9] proposed a method based on
grid-based textural extraction which provided an efficiency of 91% for identifying
the malignancy in the region of interest. Malkov et al. [10] proposed a method which
used fractal dimension and statistical features corresponding to second order. With
the aim of developing a novel method, a patch-based method is used. And gray-level
co-occurrence matrix (GLCM) is used to extract the features.

2 Methodology

In the first section, the process of pectoral muscle and annotation is explained. In
the second section, a patch-based method is implemented. The main concept of the
patch-based method is to extract all the patches which are very small compared with
the original image size with overlaps from the given image. Then, the interrelations
between those patches are found out. In the patch-based method, there is an expec-
tation that every patch taken from the image may find similar ones elsewhere in the
image. Three texture features are extracted using GLCM method. Images are taken
from MIAS database. Neural classifier is used.

2.1 A Novel Method for Pectoral Muscle Removal
and Annotation Removal

The initial step in the dictionary-based learning is removal of annotation and pectoral
muscle from mammogram images. Existing method of patch learning increases the
CPU memory utilization and compilation time. Another method of connected com-
ponent labeling requires a threshold value to be used which is ineffective in most
cases.Hence, a differentmethod is proposed inAlgorithm1 for removal of annotation
and pectoral muscle. The first step involves the identification of right mediolateral
oblique (MLO) or left MLO by the method of clustering to find the placement of the
pectoral muscle. The second step involves removal of the annotation if it exists. Then,
the normalization of the image is done to improve the range of pixel intensity values
of poor contrast regions. Depending on the normalization of images, clustering is
carried out at fourth step of the algorithm starting with two clusters. Every cluster
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Fig. 1 Mammogram image a before preprocessing (left), b after preprocessing (right)

has some dense components of pectoral muscle restored. Therefore, if the density
is above a threshold, only then the cluster is considered and otherwise neglected.
The mean value for the clusters is evaluated, and only the highest mean value in the
cluster is retained. Then, the morphological operation is performed at each cluster
stage with a disk as structuring element. The small blobs in the image are removed
and remaining are retained. All the clusters crossing the threshold are combined
using a mathematical operator. But because breast tissue is present, there could be a
chance of other regions being affected in the process; as we observe morphological
character, pectoral muscle shows an appearance of triangle, and as seen on the top
half, this allows us to consider only half of the image in horizontal axis. The detailed
algorithm is given in the following section, and the result is shown in Fig. 1.

Algorithm 1: Pectoral muscle and annotation removal
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2.2 Patch Generation

Consider an grayscale image G with size m×n and G(x, y) as coordinate. Define R
as an operator for extracting patch that returns the image as patches with size Mp ×
Np as derived by Eq. (8). Total GX patches are stacked together as vector defined by
X (t), where t is the length of the stack.

R → Mp � Np �
{

i f

T mod B � 0 ∀B�2,3,5

If T mod B � 0 ∀B � 2

Mp � NP � 2; t � (m × n)/B2

. (8)

As the window ofMp ×Np derived from Eq. (8) is moved over the image, patches
(TP) are generated and simultaneously feature values are extracted with labeling
which is explained in Sect. 2.3.

2.3 Patch-Based Dictionary: Feature Extraction

The patch is generated using R operator which consists of “t” number of patches.
Some patches “tNON” would not be relevant as it could belong to the area which is
the background, marked by black in the image, and some patches would include the
border region “tBR” of the RMLO or the LMLO where it is highly unlikely to get
a benign or malignant tissue. To identify TNON, TBR black pixel density needs to
extract which is calculated in Eq. (9).

∀TZ ; z � 1, 2, 3 . . . t ; where t � (m × n)/B2

and TNON, TBRεT
,

Dz � (Tz(BLACK ARE A)/(Ttotal ARE A)) × 100,

T�TNOND ≥ 90

TBRD ≥ 40%

Totherwise

. (9)

Only T with (x1, y1, x2, y2) is considered and other patches are neglected where
x1, y1, x2, y2 are coordinates of the patches extracted from G during the process of
patch creation.

TCORD � [
x1, y1, x2, y2

]
. (10)
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To make a dictionary-based system, the texture features [11] are extracted using
gray-level co-occurrence matrix (GLCM). The neighborhood pixel distance is taken
as 1, and directions 45°, 90° and 135° are considered as only one direction might not
be reliable information. Homogeneity, contrast and energy are chosen as descriptors.
These textural descriptors are chosen because homogeneity shows the closeness
in pixel intensity distribution, while local variation is derived from contrast and
correlation provides information of highly correlated neighboring pixels. Energy
determines the pixel repetitions occurring in pairs and hence detects disorders in
texture. The values extracted are a single patch stored as an array of dimension 1×
4, and for a set of 100 patches, the feature dimension would be 100×4. To convert
the patches’ features into dictionary-based system, we use the prior information for
training the system using coordinates given in the MIAS database where x and y are
the coordinates provided by database and r is the radius of tumor. ICORD is defined
by Eq. (11).

p1 � x − r; z1 � 1000 − y; p2 � z2 � 2 × r

ICORD � [
p1, z1, p2, z2

]
.

(11)

The patch T is distributed into three sections TN for normal, TM for malignant
and TB for benign which are labeled as 0, 1 and 2, respectively.

Equation (11) and prior label instruction from MIAS database are used to label
the learning phase

T �

⎧⎪⎨
⎪⎩
TM if I CORD ≡ T CORD and label � M

TB if I CORD ≡ T CORD and label � B

TN otherwise

. (12)

The values extracted forms the dictionary which are trained to a neural classifier
with five hidden layers. Any image is considered with the same procedure as in
Algorithm 1, and then, TNON,TBR from the region are filtered. The filtered patches
are prepared for feature extraction, and then, the patches are tested for a potential
malignant or benign site in the image.

3 Results

To check the performance of the proposed method, experiments on MIAS database
images were carried out [12]. The initial evaluation has been done to remove pectoral
muscle and annotation if it exists. The technique used demonstrates its effectiveness
in eliminating the unwanted region as shown in Fig. 1. The experiments were carried
out to test 88 images, and it is observed that for 81 images, pectoral muscle and
annotation were removed effectively. Among them, two images could not produce
a satisfactory result in removing pectoral muscle; three images left behind some
portion of annotation due to its placement of annotation on the center rather than on
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Fig. 2 Patch T which contains TNON TBR

(a) (b) (c) 

Fig. 3 Patches extracted to be potential benign site and the patch (a–c)

the top; and for two images, there was a hindrance due to breast tissue segmented
along with pectoral muscle as those tissues had a dense structure which resembles
the pectoral muscle; hence, the cluster algorithm showed a slighter ineffectiveness
in the case where breast tissue is denser and looks alike to pectoral muscle. A total
efficiency of 92.04% was observed with respect to pectoral muscle and annotation
removal.

The algorithm for patch is evaluated, and the results for the same are shown in
Fig. 2 and it was observed that one patch creation took about 0.003337 s with a
size of 1.85 KB per patch; hence, it shows that the pectoral muscle removal and
the annotation removal play an important role in faster execution and using memory
effectively. It was observed that a total of 45 patches were classified as TNON and
17 patches were classified as TBR. The images generated from patches were trained
using a neural classifier where a set of 14,025 patches were trained from 81 images
which had normal, benign and malignant patches and validation showed an accuracy
of 91.36%.
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Fig. 4 Location of tissue
with respect to patch on the
pectoral, annotation
segmented image

Fig. 5 Region of interest on
the original image with
respect to the MIAS database
annotation as given by
database

A new set of 21 data fromMIAS database were used for evaluation, and the result
for one of the images is shown in Fig. 3 where three patches were found to have signs
of benign tissue, and Fig. 4 shows the mapping of the patch in the original image
as per Eqs. (10) and (11). Overall accuracy of 85.7% for 21 test data was observed
when tumor region was cross-checked against the annotations provided. Hence, the
method shows its effectiveness in detecting tumor region being benign or malignant.
Figure 4 shows the comparison with default annotation as per MIAS database and
performance of this algorithm (Fig. 5).
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It can be observed that this algorithm is able to analyze and detect the suspected
region without the need of any tissue segmentation, which is a huge challenge,
considering the texture of mammogram image.
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Segmentation and Detection of Lung
Cancer Using Image Processing
and Clustering Techniques

Preeti Joon, Shalini Bhaskar Bajaj and Aman Jatain

Abstract Lungcancer is amost commondisease nowadays, so to get rid of itwehave
made a detection system. In this paper, an active spline model is used to segment
the X-ray images of lung cancer. The system formed acquired medical images of
lung X-ray. First, in preprocessing median filter is used for noise detection. Then,
segmentation is applied and further K-mean and fuzzy C-mean clustering is applied
for feature extraction. This paper is an extension of techniques of image processing of
lung cancer detection and produces the final results of feature extraction after X-ray
image segmentation. Here, the proposed model is developed using SVM algorithm
used for classification. Using MATLAB, simulation results are obtained for cancer
detection system. This paper focuses thus on segmentation and detection of lung
cancer by finding normality and abnormality of the images.

Keywords Median filtration · Segmentation · Active spline model · Clustering
Feature extraction · Support vector machine · X-ray images

1 Introduction

Cancer is a common disease, which is formed by different divisions of abnormal
cells in a region of human body. Cancer can occur almost anywhere in the human
body. The number is in centuries nowadays of cancer. Lung cancer is today the most
common cancer which originates in different cells of lung. Another name of lung
cancer is lung carcinoma [1]. Lung cancer is also a malignant tumor, which means it
can spread to other parts of body easily. The initial stage of lung cancer starts from
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lung. Lung cancer has been further classified into two parts: small cell lung cancer
and non-small cell lung cancer. Lung cancer is increasing day by day all over world
in both males and females. Thus, lung cancer results in abnormality of the cell, where
cell is a basic unit of life [1]. The early detection of lung cancer leads to a higher
chance of successful treatment. Mostly, lung cancer affects males and females all
over the world due to smoking, alcohol, etc.

In this paper, we have collected X-ray images of lungs from one of the hospitals.
Thus, the main aim of this paper is to detect lung cancer and find normality and
abnormality of X-ray images by different techniques such as filtration, segmentation
process, clustering algorithms and SVM techniques [2].

2 Paper Preparation

Previously, many lung cancer detection techniques depend on human experience and
image of CT scan observed by them. But we find hardly any paper of lung detection
on X-ray images. So we have worked on lung X-ray images. Using image process-
ing and clustering techniques, we can quickly and accurately detect lung cancer of
X-ray images, and segmentation is done by active spline model. Explanation of some
surveyed papers is as follows:

“Bhagyashri G. Patil and Prof. Sanjeev N. Jain” [3]: The paper uses two methods
thresholding andwatershed for segmentation used to detectCT images of lung region.
The aim of this paper is to detect cancer as early as possible.

“Mr. Vijay A. Gajdhane and Prof. Deshpande L.M” [4]: The main aim of this
paper is to find different levels of lung cancer. Many CT-scanned images are used
and detected by image processing techniques.

“K. Kaviarasu, V. Sakthivel” [5]: This paper uses CT-scanned images. First image
is segmented by using clustering techniques such as K-means and fuzzy C-means.
Further, for cancer detection different image processing techniques are used like
thresholding, etc.

“Santhosh T, Narasimha Prasad LV” [6]: This paper uses PET images of lung and
it also uses fuzzy C-means clustering technique to find the cancerous part in image.
“P. Thangaraju, N. Mala” [7]: This paper proposes the study of lung cancer tumor
using accurate image segmentation techniques. The proposed model compares lung
tumor using three algorithms, namely K-harmonic means, expectation maximization
and hierarchical clustering, using images.

“Joel George R, Anitha Jeba Kumari D” [8]: This paper uses optimization for seg-
mentation of lung image suffering from cancer. After image processing techniques
are applied on lung cancerous image like thresholding, then images are sorted accord-
ing to their clusters, and further, for segmentation fuzzy C-means and particle swarm
optimization are used.

“Preeti Joon, Aman Jatain, Shalini Bhaskar Baja” [9]: The main intention of this
paper is early lung cancer detection as it increases the chance of survival among
people. This paper first discusses the preprocessing techniques, and image segmen-
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tation techniques have been used. This paper also finds the feature extraction and
classification of data sets used in papers from year 2011 to 2017.

3 Figures

In our proposed methodology, we have taken X-ray lung images. Methodology is
composed basically of two phases.

1 First phase: The X-ray image is preprocessed to remove noise by median fil-
tration. Segmented image gives better accurate result. So, image is cleaned and
segmented by using clustering algorithms. And then textural and features are
taken or extracted from segmented image by the application of feature extraction
techniques [10].

2 Second phase: Second phase uses the SVM classifier, which conveys whether
lung is normal or abnormal as shown in Fig. 1.

Fig. 1 Flowchart of lung
cancer detection system
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Fig. 2 Performance parameter of two clustering algorithms

3.1 Image Acquisition

The first step in the proposed methodology is to capture the many normal and abnor-
mal samples from the digital camera. The sample is captured from the digital camera,
and the features are then stored in the database (Fig. 2).

3.2 Preprocessing

When images are captured by a digital camera, they are in RGB color. MATLAB
does not support any image in RGB format. So, first step is to change these RGB
color images to grayscale images. Then, second step is to remove noise which is a
very common problem found in images like white noise and salt-and-pepper noise
which is removed by median filtration as shown in Fig. 3 [4].

3.3 Segmentation

Segmentation is a process which means to segment or divide a image into different
parts as it adds more meaning to image and is easy to analyze and also make image
more simpler [4]. Segmentation is done by clustering techniques and also by image
processing techniques, but in this paper we have applied segmentation on X-ray
image of lung and focused on the point distribution model which is an active spline
model.
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Fig. 3 Grayscale and filtered image

3.4 Active Spline Model

The segmentation also forms a method which is a combination distribution of point
model and centripetal parameterized Catmull–Rom spline model. This method is
termed as active spline. Active spline model works only on simple and small mouse
operations [11]. For automated segmentation, it points in circle form almost the
needed region as shown in Fig. 4. And finally, we get segmented X-ray image as left
and right lung image as shown in Fig. 5.

Fig. 4 Automated
segmentation
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Fig. 5 Segmented image

3.5 Clustering

Cluster includes data ofmany objects which can be of same types which are “similar”
or can be of different kinds which are “dissimilar.” Clustering is system of putting
different objects into different groups based on their similar and dissimilar clusters
[12]. These are classified as follows:

Fuzzy C-means Clustering
The fuzzyC-mean clustering is a type of algorithm. FuzzyC-mean is an unsupervised
clustering algorithm. This algorithm can be used as a classifier and for clustering
designing. FCM also helps to find clusters in data. It is different from K-means
clustering as it takes more time in process. In 1973, FCM was developed by Dunn
and further proceeded in 1981 by Bezdek [13]. The advantages of fuzzy C-mean are
as follows:

Advantages

1. Fuzzy C-means give better result than K-means clustering.
2. The data point completely belongs to single center of cluster, whereas in FCM

the data point gives membership to each center of cluster.

Fuzzy C-means only allow one data to more than two clusters. It includes the
following function:

Jm �
N∑

i−1

C∑

j−1

umi j
∥∥xi − c j

∥∥2
, 1≤m <∞.
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Fig. 6 Fuzzy C-means result

In above equation, m is known as real number which is more than 1 and also
known as ||*|| which is any form denoting the similarity between any measured data
and the center. And we have used four clusters for four images of right lung. And
also elapsed time calculated in fuzzy C-mean is 24.534030 s as shown in Fig. 6.

As fuzzy C-mean is very complicated and takes much time to give result, we also
apply K-mean algorithm.

K-means Clustering
Simplest algorithm is only K-means which is used for collecting clusters. It is unsu-
pervised learning. K-mean allows only one data for one cluster. This clustering does
not give good result as fuzzy C-mean but gives faster result than fuzzy C-mean [8].
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The K-means algorithm has the following properties:

1. K-means work better in processing many data sets.
2. It mainly completes at most favorable point.
3. It also works different on numerical values and expressions.
4. And the clusters are in shape like sphere or convex lens [14].

K-mean clustering is the simplest unsupervised learning algorithm. The objective
function is:

J �
k∑

j−1

x∑

i−1

∥∥∥x ( j)i − c j
∥∥∥
2
.

In above equation,
∥∥∥x ( j)i − c j

∥∥∥
2
which is used to choose distance between data

and center of cluster.
And we have used five classes for right lung image. And also elapsed time calcu-

lated in K-mean is 0.890276 s. Thus, it shows K-mean gives better and fast result as
shown in Fig. 7.

4 Feature Extractions

It is very important stage in image processing. Cancer nodule always carries a large
number of features. It is essential to extract interesting features from it to define
shape of nodule uniquely. There are basically two types of descriptors as: textural
and structural features [15]. Extracted features which are basically from affected
region are classified on the following basis:

(a) Area: Area is the number of the pixels present in the tumor region. Area has
only magnitude but no direction.

(b) Perimeter: Perimeter is the number of pixels which are linked or connected to
each other on edge of tumor.

(c) Eccentricity: Eccentricity is the roundness or circularity which is less than one
for the circular or other shape [2].

(d) Time: Time is taken by both clustering and iterations which are compared as
shown in Fig. 2.

5 Classification

After feature extraction, we have classified the features into normal and abnormal
lung, i.e., cancerous and non-cancerous types. Hence, for classificationwe have SVM
classifier.
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Fig. 7 K-mean result

5.1 SVM Classifier

SVM is a support vector machine. It is supervised machine learning algorithm. To
analyze the different data and to recognize different patterns for the classification
work, supervised learningmodelwith learning algorithms is usedwhich is also known
as SVM (support vector machine). Here, in this thesis main work of SVM is to find
whether the lung images are normal or abnormal. SVM shows that particular lung
image is normal, which means image does not have cancer and it gives the negative
result, whereas SVM shows that lung image is abnormal, which means image has
cancer and it gives the positive result.

SVM is also defined by separating hyperplane. Hyperplane separates the space
into two half spaces as shown in Fig. 8.
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Fig. 8 Classification by SVM (abnormal image)

Table 1 Performance parameter of two algorithms

Factors Fuzzy C-mean K-mean

Number of instances 100 500

Time (s) 24.534030 0.890276

Iteration 800 900

Number of clusters 4 10

6 Results and Discussion

The proposed detection of lung cancer is trained by taking three abnormal images
and 80 normal lungs X-ray images in JPEG format. The database is taken from
RJ Hospital. The trained system is tested by the experts of hospital. First, median
filtration is applied. Then, segmentation is applied through active spline model, and
then, by clustering techniques cells are separated. Thus, features are extracted and
then classification is applied through SVMclassifier on the images inGUI (Graphical
user interface) in MATLAB, which shows the normality or abnormality of lung
(Table 1).

7 Conclusions

An attempt is made to expose lung cancer using image processing algorithms and
clustering algorithms. Initially, the X-ray image is captured and processed, and their
cancer or tumor region is identified correctly from the original image. Then, in
preprocessing stage median filtration is used to avoid salt-and-pepper noise of lung
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image. After preprocessing, image segmentation is done through active splinemodel.
Then, after segment of images clustering is applied for separating cells and different
types of region so K-mean and fuzzy C-mean are applied for finding cancerous
cell for features extraction using parameters such as area, shape and size of nodule.
They help to identify different dimensions and mark boundaries of cancerous cell.
Then, classifiers are proposed. In classification, support vector machine classifier is
applied. Support vector machine shows which lung image is normal and which is
abnormal. Hence, we conclude that from all above techniques and algorithms we can
find normal and abnormal lung and can extract their features.
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A Correlative Study of Contrary Image
Segmentation Methods Appending
Dental Panoramic X-ray Images
to Detect Jawbone Disorders

Krishnappa Veena Divya, Anand Jatti, P. Revan Joshi and S. Deepu Krishna

Abstract Dental radiographs have been widely used by dentists to detect any bony
pathology which is difficult to diagnose solely by clinical examination. The usage of
dental X-rays images has brought about a great improvement in clinical diagnosis due
to its immediate availability and relatively lesser radiation dose. Orthopantomograms
(OPG) or panoramic imaging is one of the imaging modality frequently used in
dentistry to detect any dental anomaly. But the dental panoramic images suffer from
varying superimposition of lot of anatomical structures and have an inherent technical
issue which leads to lot of ambiguity when applied as an aid to diagnosis. This
paper presents the systematic review of image segmentation algorithms applied on
dental X-ray images and its results with the supervision of radiologists. A generic
comparison of segmentation algorithms has been discussed for the cysts and lesion
segmentation in distinction to panoramic image. Thresholding watershed and level
sets methods were chosen for segmenting the desired region of cysts and to study the
various characteristics of cystic region. Level sets segmentation produces the better
results in segmenting the cyst/tumors. The shape descriptors obtained for the region
of cysts could conceivably be used as feature vectors in image classification where
the classifiers can automatically detect the abnormal tissues or tumors from OPG
images helping in its diagnosis and treatment.

Keywords OPG · Image preprocessing · Image segmentation · Watershed
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1 Introduction

Diagnosing cysts and tumors of jaws is one of themost perplexing challenges inmax-
illofacial radiology. A cyst is a fluid-filled pathological cavity lined by an epithelium.
Cysts are more common in jaws than any other bone since most cysts originates from
numerous cell rests of epithelium after the tooth formation. Basically, cysts are classi-
fied based on developmental and inflammatory origin. Themost frequently occurring
cysts are radicular cysts of inflammatory origin and dentigerous cysts of develop-
mental origin. Usually, cysts are round or oval shape with corticated or scalloped
boundary. A complete conclusion can be made by age, sexual orientation and pre-
dominance of the cyst. In the event that the cysts are not distinguished at a beginning
period, it might prompt tumors [1].

Tumors and cysts have some common things. They occupy space and replace or
displace the normal tissues. They may push the teeth out of their alignment and also
resorb adjacent tissues. An usually painless expansion causing disfigurement of face
is commonest presenting symptom. Theymay also compress the local nerves leading
to altered sensation in the region supplied by the affected nerve [2] (Fig. 1).

1.1 Causes of Cysts Origin

Exact pathogenesis of a cyst is not clearly known. The origin of the cyst is usually
attributed to the growth of the cell rests of Malassez (epithelium responsible for
formation of teeth within the jaws). The trigger that induces this growth could be
some inflammation or infection found in the dento-alveolar region. The epithelium
thus formed behaves as a semipermeable membrane and is composed of connective

Fig. 1 A growth creating from tooth bud [11]
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fibrous tissue. Eventually, this permeability nature; steadily the cyst expands either
by secreting fluid from the surrounding tissues or cells lining within its own cavity
leading to the cyst formation. Cystic fluid contains proteins which exerts osmotic
pressure. The breakdown of cellular debris within the fluid increases the protein
concentration which increases the osmotic pressure. The total effect is that pressure
developed by osmotic tension within the cavity of cyst and due to presence of the
bone resorbing cytokines and chemical mediators, there is an increase in osteoclastic
activity leading to bone resorption as well as expansion [3].

1.2 Orthopantomogram

Orthopantomograph is a mode of dental and maxillofacial imaging and consists of
a panoramic image of all the dental anatomical and their supporting structures, both
the jaws and the temporo mandibular joint along with a few contiguous structures.
It is extremely useful in all dental specialties such as it is useful in diagnosing car-
ious lesions, periodontology, prosthodontics, maxillo-facial surgery, implantology,
pediatric dentistry and orthodontics [1]. These radiographs play a crucial role in
diagnosing important pathologies and more often lead to diagnosis of asymptomatic
pathologies, when used as routine screening method of imaging maxillofacial area
[2].

In the image preprocessing stage, picture enhancement is done to upgrade the
interpretability or impression of information in pictures for human view and to give
“better” commitment for other mechanized image processing techniques. The info
image is preprocessed by expanding the dim levels in the picture utilizing linear
contrast extending, and some noise expulsion steps are incorporated into this stage.

2 Generic Segmentation Algorithms

Image segmentation is the most essential part in medical image processing as it
serves a better input for the automated models in segmentation of any objects from
the whole image requiring less operator involvement. Medical image segmentation
basically subdivides an image into objects so that interpretation and acquisition of
information from an image becomes easier.

JanMikulka et al. presented a procedure for automatized evaluation of parameters
in orthopantomographic images catching neurotic tissues made in human jaw bones.
The consequences of quick automatized segmentation acknowledged through the
live-wire strategy and contrast the got information and the outcomes gave by other
division methods. In this unique circumstance, an examination of different classifiers
is performed, including the decision tree, naive Bayes, neural network, k-NN, SVM
and LDA characterization devices. Inside this correlation, the most elevated level
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of exactness around 85% on the normal can be credited to the decision tree, naive
Bayes and neural network classifiers [4].

P. L. Lin, P. Y. Huang et al. have proposed an effective arrangement to part every
tooth in dental periapical radiographs in light of neighborhood peculiarity exami-
nation. The neighborhood singularities measured by Holder illustration are figured
to secure a structure picture in which the structures of teeth are much smoother
than the structures of gums. Otsu’s thresholding is associated with divide teeth from
gums; finally, related portion examination and morphological operations are asso-
ciated with detach each tooth. Exploratory results show that out of 18 teeth in six
attempted periapical pictures, all teeth are viably segmented with 17 expelled tooth
shapes absolutely fitting in with human visual acumen [5].

Most of the segmentation methods depend on one of the essential properties of
pixel intensities such as similarity and discontinuity. In the first classification, the
methodology is used to divide an image into the regions that comparative as indicated
by some predefined criteria and in the second method partitioning an image based on
the huge changes in intensities across its edges. Existing non-specific segmentation
techniques can be generally grouped into five classifications.

1. Thresholding
2. Region-Based Segmentation
3. Edge-Based Segmentation
4. Graph-Based Segmentation
5. Classification-Based Segmentation

These strategies are portrayed and their advantages and disadvantages are exam-
ined as takes after.

1. Thresholding

For the OPG images, this technique is used to extract part of image containing all the
information required for a specific application. It can be generally arranged into two,
specifically worldwide thresholding and nearby (versatile) thresholding, in view of
the edge choice criteria. For an Image I, the worldwide thresholding strategy tries to
discover a limit t to such an extent that pixels with power esteems more noteworthy
than or equivalent to t will be assigned 1 and the rest of the pixels are assigned to 0
[6]. Likewise, thresholding creates binary images. The computational complexities
of these algorithms are very low. Thresholding results in binary images where 1
represents the object of interest and 0 represents the background as shown in Fig. 5b
for the input panoramic image.

2. Region-/Area-Based Segmentation

These calculations fundamentally comprise of split and merge calculation, region
developing algorithm and watershed Segmentation.

2.1 Split and Merge

In split and consolidation calculation, the entire picture is at first considered as one
locale. This area will be part into four quadrants, if certain homogeneity measure is
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Fig. 2 The split and union procedure. a Division as quadrant. b, c The union of quad [12]

not met. The split procedure will be rehashed recursively until the point that every
area contains just homogeneous pixels. The calculation at that point contrasts every
one of the areas and their neighboring regions and consolidates the locales that are
comparable as indicated by a few criteria. The homogeneity rule is typically in view
of the estimations of pixel powers. Districts with standard deviation not as much as
an edge are viewed as homogeneous. Split and merge algorithm is computationally
fast [6].

2.2 Region Growing

Locale growing is inverse of the split and union procedure. At first, area developing
begins by stipulating n seed pixels and each seed pixel is managed as a locale. The
region developing calculation starts to locate someneighboring pixels to those locales
which are like the first area and include these areas thereby developing the region
[6] (Fig. 2).

2.3 Watershed Segmentation

Watershed segmentation is the most promising region-based approach in the field of
mathematicalmorphology. In awatershed segmentation technique, image is regarded
as topographic surface where altitudes are represented by the gray level of the image
and flat zones in the image are represented by the constant gray levels. Watershed
transformation consists of ridge lines and catchment basins [4]. Catchment basins
are corresponded by the low gradient region and high gradient interiors or a water-
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Fig. 3 a Catchment basins. b The watershed ridge lines [7]

shed corresponds to the watershed ridge lines. Catchments basins are homogeneous
comprising all pixels having a place with a similar catchment bowl are associated
with the locale of least elevation, and these catchment basins represent the region
of interest to be extracted [4]. The catchment basins separated by the ridge lines are
shown in the Fig. 3.

The watershed algorithm works well if each local minimum corresponds to seg-
mented object. If there are many local minima’s in the image than the segmented,
then the algorithm suffers from over-segmentation [4].

3. Edge-based segmentation

The purpose of detecting edges in image is to locate the abrupt changes in the inten-
sities across the object boundary to differentiate it from the surrounding intensities
(object/region) required for segmentation in terms of gray level, texture or color. In
typical segmentation algorithms, extracting the boundary of an object is essential in
identifying number of objects present in an image. Edges are detected using various
edge detecting operators such Robert, Prewitt or Sobel [6] as depicted in Fig. 4. Cus-
tomarily Sobel edge identifier contains a couple of 3 by 3 convolution bits, as shown
in Fig. 5. It calculates (gradient) first-order derivatives along x and y directions of the
original two-dimensional image. The extent of the subsequent edge is the inclination
of the first picture. The first-order derivatives produce thick edges. The Laplacian
computes the second-order derivatives of the image instead of first-order derivatives.
The Laplacian is regularly consolidated with the Gaussian smoothing part, which is
alluded to as the Laplacian of Gaussian capacity, and it is not specifically connected
to the first picture since it is delicate to the clamor. Here the size of first request
subordinates speaks to the edges shown in a picture, and indication of the second
request subsidiary is utilized to discover whether an edge point lies on light or dim
side of an edge [8].

1. Graph-based segmentation

Graph-based segmentation algorithms are relatively new in thefield of image segmen-
tation. The principle thought behind this approach is the development of weighted
diagram, where every vertex relates to a picture pixel or area and each edge is
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Fig. 4 Sobel kernel pair, a
kernel x and b kernel y [6]

weighted concerning a few criteria. Chart-based division calculations tend to locate
the worldwide ideal arrangements when contrasted with the district-based division
calculations which depend on eager approach. This diagram cut division experiences
over division and a disadvantage of computationally costly.

2. Classification-based Segmentation

The essential topic fundamental approach is a calculation used to prepare a clas-
sifier to group good segmentation and bad segmentation. Consequently, the criteria
used for the classification include brightness similarity, texture similarity, curvilinear
continuity; contour energy, etc. A preprocessing is done to reduce the dimensions
of an image. The normalized cut algorithm is applied to these preprocessing steps.
The image segmented manually by humans’ represents positive examples where as
negative examples represents the segmentation outputsmatched randomlywith some
fuzzy logic algorithm. The Laplacian of Gaussian approach is employed to obtain the
zero-crossing area of the original image. From those zero-crossing areas, fuzzy set is
used to describe the direction and transition of intensity values. The fuzzy rules are
obtained from the global knowledge presented by medical experts. Fuzzy reasoning
methods are used to detect a rough boundary. The neural system is prepared in view of
the arrangement of manual sectioned samples. Consequently, relevant guidelines can
be educated and spatial consistency can be moved forward. Training is required for
this type of segmentation. Subsequently, this algorithm requires learning and train-
ing parameter set to produce segmentation. The selected training samples largely
determine the accuracy of this algorithm. Also, this algorithm is more tedious to use
(Fig. 5 ).

3 Comparison of Generic Segmentation Algorithms

A comparison of generic segmentation algorithms mentioned below is made accord-
ing to the performance, information used, computational complexity, whether train-
ing is required, whether they are sensitive to the noise, whether they are easy to
use and whether manual initialization is required. The results are shown in Table 1.
Thresholding uses the information based on a single pixel in an image while most of
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Fig. 5 a Input image; b result of thresholding on original image with a threshold value = 85; c
application of watershed segmentation on dental panoramic images showing markers and object
boundaries superimposed on original image; d result of level sets segmentation on original image

Table 1 Comparison of generic segmentation algorithms

Features Thresholding Region-based Edge-based Graph-based Classification-
based

Information Pixel Patch Patch Patch Patch

Complexity O(n) O(n) O(n) O(n logn) O(n)

Manual init No Yes No No No

Training No No No No Yes

Easy to use Yes Yes Yes Yes No

the other segmentation depicts from information obtained from a region. The perfor-
mance of the thresholding algorithmdepends on the distribution of pixel intensities of
an image. Edge-based segmentation tends to produce concavity of edges. Most of the
algorithms discussed exhibit over-segmentation. The computational complexities of
the graph-based and characterization-based division strategies are higher contrasted
with the edge-based, thresholding and region-based approach tending to be linear.
Region-based algorithm usually requiresmanual initialization. All the algorithms are
sensitive to noise. Most of the algorithms are easy to use except classification-based
algorithm which requires training. Table 1 compares and gives an understanding of
segmentation methods applied on the Orthopantamogram images.
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4 Feature Selection and Extraction

Feature Extraction constitutes an essential piece of machine vision frameworks. Cus-
tomarily, the element extraction strategies are utilized after the image has gone divi-
sion. It is designed to represent the objects or the region of interest in a informative
manner like defining the features and attributes for the objects extracted after seg-
mentation. The features obtained can be used in further processing as it convert the
pictorial to non-pictorial data representation which can be used in pattern recogni-
tion to classify the objects into begin or malign. The techniques for Classification
require the estimation of image parameters such mark of the question limit, edge
power variety and shape circularity and so on. Likewise, the highlights of shape
descriptors like territory, roundness, solidness could aid cysts and tumor characteri-
zation [9]. After the information about the object of interest is known, some pattern
recognition techniques are employed in machine vision. It represents the last stage
in image processing approach. Many classifiers are available for region and object
classification. Some of the pattern recognition techniques neural nets, k-NN, support
vector machines (SVM) can be used for classifying tumor or non-tumor images.

5 Results and Discussion

Dental X-ray imaging is a standout among the most essential applications in the field
of therapeutic image processing. In this paper, several image processing algorithms
have been applied on the dental X-rays, and the results are compared with respect
to peak signal-to-noise ratio (PSNR) and mean squared error (MSE) in order to
interpret which enhancement algorithm produces better results which could help in
the diagnosis and its early detection.

Measuring the picture quality is frequently a troublesome assignment on account
of the huge number of factors required in arriving at the final result like ranging from
the precision of display technology, observability, encompassing lighting to the indi-
vidual’s state of mind and many more. surveying of visual nature of an image is a
subjective procedure that are generally assessed by target measures [10]. Objective
quality measures provide accurate and repeatable results which are easy analysis
since it relies on less controllable factors because of it mathematical convenience.
Disregarding this component, target quality measures don’t coordinate with the sub-
jective experience of human watcher seeing the image.

Peak signal-to-noise ratio:
The term peak signal-to-noise ratio (PSNR) is an expression for the proportion
between the most extreme conceivable esteem (power) of a signal and the energy of
mutilating noise that influences the nature of its portrayal. It is usually represented in
logarithmic scale decibel. It can be used as comparativemeasures for image enhance-
ment methods to decide which enhancement algorithm produces good results. Sup-
pose, if an algorithm enhances the degraded image which is closing matching with
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Table 2 MSE and PSNR for watershed and contrast manipulation algorithms using OPG Images

Algorithm PSNR MSE

Contrast manipulation 14.9440 2.0830e+03

Watershed transformation 17.1599 1.2505e+03

the original image then it is assumed that algorithm produces better results for a
specific application [10].

Mathematically, PSNR is represented as

PSNR � 20 log10

(
MAXf√
MSE

)

B. Mean squared error (MSE) equation is given by

MSE � 1

xy

x−1∑
0

y−1∑
0

‖f (i, j) − g(i, j)‖2

f represents die matrix data cf our original image
g represent the matrix data of our degraded iniaee in question
x represent the numbers of rows of pixels of the images and i
y represent the number of columns of pixels of the image and
j represent the index of that column
MAXf is the maximum signal value that exists in our original “known to be good”

image

Image with high PSNR and value signifies better quality for the restored or pro-
cessed image. Lower value of MSE results in higher PSNR. These image quality
measures are employed for dental panoramic images for different image process-
ing algorithms as shown in Table 2. From the table, it is observed that histogram
modification yields good results compared to other algorithms with a PSNR value
of 19.6742 and MSE of 700.9043.

6 Conclusion

A precise survey improved the situation number of images upgrade and division of
cysts and tumors from OPG pictures. Edge- and region-based segmentation tech-
niques have been analyzed based on the various features such as complexities,
information content extracted, manual initialization and training required for the
segmentation algorithm to extract the required region of interest. With the appli-
cation of watershed segmentation, the optimal objects to be segmented from the
whole OPG images have been discussed. Furthermore, the level sets algorithm has
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been implemented for the segmentation of cysts/tumors. Usually the shapes of cysts
and tumors are irregular; these levels sets algorithm precisely segmenting the cystic
region with its proper contour. The experimental results suggest the efficacy of the
proposed systemwhen compared to the manual segmentation. The image processing
approaches discussed help the dentists to classify cysts images from normal images
and the enhanced images could help in highlighting the fine details like edges of
cysts or lesion of Jaws. This could potentially assist in diagnosis for screening the
early detection of dental anomalies improving the diagnostic accuracy and treatment
outcomes.
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Image Quilting for Texture Synthesis
of Grayscale Images Using Gray-Level
Co-occurrence Matrix and Restricted
Cross-Correlation

Mudassir Rafi and Susanta Mukhopadhyay

Abstract Exemplar-based texture synthesis is a process of generating perceptually
equivalent textures with the exemplar. The present work proposes a novel patch-
based synthesis algorithm for synthesizing new textures that employs the powerful
concept of gray-level co-occurrencematrix coupled with restricted cross-correlation.
Furthermore, a simple and peculiar blending mechanism has been devised which
avoids the necessity of retracing the path after ascertaining the minimum cut within
the overlap region between the two neighboring patches. The method has been tested
and executed for the samples derived from Brodatz album, the widely acceptable
benchmark dataset for texture processing. The results are found to be comparable to
Efros and Freeman for stochastic texture while outperforms the Efros and Freeman
algorithm for semistructured texture.

Keywords Texture synthesis · Image quilting · Patch-based texture synthesis
GLCM

1 Introduction

Texture is a collective effect produced as a result of aggregation of pixels present in
the image forming definitive patterns of shape, scale, orientation, color, and spatial
frequency. The surface characteristics of several entities like terrain, plants, minerals,
fur, and skin are attributed to their textural surface. In computer graphics, the major
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concern is to create visual realism that depends upon the accurate localization and
synthesis of natural texture. Texture synthesis is defined as a process of producing
new textures that are perceptually equivalent to the input texture. Texture synthesis
is important for fast scene generation, image inpainting, and texture restoration.
Texture synthesis never guarantees the generation of textures that are replica of the
exemplar; however, it guarantees the perceptual similarity of the synthesized image
with the exemplar. In the literature, various classifications of the texture synthesis
techniques have been suggested. The most recent one is suggested by Raad et al. [1].
They have classified all the techniques into two classes, namely statistics-based [2–
4] techniques and nonparametric patch-based [5–11] techniques. Statistics-based
methods aremotivated by the pioneerworkof Julesz [12],who stated that texture pairs
having same second-order statistics are not pre-attentively discernible by humans.
In order to perform synthesis, these methods need two sequential steps to be carried
out, namely analysis and synthesis. Efros and Leung [7] introduced the pixel-based
approach based on Shannon’s Markov random field model devised to simulate text.
The value of pixel to be synthesized is determined by searching over square patches
in the sample texture. The similarity criterion used in this case is L-2 norm. The
method was found to be slow. Wei and Levoy [10] employed raster scan ordering to
transform noisy pixels into the resultant texture. The performance of algorithm was
improved using multi-scale framework and tree-structured vector quantization. The
L-2 norm was also minimized in the RGB space without normalization. In 2001,
Ashkhmin [5] improves Wei and Levoy technique and obtained satisfactory results
for natural texture at whichWeil and Levoy technique failed. Tonietto andWalter [13]
synthesized the texture from a collection of sample at different resolution. Zhang et
al. [14] introduced an image-based texture synthesis for rendering of progressively
variant textures. Efros and Freeman [8] introduced patch-based approach and named
it as image quilting, by stitching together random blocks of the sample and modified
them in a consistent way to synthesize texture. Patch-based approaches are better
than pixel based as it builds the texture at coarser scale while keeping the high
frequencies of the sample intact. In the present work, a patch-based texture synthesis
algorithm is proposed. The paper is organized as follows. Section 2 describes the
mathematical concept of gray-level co-occurrence matrix. In Sect. 3, the motivation
behind this technique is given. Section 4 throws some light on cross-correlation and
describes the concept of restricted cross-correlation. Section 5 presents the central
idea of the proposed technique the GLCM-based image quilting along with the
proposed blending mechanism in a subsection. Section 6 presents the experimental
prerequisites, procedure, and a comprehensive discussion on the results. The final
section concludes with a summary of the entire process performed.

2 Gray-Level Co-occurrence Matrix (GLCM)

In texture description, the spatial arrangement of pixels is also important along
with the intensity values. Any attempt not considering this facet may preserve the
brightness information but would not be able to completely describe the textural
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features. A gray-level co-occurrence matrix [15] is such an approach that considers
both the intensity values in conjunction with the spatial arrangement of pixels. Let us
suppose that G be a matrix whose elements f (i, j) are representing the frequencies
of pixel pairs with intensity values zi and z j occurring in the image g(r,c) at the
location specified by Q, where Q is an operator defining the positions of the two
pixels relative to each other and 1 ≤ i, j ≤ L . The matrix dimension depends upon
the number of gray levels present in the image. Conventionally, the numbers of gray
levels are quantized in order to reduce the size of the matrix. After computing all
the values of the matrix, a normalization step is applied using the equation as given
below:

N(p,q) = f (p, q)
∑L

i=0

∑L
j=0 f (i, j)

, p, q = 0, . . . , L (1)

where N(m,n) is the normalized matrix, f (i, j) is the number of pixel pairs having
values zi and z j , f (p, q) is the entry in the co-occurrence matrix, and L is the
maximum number of gray levels. Haralick and Shanmugam [15] proposed a set of
14 statistical measures based on the co-occurrence matrix. These include angular
second moment, contrast, correlation, sum of squares, inverse difference moment,
sum average, sum variance, sum entropy, entropy, difference variance, difference
entropy, measures of correlation, and maximal correlation coefficient. Out of these
14 measures, contrast, correlation, energy, and homogeneity are the fundamental
ones.

Contrast is a quantitative measure of the intensity contrast between a pixel and
its neighbor over the whole size of the image. The values range from 0 to (L − 1)2.

Contrast =
L∑

i=1

L∑

j=1

(i − j)2N(i, j) (2)

Correlation is a measure of how a pixel is correlated to its neighbor over the
entire size of the image. Values are ranges from −1 to 1. If the correlation is perfect
1 is assigned whereas for a perfect negative correlation −1 is used.

Correlation =
L∑

i=1

L∑

j=1

(i − mr )( j − mr )

σrσc
(3)

where σr �= 0, σc �= 0 and (4)

mr =
L∑

i=1

i
L∑

j=1

N(i, j) (5)

mc =
L∑

j=1

i
L∑

i=1

N(i, j) (6)



40 M. Rafi and S. Mukhopadhyay

Energy is a measure of regularity and lies in the range [0, 1]. It is 1 for a constant
image.

Energy =
L∑

i=1

L∑

j=1

N 2
i, j (7)

Homogeneity measures that how much the distribution of elements in the matrix
G is closer to its diagonal. The range of values lies in [0, 1], with the highest being
reached when G is a diagonal matrix

Homogeneity =
L∑

i=1

L∑

j=1

Ni, j

1 + |i − j | (8)

3 Restricted Cross-Correlation

In signal processing, the cross-correlation quantitatively assesses the similarity
between two functions (signals) at all possible time shifts, or time lags. In the field of
statistics, it is described in terms of the expected values, whereas, for deterministic
signals, it is defined in terms of sums or integrals. Cross-correlation is commonly
used for searching a long signal for a shorter known feature. Mathematically,

( f ∗ g)(τ ) =
∫ +∞

−∞
f ∗(t)g(t + τ)dt (9)

where f ∗ represents the complex conjugate of f and τ represents the displacement
/lag. In discrete form, it can be represented as,

( f ∗ g)(τ ) =
+∞∑

−∞
f ∗[m]g(m + n) (10)

Cross-correlation and convolution are similar quantities. In the present work,
authors have restrict the cross-correlation to allow the displacement of one function
relative to the other in one direction only i.e either horizontally or vertically, corre-
sponding to the boundary share with the neighboring patch. As shown in Fig. 1, the
boundary share can be of three types, namely Type 1, Type 2, and Type 3. These can
be defined as:

• Type 1: When the current patch shares the left boundary with the adjacent patch.
• Type 2: When the current patch shares the upper boundary with the patch present
in the upper row.
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(a) Type 1 (b) Type 2 (c) Type 3

Fig. 1 Different types of boundary shares

• Type 3: When the current patch shares left boundary with the adjacent patch and
upper boundary with the patch present in the upper row.

4 GLCM-Based Image Quilting

Gray-level co-occurrence matrix (GLCM) is a widely recognized, powerful tool for
extracting information from the texture images. The co-occurrence matrices has an
amazing property to keep not only the intensity information but also the spatial occur-
rence at a particular distance and direction. Thus, the statistical properties derived
from these matrices could be used as an effective descriptor for searching a patch
with in a database. The present method employs the input exemplar u and synthe-
size the output image w sequentially, in a raster scan order (from left to right and
top to bottom). The method uses two sequential steps. The first step creates a patch
database by employing the properties derived from gray-level co-occurrence matrix
(GLCM) applied on all the overlapping patches taken from the exemplar whereas
the second step synthesizes the required texture. The patch database comprises the
square patches of size m in order to avoid the computational complexity. Each patch
has been stored in the database along with its GLCM properties so that on the basis
of these numerical values the corresponding patch can be retrieved when needed in
the subsequent step. The authors have used here sequential search, however a fast
searching algorithm could be use either, that would certainly reduce the overall run-
ning time of the algorithm. The second step involves the process of synthesis, at the
topmost left corner of the image to be synthesize with its statistical (GLCM) value
at hand. This value is used to search the database for the most similar patch adjacent
to this using following equations (Fig. 2).

d
(
Pprev, Pcur

) = (Gstat
prev − Gstat

cur )2 (11)

d
(
Pprev, Pcur

) ≤ δ (12)
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Fig. 2 Proposed method

where d
(
Pprev, Pcur

)
represents the distance between the statistical properties of

the two adjacent patches. Gstat
prev is the GLCM property of previous patch Gstat

cur is
the GLCM property of current patch. Equation 12 imposed the similarity criterion
on the distance d. The patches satisfying this equation are determined, and out of
these patches a patch at random has been chosen. The randomization is involved
to avoid the verbatim copies of same patch. In the previous section, three types of
border sharing have been defined. For border share of type 1, the lag between the two
adjacent patches is computed employing cross-correlation and allowing it to move
only in vertical direction along the left boundary. In this way, the computed lag may
either be positive, negative, or zero. If the lag is zero, it signifies that the two patches
are similar therefore no adjustment required for the current patch. The positive lag
value tells that the current patch should bemoved downward in order to synchronize it
with the previous patch. When the current patch is shifted downwards corresponding
to the computed lag, there arose a blank at the opposite side of the current patch,
at the same time, extra portion equal to (m − lag) came out when compared with
the edge of the previous patch. This extra portion is clipped and placed at the blank
space. Additionally, when the computed lag is negative, the current patch is shifted
upward, the extra portion is clipped and placed at the opposite side of the current
patch asmentioned above. For boundary share of type 2, the lag is computed between
the upper patch and the current patch. Furthermore, similar to type 1, it may either be
positive, negative, or zero. Again, zero lag signifies the similarity between patches
and nothing has to done, whereas for positive lag, current patch is shifted right side,
extra portion is clipped and placed over the arose blank space. Similarly, for negative
lag the shifting direction changes and the clipped extra portion is placed analogous to
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the positive lag.Moreover, for boundary share of type 3, first the procedure described
for type 1 is applied, followed by the procedure for type 2 is used, not to mention
that it has overlap with both the left patch and the patch present above.

4.1 Minimum Difference Transition Blending

The major goal of blending is to make the transition between the two overlapping
blocks as smooth as possible. It can be done by allowing the transition at a point when
the variation between the two overlapping surfaces is asminimum as possible.Within
a textural region, the variation among the pixel intensity values is large, and finding a
globalminima that satisfies theminimumdifferencing requirement of the overlapping
region is not possible. In lieu of this problem, authors have proposed a new and simple
blending mechanism that neither requires retracing of the minimum cut path nor it
needs to remember the selection at the previous step to make a cumulative decision
for minimum path. The proposed method first defines the surface overlap error by

Eov = (Ov1 − Ov2)
2 (13)

where Ov1 is the overlapping share from patch 1 and Ov2 represents the overlapping
share from patch 2. As shown in the figure, the method suggests the selection of pixel
values at the overlap region from the two overlapping blocks. Themethodworks row-
wise/column-wise.Within a row/column (for vertical/horizontal trace), the values are
chosen from patch 1 upto theminimumdifferencewhereas fromminimumdifference
onwards the values are selected from patch 2. In the Fig. 4, the minimum difference
is shown by the black patch. As for each row/column, the minimum difference (Eov)

would be at different place within a row/column. Thus, the transition border would be
of zigzag in shape and provide a smooth transition between the two patches (Fig. 3).

5 Experimental Results and Discussion

The experimental works have been performed using MATLAB 2013 running on
Windows operating system with intel core i7 processor and 4 GB RAM. Brodatz
dataset, the widely acceptable and a benchmark dataset for texture processing, has
been employed for experimentation. It can easily be found on outex site as contrib
TC 00004. The images in the dataset are of higher dimension, i.e., 512 × 512 pixels
whereas the proposed algorithm requires a lower dimensional exemplar in compari-
son to the dimension of the image to be synthesized. As a matter of fact, any image
drawn from this database has been divided into 16 nonoverlapping block, each with
dimension 128 × 128 pixels. Additionally, out of these blocks one has been selected
to be taken as exemplar.
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(a) First Stage (b) Second Stage (c) Intermediate Stage

(d) Intermediate Stage (e) Final Synthesis

Fig. 3 Various stages of GLCM-based image quilting

(a) Horizontal Trace (b) Vertical Trace

Fig. 4 Minimum difference transition blending
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(a)
(b)

(c)

Fig. 5 a Sample, b Efros and Freeman, c GLCM-based image quilting

The first step in the proposed method requires the formation of GLCM patch
database from the selected exemplar. The exemplar is divided into overlapping
patches each of dimension m. Here, m has been taken as 64 in order to consider
a substantial number of textural primitives. For each of these patch, a GLCMmatrix
has been framed and corresponding GLCM statistical properties are computed. The
optimized MATLAB functions graycomatrix and graycoprops have been used for
this purpose. Moreover, the patches along with their GLCM properties as key have
been stored, so as to make a patch database. Furthermore, authors have used here
only homogeneity values in order to avoid the computational complexity. However,
other Haralick properties either alone or in combination can equally be used. The
randi function of MATLAB has been used to select the random patch from the patch
database and placed it at the top most left corner of the image to be synthesized. The
other user-defined parameter involves the size of the overlapping region and the size
of the image to be synthesized. The size of the overlapping region has been taken as
1/6 of the size of the exemplar as suggested by Efros and Freeman. Moreover, the
dimensions of the image to be synthesized have been taken as 256 × 512 due to the
visual constraint in the MATLAB image viewer.

The results of the synthesis process show that for stochastic texture, the method
gives satisfactory results which are comparable to the results given by Efros and
Freeman (Fig. 5) whereas the proposed method outperforms the Efros and Freeman
for structured texture (Fig. 6). The whole process including the database formation,
retrieval, and synthesis is taking approximately 34 s for unoptimized code. The
execution time can further be reduced bymaking the database formation as a separate
process and using some fast searching methods for patch search. The authors would
like to improve this method further and want to apply it on the color images as well.
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(a)
(b)

(c)

Fig. 6 a Sample, b Efros and Freeman, c GLCM-based image quilting

6 Conclusion

The paper has introduced a new patch-based image synthesis algorithm employing
gray-level co-occurrence matrix, a widely acceptable tool for texture description and
restricted cross-correlation. In addition to this, the authors have also introduced a
simple and effective blending technique, minimum difference transition blending,
that neither requires to remember the selection at the previous step nor it requires to
retrace the minimum cut path among two neighboring patches at the overlap regions.
The experimental results prove the efficacy of the present method.
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Tongue Recognition and Detection

Ravi Saharan and Divya Meena

Abstract In today’s era, most of the data are converted into digital form and stored
on cloud, and security of data is the main concern as more effort is put forth by
researchers to increase security. High security will be provided by high authenticity
of a person, only endorsed person. To achieve high authenticity, authentication of
an individual can be performed using biometrics which uses the unique organ of
a person like iris, fingerprint, DNA, speech recognition, tongue. Biometric of an
individual itself justifies the presence of authenticated person. In authentication of
a person, tongue can also be used because it is a unique organ of a person, which
provides unique identity to a person. In this type of authentication, system accuracy
is the main concern. In this paper, we will discuss about the different techniques,
which are implemented for the authentication of somebody using tongue images.

Keywords SIFT · Tongue recognition · ROI of image · Gabor filter

1 Introduction

1.1 Image Processing

Image processing is tool or an algorithm to process an image in order to compress
image, enhance image, or extract some useful information from the image. It is a
type of signal dispensation in which input is image, like video frame or photograph,
and output can be image or characteristics of that image. We can perform image
segmentation, image enhancement, noise reduction, geometric transformations, and
image registration on an image.
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1.2 Biometric

In the current digital world, biometric plays an important role to authenticate a
person identity. Biometric is becoming more and more common to every field to
authenticate a person identity. Biometrics is the measurement and statistical analysis
of people’s physical and behavioral characteristics. The technology ismainly used for
the identification and access control, or for identifying individuals and giving grant
for access that is under surveillance.These body part of a person can be used as a
Biometric like- Iris, fingerprint, facial geometry, voice, ear geometry, hand geometry,
DNA etc. DNA have very less change throughout the age so this have high accuracy
in authentication of a person [1].

There are mainly two type of biometrics

1. Physiological characteristics: In such type of biometric, physical shape of the
object is considered.

2. Behavioral characteristics: In the behavioral type of biometric, behavior of the
object is noticed such as typing rhythm, gait, gestures, and voice.

1.3 Tongue

In authentication of a person, tongue can also be used because it is a unique organ
of a person, which provides unique identity to a person. Tongue image analysis is
new in biometric and research in this field. Tongue has many different properties,
which provide different factor to makes it unique for each person. Tongue also has its
behavioral character and physiological character. Two person’s tongue has different
shape, surface textures, and color, which makes it unique for authentication. Move-
ment of tongue can be used for its behavioral characteristics. For the investigation
of a person, tongue can be used easily because it is easily exposed and it does not
change its properties by reacting with the environment. It stays safe in mouth. It is
not easy to forge and not conceivable to cheat another one. If any wound happens to
the tongue, it gets rid soon; change in tongue structure is not possible, so it will be
useful for biometric to make sure the identity of a person. To capture tongue image
and its properties for analysis, a person’s tongue should be stable and in a fix position,
so that we can make comparison between two image using same parameter.

1. Different shape of tongue:
See Figs. 1 and 2.

2. Different texture of tongue:
See Fig. 3.

Applications of tongue biometric [2]:

Day by day, all the money transaction and payment are made by online transaction.
There is so many other biometrics available as I have discussed above, but now new
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in biometric is the tongue recognition system, for authentication is the better way to
provide security at high level.

These are some applications: Identification of criminals, account access, ATMs,
online banking, access to personal information, patient identification, employee
access, air travel are fields where biometrics can be very useful [3].

2 Literature Survey

2.1 Extraction of Spot on Tongue Print [4]

In this technique histogram, equalization technique is used for enhancement of image
to get more information about image and can get better result by image processing.
This method can be used on entire image or on part of image. To improve visual
appearance, histogram equalization technique is used. It is based on pixel distribution
of an image pixel; every image has three separate color values of the pixel: RGB [5].
To achieve more accurate matching, histogram technique is applied. After storing
information about tongue, matching is performed with database and the matching
score is calculated.

2.2 Shape Feature Extraction Algorithm (Control Points)
for Tongue Images [4]

Shape of tongue can be measured by the control points which are represented by
shape vector. Control points are used to bound region of interest or area of interest.
Here p1, p2, p3…p11 points are creating the boundary of the tongue. Length, bend,
thickness, width, curvature of to tongue tip are formed boundary. Here ptip is tip of
the tongue and pm denotes the corner of mouth (Fig. 4).

Fig. 1 Front view of tongue
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Fig. 2 Profile view of tongue

Fig. 3 Different texture of tongue

Fig. 4 Shape feature model
for the frontal and profile
view image

2.3 Map Relationship Between Feature and Tongue Type [4]

Relationship between different properties of tongue is created by calculating different
factor of tongue, and this relationship gives uniqueness to a person and match with
new input image, which comes for the authentication, and according to decision, the
person is authenticated. Likewise, the color and shape of tongue are identified and
these details are stored for a person; some quantitative tongue properties feature are
calculated to check whether tongue is thick or thin and second is the coverage area
of the tongue. Color of tongue can be calculated using HSL model. HSL stands for
hue, saturation, and lightness. This model can identify the tongue color using two
groups: tongue substance set Ps and tongue coating set Pc. Tongue substance color
is of five types whitish, light red, dark red, regular red, and purple. Tongue coating
color may be of three types: black, yellow, and white. By calculating average of HSL,
value of substance, and coating, the characteristic of substance and coating color are
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computed. In this, fissures and petechiae are detected. According to existence of
fissures and petechiae, tongue is classified into three types: non-fissured petechiae
tongue, fissured tongue, and petechiae tongue.

2.4 SIFT Feature Extraction Technique [6]

SIFT is scale-invariant feature transform. SIFT analysis detects silent features in an
image and extracts descriptor that is different in viewpoint. SIFT standard interest
point detector and standard SIFT histogram of gradient descriptor are used to detect
local image features. They provide a set of features for an object that is not changed
by several difficulties experienced in other methods such as object mounting and
rotation. SIFT features are also very strong with respect to noise in the image. The
SIFT approach for image feature generation takes an image andmutates it into a large
group of local feature vectors. Each of these feature vectors is invariant to any scaling,
rotation, or translation of the image. After changing scale, rotation, illumination, and
viewpoint, we can obtain good result. For the extraction of these features, the SIFT
algorithm applies a four-stage filtering approach. SIFT technique is used for surface
texture information identification.

2.5 Gabor Filter for Feature Extraction [7]

Gabor filters are bandpass filters, which are used in image processing for feature
mining, texture analysis, and stereo inequality assessment. Gabor filter is generally
used for describing textures. It performs verywell in classifying imageswith different
textures. From an image, if feature extraction is required, then different set of Gabor
filterwith different frequencies and orientation is helpful for extraction. It is generally
used in pattern analysis. Under certain conditions, the phase of the response of Gabor
filter is approximately linear. Before to perform extraction of features from image,
preprocessing is required as Image stretching. Extraction of area of concentration
is in the Gabor filter, is the tongue image normalization with respect to position,
orientation, scale, reaction. Gabor filter can be used for object detection, image
representation, color andpattern gradient, etc.Gaborfilter is used in feature extraction
for texture analysis, and it decomposes the image into components corresponding to
different scale and different orientation.

3 Procedure for Tongue Biometric System

See Fig. 5.
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Check tongue is live or not

Capture tongue image

Extract feature from tongue image

Match with database

Detect tongue

Fig. 5 Procedure for tongue biometric system

Digital camera

User

USB storage

Light 
source

Laser Tongue 
database 

Fig. 6 Setup to capture tongue image

3.1 Setup to Capture Tongue Images

To capture proper tongue image, we should use two camera, so that proper image of
tongue from profile and front view will be clear, and it should be in proper lightning
so that complete image of tongue can be captured (Fig. 6).

3.2 Characteristic of Tongue Which Make It Unique

• Groove of Tongue: Length of groove of tonguematters because every one’s tongue
has different length of groove of tongue with other different characteristic.

• Color of Tongue: Tongue has different color, which gives it unique identity. Every
person has different tongue color because of different type of coating. Tongue
color may be dark red, whitish, light red, purple, regular red with yellow, black
and white coating.
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Fig. 7 Characteristic of
tongue, which make it unique

• Tip of Tongue: Different tongue has different type of tip. Tip of tongue may be of
long, broad, and color of tongue also varies as it may dark red or different color
of red with coating of different color making this characteristic of tongue unique.

• Surface of Tongue: Everyone’s tongue has different surface, which we can call
texture of tongue; it may be of smooth and rough.

• Broadness of Tongue: Tongue broadness varies person to person, and this charac-
teristic of tongue also helps in making tongue unique.

• Width of Tongue: Tongue width also differs for all person, and it gives its contri-
bution to make it unique (Fig. 7).

3.3 Different Tongue Type

• Normal tongue: In normal tongue, there is no mark of anything only shape is the
key point.

• Blood deficiency: Blood deficiency tongue has a pale shape and it has minute or
no coating.

• Heat: In heat type of tongue, thin yellow coating is there and some redness at
corner present.

• Damp retention: In damp retention, tongue is swollen and white greasy layer is
there.

• Blood stasis: In blood, stasis black spots are there and tongue color is purple.
• Yang deficiency: In yang deficiency thin white coating is there and pale swollen
tongue.

• Qi deficiency: In Qi deficiency teeth marks are there thin white coating is there
and pale tongue with red spots.
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Fig. 8 Tongue recognition system

• Yin deficiency: In Yin deficiency slight or no coating with fissures on tongue
surface, also called fissure tongue and color of tongue is red.

• Damp heat: In damp heat tongue, greasy yellow coating with red color tongue.
• Qi stagnation: In Qi stagnation red tip of tongue is considered.

3.4 Methodology

The proposed work is meant to ensure efficient tongue recognition from already-
created tongue database.

Algorithm for tongue detection:

See Fig. 8.

Step 1: Read image.
Step 2: Convert color image into binary image.
Step 3: Fill black hole.
Step 4: Create boundary of the binary image and convert into color image.

Tongue recognition system:

Algorithm:

Step 1: First, load the database into workspace.
Step 2: Load the query image.
Step 3: Create the color histogram of query image.
Step 4: Calculate mean value for these individual color histograms.
Step 5: Calculate the average of three histogram’s mean value which is three (Red,

Green, Blue).
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Step 6: Calculate standard deviation for these individual color histograms.
Step 7: Calculate the average of three histogram’s standard deviation which is

three (Red, Green, Blue).
Step 8: Convert image into grayscale image.
Step 9: Identify the ROI (Region of Interest).
Step 10: Divide the ROI into four sub-blocks and reduce dimension of feature vec-

tor.
Step 11: Apply Gabor filter on all four sub-blocks and extract important texture

feature from the tongue image.
Step 12: All extracted features’ mean and standard deviation are calculated, and

then average of all four Gabor value’s mean and standard deviation is
calculated and then compared with values stored database; if values for all
are same, then matching result will pop up.

Red color histogram Green color histogram Blue color histogram

Image Color component Mean Standard deviation

Tongue ROI 1 R, G, B 136.3157, 94.7152,
95.2004

70.3589, 54.2227,
54.0165

Tongue ROI 2 R, G, B 171.3370, 125.1681,
124.4985

59.1520, 55.3669,
50.0746

Tongue ROI 3 R, G, B 163.2757, 98.1515,
119.3497

76.8424, 57.0548,
55.5330

Mean and std of different color histogram

Image Orientation Mean (W, sigma, x, y) Std (W, x, y, sigma)

Image 1 90 −0.0770, 0.1297,
−0.1248, 0.0685

0.4155, 0.4259,
0.4145, 04281

Image 2 90 0.4787, −0.1012,
−0.1350, −0.3057

0.26550, 0.4104,
0.4167, 0.4072

Image 3 90 −0.1284, 0.3206,
0.2828, 0.1380

0.3922, 0.2490,
0.1618, 0.3912

Mean and std for Gabor filter
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ROI of Tongue Image

1st sub block    2nd sub block 3rd sub block                     4th sub block

1stSub block        2nd Sub block  3rd Sub block  4th Sub block
Gabor filtered Sub blocks

RESULT

4 Conclusion

Anumber of biometrics have been used and developed for unique authentication, and
a very limited work has been done in tongue print recognition system and its use in
any application. The human tongue promises to deliver a unique identification system
than other as finger print and iris and other biometric cannotmatch in context of it well
protected in mouth and difficult to forge. In this work, we have described how tongue
biometric can be used for authentication and recognition.We have discussed different
methods of feature extraction and implemented on tongue biometric. Tongue is a new
topic in biometric research and for more analysis large database is required for the
experiment to foster the research and to use tongue as a biometric for authentication.
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Sample Entropy Based Selection
of Wavelet Decomposition Level
for Finger Movement Recognition
Using EMG

Nabasmita Phukan and Nayan M. Kakoty

Abstract This paper reports the recognition of five finger movements using forearm
EMG signals. A relationship between the sample entropy (SampEn) of EMG signals
at fourwavelet decomposition levels and classification accuracy has been established.
Experiments with the EMG at third level of wavelet decomposition can classify the
fingermovements with amaximum accuracy of 95.5%. These results show that EMG
at the decomposition level which possess minimum SampEn produces the maximum
classification accuracy. The experimental result shows that this relationship is a very
useful criterion for selection ofwavelet decomposition level to recognizeEMG-based
finger movements.

Keywords Wavelet transform · Sample entropy · SNR · EMG

1 Introduction

In the field of biomedical signal processing, EMG-based prosthesis control has been
a significant contribution. Although number of reports have been available for control
of prosthesis through EMG based recognition of hand movements [1, 2], recogni-
tion of finger movements have received lesser attention. This is mainly because of
non-deterministic nature of EMG signals, which otherwise holds promise for more
dexterous control of prosthesis.

N. Phukan · N. M. Kakoty (B)
Embedded Systems and Robotics Laboratory, Tezpur University,
Tezpur 784028, India
email: nkakoty@tezu.ernet.in
URL: http://tezu.ernet.in/erl

N. Phukan
e-mail: nabasmitap@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
B. Pati et al. (eds.), Progress in Advanced Computing and Intelligent
Engineering, Advances in Intelligent Systems and Computing 713,
https://doi.org/10.1007/978-981-13-1708-8_6

61

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1708-8_6&domain=pdf


62 N. Phukan and N. M. Kakoty

Tsenov et al. [3] reported the recognition of four finger movements using neural
network classifier with 93% accuracy. Control of an underactuated prosthetic hand
using EMG has been reported by Zhao et al. [4]. The control part of prosthetic hand
was based on neural network learning techniques and the parametric autoregressive
model. Tenore et al. [5] have reported the recognition of five fingers using 32 EMG
electrodeswith an accuracyof 98%.However, a reduction in the number of electrodes,
without compromising with the classification accuracy, would significantly simplify
the requirements for control. Towards this end, Ouyang et al. [6] have proposed
an efficient feature projection method using linear discriminant analysis for EMG
pattern recognition based on lower number of channels.

Cipriani et al. [7] reported real-time experiments, involving able-bodied and
amputated participants, using eight EMG channels for classification of seven fin-
ger movements. Although there has been advances in analysing EMG, a focused
methodology for the recognition of finger movements, i.e. both flexion/extension
and abduction/adduction based on lower number of EMG channels need to be exten-
sively explored for finer control of prosthesis.

This paper reports a methodology for recognition of five finger movements based
on two-channel EMG, establishing a relationship among the level of EMG wavelet
decomposition and sample entropy (SampEn) for higher recognition rate. The rest
of the paper is arranged as follows: Sect. 2 describes the proposed methodology for
finger movement recognition. Materials and methods including the recognition of
ten class finger movements are presented in Sect. 3. Section4 describes results and
discussions followed by the concluding remarks in Sect. 5.

2 Finger Movements Recognition Architecture

Figure 1 shows the proposed architecture of finger movement recognition. The EMG
signals are obtained from forearm muscles for the flexion–extension movements of
the five fingers in the data acquisition stage. The EMG acquisition was in line with
the permission of the Tezpur University Ethical Committee and with the informed
consent from the volunteering participants. These EMG signals are preprocessed
in the preprocessing stage to accurately record, visualize and analyse. This is done
through sampling the EMG at a rate of 1 kHz, EMG onset detection and hamming fil-
tering. The preprocessed EMG signals were normalized to remove subjectivity based
noises. Following the noise removal, DWT coefficients were extracted in the feature
extraction stage. The approximate coefficients, which contain the most important
information of the original signal [8], were considered as features at four decompo-
sition levels. Signal-to-noise ratio (SNR) and SampEn were calculated at each level
of decomposition. The recognition of the finger movements was through a ten-fold
cross validated support vector machine.
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Fig. 1 Proposed finger
movements recognition
architecture

2.1 Signal to Noise Ratio

SNR is a measure for signal strength in comparison to the noise in it. The SNR in an
EMG signal (xi) is calculated as given by Eq.1 wherein x̄i = average of xi and Sx =
standard deviation of xi.

SNR = 20 × log[x̄i/Sx] (1)

2.2 Sample Entropy

SampEn quantifies the complexity and regularity of the signal [9] and is given by the
negative natural logarithm of an estimate of the conditional probability [10]. SampEn
in the EMG signal gives us the randomness of the information content in the feature
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set and is given in (2).

SampEn(k, r,N ) = −ln(A(k)/B(k − 1) (2)

where r = 0.2 and k = 0, 1, …, m − 1 with B(0) = N, the length of the input DWT
feature set.

3 Materials and Methods

3.1 Data Acquisition

Based on the fact that an amputee can produce EMG similar to that of a healthy
subject [11], EMG signals were collected from four healthy subjects of age group
between 18 and 35 years performing flexion and extension for ten trials. Two-channel
Ag/AgCl surface electrodes were used for EMG acquisition. These were arranged
along the longitudinal midline of themuscles to detect improved superimposed EMG
signals [12]. The placement of the electrodes and muscle selection is tabulated in
Table1.

During data acquisition, subjects were comfortably seated and instructed to rest
their forearm on the armrest of the chair. Subjects were instructed to perform the
flexion–extension with a comfortable and consistent level of effort for approximately
8 s, and then relax. This was repeated for five times and recorded in one trial. Addi-
tionally, spontaneous EMG signal during hand relaxation was recorded as a different
class. Sufficient relaxation time between trials (≈30 min) and between repetitions
of the same movement (≈12 s) was allowed. A total of (4 subjects × 5 fingers × 2
movements × 10 trials) = 400 two-channel EMG signals have been considered for
the experiment. These signals were sampled at 1 kHz followed by a band pass filter
set at 10–200 Hz, and 50 Hz notch.

Table 1 EMG electrodes
placement on subject during
acquisition

Electrodes Muscles Functions

Channel 1 Flexor digitorium Finger flexion

Channel 2 Extensor digitorium Finger extension

Reference Ulnar styloid Reference
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Fig. 2 Raw EMG of flexion/extension

3.2 EMG Preprocessing

3.2.1 Onset Detection

The EMG signals acquired during hand relaxation or at resting position were of
constant amplitude. These irrelevant EMG signals were discarded by the EMG
onset detection technique. The EMG having amplitude more than three times of the
standard deviation (SD) of the EMG at resting position were extracted [13]. The
threshold value was fixed at three times the SD by observing the amplitude dif-
ference of the EMG signal during finger movements and at resting position. The
extracted EMG signal is expressed as:

x =
N∑

i=1

(xi) (3)

Wherein xi = xi, if xi ≥ Th and xi = 0, if x < Th

with xi being the ith sample value of EMG signal x and Th is the threshold value for
onset detection. Figure2 shows the EMG signals during finger movements during
for trials. Figure 3 shows the EMG signal following the onset detection in line with
the Eq. 3.

3.2.2 Hamming Filtering

On onset detection, Hamming window was applied on the signal to extract EMG
during either one flexion or one extension of fingermovements. EMG signal obtained
through hamming filter can be expressed as in Eq.4. Figure4 shows the EMG signal
passed through the Hamming filter.
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Fig. 3 Onset detected raw EMG
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Fig. 4 Hamming filtered EMG
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Fig. 5 Normalized EMG signal

x = h(n) ∗ xi (4)

where h(n) = 0.54 − 0.46 Cos((2πn)/N), 0≤ n ≤ N , with N = L + 1, and xi being the
ith sample value of the EMG signal x, h(n) is the windowed EMG signal obtained
from the hamming window of size L.
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3.2.3 Normalization

EMGsignals are influenced by different artifacts like thickness of skin layer, crosstalk
by other biosignals, electrode size and position [14]. To reduce the effect of these
factors, normalization on the EMG was performed using Eq.5 [15]. Figure5 shows
the normalized EMG.

xnorm = [(xi − xmin)/(xmax − xmin)] × 2 − 1 (5)

where xmin and xmax are minimum and maximum values of EMG signal xi.

3.3 Feature Extraction

Feature extraction and selection are of the most significant for pattern recognition
[16]. Time/frequency domain features, which represent both time and frequency
domain information and suited for characterizing the non-stationary nature of sig-
nals, are better suited for EMG recognition [17]. Wavelet transform is the technique
to transform a signal into time–frequency domain. Continuous wavelet transform
(CWT) and discrete wavelet transform (DWT) are the two methods for wavelet
transformation. DWT exhibits good frequency resolution at low frequencies and
good time resolution at high frequencies [18]. Furthermore, for real-time signal pro-
cessing issues, DWT is consideredmore efficient [16]. Based on these findings, DWT
was chosen to extract the EMG features for recognition of finger movements in our
experiment.

3.3.1 Discrete Wavelet Transformation

DWT technique iteratively transforms EMG signal into multi resolution subsets of
coefficients by passing EMG through a high-pass and a low-pass filters. At each level
of decomposition, a subset of detailed coefficient (Dj) and approximation coefficient
(Aj) are obtained using an L-sample high-pass filter g, and an L-sample low-pass
filter h. Both approximation and detail signals are downsampled by a factor of two.
This can be expressed as follows:

Aj[n] = H < Aj1[n] >=
L−1∑

k=0

h[k]Aj − 1[2n − k] (6)

Dj[n] = H < Dj − 1[n] >=
L−1∑

k=0

g[k]Aj − 1[2n − k] (7)
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Fig. 6 Wavelet decomposition after four levels of wavelet transformation

where H and G represent the convolution/downsampling operators. Sequences g[n]
and h[n] are associated with wavelet function ψ(t) and the scaling function φ(t) as
follows:

g[n] = < ψ(t),
√
2.ψ(2t − n) > (8)

h[n] = < φ(t),
√
2.φ(2t − n) > (9)

To achieve optimal performance in the wavelet analysis, Daubechies (db2) was
selected as mother wavelet [19]. Figure 6 shows the wavelet decomposition of the
normalized EMG for one flexion movement.

3.4 Recognition of Finger Movements

The approximate coefficients fromeach level ofwavelet decomposition have been fed
into a radial basis function (RBF) kernel SVM-based classifier. The multiclass SVM
classify the ten classes of data for flexion and extension movements of five fingers—
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Fig. 7 Recognized features
belonging to the five finger
movements. 1: index flexion,
2: index extension, 3: middle
flexion, 4: middle extension,
5: ring flexion, 6: ring
extension, 7: little flexion,
8: little extension, 9: thumb
flexion and 10: thumb
extension

index, middle, ring, little and thumb. SVMmaps the features to a higher dimensional
feature space. The fundamental feature of a SVM is the separating maximum-margin
hyperplanewhose position is determined bymaximizing its distance from the support
vectors of different classes. Following [8], the decision function which classifies the
feature vector is expressed as:

f (x) = b +
F∑

i=1

wi.k(yi) satisfying min[φ(wi)] = 1

2
(wi.wi)

where b is bias term, F is total number of input features and wi is normal to the ith
feature space and

yi = +1 if wi.ρ + b > 1 or yi = −1 if wi.ρ + b < 1

with ρ as input feature set, i.e. DWT approximate coefficients. The RBF kernel k
used in the experiment is given by:

k(yi) = exp(−γ(‖ yi − y ‖)2)

Figure 7 shows the recognized features belonging to the ten class for five finger
movements.
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Fig. 8 Confusion matrix
with the first-level
approximate coefficients

Actual class label
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1 2 3 4 5 6 7 8 9 10 Acc
(%)

1 15 2 2 1 1 75
2 17 1 2 6 85
3 17 1 85
4 17 85
5 2 15 4 75
6 1 14 4 70
7 1 11 8 55
8 1 2 4 12 2 60
9 2 17 85
10 1 1 1 14 70

Average accuracy percentage 74.5

Fig. 9 Confusion matrix
with the second-level
approximate coefficients

Actual class label
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1 2 3 4 5 6 7 8 9 10 Acc
(%)

1 17 2 1 85
2 18 1 1 90
3 17 1 2 85
4 18 2 90
5 19 1 95
6 1 17 85
7 1 18 1 90
8 1 16 80
9 1 1 17 1 85
10 1 1 2 18 90

Average accuracy percentage 87.5

4 Results and Discussions

The approximate coefficients extracted at four levels of wavelet decomposition have
been explored individually for recognition of fingermovements. The confusionmatri-
ces in Fig. 8 through 11 shows the recognition of tenmovements. Labels in confusion
matrices corresponds to finger movements in line with Fig. 7 (Figs. 9 and 10).

It has been observed that the third level of wavelet decomposition coefficients
produced the highest recognition rate, i.e. 95.5%. The SNR of the EMG features has
been calculated at each level of decomposition and is shown in Fig. 12. It has been
observed that the SNR values increase with an increase in decomposition levels. It
is obvious as the noise decreases with each level of decomposition.

The SampEn values of the approximate coefficients at each level of decomposition
is shown in Fig. 13. It has been observed that the SampEn isminimum for coefficients
at third level of decomposition, i.e. coefficients resulting in the highest recognition
rates. Based on these experimental results, it can be observed that although with
the increase in the level of wavelet decomposition, the signal strength increases
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Fig. 10 Confusion matrix
with the third-level
approximate coefficients

Actual class label
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1 2 3 4 5 6 7 8 9 10 Acc
(%)

1 19 95
2 19 95
3 19 1 95
4 19 95
5 20 1 100
6 1 19 95
7 20 1 100
8 1 18 1 90
9 1 19 1 95
10 1 19 95

Average accuracy percentage 95.5

Fig. 11 Confusion matrix
with the fourth-level
approximate coefficients

Actual class label
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1 2 3 4 5 6 7 8 9 10 Acc
(%)

1 18 2 90
2 17 1 1 85
3 18 1 90
4 16 1 2 90
5 19 1 95
6 2 1 17 85
7 17 1 85
8 2 16 1 80
9 1 17 4 85
10 2 1 1 16 80

Average accuracy percentage 86.5

compared to the noise, establishing SampEn as a reliable paradigm to determine the
decomposition level for highest recognition rates.
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Fig. 12 SNR values at four decomposition levels
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5 Conclusions

This paper presented recognition of five finger movements: flexion and extension
using two-channel EMG. The approximate coefficients obtained through DWT at
four decomposition levels consist of the feature sets. The classification was through
a RBF kernel SVM. The SampEN and SNR of the feature sets at four decomposition
levels have been evaluated. From the experimental results, it has been found that
the approximate coefficients at third level of wavelet decomposition resulted in the
highest recognition rate of 95.5%. The SNRof the approximate coefficients increases
linearly with the increase in the decomposition level. The SampEn is lower with
approximate coefficients at third level of decomposition. Based on these experimen-
tal results, it can be observed that although with the increase in the level of wavelet
decomposition, the signal strength increases compared to the noise as indicated by
the SNR values, SampEn is a reliable paradigm to determine the decomposition level
for the highest recognition rates. These results show that the EMG at the decompo-
sition level which possess minimum SampEn produces the maximum classification
accuracy. The experimental results show that this relationship is a very useful cri-
terion for selection of wavelet decomposition level for recognition of EMG based
finger movements.
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Skin Detection Using Hybrid Colour
Space of RGB-H-CMYK

Ashish Kumar and P. Shanmugavadivu

Abstract Skin detection is an essential step in human face detection and/or recog-
nition, using digital image processing techniques. This paper presents a new human
skin detection technique, termed as RGB-H-CMYK that uses triple colour spaces
of an image, namely RGB (Red, Blue and Green), H (Hue of HSV) and CMYK
(Cyan, Magenta, Yellow and Black). In this proposed method, threshold-based rules
are applied on RGB, H and CMYK for skin classification. The input image in these
three hybrid colour schemes is explored in different combination such as RC (RGB
and CMYK), RH (RGB and H) and RHC (RGB and H and CMYK). The RHC_Vote
qualifies the current pixel as skin pixel when at least two rules vote for it. The com-
putational merit of this hybrid colour scheme-based skin detection is validated on
the real-time dataset and ECU skin database. The average Recall and Accuracy of
this method is recorded as 85% and 89%, respectively. This approach is confirmed to
have an edge over its competitive methods, as it promises object localization, based
on neighbourhood intensitieswithout using the computationally complex approaches
such as facial texture and geometric properties.

Keywords RGB · HSV · CMYK · RGB-H-CMYK · Skin detection
Human skin classification · Face detection · Face recognition

1 Introduction

Human skin detection is a de facto pre-processing task for human face localization in
a variety of human–computer interaction (HCI) applications such as face detection
[1], face recognition [2], face tracking, object tracking and crowd analysis [3],
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content-based image retrieval [4], steganography [5] and adult image filtering
[6]. Though human skin colour detection through human visual perception is an
effortless task, it is deemed as a complicated procedure through machine vision. In
general, skin colour detection can be performed in two flavours as point processing
and region bound. In the former, each pixel is considered as an independent entity
and its candidature for skin or non-skin pixel is governed by a set of predefined
rules, whereas in the latter, the skin pixel classification is performed based on the
intensity/texture of the neighbourhood pixels.

1.1 Skin Colour Modelling

The colour model of a digital image depicts a significant role in representing its infor-
mation content [7]. Many researchers have proposed newer computational solutions
to explore the intensity profile of the input images, in order to classify the intensity
details into skin or non-skin, based on a set of predefined rules. These techniques are
broadly categorized into three as explicit threshold techniques, statistical techniques
and machine learning techniques [7–9].

1.1.1 Explicit Threshold Techniques

These methods primarily choose one or more intensity values to set the thresh-
old, based on which the RGB-H-CMYK skin detection techniques are devised. The
selection of threshold is varied with the choice of colour space. These techniques are
computationally simple and assure faster execution [10].

1.1.2 Statistical Techniques

The statisticalmeasures of an image, namelymean,median, variance, standard devia-
tion etc., describe the local and global intensities profile, which are used in numerous
image processing computational methods. These techniques are generally classified
into parametric and nonparametric methods. Parametric methods assume that sam-
ple data come from a population that follows a probability distribution of image
intensity. Parametric techniques use a modelled colour space with a prescribed geo-
metric shape. Gaussian [11] and elliptical boundary model [12] are the illustrations
of parametric skin colour modelling. Parametric model performance varies signif-
icantly among the colour spaces. In nonparametric techniques, a histogram for the
given colour space is built, and subsequently, probability density function (PDF) is
computed. Either each pixel is classified as skin pixel or non-skin pixel, based on its
PDF exceeds the predefined threshold. Themain advantage of nonparametric models
such as Bayes classifier is fast training and usage and is theoretically independent of
the intensity distribution of skin pixels. The performance of nonparametric methods
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directly depends on the representativeness of the training images set that demands
more storage space [7].

1.1.3 Machine Learning Techniques

This category of techniques is also referred as dynamic classifier, self-learning tech-
niques and semi-parametric methods. Such models are trained to classify the input
images into either as positive or negative sets (skin and non-skin set) [13–15]. The
emergence of new strategies using clustering, classification methods, namely KNN,
adaptive Bayes classifier, self-organizing map etc., which fall under this category
is mostly problem-specific, rather than being generic [16]. The proposed RGB-H-
CMYK skin detection technique falls under explicit threshold technique category,
and it uses the combination of three dominant colour schemes RGB, H of HSV and
CMYK.

The rest of this article is organized as follow. In Sect. 2, literature review is given
and in Sect. 3 the methodology of RGB-H-CMYK is described. The experimental
results are discussed in Sect. 4. The conclusions are given in Sect. 5.

2 Literature Review

The RGB, HSV and YCbCr are broadly considered as the most popular by used
colour spaces for skin detection. The researchers have suggested either single or
combination of these colour spaces for the effective differentiation of skin pixels
fromnon-skin pixels. RGB colour space is considered as themost common choice for
many researchers [16]. However, the combined effect of chrominance and luminance
information together in RGB channels limits its applications in certain cases.

The intuitiveness of the HSV (Hue-Saturation-Value) components and explicit
discrimination between luminance and chrominance properties are well depicted in
HSV colour space, which serves as a key factor for skin pixel detection. Hue is
observed to be invariant to white light sources, matte surfaces, as well as to ambient
light and surface orientation relative to the light source that makes this colour space
as a competitive alternate to RGB in skin detection [17].

YCbCr also provides explicit distinction between the luminance and chrominance
components and also can be transformed from RGB.Mahmoud and Phung et al. [18,
19] insisted on YCbCr colour space uses for skin detection. Moreover, Hsu et al.
[20], Khan et al. [21] and Phung et al. [22] suggested that RGB and YCbCr colour
space are more suitable for skin pixel detection.

It is observed thatCMYKcolour space is less explored in the light of skin detection
and is less suggested for skin pixel detection. Recently, Dariusz and Weronika [23]
has claimed that CMYK as a good alternative for skin detection and suggested a
set of boundary equations for skin region detection in CMYK colour components.
Based on the previous research work in this domain of research, the authors of this
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article have combined the potentials of RGB and the Hue of HSV along with the
least explored colour space CMYK. It is apparent from the obtained results that this
proposed method outperforms its competitive and contemporary methods in terms
of Recall. Additionally, the combination of these colour spaces is proposed for better
skin pixel detection as well as to overcome the reported disadvantages. It is recorded
that the combination of colour spaces yields better skin detection results than those
obtained using single colour space [24–30]. Due to its computational merits, this
method confirmed to have an edge over its recent competitivemethods.Hence, hybrid
colour space oriented skin detection readily finds place in face detection as well as
recognition.

3 Hybrid Colour Space Skin Detection

In hybrid colour space skin detection methods, two or more different colour space
skin detection methods are joined together to classify the current pixel as skin or
non-skin pixel. Explicit thresholding values of RGB, H of HSV and CMYK for skin
segmentation are given below.

3.1 RGB to CMYK Colour Conversion

As suggested by Dariusz and Weronika [23], RGB is converted into CMYK using
the following equations:

K � min(255-R, 255-G, 255-B) (1)

C � (255-R-K)/(255-K) (2)

M � (255-G-K)/(255-K) (3)

Y � (255-B-K)/(255-K) (4)

It is apparently evident that addition of K component to CMY alters the properties
of this colour space. The computed K component is radically different from the K
(black) in CMYK. Skin detection through the computed K component in CMYK
colour space greatly influences the process of face localization, attributing to faster
convergence towards the solution domain [25].
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3.2 RGB Colour Scheme

The boundary restriction in RGB colour space suggested by Rahman [10] is as
follows:

Rule1 � (R > 95)AND (G > 40)AND (B > 20)AND (max{R,G,B} − min{R,G,B}
> 15)AND (|R − G| > 15)AND (R > G)AND (R > B) (5)

Rule2 � (R > 220)AND (G > 210)AND (B > 170)AND (|R − G| ≤ 15)AND (R > B)

AND (G > B)
(6)

RULE_RGB � Rule1 ∪ Rule2 (7)

3.3 HSV Colour Scheme

As Hue values play a vital role between the skin and non-skin pixels, Rahman [10]
suggested a subspace H boundary as:

Rule3 � H < 25 (8)

Rule4 � H >230 (9)

RULE_HSV � Rule3 ∪ Rule4 (10)

3.4 CMYK Colour Scheme

In CMYK, colour space skin colour boundary equations suggested by Dariusz and
Weronika [23] are:

Rule5 � K < 205 (11)

Rule6 � 0 <� C <� 0.05 (12)

Rule7 � 0.0909 < Y < 0.945 (13)

Rule8 � 0.1 <� Y/M < 4.67 (14)
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RULE_CMYK � Rule5 ∩ Rule6 ∩ Rule7 ∩ Rule8 (15)

3.5 Hybrid Colour Scheme

This method explores the different combination of these three rules as:

RC �Rule_RGB ∩ Rule_CMYK
RH �Rule_RGB ∩ Rule_HSV
RHC �Rule_RGB ∩ Rule_HSV ∩ Rule_CMYK
RHC_Vote�min_2vote(Rule_RGB, Rule_HSV , Rule_CMYK)

where min_2vote is a function which returns true if at least two rules vote for
the current pixels as a skin pixel. In addition, the proposed algorithm ignores all the
bright pixels ({R, G, B}>250) from the test images. This greatly attributes to the
accuracy of skin classification.

The devised triple colour scheme of RGB-H-CMYK-based skin detection tech-
nique aims to provide feasible solutions for skin detection. Based on Eqs. (7), (10)
and (15), three separate detectors for RGB, H (Hue component of HSV) and CMYK
colour space are generated. The four different combinations of these rules are tested
against the input colour images for the possible skin area detection. These hybrid
rules are named as RC (RGB-CMYK), RH (RGB-H), RHC (RGB-H-CMYK) and
RHC_Vote (RGB-H-CMYK subject to min two votes).

The authors of this research article have obtained promising results for these new
combination of rules, for the chosen colour spaces of RGB-H-CMYK.

4 Result and Discussion

This technique was tested on publicly available different profile images. Moreover,
this method is experimented on the databases created from publicly available profile
images. ECU skin database [31] is used for comparing results of the proposed meth-
ods with Rahman’s [10] method in terms ofRecall. It is a measure of the positive data
been classified as being positive. ECU skin database organized in three series, namely
HGR1, HGR2A and HGR2B, consists of more than 1500 skin images and their skin
masks. The results of the randomly selected public profile sample are depicted as
illustrations in Figs. 1 and 2. First row of these figures shows original image and skin
pixel classification in RGB, HSV and CMYK colour space, respectively. Second
rows displays the results obtained with different combination RC (RGB-CMYK),
RH (RGB-H), RHC (RGB-H-CMYK) and RHC_Vote, respectively. RC approach
declares less true skin pixel, whereas RHC_Vote almost classifies all skin pixel cor-
rectly. In Fig. 2, some non-skin pixels are also classified as skin pixels due to their
utmost similarity with skin pixels. RC, RH and RHC miss some genuine skin pixels
inside the skin region itself, and this issue is taken care by RHC_vote approach as
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Fig. 1 Skin detection using single and hybrid colour schemes for sample 1

Fig. 2 Skin detection using single and hybrid colour schemes for sample 2

depicted in Figs. 1 and 2. Table 1 presents the Recall values of 10 random sample
images chosen from ECU skin database and the average Recall value. The RGB-
H-CMYK method outperforms Rahman’s [10] results with respect to Recall which
plays important role in skin colour based face detection. The Recall values of RGB-
H-CMYKmethod are consistently higher thanRahman’smethod. The averageRecall
value of the proposed method is 85%, whereas it is 53% for Rahman’s scheme which
illustrates the merit of RGB-H-CMYK technique in skin detection.
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Table 1 Performance analysis of hybrid colour scheme in terms of Recall value

Image sample Rahman RGB-H-CbCr RGB-H-CMYK (proposed)

Image 01 0.69642 0.77683

Image 02 0.37060 0.83299

Image 03 0.42660 0.82079

Image 04 0.57328 0.92205

Image 05 0.61265 0.78579

Image 06 0.43469 0.84023

Image 07 0.50932 0.88141

Image 08 0.56323 0.93833

Image 09 0.59478 0.88396

Image 10 0.59666 0.85083

Average 0.537823 0.853321

5 Conclusion

This research article presents a new hybrid colour scheme system for skin detection,
which is a combination of RGB, HSV and CMYK colour scheme. The input image
in RGB is transformed into H component of HSV as well as into CMYK colour
space. It is concluded that RGB-H-CMYK and RHC_Vote are confirmed to produce
accurate results for skin identification. Due to its merits, this skin detection technique
finds applications in face identification, face detection and emotion detection.
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Abstract The power of graphic processing units (GPUs) can be harnessed to obtain
an appreciable increase in computing performances by parallelizing various tech-
niques. In view of this, the paper compares the performance of various descriptive
statistical techniques like mean, variance and standard deviation on GPU for centroid
calculation. Taking after this, the most productive procedure from the said methods
has been contrasted with centroid calculation using k-means, processed on CPU.
An appreciable increase in accuracy was achieved when we processed the above-
mentioned techniques on GPU for centroid calculation in comparison with centroid
calculation processed on CPU using k-means technique. The HMDB-51 dataset is
used for computations. The aim of the paper is to find the most efficient and accurate
approach for centroid and distance calculation in clustering. We attain an accuracy
enhancement of 6.58% on comparing centroid calculation using variance method on
GPU to centroid calculation using k-means on CPU.
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1 Introduction

Parallel processing of data dramatically improves the computing performance by
faster delivery of results compared to sequential processing and considering the bulk
of data that needs to be processed when handling computer vision problems such
as object detection, recognition or distinction, parallel processing succor to provide
faster solutions. GPUs have many cores which are helpful in operating pictures and
graphics faster than CPU. Graphics processing units (GPUs) are high in demand
as graphics application. CPU executes things sequentially, but GPU executes things
parallel, hence they are more efficient for image processing. GPUs typically handle
the computation for computer graphics, and traditional computation is handled by
CPU. This thereby decreases the high load on CPU and increases the performance
by reducing the time taken to execute large dataset. In this paper, we have evaluated
the results for centroid calculation obtained through various techniques like mean,
variance and standard deviation processed on GPU while also comparing the most
efficient techniquewith the previous computations performed onCPUusing k-means
technique for centroid calculation. This paper’s purpose was to propose an effective
approach for calculating centroid and distance through parallel processing usingGPU
for clustering the data. Clustering helps in creating a sphere for similar kind of data
and is useful in discovering knowledge from data. Our algorithm being parallelized
on CUDA helps obtain a massive speedup in computation.

2 Literature Review

Detecting action in videos has grabbedmajor attention in computer vision [1, 2], it has
many useful applications like in video surveillance, health care and human computer.
Due to the increasing interest in Multimedia content, it is very important to improve
the time required to categorize action from the large dataset present presently [3] and
to improve the algorithm.Themajor challenge to the large set of data is that it becomes
difficult to process large dataset for single processor, at once. But by the recent
enhancements in parallel computing we can have a scalable and high-performance
solution, by implementing parallel clustering algorithm through GPU [4]. GPU has
multithreaded structure in multicore environment [5] and is very affordable platform
for parallel computing, which has demonstrated that parallel computing algorithm
can produce huge benefit to the present scenario of video classification. Cheap cost
of a few thousand rupees multimedia content is way more expressive than other form
of data present, so it is very important to categorize or classify the data. In this paper,
we have used k-means clustering to classify. Dhillon and Modha have presented
a parallel k-means clustering algorithm [6]. Clustering algorithm’s efficiency can
be improved by increasing the number of clusters. For large datasets, the use of
adaptive can be done in order to achieve efficient computation of clusters [7, 8].
There are many other papers who have demonstrated scalability of parallel k-means
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algorithm [9, 10]. Stoffel and Belkoniene have shown a linear speedup for large set
of data [11]. Our motive in this paper is to parallelize the clustering techniques and to
reduce overall time on various calculations by the big set of data. We have calculated
GPU centroid and distance matrix through parallel processing so as to decrease the
overall time taken by clustering. For any given dataset, computing distance matrix
helps to determine the prime match of the cluster in the dataset [5]. The dataset
was evaluated on CUDA [12]; for classification random forest has been used [13].
Tripathi et al. [14] has presented a framework that has a strong security framework
system for ATM both using MHI and HU.

3 Methodology

Our model exploits GPU in two ways, firstly for centroid calculations and then for
distance matrix computation. The basic motive was to decrease the computational
time while further increasing the accuracy using certain modifications. Minimiza-
tion in computational time was attained by processing the computer intensive code
of centroid calculation in GPU. Whereas in order to obtain an increased accuracy in
centroid calculation, three methods, namely: centroid calculation using mean, cen-
troid calculation using variance and centroid calculation using standard deviation,
described in Sect. 3.1, have been employed. Further, the distancematrix calculations,
described in Sect. 3.2, have also been performed on GPU. We have compared the
time and accuracy given by each combination of centroid and distance calculation
methods, and the best results were given by centroid calculation using variance.

The methodology has been divided into two phases:

• Centroid calculation.
• Distance matrix calculation.

3.1 Centroid Calculation Using GPU

It is required to work efficiently when handling large datasets like HMDB-51; in
addition to this centroid calculation for this dataset is a time exhausting code when
run on CPU although it produces good results. Therefore, if calculations for centroid
are done parallel by dividing the dataset into groups, the computational time can be
decreased substantially. This can be achieved by dividing the dataset into clusters
and sending those clusters for parallel execution in GPU as native processor executes
sequentially. Our algorithm calculates the results parallely by using the concept of
threads.
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We have used different techniques to calculate centroid so as to improve over-
all accuracy like mean, variance and standard deviation. Algorithm 1, Algorithm 2
and Algorithm 3 show the working of mean method, variance method and standard
deviation method, respectively.

In our Algorithm 1, we divided dataset into certain groups called clusters and for
each cluster centroid was calculated by taking the mean of the values belonging to
that cluster. Since the value of each cluster is independent of the other, so they can
be calculated parallely in GPU using threads. For each cluster, mean is calculated by
adding the number of elements belonging to that cluster from each column and then
taking its average to get the centroid. The formula for mean is shown in Eq. 1

X �
∑range

m�0 X

range
. (1)

Algorithm 1

Centroid Calculation using Mean

Input: HMDB-51 dataset

Output: centroid matrix

t=i=m=0

i=threadIdx.x
clusters=499
limit=num_rows/clusters
LOOP k till clusters:

Sum_temp=0
z=0
LOOP z till limit and m<num_rows:

Sum_temp+=data_train[m][i]
z++
m++

END
centroid[k][i]=Sum_temp/limit

In Algorithm 2 instead of taking mean as centroid, the mean values obtained
from Algorithm 1 for each cluster have been taken for variance calculation. Like
mean the variance of each cluster is independent of the other, and hence can be
calculated parallely using threads in GPU. The variance of each cluster is calculated
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by subtracting each element from the mean of that cluster and then squaring the
result. Sum of all the values obtained so far is taken and then divided by one less
than the total number of elements in that cluster. The formula for variance is shown
in Eq. (2).

Vari � sd2 �
range∑

m�0

(x − x̄)2. (2)

Algorithm 2

Centroid Calculation using Variance

Input: HMDB-51 dataset, mean matrix

Output: centroid matrix

k=m=0

i=threadIdx.x
clusters=499
limit=num_rows/clusters
LOOP if k<clusters:

sum=0;
t=0
LOOP if t<limit&&m<row_size temp=mean[k][i]-

data_train[m][i]
sum+=temp*temp

t++
m++

END
centroid_matrix[k][i]=sum/(limit-1)

In Algorithm 3, we have shown the working of standard deviation. The standard
deviation is the square root of variance.Equation (2) shows the formula for calculating
standard deviation. Firstly, mean of each cluster is subtracted from each component
of the corresponding column, and then, the square of resulting values is summated.
The final value acquired is divided by one less than number of elements in each
cluster. The square root of the value obtained is the final value of centroid. Since
every standard deviation value is independent of each other, so they are computed
independently.
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Algorithm 3

Centroid Calculation using Standard Deviation

Input: HMDB-51 dataset, mean matrix

Output: centroid matrix

k=m=0

i=threadIdx.x
clusters=499
limit=num_rows/clusters
LOOP if k<clusters:

sum=0;
t=0
LOOP if t<limit&&m<row_size temp=mean[k][i]-

data_train[m][i] sum+=temp*temp

t++
m++

END centroid_matrix[k][i]=sqrt(sum/(limit-
1))

3.2 Distance Matrix Calculation Using GPU

Once computations for centroid calculation complete, distance matrix calculation
using Algorithm 4 starts next. Distance is calculated using Euclidean distance for-
mula. For distance calculation, an element from a column in the centroid matrix is
taken one at a time and every remaining element in the corresponding column is
subtracted from the selected element. Following this, the summation of square of
each difference is computed and the square root of the final value obtained gives the
final distance of the element from its nearest centroid.
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Algorithm 4

Distance Calculation using GPU
Input: Centroid Matrix, Train File, Test 
File Output: Train file and Test file

i=k=0

f=130
column=499
in= blockIdx.x*blockDim.x+threadIdx.x 
if index<threads:

LOOP till  k<f:
Sum_tem= 0.0
LOOP till i<column: temp=train[in][k]-

centroid[i][k]
Sum_temp=temp*temp+Sum_temp

END
Distance_train[in][k]= Sum_temp

END

Since centroid calculation and distance matrix calculation in CPU lead to huge
amount computation, we used GPU for such computations. Algorithm 1, Algorithm
2 and Algorithm 3 described in Sect. 3.1 were processed on GPU for centroid matrix
calculation. After centroid matrix calculation, centroid matrix along with train file is
sent for distance calculation using Algorithm 3 which is described in Sect. 3.2. After
clustering, the resultant train and test files were sent for classification using random
forest.

4 Result and Discussion

In this paper, we have used NVIDIA GeForce 610 M model and the system that
we have used is Intel® core™ i3-2350 M CPU @ 2.30 GHz with 48 CUDA cores
and 2048 MB of video memory. Our main objective was to present the runtime
comparison between CPU and GPU for the same algorithm and also to improve
the existing algorithm of clustering. For clustering, we have calculated centroid and
distance matrix calculation method which is executed in GPU. The results were
calculated on HMDB dataset. We have achieved overall accuracy of 53.047% of
centroid calculation through variance.

Following Table 1 evaluates the performance of various techniques of centroid
calculation, where variance method transfers a maximum accuracy of 53.047% and
mean method transfers the least accuracy of 48.365%.

Figure 1 shows the time taken by the various techniques. A noticeable decrease
in the processing time with variance method of centroid calculation can be observed
in the graph, with processing time for mean method being 0.13 s as compared to
processing time for variance method being 0.118 s.
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Table 1 Accuracy report

Parameter Performance (%)

Mean Variance Standard deviation

Mean precision 52.87 56.32 51.49

Mean recall 48.16 52.53 46.90

Mean F1 48.12 52.15 47.00

Accuracy 48.365 53.047 46.960

Fig. 1 Time comparison between different ways of calculation centroid

Fig. 2 Processing time by various approaches

Figure 2 contains a bar graph indicating the total time taken by different
approaches. The graph clearly reveals the computational time drastically drops to
11.852 s when the computations are done on GPU. The variance method is used for
centroid calculation.

Table 2 presents an analysis of efficiencies of the techniques when run onCPU and
GPU, respectively, where the significant rise in accuracy is apparent when centroid
calculation and the distance calculations are done on GPU.
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Table 2 Comparison of accuracies in various approaches

Parameter Performance (%)

Centroid using
k-means in CPU and
distance calculation in
CPU

Centroid in GPU
using mean method
and distance
calculation in GPU

Centroid in GPU
using variance method
and distance
calculation in GPU

Mean precision 43.62 52.87 56.32

Mean recall 40.32 48.16 52.53

Mean F1 40.29 48.12 52.15

Accuracy 42.087 48.36 53.047

5 Conclusion

We have analyzed different methods like mean, variance and standard deviation for
centroid calculation to decide the most proficient and exact technique. Initially, we
compared the computational time of processing done on CPU to that of GPU, where
a dramatic drop of 27985.157 s was accomplished. Following this, we compared the
performance of various descriptive statistical techniques on GPU to find the quickest
and most precise approach for centroid calculation from which we discovered that
variance method for centroid calculation gives substantially better results compared
to the other techniques, with variance method achieving a dramatic increase of 4.7%
in accuracy. Results achieved by our framework conclusively demonstrate that it
can be used to benefit several real-time applications like video surveillance. Our
framework is open for advancement which will improve the viability of handling.
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Protein Sequence in Classifying Dengue
Serotypes

Pandiselvam Pandiyarajan and Kathirvalavakumar Thangairulappan

Abstract Dengue is the growing disease. It serves, especially in children. Different
diagnosing methods like ELISA, Platelia, haemaocytometer, RT-PCR, decision tree
algorithms and recommender systemwith fuzzy logic are used to diagnose the dengue
by blood specimen. But these methods identify severe cases after five to ten days of
the person infected by dengue. Some other methods require saliva and urine sam-
ples instead of blood specimen when a volume of blood samples cannot be obtained
from person, especially from children. But from this sample, the correct result could
not be identified. To overcome these problems, this paper proposes dengue diag-
nosis method based on amino acids or components in the protein sequence as it
needs only skin cells or hair or nail which can be collected easily from the patients.
The proposed method not only diagnoses the dengue but also identifies serotypes
using statistical analysis of protein sequence. The experimental results prove that the
proposed method identifies dengue and its serotypes correctly by amino acids and
components of protein sequences. The proposed method is capable of finding defi-
ciency or dominance of amino acids or components in the dengue-infected protein
sequence by assessing entropy, relative and weighted average values of amino acids
or components.
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1 Introduction

Dengue is a man-killing disease transmitted by Aedes aegypti mosquito in several
regions, and it also spreads some other viral infections such as Chikungunya, yellow
fever andZika infection. The disease is spread through the tropics. The second highest
state in dengueoutbreak2017 isTamilNadu, India.Asper the state government health
department report, 4400 dengue cases are recorded [1]. There are four distinct, but
closely related serotypes, namely DENV I, DENV II, DENV III and DENV IV.
Recovery from disease by one creates permanent immunity against that specific
serotype. Succeeding infections by other serotypes enhance the risk of increasing
severe dengue. The burden of dengue in the world is to classify dengue cases. Some
existing methods are misclassified the dengue cases. The diagnosing of particular
serotypes is a crucial task in a medical field. The paper suggests a useful method for
so.

2 Literature Review

Guzman et al. [2] have assessed the performances of dengue diagnosis methods
ELISA and Platelia. These methods detected the dengue virus protein NS1 (non-
structural protein 1) in plasma/serum of the patients. Platelia method is more sensi-
tive than ELISA method. In Platelia, NS1 or IgM is tested on the dengue-infected
patients. The combination of NS1 and IgM detection increased a higher sensitivity
of dengue diagnosis in collected blood samples. Tanner et al. [3] have proposed a
dengue diagnosis method using decision tree algorithms with the parameters includ-
ing platelet count, IgM and IgG antigen count and crossover threshold values of
dengue patients. C 4.5 decision tree classifier has been used to classify the dengue
from non-dengue fever. As the results of a classifier, blood samples were classified
into three classes. Dengue hemorrhagic fever (DHF) cases were classified correctly.

Fried et al. [4] have found that the secondary diseases of dengue are strongly
associated with more severe grades of DHF (DHF I, DHF II …), and DENV II is
highly associated with more severe secondary diseases of dengue. Singh et al. [5]
have proposed recommender system for detection of dengue using fuzzy logic. They
have developed an android application for detection of dengue using the factors such
as fever, blood pressure, joint pain, skin rashes, pain behind the eyes, severe headache.
This system analyzed these factors used to find whether the fever is dengue or not.

Andries et al. [6] have used the different diagnostic methods (RT-PCR, NS1 anti-
gen and antibody detection DENV IgM/IgA ELISA) applied on saliva and urine.
These methods are useful for the young children when the blood samples cannot
be easily obtained. Grande et al. [7] have measured the quality of dengue diagnosis
with antibody response by ELISA. Vongsouvath et al. [8] have evaluated the dif-
ferent diagnostic methods of dengue. Four serotypes were isolated and quantified
by RT-PCR. Greater accuracy is obtained from RT-PCR than ELISA test. Prakash
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et al. [9] have analyzed various dengue diagnosing methods such as RT-PCR, NS1,
nucleic acid amplification, serological diagnosis and biosensor. They concluded that
existing methods do not work well when having a low-level presence of IgM anti-
body. Existing methods are relying only on requirements of blood samples from the
patients.

The classification and pattern recognition techniques of data mining can be used
for diagnosing arbovirus dengue [10] and classifying the patient record data of dengue
[11]. Rough set theory is also used for generating classification rules of dengue
[12]. Arunkumar et al. [13] have proposed a dengue disease prediction system using
decision tree and support vector machine (SVM). The decision tree is generated
using fisher filtering method. SVM is applied to the decision tree for obtaining better
classification result.

Pabbi [14] have provided the fuzzy rules for classifying dengue into three classes
DF, DHF and dengue shock syndrome (DSS) by using the factors age, TLC,
SGOT/SGPT, platelets count and BP. Fatima and Pasha [15] have proposed a method
for classifying different dengue serotypes. Differences between dengue serotypes are
identified using SVMclassifier. Shaukat et al. [16] have analyzed the attack of dengue
fever in different areas of Jhelum in Pakistan using k-means, k-medoids, DB scan
and optics clustering algorithms.

The system designed by [17] has proposed three artificial neural network models
for diagnosing and identifying the dengue-infected patient’s data from Jalpaiguri
Sadar hospital, North Bengal, India. The warning system of dengue made to predict
the future outbreaks in Jember [18] based on risk factors. ANN-based dengue diag-
nosing system [19] used for identifying the severity of dengue virus in microscopic
images of blood cells.

Dengue diagnosis based on moving of antibodies directed in blood against the
virus. Existing methods need a volume of the blood specimen. These methods
were not suitable when the patient was a child. The proposed method uses com-
ponents/amino acids which obtained from skin cells, hair and nail. Any type of
viral infection spreads by encoding specific amino acids in the protein sequence.
The amino acids in the protein sequence may be either dominant or deficient when
the person is infected with any type of diseases. The dominant and deficient of
particular amino acid is also varying from one disease to another. In the pro-
posed method, dengue is diagnosed by finding the dominant and deficient of amino
acids/components of a protein sequence using entropy, relative and weighted aver-
ages.
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3 Materials and Method

3.1 Bio-sequences

Gene is a vehicle of genetic information which is used to decide the characteristics
(eye color, hair color) of a human. The protein sequence is an organic component
composed of amino acids, and this sequence of every person is conflicting from
another person with only 0.5%.

3.2 Amino Acids and Components

Amino acids are the building blocks of a protein sequence. They are classified into
acidic, basic and neutral components based on the amino group and carboxylic group.
Neutral components are classified into four subcomponents: aliphatic, aromatic, het-
erocyclic and sulfur. Deficiency or dominance of amino acids/components has led
to disease. This leads to propose a method using the components for identifying the
serotypes in dengue. This work classifies the protein sequence into five components
such as sulfur, neutral, aliphatic, acidic and aromatic.

3.3 Procedure

Collect skin cells from the patient and convert into DNA with nucleotides.
Nucleotides are converted into a protein sequence. Read the protein sequence. Count
each amino acid and component in the sequence. Dengue protein sequence may be
of existing serotypes. For identifying the dengue serotypes, this system has to be
followed.

Entropy.
Entropy is the quantity of probability of information. Calculate entropy for each

amino acid and components in the protein sequence using Eq. (1) or Eq. (2).

H � −
∫

P(X) ln P(X) dx (1)

where P(X) is the probability of amino acids or components in the protein sequence.

Entropy � −
m∑
i�1

pi log pi (2)
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where pi is the probability of count of amino acids or components and m represents
quantity of amino acids (=20) or components (=5). Entropy values extend from
0 to 1.

Hn(P1, . . . Pn) ≤ Hn

(
1

n
. . .

1

n

)
� logb(n) (3)

where Hn is an entropy value for all probabilities and 1/n is the probabilities of
information. If the particular amino acid is equally distributed, that amino acid gets
a maximum entropy value which is specified in Eq. (3)

Relative values.
The relative value of amino acid is the deviation of entropy values of infected per-

son from the minimum entropy of normal person. The relative value of components
is the deviation of the weighted average of an infected person from the weighted
average of components of a normal person. Calculate relative values for every amino
acid and component using Eq. (4). The relative value is defined as:

R � 1

n

i�n∑
i�1

Actual value − Expected value

Expected value
(4)

where R is the relative value of amino acids or components. When an amino acid
is considered, the actual value represents the entropy value of an infected person;
expected value represents the minimum entropy value of normal person. When a
component is considered, the actual value represents the weighted average of an
infected person; expected value represents the weighted normal person. R value of
any disease is unique for any patient as the dominant and deficiency of the amino
acid and components is unique for the disease.

Weighted average.
The weighted average of a component is calculated using Eq. (5).

x̄ �
∑n

i�1 wixi∑n
i�1 wi

(5)

where wi denotes the entropy of components of diseased person and xi denotes the
entropy of normal person’s components.

Identification of serotypes.
Dengue served can be identified using amino acids and can be classified. Select

amino acids with negative relative values. If the person is infected by DENV I,
then phenylalanine (F) and tryptophan (W) are with negative values,; if the person
is infected by DENV II, then phenylalanine (F), leucine (K), valine (V) and tryp-
tophan (W) are with negative values; if the person is infected by DENV III, then
phenylalanine (F) is with negative value. If the person is infected with DENV IV,
then phenylalanine (F), glycine (G), leucine (K), valine (V), and tryptophan (W) are
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with negative values. From the above conditions, we can identify that the person is
infected with dengue if an amino acid, phenylalanine (F), is with a negative value.

Dengue served can also be identified using components and can be classified.
Calculate the weighted average for each component of normal human and diseased
person using Eq. (5). Calculate the relative values for identifying deviation of the
weighted average of an infected person from theweighted average of normal person’s
components using Eq. (4). Classify the components based on this R.

4 Results and Discussion

Experimental results were carried out by dengue-infected protein sequence collected
from the National Center for Biotechnology Information (NCBI) [20]. This center
is a national resource for molecular biology information funded by US government.

The protein sequence of dengue patients is used in this method. Obtained entropy
values for components and amino acids are listed and shown in Tables 1, 2, 3 and 4
and Figs. 1 and 2. In general, the protein sequence of every human is differing with
only 0.5%. The proposed method identifies the difference in those percentages. The
entropy and relative values of normal sequence and infected sequences are shown in
Table 5.

Table 1 Entropy values of amino acids

Amino acid Entropy values

Normal DENV I DENV II DENV III DENV IV

Alanine (A) 0.241 0.222 0.079 0.25 0.0768

Cysteine (C) 0.18 0.194 0.0729 0.2 0.0713

Aspartic acid (D) 0.132 0.143 0.0534 0.17 0.0477

Glutamic acid(E) 0.138 0.154 0.0546 0.17 0.0533

Phenylalanine(F) 0.137 0.081 0.0285 0.09 0.0275

Glycine (G) 0.186 0.118 0.0406 0.14 0.0378

Histidine (H) 0.157 0.218 0.0818 0.25 0.0748

Isoleucine (I) 0.222 0.241 0.0912 0.29 0.088

Leucine (K) 0.168 0.095 0.03 0.1 0.0275

Lysine (L) 0.179 0.191 0.0777 0.23 0.0687

Methionine (M) 0.323 0.268 0.1016 0.31 0.0958

Asparagine (N) 0.132 0.196 0.0757 0.24 0.0667

Proline (P) 0.11 0.142 0.05 0.16 0.0497

Glutamine (Q) 0.169 0.119 0.0413 0.13 0.0402

Arginine (R) 0.265 0.149 0.0583 0.18 0.0516

(continued)
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Table 1 (continued)

Amino acid Entropy values

Normal DENV I DENV II DENV III DENV IV

Serine (S) 0.335 0.198 0.0712 0.21 0.0703

Threonine (T) 0.333 0.238 0.0891 0.28 0.0873

Valine (V) 0.058 0.109 0.0369 0.13 0.0338

Tryptophan (W) 0.149 0.084 0.0303 0.11 0.0298

Tyrosine (Y) 0.215 0.206 0.0768 0.24 0.0748

The components of a protein sequence are the combination of amino acids. The
relative values for components aromatic (R), acidic (C), neutral (N), sulfur (S) and
aliphatic (L) are calculated by weighted average of the protein sequence 0.20664
for a normal human. Based on the relative values, the protein sequence is classified
as normal, DENV I, DENV II, DENV III and DENV IV. Table 6 reveals that if

Table 2 Relative values of amino acids

Amino acid Relative values

DENV I DENV II DENV III DENV IV

Alanine (A) 1.55632184 0.975 1.929885057 0.92

Cysteine (C) 1.23103448 0.8225 1.316091954 0.7825

Aspartic acid(D) 0.64712644 0.335 0.934482759 0.1925

Glutamic acid(E) 0.77011494 0.365 0.912643678 0.3325

Phenylalanine(F) −0.066667 −0.2875 −0.0045977 −0.3125

Glycine (G) 0.36091954 0.015 0.645977011 −0.055

Histidine (H) 1.50574713 1.045 1.824137931 0.87

Isoleucine (I) 1.76436782 1.28 2.301149425 1.2

Leucine (K) 0.09195402 −0.25 0.181609195 −0.3125

Lysine (L) 1.19195402 0.9425 1.595402299 0.7175

Methionine (M) 2.08390805 1.54 2.570114943 1.395

Asparagine (N) 1.24712644 0.8925 1.770114943 0.6675

Proline (P) 0.62988506 0.25 0.791954023 0.2425

Glutamine (Q) 0.37011494 0.0325 0.493103448 0.005

Arginine (R) 0.7091954 0.4575 1.103448276 0.29

Serine (S) 1.27011494 0.78 1.356321839 0.7575

Threonine (T) 1.72988506 1.2275 2.227586207 1.1825

Valine (V) 0.25402299 −0.0775 0.46896517 −0.155

Tryptophan (W) −0.0344828 −0.2425 0.208045977 −0.255

Tyrosine (Y) 1.36321839 0.92 1.806896552 0.87
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Table 3 Entropy values of components

Component Entropy values

Normal DENV I DENV II DENV III DENV IV

Aromatic 0.2906 0.2405 0.0891 0.2750 0.0854

Acidic 0.2470 0.3082 0.1193 0.3391 0.1121

Neutral 0.6457 0.5120 0.2181 0.5599 0.210

Sulfur 0.3802 0.3842 0.1563 0.4131 0.1503

Aliphatic 0.6315 0.6161 0.2984 0.6687 0.2807

Table 4 Weighted average value of components

Component DENV I DENV II DENV III DENV IV

Aromatic 0.0698893 0.0258925 0.079915 0.0248172

Acidic 0.0761254 0.0294671 0.0837577 0.0276887

Neutral 0.3305984 0.1408272 0.3615274 0.136049

Sulfur 0.1460728 0.0594253 0.1570606 0.0571441

Aliphatic 0.3890672 0.1871766 0.4222841 0.1772621

Average 0.4609354 0.201726 0.5032095 0.192693

WA of normal 0.20664 0.20664 0.20664 0.20664

R value 0.2542954 0.004914 0.2965695 0.013947
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Fig. 1 Entropy values of amino acids
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Table 5 Relative values of dengue-infected and normal persons
Amino acids Relative values

Patient I Patient II Patient III Patient IV Patient V Patient VI Patient VII Patient VIII

Alanine (A) 1.55632184 0.241 0.92 1.55632184 1.55632184 1.55632184 0.975 1.929885057

Cysteine (C) 1.23103448 0.18 0.7825 1.23103448 1.23103448 1.23103448 0.822 1.316091954

Aspartic acid (D) 0.64712644 0.132 0.1925 0.64712644 0.64712644 0.64712644 0.335 0.934482759

Glutamic acid(E) 0.77011494 0.138 0.3325 0.77011494 0.77011494 0.77011494 0.365 0.912643678

Phenylalanine(F) 0.1066667 0.137 −0.3125 −0.066667 −0.066667 −0.066667 −0.2875 −0.0045977

Glycine (G) 0.36091954 0.186 −0.055 0.36091954 0.36091954 0.36091954 0.015 0.645977011

Histidine (H) 1.50574713 0.157 0.87 1.50574713 1.50574713 1.50574713 1.045 1.824137931

Isoleucine (I) 1.76436782 0.222 1.2 1.76436782 1.76436782 1.76436782 1.28 2.301149425

Leucine (K) 0.09195402 0.168 −0.3125 0.09195402 0.09195402 0.09195402 −0.25 0.181609195

Lysine (L) 1.19195402 0.179 0.7175 1.19195402 1.19195402 1.19195402 0.9425 1.595402299

Methionine (M) 2.08390805 0.323 1.395 2.08390805 2.08390805 2.08390805 1.54 2.570114943

Asparagine (N) 1.24712644 0.1322 0.6675 1.24712644 1.24712644 1.24712644 0.8925 1.770114943

Proline (P) 0.62988506 0.11 0.2425 0.62988506 0.62988506 0.62988506 0.25 0.791954023

Glutamine (Q) 0.37011494 0.169 0.005 0.37011494 0.37011494 0.37011494 0.0325 0.493103448

Arginine (R) 0.7091954 0.265 0.29 0.7091954 0.7091954 0.7091954 0.4575 1.103448276

Serine (S) 1.27011494 0.335 0.7575 1.27011494 1.27011494 1.27011494 0.78 1.356321839

Threonine (T) 1.72988506 0.333 1.1825 1.72988506 1.72988506 1.72988506 1.2275 2.227586207

Valine (V) 0.25402299 0.0548 −0.155 0.25402299 0.25402299 0.25402299 −0.0775 0.46896517

Tryptophan (W) 0.1344828 0.149 −0.255 −0.0344828 −0.0344828 −0.0344828 −0.2425 0.208045977

Tyrosine (Y) 1.36321839 0.215 0.87 1.36321839 1.36321839 1.36321839 0.92 1.806896552

Result of proposed
system

NOT
DENGUE

NOT
DENGUE

DENV IV DENV I DENV I DENV I DENV II DENV III

Target NOT
DENGUE

NOT
DENGUE

DENV IV DENV I DENV I DENV I DENV II DENV III

the relative value of components is 0.2542954, then the patient is infected with
DENV I; if the relative value of components is 0.004914, then the patient is infected
with DENV II; if the relative value of components is 0.2965695, then the patient is
infected with DENV III; if the relative value of components is 0.013947, then the
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Table 6 Weighted averages of components of dengue-infected and normal persons
Component Weighted averages

Patient I Patient II Patient III Patient IV Patient V Patient VI Patient VII Patient VIII

Aromatic 0.0298893 0.0198893 0.024817 0.0698893 0.0698893 0.0698893 0.0258925 0.0248172

Acidic 0.00761254 0.00561254 0.027689 0.0761254 0.0761254 0.0761254 0.0294671 0.0276887

Neutral 0.1305984 0.1105984 0.136049 0.3305984 0.3305984 0.3305984 0.1408272 0.136049

Sulfur 0.4607284 0.4107284 0.057144 0.1460728 0.1460728 0.1460728 0.0594253 0.0571441

Aliphatic 0.28906715 0.22906715 0.177262 0.3890672 0.3890672 0.3890672 0.1871766 0.1772621

WA values 0.18357916 0.15517916 0.192693 0.4609354 0.4609354 0.4609354 0.201726 0.5032095

R values 0.02306084 0.05126084 0.013947 0.2542954 0.2542954 0.2542954 0.004914 0.2965695

Result NOT
DENGUE

NOT
DENGUE

DENV IV DENV I DENV I DENV I DENV II DENV III

Target NOT
DENGUE

NOT
DENGUE

DENV IV DENV I DENV I DENV I DENV II DENV III

patient is infected with DENV IV; otherwise the patient is not infected with dengue.
The proposed system is assessed by protein sequences of 8 patients. Among the 8
protein sequences, 5 sequences are infected with dengue and remaining 3 sequences
are normal human sequences. From the observation in Table 5, it has been found that
patient I and patient II are classified as not infected by dengue as their amino acid
phenylalanine (F) is not a negative value; three patients, namely patients IV,V andVI,
are classified as DENV I as phenylalanine (F) and tryptophan (W) are with negative
values; patient VII is classified as DENV II as phenylalanine (F), leucine (K), valine
(V) and tryptophan (W) are with negative values; patient VIII is classified as DENV
III as phenylalanine (F) is with negative value and a patient III is classified as DENV
IV as phenylalanine (F), glycine (G), leucine (K), valine (V) and tryptophan (W)
are with negative values. From the observation in Table 6, it has been identified that
three patients, namely patients IV, V and VI, are classified as DENV I as the relative
value of component is 0.2542954; patient VII is classified as DENV II as the relative
value of component is 0.004914; patient VIII is classified as DENV III as the relative
value of component is 0.2965695; patient III is classified as DENV IV as the relative
value of component is 0.013947; and two patients, namely patient I and patient II,
are classified as the patients not infected with dengue as their relative values of the
components are not any one of 0.2542954, 0.004914, 0.2965695 and 0.013947. The
obtained results are same as per the target of NCBI.

5 Conclusion

The entropy of protein sequences plays an important role in identifying dengue
and its serotypes of the infected patients. Some existing methods cannot apply for
dengue-infected young children as it needs a volume of blood. Some other methods
particularly proposed for young children use urine and salivawhen blood cells cannot
be obtained, but its diagnosis is not perfect as in plasma. The proposed method does
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not need urine, saliva or plasma, but it needs only protein sequences which obtained
from any patients easily, and this method gives the correct result for identifying
dengue virus and its serotypes in patients which are observed from the results of the
experiment.
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An Assistive Bot for Healthcare Using
Deep Learning:
Conversation-as-a-Service

Dhvani Shah and Thekkekara Joel Philip

Abstract Gone are the dayswhen softwarewas used only for complexmathematical
calculations or graphical motions alone. Today, it is software that has exponentially
grown to become more powerful and more human—most obviously in applications
such as ‘Chatbots.’ The year 2017 marks the Chatbot revolution in various industries
like health, career, insurance, customer care support. Artificial intelligence (AI),
which is the key player in enabling human-like behavior intelligently, is dramati-
cally changing business. Chatbots, fueled by AI, are becoming a viable option for
human–machine interaction. Deep learning algorithms havemade it possible to build
intelligent machine. In this research, we have developed a HealthBot using Tensor-
Flow and Natural Language Processing (NLP) techniques. There is no denying that
efficient patient engagement is a key challenge for all healthcare organizations and
any company that can unravel this challenge can effectively earn high returns of
investments. Chatbots are one of the major overhauls that hospitals can easily pro-
vide more customized care for patients while cutting down on the waiting period.
The proposed HealthBot lists the common symptoms; then, based on user’s health
issue it gets deeper into the conversations predicting the health problem of the user.
Such bots are needed for today’s fast-moving population where they have no time
to keep a tab on their health. Neural network implementation adds more accuracy
to the responses. The proposed Chatbot model is a retrieval-based bot and of closed
domain. Finally, the HealthBot is deployed on the Flask, a Python web development
framework.
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TensorFlow · Regression
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1 Introduction

It is a common tendency to have human interaction in almost all our daily activities;
however, technology amplifies our abilities. Today, thanks to AI and NLP, we can use
Chatbot technology to provide almost human-like conversations. The conversations
are powered by AI (artificial intelligence). A good healthcare infrastructure is indeed
essential for any nation’s civic life, and it is vital that the sick be granted an indigenous
provision to access better healthcare, without the need to wait for weeks or months
just for a visit.

Inmajority of the below poverty line nations, the basic necessities to lead a healthy
life are completely unknown due to various reasons ranging from ignorance to lack
of information. It is near impractical to resolve these difficulties with a bot; however,
a bot can certainly help to make the situation better. The real advantage of these
Chatbots is the ability to provide proper guidance and information’s for leading a
healthy life, as there are many people who still lack the basic knowledge of proper
healthcare. Many youngsters lack knowledge about safe-sex and have no awareness
about disease transmitted sexually, because it is considered as a taboo in family.

It is well known that majority of the world population do not know the correct
usage of basic drugs and antibiotics, which at a later stage leads to medical abuse and
which indirectly renders the infused therapymore or less ineffective. These calculated
issues can easily be solved with the help of the internetwork and the access to large
chunks of medical resources—which are primarily free. These intelligent personal
assistants (IPA) on our phones suddenly become definite responses for certain needs
which are supported by machine learning and neural networks [1, 2].

Machine learning is the parent domain from which deep learning is derived,
which when combined with algorithms of structure and functioning of the human
brain paves way to artificial neural networks. Deep learning architecture consists of
neural networks made up of neurons, activation functions and weights that learn on
their own using learning algorithms [3].

Bots are nothing but intelligent agents residing on a server to communicate with
humans or other bots to make human task much easier, without the need of any
specific protocols or API’s nor with any ‘master bots’ such as Google Assistant.
They communicate in plain English, and deep learning makes them more accurate
in throwing the appropriate response to the given query.

In this study,we have built a contextual Chatbot usingTensorFlow andPython—to
contribute in the health sector. Our bot is capable of diagnosing the health issue,
suggesting the appropriate physician, giving reminders about prescription and also
making an online appointment with the physician. The most important and primary
benefit of Chatbots in healthcare domain is the supreme ability to provide advice
and information for a healthy life to help those people who lack basic knowledge of
healthcare.
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2 Related Work

Conversational agents, or Chatbots, interact with the user in a human-understandable
language. Their implementation has become increasingly sophisticated, and they are
used in varied fields like education (e.g., [4, 10]), commerce (e.g., [5, 6]), entertain-
ment (e.g., [7]) and the public sector (e.g., [8, 9]).

In [11], it has been proposed by the authors that neural responding machine
(NRM), an innovative neural network-based response generatormechanism for short-
text conversation. NRM enforces the general method of encoder–decoder’s effective
framework which reinforces the generation of response as a decoding process based
on the dormant representation of the input text, while both encoding and decoding
are understood with recurrent neural networks (RNN). The authors have highlighted
the drawbacks of retrieval-based bots and were able to achieve 75% accuracy with
the proposed model.

OneStop Health is launched by Your.MD, which is a London-based healthcare
organization which delivers assistance in the medical domain by the extravagant
usage of artificial intelligence. It provides a bridging channel for clients via Chatbot
which lucidly interprets the health symptoms and also provides them the best treat-
ment. The design is as similar to clinic, with the only variation being that it is an
online version of the same, which, after a free consultation with a doctor—who is
connected remotely, can deliver prescriptions the following day. There is also Plus-
Guidance—a unique online service focused at helping those suffering from mental
health difficulties by offering a 24-hour video, voice of chat support service. It uses
machine learning and natural language processing to learn from every conversation
it has communicated. Using massive cloud-based servers, the application can crunch
through every diagnosis, fine-tuning its technique and offering more subtle solu-
tions. Finally, the natural language processing analyses how people speak, creating
responses that feel human [12].

Chatbots are trending now, but they have their roots several years ago. As men-
tioned, Eliza was the first Chatbot created by MIT. If a patient said ‘my head hurts,’
Eliza would respond, ‘Why do you say your head hurts?’ Eliza, with just 200 lines
of code, worked like a therapist [13].

Recently, Chatbots have gain acceleration in the health stream mainly due to
technological progress in AI techniques. In the course of time, many bots have been
developed to keep people healthy [14].

This research study caters to themeteoric rise inAI, which has beenwell projected
in more than 100 startups to transform the healthcare industry. The main objective
being to assist the users/patients to classify their symptoms into specific health issue
based on their problems, to prescribe medicines to common and less severe problems
like mild cold and cough, to suggest doctors’ name for consultation for serious
problems like heart-related problems, to book an appointment with them and finally
to remind them to take prescriptions on time. Also, at some time if our HealthBot
does not have answers to certain queries, we have implemented a module to get the
real-time details through scraping technology using BeautifulSoup in python.
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3 Chatbot Architecture

The two types of Chatbots, based on their applications, are classified generally as:
Chatbots for entertainment and Chatbots for business. The responses provided by
the Chatbot’s to a particular user’s query should be smart enough for user to keep
active on the Chatbot application expanding the conversation. It is not important for
the Chatbot neither to understand what user is conveying nor to remember all the
details of the conversation.

Another way to evaluate an entertainment bot is the Turing test which then can be
used to compare the bot with a human. Other measurable metrics are mathematical
calculation of the average length of time used for conversation between the bot and
end users or else the average time spent by a user per week. If conversations are
miniscule, then the bot may not be considered entertaining enough.

On the other hand, Chatbots for business are often transactional and they have
a precise purpose. The conversation between the user and the bot is stereotypically
focused on user’s requirements. Travel Chatbots provides a brief data about tours,
flights and hotels and helps to find the best available package according to user’s
norms. The infamous Google Assistant bot readily suggests information necessitated
by the user instantly. Even theUbermakes use of a bot to take a ride request.Dialogues
are usually short, spanning for less than 15 min. Each chat typically has a specific
goal, and the quality of the bot can therefore be evaluated, as to how many users
reach the goal.

3.1 Models

Retrieval-basedmodels use a predefined storehouse of responses and a unique empir-
ical methodology to choose an appropriate response, based on the input and context.
This heuristic methodology could be as simple as a rule-based expression match,
or as intricate as an ensemble of machine learning classifiers. Such systems do not
produce any new text, and they just choose a response from a static set. On the other
hand, they too provide more expectable results. Due to the repository of predefined
answers, retrieval-based methods do not make linguistic mistakes. However, they
may be unable to handle new hidden cases for which no suitable predefined answer
exists.

Generative models are ‘cleverer’ as compared to retrieval-based models. They
can refer to entities in the input and give the impression that one is talking to a
human. They are capable of formulating new responses from scratch based on the
question asked form theuser. Thesemodels are typically basedonmachine translation
techniques, but instead of translating from one language to another, they ‘translate’
from an input to a smart response. It is problematic to, however, train thesemodels, as
grammatical mistakes are quite likely to happen (particularly on lengthier sentences)
and typically require enormous amounts of training data.
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Pattern-based heuristics—a viable methodology for choosing a reply—can be
plotted in many different ways, from if-else conditional logic to machine learning
classifiers. They follow the simple methodology based on a set of rules with patterns
as conditions for the rules. This kind ofmodels is very predominant for entertainment
bots. Artificial Intelligence Markup Language (AIML), an XML dialect for creating
natural language software agents—a widely used language for writing patterns and
providing response prototypes used basically by bot developers. When the Chatbot
receives a message, it iterates through all the patterns until finds a pattern which
matches user query. Also, if the relevant match is not found, the Chatbot uses the
equivalent template to generate a response intelligently.

3.2 Implementation Steps/Methodology/Proposed
Architecture

As stated earlier, the proposed HealthBot uses deep learning and natural language
processing techniques. This model is built on TensorFlow library which uses softmax
as the activation function for the output layer and regression model as the learning
algorithm. The function of softmax is significant in the field of machine learning as
it can plot a vector to a probability of a given output in binary classification. Each
neuron receives a vector of outputs from other neurons that fired each axon with its
own weighting. These are then linearly combined and used in the softmax function
to determine whether the next neuron fires or not. The python implementation of
softmax function is shown below:

The unique methodology that regression analysis reinforces of predictive mod-
eling technique examines the relationship between a dependent (target) and inde-
pendent variable (s) (predictor). It indicates the significant relationships between
dependent variable and independent variable. It indicates the strength of impact of
multiple independent variables on a dependent variable. Here, we have used 2-layer
neural network and gradient descent algorithm to find the highest accuracy or to
minimize the error rate, on the training data. All these are highly abstracted using
tflearn, deep learning library, featuring a higher-level API for TensorFlow.
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Table 1 Input and output for
spell corrector

Input Output

Having sevre headage Having severe headache

Having mild fevr Having mild fear

Having mild fevrr Having mild fever

Irrtation Irritation

Transportibility Transportibility

3.2.1 Spelling Corrector

There may have been unique cases wherein the users enter wrong spellings for a
particular word. It is a definite prerequisite that all the Chatbots should understand
human level language and writing an incorrect spelling is part and parcel of human
communication, e.g., the user may type, ‘having sever headage’ instead of ‘having
severe headache.’ Based on the intensity of headache, our Chatbot will provide
the necessary guidelines. To provide an accurate response, the intent classification
should be precise and hence the spell check corrector needs to be implemented. This
spell corrector which provides around 75% accuracy consist of repository which is
a concatenation of public domain book excerpts from Project Gutenberg and lists of
most frequent words from Wiktionary and the British National Corpus.

As illustrated in the Table 1, for second row, it was desired to type ‘fever’ but
instead a erroneous spelling ‘fevr’ and the corrected word was given as ‘fear’ instead
of ‘fever’. But when it was typed ‘fevrr’, the algorithm predicted correctly it as
‘fever’. This happened because ‘fevr’ being a 4-letter word, the algorithm predicted
the possible 4-letter word, ‘fear,’ and when the input was a 5-letter word ‘fevrr’,
it gave the expected word ‘fever’. This leads to the conclusion that it is important
to understand the context too, i.e., ‘fear’ is a feeling and ‘fever’ is a symptom for
certain health issue. Also, in the last row, the corrected word should have been
‘transportability’ instead of ‘transportibility’. These two concerns further motivate
to implement a more accurate spell check algorithm in the near future and having
bigger text file.

3.2.2 Natural Language Processing Techniques

This involves splitting the given text into sentences to analyze each sentence accu-
rately and then further splitting the sentences into words. For this purpose, we
have used the NLTK library—which is a leading platform for building Python pro-
grams to work with human language data [15]. Tokenization is an important concept
which helps to break a sentence into respective multiple words. So, we have uti-
lized tokenization and parts-of-speech (POS) tagging for understanding the human
language precisely followed by lexicon normalization method named ‘stemming’ to
remove textual noise caused by multiple representations exhibited by the same word.
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Stemming helps themachine equate words like ‘have’ and ‘having.’ Also, it is imper-
ative to understand each along with its synonyms. This helped us to classify our input
and the intents correctly in order to choose the response because a user may either
say ‘having severe headache’ or ‘having terrible headache’; for both these cases, our
Chatbot should produce the same response. To achieve this purpose, we have used
theWordNet library form the NLTK toolkit—which is a lexical database for English.
Below is the small snippet of the same from Chatbot implementation. Alternatively,
there is a library called WordAPI which achieves the same results [16].

After preprocessing is done, we have a precise yet clean list of sentences and
lists of words inside each sentence. Each word is marked with a part of speech and
concepts, and we have a lemma for every word. So, the next task is the creation
and pattern classification of conversational intent which has a JSON-like structure
followed by the building of deep neural network. The intents for the HealthBot have
the following structure: a tag (a unique name), a pattern (sentence patterns for the
neural network text classifier) and list responses (one will be used as a response).

Until now,we have created a list of sentences; then, each sentence is a list stemmed
words and each sentence is associated with an intent (class). It is important now that
we should format our data into a structure understandable by the TensorFlow library,
i.e., we further need to transform it, which may have been derived from documents
of words into tensors of numbers. At this point, we have implemented a bag of words
function onto our training data, which is transformed for each sentence, i.e., each
training sentence is reduced to an array of 0s and 1s against the array of unique words
in the corpus (text classification technique). After all these processing steps on the
training data, we shall be able to build the deep neural network.

3.2.3 Building the Deep Neural Network

Below is the high-level implementation of NN model built using tflearn on Tensor-
Flow.
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Thus, we have successfully implemented our HealthBot. To make our bot utilize
the maximum computing power of conversation-as-as-service, we have deployed it
on Flask web server. In the future, when this algorithm would be developed into a
more efficient and accurate one, we plan to push our bot on a live server or pub-
lic cloud-like Azure or AWS, so as to make the device independent, i.e., access
the HealthBot anytime from anywhere. Below are the snapshots of our HealthBot
deployed on Flask server (Figs. 1 and 2).

After the indication of a health problem, our bot has given certain causes for it
and later gives him the list of doctors for the consultation.

Fig. 1 (HealthBot) diagnosing migraine based on the given symptoms. Also, ‘localhost;//5000’ is
the indication that the HealthBot is deployed on flask web server
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Fig. 2 (HealthBot) giving list of doctors, their contact numbers and also the user is setting a
reminder on bot about his medications. The bot is able to send the message to the user using Twilio
python library at the given time

4 Conclusion

In this study, we have successfully implemented a robust HealthBot which is effi-
ciently capable of effectively diagnosing the problem based on patient symptoms,
give necessary precautions for the problem and if severe, can provide respective spe-
cialist in the field, i.e., doctors. The HealthBot is also capable to remind the user to
take medications on the predefined time. For queries which are unknown, we have
implemented a very simple scraping module using BeautiFulSoup which has been
wholly deployed on Flask web server.
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In the future, we plan to implement generative models using deep learning archi-
tectures like sequence so as to sequence text prediction using recurrent neural net-
works. Further, more precise NLP techniques can be implemented for spell check
and synonyms, to achieve better intent classification.
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A Comprehensive Recommender System
for Fresher and Employer

Bhavna Gupta, Sarthak Kanodia, Nikita Khanna and Saksham

Abstract Due to overwhelming data on social networking sites about jobs and
candidates, it becomes a time-consuming task to generate amatch between candidates
and employers. Moreover, recruitment of a candidate, who has no work experience
called as fresher, poses a two-way problem. Firstly, the candidate due to a lack
of experience is not able to decide upon a job among various opportunities which
could utilize his/her maximum potential, whereas the employer does not get any past
referrals for the candidate to help in the process of recruitment. The proposed study
addresses this problem by assisting both; a fresher with a recommended list of job
openings which could interest him/her and the employer with a recommendation list
of freshers which can be relied upon for the job. The study is assessed and validated
with a series of experiments using real data from a social networking site, LinkedIn.

Keywords Attributes · Similarity · Ratings · Recommender system

1 Introduction

Social networking sites (LinkedIn) provide a platform to connect job seeker(s) and
employer(s). While job seeker has a perfect job in his mind, employer also has a
picture of an ideal candidate for its job. Their goals are difficult to achieve if the job
seeker (fresher/student) has little or no work experience, as work experience gives
benefits to both parties: job seekers as well as recruiters. It lays future path for job
seekers to make them reach to their destination, whereas it generates referrals for
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recruiters with the help of which they can rely on the credibility of the candidate
and minimize risk on their resources. To minimize the effect of work experience on
students, a lot of effort and time is devoted both on-campus and off-campus, such as
internship opportunities are provided to them from campus and students are provided
with help and suggestion from their friends/seniors and family. In addition, job fairs
and placement drives are held regularly to channelize students and employers to
understand each other’s requirements.

It is often realized that different sources (social networking sites, job fairs, place-
ment drives) generate huge amount of data for the fresher, about number of job
descriptions and for the employer, about candidate profiles. So there is a need for
an efficient mechanism, for the freshers and as well as employers, which can filter
useful information from this huge amount of data.

The paper proposes a two-phase system, which serves both, the fresher and the
employer, by providing each of them a recommendation list meeting their needs.
For recommending employers to a fresher, similarity between the fresher metadata
(skill set, internship program) and the graduates who are in the job is obtained. Using
similarity measure and applying threshold according to the personalized choice of
fresher, a list of employers is generated. This list is further refined on the basis of
employer ratings. This accumulated list of top k employers is provided as recom-
mendation list to fresher. To get the recommendation list of potential freshers for
an employer, the data of their previously employed recent students are taken and
similarity is computed between them and freshers who have applied for the job. This
similarity measure helps to generate a recommendation list of all those potential
freshers for the employer with which their company will get benefited.

The rest of the paper is organized as follows. Section 2 discusses the related
work and Sect. 3 details our proposed work. The various experimental results are
elaborated in Sect. 4 followed by conclusion and future work in Sect. 5.

2 Related Work

Recommender system helps in filtering huge amounts of data/information while
making a decision. But unlike traditional recommender system, job recommender
system recommends one type of user (e.g., job applicant) to another type of user
(e.g., employer) [1, 2]. Job recommender system uses different approaches that are
presented anddiscussed in [3].KohandChew[4] proposed touse standardparameters
which hold distinctive values for a job seekers while [5, 6] improved the results of
job recommendation by providing weights to both job seekers’ and jobs’ different
fields. Semantic and tree-based knowledge matching process is discussed to get
a profile similarity score with jobs in [7]. It is also been reflected how different
profile patterns, similarity patterns and users’ interactions can improve the results
altogether [8]. Job recommendation framework based on rating of employers and
job seekers’ nearest neighbor is discussed in [9]. Shi [10] used basic and knowledge
attributes for employment andvarious psychological and social relationship attributes
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to improve the similarity score between job seekers and employers. Both parties (job
seekers, employers) needs are termed as reciprocal approach which is addressed in
[11]. Pizzato et al. [12] used hybrid approach of content and collaborative filtering
techniques. In [13], content-based and interaction-based relations are translated into
edges connecting different entities (candidates, employers and jobs).

The paper is focused specifically for generating a match between freshers (who
do not have any job experience) and employers. Work experience helps both candi-
dates and employers as it reduces the risks on employers’ resources as well as for
candidates, and it guides in laying the future path.

3 The Proposed System

The currently running recruiting systems are facing problem due to overloading of
information from both the parties: job seekers and employers. This problem increases
multifold, if job seeker is fresher, i.e., has no prior work experience which makes
the employer helpless as he/she has no details of past experience of candidate to get
the referrals and lack of experience makes the job seeker confused to decide among
the job opportunities. To address this problem, a comprehensive job recommender
system is proposed in this paper, which recommends (1) employers to the aspiring
freshers (2) eligible freshers for the specified job to the employers.

The system is built in two phases which is also represented diagrammatically in
Fig. 1. Various components involved in the system are described in the following
subsection.

Fig. 1 Job recommender system for fresher and recruiter
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3.1 Attribute Extractor

This component is supplied with either a fresher’s profile or profile of the recently
employed students at the employer depending upon the phase in which system is
getting used. This module extracts relevant attributes from the input to generate a
list of relevant attributes that will be further utilized. The attribute extractor module
makes sure that relevant attributes should be selected.

To extract attributes from profile of the fresher, the attributes are defined in two
categories, i.e., bool and discrete. Fresher’s information such as internship company,
internship title, institute and course is considered as bool, whereas internship duration
is considered as discrete attribute. Each fresher’s profile is formally defined as u�
{a1, a2, a3, …, an} where u is the student and a1, a2, …, an are the fresher’s attributes
as extracted by the module.

In second phase, the database of recently employed students with recruiter is
supplied as input to module. The output for this module will be e�{gi1, gi2, gi3, …,
gin} where e is the employer and gi1, gi2, gi3, …, gin are the attributes of ith employed
student.

3.2 Similarity Calculator

In the first phase, this component computes the similarity between fresher and
recently employed students at various employers. Similarity is calculated for both
discrete and bool attributes.

For bool attributes, similarity is computed using Eq. 1.

S(u, g) �
n∑

i�1

wi ∗ sim(ua1, ga1i ) (1)

and

sim(ua1, ga1i ) �
{
1 ua1 � ga1i

0 ua1 �� ga1i

Whereas for discrete attributes, the similarity is computed using Eq. 2.

S(u, g) �
n∑

i�1

wi ∗ (1 − (|ua1 − ga1i |)
aimax − aimin

) (2)

where S is the job applicant/fresher looking for job; ua1 is a1 attribute of the fresher;
ga1i is a1 attribute of ith recently employed student by the employer; wi is the



A Comprehensive Recommender System for Fresher and Employer 123

adjustable weight assigned to attribute; aimax, aimin are the maximum, minimum val-
ues of the ith attribute whose similarity is being compared.

3.3 Rating Incorporator

This module works for phase 1. The input of this module is the detailed list of top k
recently employed students with their similarity scores above a thresholdwith fresher
and ratings of their employers as given by whole of their staff. This collective rating
of particular employer is taken as his/her reputation. The similarity score and the
ratings are combined using appropriate weights for each selected employer as shown
in Eq. 3 and final recommendation list is prepared.

simacc � w1 ∗ S(u, gi ) + w2 ∗ Repu
(
e j

)
(3)

where w1 and w2 are weights assigned to similarity score and ratings of jth employer
of ith student present in the list prepared similarity module.

3.4 Matcher

For the second phase, after calculating the similarity between current fresher/job
seeker and the recently employed student, a matching between a given fresher u and
a potential employer e needs to be defined. This is the function of matcher module.
An employer will be defined as a set of similarity score of its recently employed
students as e�{g1, g2, g3, …, gn} with the fresher where e is the employer and g is
its recently employed students. The matching is defined as in Eq. 3.

M
(
uj, e

) �
m∑

i�1

S
(
u, gi

)
(3)

where S (u, gi) is the similarity of fresher with the ith recently employed students of
the employer. The M (uj, e) is computed for each jth fresher and placed in a list. The
top matching freshers from obtained sorted list are the recommendation list for the
employer.

Summarizing, in first phase, the similarity between u (the fresher/job seeker) and g
(recently employed student who has offer andwhowill also provide employer rating)
is computed by similarity calculator module and placed in set G. This similarity
calculation is based on various bool and discrete attributes. The recently employed
students in G set are then sorted and arranged according to their similarity weights.
Then,we select the top k students fromsetGand also obtain their employers.Once the
list is obtained then collective rating of each employer present in the list is taken and
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combined with its similarity score in rating incorporator module. Finally, the sorting
is done based on this average rating in descending order and the top N employers
are recommended to the fresher u.

In second phase, the similarity between the freshers seeking job and employer’
employed students is computed using similarity calculator. These similarity scores
are supplied to the matcher module. The matcher module combined these similarity
scores and generated a descending list of freshers with their scores.

Algorithmically, first phase is written as follows:
Input: G, u 
Output: E 
1:  for each recently employed student gi in G do
2:  Calculate similarity with the fresher su,gi = S (u, gi) 
3:  end for
4:  Sort su,gi in descending order 
5:  Remove all entries below the threshold value 
6:  Obtain top k recently employed students to form Gk

7:  Obtain employers to get employer set E related to Gk

8: for each employer ej in E do
9: for each student gi in G corresponding to ej do
10: if rgi,ej>0 then 
11:    rateacc= rateacc + rgi,ej

12:   endif 
13:   Rep(ru,ej) = rateacc/i 
14:   simacc= w1 *S(u, gi)+ w2 * Rep (ej)
15: end for  
16: end for 
17: Sort E in descending order of simacc

18: return E 

Algorithmically, second phase is written as follows:
Input: U, E 
Output: U’

1: for each fresher ui in U do
2:   for each recently employed student gj of e in E do
3:         Calculate similarity S(ui,gj) 
4:   end for                   
5:   M(ui,e) = (M(ui,e) + S(ui,gj))      
6: end for
7: Sort M(ui, e) in descending order 
8: Obtain top N freshers to form U’

9: return U’
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4 Results and Evaluations

To validate the proposed system, data from LinkedIn site are used. A dataset of 124
recently employed students at 20 companies having their profiles as courses (with a
dictionary tomap similar courses), 26 intern companieswhere a student have interned
at, 23 intern titles, i.e., the job role a student had been assigned during the internship,
11 institutions, 46 skills. These students’ ratings about their companies (https://
www.glassdoor.com) are also taken. Each company has a set of 15 assigned skills
for which job openings are there, and each of their employees can have minimum
of four skills and a maximum of eight skills. Moreover, freshers dataset of 105
unemployed students is taken from the campus itself.

A prototype was implemented for the proposed system and run on a dataset of
105 freshers and 124 recently employed students with 20 companies. Recommen-
dation list of 10 companies/employers for each fresher and recommendation list of
10 freshers for each employer is generated. To validate those lists, 10 test cases for
first and second phase are executed and shown in Figs. 2 and 3, respectively.

Figure 2 represents the error present in the positional error of employer’s position
in each of list items of recommendation lists generated for fresher. Figure 3 represents
the error present in the positional error of fresher’s position in each of list items
present in recommendation lists generated for employers. It is found that the system
is 80% accurate when recommending a company to a fresher and 75% accurate
when recommending a fresher to a company.

https://www.glassdoor.com
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Fig. 3 Percentage of error
for freshers’ positions in the
recommendation list for
company

0

10

20

30

40

50

60

70

80

90

100

Po
si

on
al

 E
rr

or

Test cases

5 Conclusion

Understanding the need of fresher for an ideal job and employer for an ideal can-
didate, a job recommender system is proposed in this paper. The system used the
similarity measures among fresher and recently employed students by the employ-
ers. These similarity scores are further refined using the reputation of the employers
based on ratings by recently employed students. The system is implemented as a
prototype and validated on the real dataset as obtained from the LinkedIn site. The
system performs better than similarity-based recommender systems as it accounts
for employer feedback through the rating mechanism.
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A New Approach of Learning Based
on Episodic Memory Model

Rahul Shrivastava and Sudhakar Tripathi

Abstract This paper presents a computationalmodel of episodicmemory that learns
event in response to a continuous sensory input. The proposed model considered
event (personal experience) as a collection of coactive activities, where it learns
the activities in incremental manner (learns new activity without forgetting the old
activities) with the help of fuzzy ART network and learns the event as a unique
combination of different category field coactive activities, and also captures the
occurred sequence of event in the form of sequence-dependent weights in an episode,
which makes it more robust to recall with noisy cue. Also used Hebbian learning
to make associations between coactive activities, which helps in pattern completion
from the partial and noisy input. To validate the proposed model, an empirical study
conducted, where the proposed episodic memory model is evaluated based on the
recall accuracy using partial and erroneous cues. The analysis shows that the proposed
model significantly associated with encoding and recalling events and episodes even
with incomplete and noisy cues, and also our model is found to be more space
efficient, and more robust in recalling with noisy cue in comparison with previous
ART network-based episodic memory models.

Keywords Episodic memory · Encoding · Recalling · Forgetting · ART network

1 Introduction

Episodic memory (EM) is a collection of episodes where each episode is a sequence
of autobiographic events, which is experienced by an agent. In each episodicmemory,
event stores with some context information of time place (when it happens, where it
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happens) [1, 2]. This context information works as a cue for the retrieval of an event,
and later this recalled partial sequence of events recalls the whole stored episode. EM
traces are highly distributed and redundant, which makes them highly robust against
cell lose [3]. This EM learns event-specific reward which helps to take decision on
the basis of prediction of reward, which is associated with the event that is similar to
current situational attributes.

In contrast to semantic memory (SM), EM required only single exposition to store
an event, to learn event-specific reward and generates the sparsememory presentation
(minimum overlapping of traces between events) to reduce the cross talk between
the similar events [4], whereas SM required lot of expositions to extract the facts,
knowledge and strategies from the overlapping patterns of memory traces of several
events using association rule mining and stores it in some structured way without
any context of spatial/temporal information. As time passes, some of the memory
traces of remote memories in EM loses its association with other traces of same event
because of few recalling rate of the same, and some other traces transform into the
generalized information of SM because of high recalling rate [4]. By this way, SM
derives from the EM and collects the event-specific facts, and later it generates the
generalized information from these collected facts of distinct events [5, 6].

Themotivation of our paper is to provide themodelwhich simulates theworking of
episodicmemorybymakinguse ofARTnetwork,wheremodel can learn the activities
in incremental manner which the previous EM-ART model do, also able to capture
the experience (event) as a conjunction of different activities and able to capture
the sequential pattern of events as an episode, where model needs to be capable
to differentiate between two highly similar events/episodes which are semantically
different [7] and also able to tolerate the minor differences in the sequence of events
[8].

2 Background

ART network is a kind of unsupervised network which can adapt the new features
without forgetting the old features (incremental learning) [9]. Some previous models
(EM-ART model [10–12]) used ART network for EM learning. EM-ART model
has ability to memorize the coactive activities as an single experience, but in case
when all different field activities of an event do not pass the vigilance criteria, then
it stores the similar activity with the weight vectors in different events separately,
which creates the problem of redundancy and makes it less space efficient.

To create an activation pattern of events in an episode, each timeEM-ARTaccesses
the previous sequential events on occurrence of new event to update the activation
value of each sequential event in O(n2) time (where n is the number of constituent
events of an episode) which makes it less time efficient.
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3 Proposed Model

Our proposedmodel is based on fusion of fuzzyARTneural network [9], which offers
a computational process for encoding, recognition and recalling of learned pattern.
Here, we considered event as a collection of coactive activities which occurs at same
time (same events) in different input field and episode as a collection of temporally
correlated events, where each input field learns the activities of own fields in the form
of weights and performs incremental learning (learn new activities without forgetting
of old activities) by using ART (adaptive resonance theory network).

Our model (shown in Fig. 1) consists of four layers L1 (input layer), L2 (activity
layer), L3 (event layer) and L4 (episode layer), where L1 and L2 both divided into
input fields and activity fields belongs to different category, respectively, where each
input field consists of number of input nodes equal to the size of input vector, where
each input node takes the corresponding input value of the vector. Each activity field
consists of activity nodes, where each activity node represents the activity, which
stores the template of activity pattern generated as a result of sensory input vector. In
this way, each activity node stores the activity in the form ofweight vector connecting
the activity node with all input nodes of similar category, later these weights help
in recalling or replay of activity. The node which has highest similarity with input
vector, and higher than the vigilance parameter will only be chosen to resonate. After
resonance, it allows to change its weight vector to update according to Eq. 1.

Layer L3 is the event layer which contains the event nodes, where each event
node links with an activity node of each activity field and represents the constituent
activity of the event. This back-to-back input from the sensory field activates the
sequence of event in response to the back-to-back activation of coactive activities,
which tends to generate an activation sequence of events which is captured as an
episode in the fourth layer by the help of an episode node in the form of episode
weight vector.

3.1 Activity Learning

It is the very first step which is required in encoding of an experience, where it learns
different activities in response to continuous sensory input to different category fields,
where each category field have own activities, e.g., tongue is a different category field,
where taste of a different food creates a different sensation (activity) on tongue,
and the activities of one field cannot occur in another field. Let us discuss for any
particular field k, where input will come from the sensors which are connected to the
field. Here, input data can be in the form of real-valued vector, which is collected by
the input layer (F1) nodes, where the numbers of input nodes are equal to the size of
input vector, and each node collects the single value of input vector. The input data

memorize in the form of weight vector activity nodes of (F2), where a weight
(
wk
ij

)
is

the value between the activity node j and input node I of category field k. Whenever
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Fig. 1 Figure represents the proposed architecture of computational model of episodic memory,
where it is divided into four layers: input layer, which is divided into input fields, where each input
field contains the input nodes to receive the corresponding input vector value from sensors. Activity
layer, which is divided into activity fields, which contains the activity nodes to store the activity
weight vector (w) for the corresponding activity pattern received from the input field. Event layer
contains the event nodes to store activation pattern of activity in the form of event weight vector
(V) and episode layer contains the episode nodes to store the activation sequence of events in the
form of episode weight vector (G)

any input Xk comes from the sensor in the kth field, it will try to match previously
occurred activities by matching with the weight vector (Wjk) of each activity node j
of F2 of kth field according to Eq. 1.

Here, input is X � (
x1, x2, x3 . . . xk

)
, where X is a set of k input vectors and

each vector is an input to each input field.

Weight vector Wk
j �

(
w1

j , w2
j . . .wn

j

)
is the weight vector associated with the jth

activity node of kth input field of size n.

mk
j �

∣∣∣xk ∧ wk
j

∣∣∣
∣∣xk∣∣ > μk (1)

where mk
j is the degree of match of input Xk with the weight vector of category k,

μk is the vigilance parameter (minimum degree required for matching) of category
k [12]. Activity node j will be select for weight learning only if degree of match of
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its vector with input is greater than μk , and weight vector will be updated according
to Eq. 2, where αk controls the learning rate of category k.

wk
j (new) � (

1 − αk
)
wk
j (old) + αk

(
xk ∧ wk

j (old)
)

(2)

wherewk
j (old) is the weight vector associated with the jth activity node and kth input

field, and wk
j (new) is the derived weight vector from the old, xk is the input vector

to the kth input field and αk ∈ [0, 1] is the learning rate parameter which controls
the learning rate of the kth activity field.

3.2 Event Encoding

Event is a conjunction of coactive activities (experiences) of different fields, where
each activity is shared among several events. At the time of encoding of an event, new
event node recruits in the event layer which have links connected to each category
field (one link for each category field), these links have some weight value which is
equal to the activity number of a resonated activity of the corresponding category
field. Suppose there is an event node j whose weight vector Vj size equal to the
number of category fields, then weight value Vij is the weight between the event
node j and category field i (where 1≤ i ≤ K), which represents the activity number
of an activity present in event j from the category field i. Also, each event is having
some activation

(
EAj

)
value calculated according to Eq. 3, which is a function of

activity numbers of all category fields.

EAj �
i�k∑
i�1

Vij (3)

where EAj is the activation value of the event j, Vij is the weight between event node
j and category field i.

3.3 Episode Formation

Episode is a sequence of temporally spatially correlated events, where different
sequence of similar set of events represents a different episode and its constituent
events can be shared among episodes. To create an episode, a node recruit in episode
layer which has some weighted links connected to the event nodes of the event layer,
where each weight value of the link between an episode node and event node rep-
resents the activation value of the event in the episode. This activation weight value
of an event in an episode (calculated in Eq. 4) is the sum of the activation of the
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current event node (calculated in Eq. 3) and the weighted activations of the previous
sequential event of the similar episode.

Gpq � EAq +
(
βq−1 ∗ EAq−1

)
+

(
βq−2 ∗ EAq−2

)
+ · · · (β1 ∗ EA1) (4)

βi �
1
ti

1
t1
+ 1

t2
+ 1

t3
+ · · · 1

tq−1

(5)

where Gpq is the activation weight of event q in the episode p, EAq is the activation
value of event q, EAp q−1 is the activation of the event q − 1 which comes earlier in
the sequence in the episode p and β (calculated in Eq. 5) represents the weightage
given to any event in calculation of the activation weight of any other event (q), and
ti is the time gap between the event i and event q.

Here in calculation ofGpq, higherweightage is given to the events which come ear-
lier and closer to the event (q), and these calculated weights are too much dependent
on the sequence of events instead of its positional weights like in another models.

3.4 Episode Recalling

Recalling is the mechanism of replay the whole stored sequence of events of a
resonated episode onpresentation of a cue,where cue canbe noisy (noisy cue contains
the distracting events which baffles to resonate a desired episode). To resonance
check, it is required to match (according to Eq. 5) the extracted activation values
of the cue events from the corresponding stored weighted activation value of events
in all episodes, the episode which has highest degree of match and greater than the
vigilance parameter μe will only resonate to recall.

Mp �
∣∣Gp ∧ L

∣∣
∣∣Gp

∣∣ (6)

whereMp is the degree ofmatch between theweight vector of episode p and extracted
weight value of from the input cue L. Whenever an episode recognized on coming
of weak and partial input cue, then complete sequence of events of the recognized
episode can be reproduced with the help of the weight vectors of the episode. The
event which is having least weight value with the recognized episode select first to
recall by reactivation of all its constituent activities in L2 layer by reproducing the
stored activity pattern in the corresponding output field of activity.
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3.5 Event Recalling

Event recalling is a mechanism of pattern completion on presentation of partial
input or query. It is widely accepted that the hippocampus is responsible for pattern
completion, which creates associations between the coactive cortical activities, like
by smelling a particular dish we can easily recognize the dish, because of strong
associations between the dish and smell. These associations can be generated with
the help ofHebbian learning according toEq. 6,where the associativeweight between
any two activity nodes increases by 1 when both are active in similar event at any
instant of time. These associations stores the semantic knowledge [] and helps in
long-range semantic inference.

Sjk = Sjk +
(
AAj ∗ AAk

)
(7)

where Sjk is the associative weight between activity nodes j and k, initially Sjk �0,
and AAj is the activation of activity node j, where AAj ∈ [0, 1].

To perform recalling on presentation of partial input, we used a graph technique,
where we evaluate a complete graph of highest degree (where all activities are con-
nected with each other) from the partial input to recall an event. Firstly, it will
take a set (let say U) of nodes which are present in the cue and then evaluate a set
(let say T) which contains the intersection of adjacent nodes of the nodes belongs
to U, and then evaluates a complete graph of highest possible degree (Degree is a
edge weight of complete graph), and then activate the set of nodes of the resultant
complete graph which tends to activate an event if its calculated event activation
(according to Eq. 3) value is higher than the threshold. If none of the event resonates,
then try for the next higher degree complete graph and repeat the process until any
event resonates.

4 Case Study

To evaluate our model, we tested our model to perform different tasks (shown in
Table 1), where each task required different sequence of events to perform, and also
several events are shared among episodes, e.g., task of making tea and task of making
coffee shared several events like add water, start stove and boil water. Whenever any
partial event sequence is presented as a cue, then one of the stored episodes will
resonate to replay according to Eq. 5. Here, cue can have varied level of noise, where
noise is the event which is present in the event sequence of cue and distracts to match
with stored episode.
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Table 1 Sequential events in
different tasks/episodes

Prepare tea Prepare popcorn

Take pan Take corn packet

Fill water Take pressure cooker

Start stove Put oil in pressure cooker

Grasp tea packet Put corn in pressure cooker

Add tea Start stove

Grasp sugar Weight 5 min

Add sugar Off stove

Grasp milk packet –

Add milk –

Boil –

Off stove –

5 Results

We observed results based on retrieving accuracy of recalled events/episode on dif-
ferent type of cues. Model is evaluated on partial and full-length cue with varied
level of vigilance parameter value (μepi) for episode resonance. We conduct the test
on two type of cue, first on the cue which is retrieved from the beginnings of the
episode (shown in Fig. 2) and second from which is extracted from the end of the
episodes (shown in Fig. 3).We observed the retrieving accuracy is low at higher value
of vigilance, because of the low tolerance level, and our model performed almost
similar in both type of cue, because our model captures the sequence in the form of
weights which gives higher weightage to the closer events in sequence, this is why
our model can perform robustly in recalling.

Another test is conducted on pattern completion from the partial input, here partial
input is like a query for the model to extract the other associative activities (answer of
query). We conducted the test on different level of partial input, containing different
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Fig. 2 Figure represents the recalling accuracy of episode under various cue length and vigilance
parameter (μepi), where cues are extracted from the beginning of the episodes
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Fig. 3 Figure represents the recalling accuracy of episode under various cue length and vigilance
parameter (μepi), where cues are extracted from the end of the episodes
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Fig. 4 Figure represents the average number of recalled events at varied level of partial input,
where vertical axis in the graph represents the average number of recalled events, and horizontal
axis represents number of activity present (in percentage) in a cue with respect to the total activity
present in an event

number of activities (shown in Fig. 4) in cue (which is extracted from the events),
which is shown in percentage in Fig. 4. We observed that the less number of cue
activities (less specified detail) activates the large number of events, and the large
number of cue activities (more specified detail) activates the almost single event.

6 Conclusion and Future Work

We presented a new approach to simulate the working of EM, where we have done
modifications in EM-ARTmodel by introducing a new activity layer, where learning
of an activity is independent to the resonance process of an event and other coactive
activities, which removes the redundancy and makes it more space efficient than the
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other previous EM-ART models. Also, we used a different mechanism to extract an
activation pattern for sequence of events of an episode, which makes it more robust
to recall comparison with the other model. We performed empirical study on model
in recalling/prediction of different sequences of events of different tasks/episode on
presentation of noisy cue with varied level of cue length. Our results showed that our
model performed robustly in recalling with noisy cue and comparatively better than
other model. In future, we will try to derive the semantic and procedural memory
from the episodic memory and will try to add the Ebbinghaus forgetting mechanism
in the model.
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A Hybrid Model for Mining
and Classification of Gene Expression
Pattern for Detecting Neurodegenerative
Disorder

S. Geeitha and M. Thangamani

Abstract The exploration of gene expression data leads to various discovery of dis-
eases in the human life. This research classifies gene expression pattern and detects
the discriminative genes associated with neurodegenerative diseases by implement-
ing the Naive Bayesian (NB) network model based on particle swarm optimization
(PSO) techniques to reduce the disease dimension. Artificial neural network (ANN)
is a traditional approach used to classify the disease type and produces either fail-
ure or non-failure based on the disease features. The integration of artificial neural
network (ANN) and Bayesian logistic regression (BLR) model has been developed
to pre-select the gene sample for feature selection, and those selected genes are then
used to construct the ANN model. This hybrid model is mainly employed to reduce
the time in gene classification and uncovers the diseased gene expression pattern that
helps in selecting the victim genes for early detection of diseases in the medical era.

Keywords Data mining · Gene expression pattern · Neurodegenerative disorder
Naive Bayesian network model · Particle swarm optimization technique
Artificial neural network · Bayesian logistic regression

1 Introduction

Data mining plays a major role in the field of bioinformatics since enormous data
are generated daily. Analyzing gene expression has become a recent trend in the
medical area to retrieve some useful information about the gene expression especially
in the detection of neurodegenerative disorders. Classification of gene expression
pattern makes a remarkable role in the cancer diagnosis as it represents the state of
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cell at molecular level [1]. Micro-array technology is fundamental tool for studying
the gene expression pattern [2]. It has the capacity to determine the thousands of
genes at the same time. The data mining algorithm and tools are deployed in various
gene expression analyses to find the specific feature of the gene expression of the
diseased patients. This study proposed feature selection algorithms including logistic
regression to select the candidate genes associated with neurodegenerative disorder
to categorize and identify the discriminative samples which is then extracted byANN
model. The performance of this hybrid technique is then optimized by insertion of
PSO-based method.

2 Related Works

The PSO algorithm performs searches using a population of particles corresponding
to individuals in an evolutionary algorithm (EA).And it is specifically used for param-
eter optimization in continuous process. It swarms the behaviors observed in flocks
of birds [3]. The feature selection algorithms such as support vector machine, ran-
dom forests, Naive Bayes, artificial neural network, logistic regression and k-nearest
algorithmwere conducted to rank the genes according to the series of algorithms [4].
The clustering method namely low rank representation (LRR) algorithm is imple-
mented to extract the essential information from noisy infrastructure and also capable
of capturing the undiscovered gene patterns with similar features [5]. Geetha et al.
proposed the usage of high throughput technologies in performing the exhaustive
number of measurements over a short period of time giving access to individual
DNA, transcribed RNA from genes over time [6]. Kranthi Kumar et al. proposed a
probabilistic-based PSO for choosing the subset features of original attributes to find
the optimized relationship in the selected features of medical data [7]. The proposed
work implements the hybrid model to minimize the classification duration and iden-
tify the diseased genes for early detection of neurodegenerative disorders. Accurate
detection of Alzheimer’s disease (AD) at early stage is beneficial for managing the
disease [8–12]. The combination of SVM and decision tree is used to classify the
gene pattern but not suited for nonlinear data. The inductive bias reveals an instance
that consistently tries to generalize the closest neighbor and does not perform with
hyper-rectangle and prune if conflicts [13, 14].

3 Proposed Methodology

The human brain normally includes 25,866 single-nucleotide polymorphism (SNP)
that accompanies the association pairs of 3709 genes. For every gene, regulated
SNPs are extracted and these can be called as significant related SNPs [15]. The
proposed data mining methodology employs a hybrid technique for classifying gene
expression pattern by identifying the discriminative genes that may be relevant in
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early detection of the neurodegenerative disorders. In this paper, we undergo five
phases to analyze the gene expression pattern

3.1 Data Loading

Sample single-nucleotide polymorphisms (SNPs) are taken from NCBI source for
analyzing the diseased gene with the normal gene. These SNPs are the main source
that leads to susceptibility of certain disease by revealing their effects on gene expres-
sion at the post-transcriptional level; finally, those results in gene dysregulation. In
our study, totally eight samples of SNPs are taken for experiments that focus mainly
on victim gene.

3.2 Preprocessing

Each SNP sample comprises SNPID, chromosome position gene type, functional
consequence and clinical significance. In this phase, noisy data are removed and
filtered by normalization process using WEKA tool.

3.3 Classifying Gene Expression Using Naive Bayesian
Network Model

At the initial phase, many molecular networks are constructed to characterize inter-
actions between the biomolecules by implementing the Bayesian network. The gene
data set is converted into frequency table. The class prior and predictor probability of
gene data set is classified, likelihood of the diseased gene expression is determined,
and then the posterior probability of the target gene is calculated. The target gene is
obtained by the Naive Bayesian equation

P(GC |X) � P(X |GC)P(GC)

P(X)
(1)

In Eq. 1,

P(X) Predictor prior probability of sample gene data ‘X’ is true
P(GC) Prior probability of gene class
P(X|C) Likelihood probability of diseased gene if occurrence is true
P(C|X) Posterior probability of gene expression given that attribute

X is true.
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Fig. 1 Proposed
architecture
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Construction of 
ANN model from 
the feature selected 
genes 

Implementation of PSO based 
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3.4 Construction of ANN and Logistic Expression

The proposed hybrid model is most probably employed in gene expression classifi-
cation and for predicting purposes. This hybrid technique is introduced to classify the
samples and is evaluated using cross-validationmethods, and the result is thenutilized
to produce optimalmodel to construct feature gene selectionmodel. After classifying
the gene expression pattern by Naive Bayesian network, this hybrid methodology
undergoes second classification for selecting diseased genes from the evaluated sam-
ple gene expression. The data flow diagram (Fig. 1) represents the construction of
the proposed architecture.

3.5 Implementation of PSO Technique

Particle optimal solution (PSO) provides multiple potential solutions at one time.
The first solution obtained is the best solution (pbest) that provides the fitness value.
From the NBmodel, gene expression pattern is taken as test data set and during each
iteration the fitness is determined by the objective function. Each of the individual
gene expression data is updated, and global best (gbest) is evaluated. And finally the
velocity and position of each diseased gene expression are updated using following
Eq. (2)

υge(t+1) � ωυge(t) + c1γ1
[
xi(t)− xg(t)

]
+ c2γ2[(g(t) − xi(t)

]
(2)

υge(t) diseased gene particle’s velocity at time t
xi(t) is the gene particle’s position at time t
xg(t) is the best solution (Pbest) of gene expression pattern
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g(t) is the swarm’s best solution as of time t
c1 and c2 are acceleration coefficients
γ1 and γ2 are random variables.

PSO Pseudocode:

P= particle Initialization ();
For i = 1 to smax
For each gene particle Gp in P do  

Fp=f (Gp);
If fp is better than f(Gpbest)

Pbest=Gp;
end

end
gbest = best Gp in P;
For each gene particle p in P do
V=v+c1*random*(Gpbest-Gp) +c2*random*(gbest-Gp);
P=Gp+v;
End

4 Results and Experiments

Table 1 shows 8 samples of SNPs taken from NCBI source, and it is classified
according to the chromosome position and gene expression. Each sample comprises
50–100 genes of various types mentioned in the table.

In this work, Naive Bayesian network and hybrid technique were performed to
classify the gene expression data and also to remove noise in gene selection. The
sample of 8 SNPs taken from NCBI source is represented in Table 1. These gene
data are normalized for filtering the noisy data, and the normalized SNP sample is
shown in Fig. 2.

Table 1 SNPs from NCBI source

SNP-ID Chromosome position Gene type

rs906807 18:9117869 NDUFV2

rs1048971 1:207472977 CR2

rs104498 6:131851228 CR2

rs1050565 17:30249058 BLMH

rs1051730 15:78601997 CHRNA3

rs1061234 11:5249456 HBG1

rs1064651 1:155235727 GBA

rs16176640 7:100719675 EPO
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Fig. 2 Normalizing SNP sample

Fig. 3 NB classification-based PSO model from NCBI source

By applying NB model, gene class references are classified (Fig. 3) except arti-
cles, WEKA tool. Clinical significance is based on the chromosome position and
functional consequence of gene expression pattern.

To determine the significant category of genes, classification analysis is done by
logistic regression (Fig. 4) and diseased genes are identified from the evaluation of
artificial neural network.

Predictive analysis is performed to determine the relationship between the candi-
date genes and to estimate the probability of binary response based on one or more
predictor gene expression (Fig. 5).
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Fig. 4 Logistic regression model

Fig. 5 Comparison of victim gene with normal gene based on functional consequence and clinical
significance in WEKA platform
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The dark shades in the chromosomal position and gene attributes represent the
victim gene affected by neurological disorders. Finally after classification of gene
expression pattern using hybrid method, instance-based learning classifier is per-
formed to facilitate better classification. In the proposed method, performance of the
hybrid model is represented in the table format.

Table 2 describes the performance analysis of the proposed hybrid model (PSO-
based ANN with logistic regression) and compares the results with the traditional
models in terms of F-measure. The true positive rate in the proposed model is com-
pared with existing models.

In this proposedwork, classification is performedusingWEKAplatformby imple-
menting hybrid model and then PSO algorithm is then added to this platform to
determine the optimal fitness. The evaluated gene pattern is taken as test data and
to obtain accuracy and optimal solution test cases is taken as pbest and global data
is evaluated from the training data. The velocity and position of normal genes and
diseased gene expression are compared (Figs. 6 and 7) in the proposed work.

Table 2 Performance of hybrid model

Gene data size Log.Reg ANN LOG.Reg NBSO +
ANNLOGREG

50 0.73 0.76 0.80

100 0.65 0.70 0.81

500 0.71 0.74 0.78

1000 0.63 0.69 0.86

Fig. 6 Representation of normal genes
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Fig. 7 Representation of victim genes

The normal gene expressions are represented by a linear data points, whereas the
data points are nonlinear in the victim genes.

5 Conclusion

The PSO-based hybrid technique produces the better accuracy in classifying the
diseased gene from the normal gene. Naive Bayesian model constructs an effective
classification analysis for determining the gene expression pattern. It also removes
certain noise in the gene data. The PSO model is regarded as best technique for
obtaining optimal fitness from the test data received from the NB model, and it
provides best solution by minimizing classification time and also to identify the
discriminative gene data. This system inhibits various methods to categorize the
diseased gene from the normal gene which leads to better diagnosis in the medical
field. The future work can be done to improve the computational efficiency, and the
hybrid methodology can be proved on the big data.
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A New Deterministic Method
of Initializing Spherical K-means
for Document Clustering

Fatima Gulnashin, Iti Sharma and Harish Sharma

Abstract Document clustering is required when the possible categories into which
text data are to be organized are not known. Standard clustering algorithms do not suit
well due to high sparsity of termmatrices of document corpus. Use of cosine similar-
ity among document vector has proved to give good results. Its use with k-means is
referred as spherical k-means. The performance of spherical k-means highly depends
on its initialization. This paper proposes a deterministic initialization technique for
spherical k-means that considers the distribution of vectors within the space. Exper-
iments on real-life data with skewed distributions are done to compare performance
with other initialization methods. A related technique to avoid generation of empty
clusters is also proposed.

Keywords Document clustering · Spherical k-means · Initializing k-means
Deterministic initialization · Clustering

1 Introduction

Document classification or text classification has long been in practice. It needs
supervised learning approaches that need to be trained from collected samples of
known category labels. Many successful classifiers based on neural networks and
support vectormachines have been proposed. The only drawback is that these assume
existence of training samples from each possible category. It is not the case in
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real-life applications where text documents may arrive during use rather than training
phase. Some categories evolve. Certain applications may decide to have hierarchical
categories, or the possible categories are not known at all. In all such situations, an
unsupervised technique is preferred. It is called document clustering. The purpose is
to group similar documents together.

The documents are conveniently represented as numbers and hence can be clus-
tered using standard k-means algorithm [1]. It uses Euclidean distance which is not
suitable for text documents [2]. Similarity among text documents is best achieved
through cosine similarity measure when corpus is represented through vector space
model. In a vector space model, the documents are stored as vector of numbers indi-
cating word count for each word occurring in the corpus. These tend to get affected
by length of documents. Hence, document vectors are normalized such that they fall
within a unit hypersphere. Clustering these transformed values using k-means gives
a modified optimization objective and is called spherical k-means [3]. Like standard
k-means, spherical k-means is also plagued by the marring effect of bad seeding.
Initialization of this method can be attempted differently from the initialization of
k-means. This is because some characteristics of document data are very different
from general numeric data. The distribution is not Gaussian, and geometric interpre-
tation is not possible for it. Hence, popular initialization techniques of k-means based
on principal component analysis like [4] and distance based like k-means++ [5] are
not appropriate. Authors in [6] suggest that the first concept vector is computed as
the concept of entire dataset; thereafter this unified concept is perturbed randomly
to obtain k different concept vectors. Duwairi and Abu-Rahmeh [7] present a deter-
ministic technique for initialization that places the concept vectors uniformly in all
directions within the unit hypersphere.

This paper presents a deterministic technique for initializing spherical k-means.
A drawback of the method suggested by Duwairi and Abu-Rahmeh [7] is discovered,
and the proposal is to overcome it.

2 Initialization Method by Duwairi et al.

Like the popular k-means algorithm, the spherical k-means too is very sensitive to
the initial conditions. The initial values of centroids need to be set carefully for good
results. Duwairi and Abu-Rahmeh [7] have proposed a deterministic method for
initialization. Suppose, k number of clusters are desired in output then, k centroids
have to be set initially. They suggest to uniformly allocating these centroids in the
object space. Every dimension in the data from 1 to d has different range. Its range
is divided into k parts, and k values of that dimension are computed separately. Let
the centroids be denoted by mi f or i � 1 to k. For every dimension, the minimum
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and maximum values are stored in vectors l and h, respectively. Mathematically, the
centroids or concept vectors are computed as

mi j � l j + j ∗ h j − l j
k + 1

. ∀i � 1, 2 . . . k and j � 1, 2 . . . d (1)

Thus, this method tries to place k centroid uniformly in the data space. To have them
within the hypersphere, the remapping using normalization by its length is done as

m′
i�

mi

|mi| (2)

3 Drawbacks of Duwairi Method

The initialization proposed by Duwairi and Abu-Rahmeh [7] aims at deterministic
and uniform distribution within the object space. It is a simple and fast technique
as desirable in high-dimensional data like that of documents. Yet it has a flaw from
practical point of view and a major drawback from point of view of generality. The
drawback is a uniform placing of centroids in the unit hypersphere will give good
results only when the documents themselves are also uniformly distributed in the
space. The Duwairi method considers only the range through minimum and maxi-
mum values. No information concerning actual distribution is collected. This may
lead to empty cluster in the initial step of assigning objects to clusters. The process
of spherical k-means is such that if any cluster is empty in the initial step, it remains
empty in the output. This indicates that Duwairi method cannot produce good results
if the data contain some outliers or have too many variations in the size of clusters.
If more than 50% of objects are concentrated in a region, the Duwairi initialization
will be very poor. This adverse effect of outlier values cannot be overlooked.

4 Proposed Initialization Method

The deterministic method of [7] can be improved to be more generalized by making
the distribution of centroids according to density of objects in the space. If it is
achieved solely through statistical methods, then the advantage of simplicity and
scalability can be retained. We propose to initialize centroids by k medians in every
dimension. Let X be the matrix of size N × d representing the data of N documents.
Then form Xs as a matrix where each column of X is sorted individually and stored.
That is,

Xsj � sort
(〈
x1 j , x2 j . . . xN j

〉T)
, ∀ j ∈ [1, d] (3)
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Now, the centroids can be decided as

m1 j � median
(〈
xs1 j , xs2 j . . . xs N

k j

〉)
, ∀ j ∈ [1, d]

m2 j � median
(〈
xs( N

k +1) j
, xs( N

k +2) j
. . . xs( 2N

k ) j

〉)
, ∀ j ∈ [1, d]

And so on. Thus, the sorted values are divided into k groups, and median of group i
is the value of that dimension of centroid mi in generalized form,

mi j � median

(〈
xs( (i−1)N

k +1
)
j
, xs( (i−1)N

k +2
)
j
. . . xs( i N

k ) j

〉)
,∀i ∈ [1, k],∀ j ∈ [1, d]

(4)

In order to conform with X ′, the data mapped on unit hypersphere, the centroids are
relocated through normalization by their vector lengths as

m ′
i � mi

|mi | (5)

5 Proposed Clustering Method

The proposed initiation techniques as discussed above are used with spherical
k-means to cluster the documents. Let X be the representation of corpus in vec-
tor space model X � X1, X2, . . . XN , where any ith document is a vector
Xi � xi1, xi2, . . . xid , d being the number of terms. It is transformed by normalizing
each vector by its length to X ′, as

x ′
i�

xi
|xi|

Sort the original matrix X columnwise without preserving rows to obtain Xs as given
in (3). Decide the k initial centroids using (4). For each of the N document vectors
assign a cluster label according to nearest centroid. Instead of computing distance, the
cosine similarity is checked. Document is assigned the cluster label if the centroid
is with maximum similarity to the document. When all objects (documents) have
been assigned cluster labels, the centroids are updated as means of the objects in
their cluster. In case, any cluster is empty assign the object closed to its centroid as
new centroid. Since this step may take much computation (p − 1)th and (p + 1)th
centroids. This preserves the concept of medians of initialization process. A random
assignment of centroid for an empty cluster is wrong as it may cancel the effect of
good initialization.
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6 Results

The experiments are performed on two very popular real-life datasets—Reuters and
Newsgroups, taken from the UCI repository. Instead of taking the whole corpus as
entire data, we have picked documents from the corpus such that only 5 prominent
categories are formed. Besides this, the words that are very rare have been removed
from the Reuters dataset, while the words which have no discriminative power have
been removed from the Newsgroup dataset. Both term frequency and tf-idf repre-
sentations of the datasets are used. The tf-idf conversion is performed before feature
selection.

We have implemented a random initialization method, Duwairi and Abu-Rahmeh
method (now referred as DAR) and the proposed initialization as MATLAB pro-
grams. The performance of the algorithms is measured on the basis of Adjusted
Rand Index (ARI) which measures the correlation between actual labels and out-
put cluster labels of the documents. As an indication of speed of convergence, total
iterations required for convergence are also recorded.

Figure 1 shows comparison of ARI values over Reuters datasets and Fig. 2 for
newsgroups datasets. The ARI values of proposed technique are higher in all datasets
and maintain the level as number of features selected is decreased, while the random
initialization shows much variation in the values, but never goes as high as the
proposed technique. A zero value means only one cluster containing all documents
was produced by DAR (Figs. 3 and 4).

As a measure of speed of convergence, we measured the number of iterations
taken by algorithms to cluster the datasets. The proposed algorithm takes more time
to converge than DAR technique.

Fig. 1 ARI values for reuters datasets
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Fig. 2 ARI values for newsgroups datasets

Fig. 3 Iterations for reuters datasets

Fig. 4 Iterations for newsgroups datasets

7 Conclusion

Spherical k-means is an appropriate method for clustering documents as it nullifies
the biasing effect of length of documents and considers the cosine similarity among
documents which is by far considered the most suitable for such directional data.
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Yet, it suffers from the drawback of being affected adversely by poor initializations.
Besides established techniques of initializing k-means, some dedicated methods to
initialize spherical k-means are also available in the literature, but very few. This
paper highlights drawbacks of a recently proposed initialization method by Duwairi
and Abu-Rahmeh [7] and a technique to improve this is suggested. Also, a method
to avoid generation of empty clusters is proposed. Through experiments we show
how Duwairi method produces empty clusters in corpus where documents are not
uniformly distributed. Our method produces output of good quality even in such
conditions.
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Learners’ Player Model for Designing
an Effective Game-Based Learning

Lamyae Bennis, Said Benhlima and M. Ali Bekri

Abstract Numerous opinions highlight the fact that adaptability to diverse learners’
profiles and needs is an ability that is hard to afford by human teachers in enormous
students classes, and as adaptation is a necessary part in education systems, as long as
various dissimilarities exist among learners in termsof knowledge, abilities, favorites,
and motivation. On the other hand, Game-based Learning (GBL) or educational
serious game stimulates learner motivation and draws his attention to a learning
subject. However, there is a huge lack of GBL authoring tool, which takes into
account the learners’ needs into the game design. To this end in this paper, we
present the proposed new architecture and its implementation of the logical model
of the chosen GBL authoring tool, also known as eAdventure2.

Keywords Serious game · Game-based learning · Serious game design · IMS
learner information package (IMS LIP) · Public and private information
for learner (PAPI)

1 Introduction

On July 4, 2002, a free serious game entitled “Americas Army” has been running
on the Internet, developed for the army of the USA. Chen and Michael [1] defined
SG as “every game whose primary purpose is other than simple entertainment”. “In
the education area, games in general have been recognized to help the development
of strategic thinking, planning, communication, collaborative, decision-making, and

L. Bennis (B) · S. Benhlima · M. A. Bekri
Faculty of Science, Department of Mathematics and Computer Science,
Moulay Ismail University, Meknes, Morocco
e-mail: lamyaebennis@gmail.com

S. Benhlima
e-mail: saidbenhlima@yahoo.fr

M. A. Bekri
e-mail: ali.bekri@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
B. Pati et al. (eds.), Progress in Advanced Computing and Intelligent
Engineering, Advances in Intelligent Systems and Computing 713,
https://doi.org/10.1007/978-981-13-1708-8_15

157

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1708-8_15&domain=pdf


158 L. Bennis et al.

negotiation skills of the player ” [2, 3]. There is a big lack of methods that lead to a
good SG design. That is why we have suggested a new game design that integrates
the learner needs in the conception of our generated learning games. To discuss this
issue, we structure the paper as follows: (1) Introduction, (2) serious game design, (3)
learners’ player model and profiling, (4) the standards of the learners’ player model,
(5) result and implementation, (6) conclusion and fututre work.

2 Serious Game Design

Designing a serious game is a complex task as it demands consistency in implemen-
tation of two antagonistic components: playful component and the learning scenario.
Researchers have proposed different serious game design methodologies to coexist
both as component, for example, the model of Marfizi Schottman, the model DOD-
DEL, the model KTM Advance, the EMERGO creation methodology, the generic
model DICE [4]. Salen and Zimmerman [5] have defined “learning game design”
as the procedure by which a conceptor produces a learning game to be used by
entertainer”. On the other hand, in adaptive hypermedia systems and adaptive EIAH
(IT environments for human learning), the learner has been always the main focus.
Therefore, adaptability involves the integration of learner model in the system and
the use of this model to adapt the navigation, content, and interaction. Currently, with
the advent of informal learning (serious games), the learner is placed at the center
of the educational process [6], and then the fundamental principle implemented is to
estimate the needs of students to adapt teaching content, hence arise the necessity to
involve learners players in SGD and specifically learners needs. The work reported
in this paper follows this line of reasoning and involves learners’ player needs in
game design.

3 Learners’ Player Model and Profiling

The learner profile draws the attention of trainers, as they have always the devotion to
individualize learning. To do this, they need to extract the information of each student.
Research has demonstrated the value of the learners information about the state of
their knowledge, their goals, interest, preferences to help them in developing thinking
skills and enhance their learningmotivation [7, 8]. The learner profiles can be created
at the request of various actors of the learning situation: the teacher to monitor the
learning of students in the year; the institution, to follow the learning evolution of their
students [9]. Furthermore, the profiles are made in order to be operated by different
recipients, human, or software. Profiles created by a teacher are to be operated by
the same teacher, by institutions, sometimes by the learner concerned or his family.
The profiles created by a computer system are mostly intended for operation by the
system itself. However, some software outsource their profiles, in order tomake them
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visible from the outside, mainly to the learner and the teacher [10]. Others even create
profiles with the main goal to communicate with the human actors, and that is the
approach adopted by the research on models of open learning [11]. The term learner
model correspond to the generic modelization of learners in a computer system. The
learner model is a crucial element in an adaptive intelligent tutoring system, and it
allows the system to maintain a deep awareness of each learner, by the withdrawal
of relevant features that could give a detailed description of its abilities, motivation,
identify its level knowledge, define its interests, emotions, and learning style. Based
on this studies, we have built our approach: integrating the learner player model in
the game design of learning game with the purpose to have an effective learning
game.

4 The Standard of the Learner Player Model

In the following, we present the different standards describing the learner model:
PAPI (public and private information for learner) and IMS learner information pack-
age (IMS LIP).

Fig. 1 The IMS learner information package (IMS LIP)
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4.1 PAPI

The PAPI (public and private information for learner) is a combined standard that
identifies the arrangement of learner data. The PAPI describes entities for registering
descriptive information about: knowledge attainment, talents, capabilities, security
parameter, apprentice favorites, and styles performance. The main purpose of this
Standard is:

• To assist learners to construct individual learner information that can be use it
through their instruction.

• Supporting manageability and portability of apprentice.
• Allowing learning content to deliver more adapted and effective learning experi-
ences.

However, the learner data, specifically learning pedagogic, are not taken into
account. This is the new evolution in IMS standard IMS LIP.

4.2 IMS LIP

IMS learner information package(IMS LIP)is an organized information model [12].
This one comprises both data and metadata. The IMS LIP outlines fields into which
the data can be sited and the type of data thatmay be placed into these fields. The latter
is divided into 11 basic categories (See Fig. 1). We clearly describe each component
of the IMS LIP:

• The identification: It describes the demographic and biographic data learner (e.g.,
name, age, address, email.).

• The Purpose: It defines the purpose of the learning task, the expectation of career,
and other goals.

• QCL (Qualifications): licenses and certifications describes all dimplomas of the
learner.

• The activity describes any activity related to learning in any execution state (e.g.,
training, work experience.).

• The interests maintain all information describing the learner’s hobbies and recre-
ational activities.

• Skills: It describes the skills, experience, and knowledge.
• Transcription: A file that is used to provide a summary of the school.
• Affiliation: It delivers info of membership in qualified organizations.
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• Accessibility: It describes the general accessibility as: linguistic abilities, disabil-
ities, eligibility requirements, and learning preferences.

• Security: all passwords and learner’s security keys.
• Relationship: all relations between the basic elements.

5 Result and Implementation

5.1 eAdventure and Its Current Game Design

eAdventure (formerly “eAdventure”) is an open-source advanced game authoring
tool, which is written in Java. It was made as a research project of “e-UCM”
e-learning research group at University Complutense of Madrid. Thanks to eAd-
venture, everyone can create a 2D point and click conversational adventure game.
This kind of game is characteristically considered more suitable for instructive set-
tings due to the attentiveness given to exploration and reflection as opposite to time
stress or fast-paced action [13]. eAdventure is developed to be easily used by novices
users, through it we can generate a LGwhich is supported by all universal operational
systems, like macOS, Windows, and Linux. The eAdventure architecture contains
two main application, the eAdventure data model (the eAdventure editor) and the
eAdventure engine core [14] (See Figs. 2 and 3). Through the eAdventure editor (the
description of the game), the novice user can design his own LG by choosing the
game components. This includes characters, items, or game scenarios but also effects
triggered in the game. After the user completes the description of the game, he clicks

Fig. 2 The current eAdventure game design



162 L. Bennis et al.

Fig. 3 The current logic model design of the eAdventure

the button run, and the eAdventure engine reads the EAD elements from a XML file
and converts them to GameObjects in order to have a functional LG (See Fig. 2).

5.2 Our Approach Based on the Proposed eAdventure Game
Design and Its Implementation

The second version of the platform has improved to respond to the needs and desires
of consumer. This one was created for the development of adventure plays and
was experimented by several teachers and students [15]. The use of this platform has
illustrated that there aremany limits that cannot be attendedwith the current adventure
architecture; for this reason, we suggest a new structural design (see Fig. 4) where
learner model was integrated into the eAdventure game editor in order to generate
an adaptable and flexible LG. The new model extends the current version by adding
new packages named “Learners’ need” and “adaptability” in order to generate a
game that repsond to leaners needs (see Figs. 5 and 7). However, developing a LG
authoring tool which creates a game that is amusing for players with diverse types
of profiles necessitates more than integrating learner players’ personal needs into
the game design but also adding a new class in our case we named “learner profile”,
and the attributes of this class are defined based on IMS learner information package
(IMS LIP) model (see Fig. 6) .
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Fig. 4 The proposed new eAdventure game design

Fig. 5 The proposed new logic model design of the eAdventure
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Fig. 6 Learner player profile class diagram

Fig. 7 Learner player profile based on IMS learner information package (IMS LIP) model
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6 Conclusion and Future Work

This paper presents the different learner’s player model and the current eAdventure
game design and its disadvantages and introduces our proposed game design based
on the integration of the learner model in metalayer as solution. In the near future,
we are looking to develop a system that runs perfectly and allows to offer a dynamic
learning adaptation-centered learners player characteristic, such as learning style and
cognitive status learner, in order to meet its needs and expectations depending on its
characteristics. The next step will be the creation of LG using the new eAdventure
game design.
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Reducing Time Delay Problem
in Asynchronous Learning Mode
Using Metadata

Barsha Abhisheka and Rajeev Chatterjee

Abstract Asynchronous learning mode is a popular E-learning mode. It provides
flexibility in terms of geographical location and time for learning. At present there are
issues related to implementation of asynchronous E-learning techniques. A number
of issues or problems are identified in this article, and their related solutions are
proposed. This proposed solution is being promoted to enhance learner’s interest,
motivation and intern performance of the learner. A good system always has less
human intervention, and the problems should be robust in nature. In this proposed
research work, we have identified problems regarding time delay, for the learning
material delivered such as videos. A new framework has been proposed to alleviate
this problemwith the help of metadata and instructional objective (IO). The objective
of this work is to support proper learning application. The paper proposed a technique
that shows how this problem may be resolved. Progress of performance has been
shown in the result.

Keywords E-learning · Asynchronous learning mode
Instructional objective (IO) ·Metadata

1 Introduction

In the dynamic and rapid changing world, asynchronous learning mode [1, 2] has
played a great role in distance education. This learning mode is not dependent of
geographical distances and has little time constrains. Learners prefer asynchronous
learning instead of synchronous because learners can take online courses to learn at
their convenient time without hampering their normal activities.
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The asynchronous learning mode is gaining popularity at present. However, there
are certain issues related to this mode. The proposed research article will provide a
novel framework so that the issues can be handled technically.

During learning in asynchronous mode when student has doubt in video lectures
by used for the studying, at that time, students have to send their queries to the expert
and wait till answers are provided and time of delivering answers totally depends on
expert. Hence, learner has to wait and this waiting time may diminish the interest
or concentration of a learner. To provide a comprehensive solution, a new technique
has been proposed and with the help of this technique learner does not have to wait
for his queries, they will get immediate answers without wasting their time.

This research article is categorized as follows. Section 2 propounds related
work. In Sect. 3, the overall concept of IO and metadata is discussed. In Sect. 4,
the proposed methodology of video based on IO and metadata is discussed. The
consequence and comparisons are discussed in Sect. 5. Section 6 presents the
conclusion and future works.

2 Review on Existing Work

In this section we reviewed some of the related previous works.
A work by Abdelali [3] represents a formal strategy regarding web mining and

web videos, using metadata-based classification and clustering procedure to deliver
learners with better search results.

Wei et al. [4] showed a process to retrieve video with the help of video metadata
knowledge-based method. The authors divided the key frames into grayscale distri-
bution and probability density function of an image. Through this method learner
can search the details they want exactly and in much faster way.

Agarwal et al. [5] described a technique by which users can find video of interest
on YouTube. They have divided the videos intomultiple labels, using their text-based
metadata features to make search faster. With the help of their proposed technique,
users can easily separate interested and unwanted videos on the internet.

Das and Chatterjee [6] proposed a methodology for designing the user interface
framework, in order to save time to learn the system’s user interface which is con-
structed on synchronous and asynchronous learning mode.

Podder et al. [7] described about user-friendly and good user interface design
framework for synchronous and asynchronous learning to alleviate cognitive load of
a student at the time of learning through mobile device.

3 Concept of IO and Metadata

In this section we describe about concept of IO and metadata that is being used in
the framework. In section A, details about IO are given and Section B deals with
metadata.
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3.1 Instructional Objective

An instructional objective is a statement that provides clear direction on how learner
can learn. Instructional theories focus on the architecture for boosting education
of the learner [8]. The learners may in most cases want instant solutions for their
problem. In most learning programs a predetermined, fixed amount of content in a
set amount of time is being taught. However, the capabilities of various learners are
different; they learn at different speed and have different learning requirements.

Learning materials should have enough content to understand a topic very lucidly.
Bloom proposed an instructional theory [9] in the form of Bloom’s taxonomy. This
taxonomy defines a knowledge pyramid and divides the cogitative domain of learning
into various levels. The knowledge pyramid is shown in Fig. 1.

3.2 Metadata

Metadata is defined as the data that deliver information about one or more aspects of
the data; it is being provided to simplify and encapsulate primary information about
data which can make searching and indexing easier [10].

Fig. 1 Knowledge pyramid
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In our proposed work, we have used the concept of metadata to store keywords
of a video so that we can easily retrieve required video clips. This can be done by
inserting metadata elements using XML for the learning object.

4 Proposed Technique

4.1 Block Diagram

The block diagram explains the flowof process. It contains video, video pausing time,
keyword extraction, requirement identification,matching technique, video repository
and resources developers. Resource developers can add and modify the resource into
the repository. The overall block diagram of the proposed technique is shown in
Fig. 2.

Fig. 2 Block diagram for
the proposed methodology
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The proposed block diagram uses web video as a study material. This extracts
keywords from the video and stored in XML file as a metadata. Whenever a query
occurs regarding video, learner can pause the video and system checks at which IO
(duration) student pauses the video. As keywords are stored with respect to IO, it
matches with keywords, and at least onematching will be found, it goes to suggestive
videos repository. Suggestive videos with respect to matched keywords are retrieved
and displayed to learner related to their query. Developers can add, design andmodify
these resources according to requirement. In Sect. 4.2, the detail about this technique
with the help of algorithm is discussed.

4.2 Algorithm

This section provides the detail technique about proposed methodology. This is
divided into a number of steps. They are listed below:

Step 1: With the help of the HTML file the default video tag with video type is
declared. HTML file contains the video type and ID to extract the keywords
of that particular video and also those keywords are written in Meta tag.

Step 2: “Duration” and “Keyword” are declared in the form of metadata. The “Du-
ration” divides the length of the video into time slot, and the “Keyword”
asserts available identified keywords in the video content. These identified
keywords are used for searching significant videos in the compulsion.

Step 3: The entire video is divided into different time slot, and each slot is covered
by one IO. According to the requirements each time slot assigns different
keywords and it generates repository for significant videos called as Div Id.
After completion of one IO, the number of div ids will create on the basis
of required suggestion.

Step 4: In the end, XML file is created which contains extracted keywords and path
of significant videos. Figure 3 describes the implementation of metadata
using XML.

//This algorithm describes the working principle of video. When learner pause the
//video, system stores the current time. There is some metadata stored for each time
//slot, using mapping technique to read data from xml file. After successfully reading,
//it matches the keywords and content of xml file. When match found it display the
//suggestive videos related to queries.



172 B. Abhisheka and R. Chatterjee

1. BEGIN/* BEGINNING OF THE ALGORITHM*/
{ 

2. On video PAUSE event get the current time of the 
video.
VAR TIME = vid.currentTime;

3. For each element of metadata name "DURATION"
BEGIN
{ 
if(time > o minTime && time <= 120 maxTime )
{ 
contentData = RR;
} 
else if(time > 121 minTime && time <=253  maxTime)
 { 
contentData = SJF;

 } 
else if(time > 254 minTime && time <=473 maxTime)
{ 
contentData = FIFO;
 } 
else
{ 
contentData = Default value; 
} 
} 
End

4. Use AJAX get method to read data from xml.
5. On Successful read of data from step 4.
6. Iterate through xml, search data on the basis of 

keyword content in xml.
$(xml).find('Video').each(function ()) 

 { 
var data = $(this).find("Content").text()
}

7. Match element of metadata and content of xml
if (data.indexOf(contentData) >0)
 { 
bind the videoID and VideoPath in HTML div 

to display at run time.
} 
else
 { 
return false;
 } 

 } 
 END
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<?xml version="1.0" encoding="utf-8"?>
<Data>
<Video>
<Name>Video 1</Name>
<Id>vid1</Id>
<Content>RR</Content>
<VideoPath>Videos/RR example 1.mp4</VideoPath>
</Video>
<Video>
<Name>Video 2</Name>
<Id>vid2</Id>
<Content>RR</Content>
<VideoPath>Videos/RR example 2.mp4</VideoPath>
</Video>
<Video>
<Name>Video 3</Name>
<Id>vid3</Id>
<Content>SJF</Content>
<VideoPath>Videos/SJF example 1.mp4</VideoPath>
</Video>
<Video>
<Name>Video 4</Name>
<Id>vid4</Id>
<Content>FIFO</Content>
<VideoPath>Videos/Analysis of FIFO .mp4</VideoPath>
</Video>
</Data>

Fig. 3 Implementation of metadata using XML

4.3 Metadata Implementation Using XML

Metadata is a very important component in multimedia system; it helps in search-
ing and tracking of different media objects. XML is used to interchange data over
network as it compatible and works on any platform. Implementation of metadata
using XML is represented in Fig. 3.

5 Results

The performance of the proposed technique is examined with the existing technique,
on the basis of the parameters as shown in Table 1. It is compared that the proposed
technique has certain features over the existing system. The new technique reduces
waiting timewhichmaynot be possiblewith the existing system. It is alsomaintaining
the concentration and interest of the learner. It enhances the learning efficiency of
learner by solving their doubts with one click of pause button. We have proposed an
algorithm for reducing time to search answers of a particular learner in e-learning
system.
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Table 1 Comparison of existing and proposed techniques

S. no. Parameters Existing technique Proposed technique Result

1 Reduce waiting
time

No Yes Students do not
need to wait for
their answers

2 Time taken to clear
doubts

Depends on expert By clicking pause
button learner can
clear their doubts

Learners get their
answers within
fraction of second

3 Maintaining the
concentration and
interest of learner

No Yes Provide continuity
and helps to prevent
mind from
distraction

4 Enhance learning
efficiency of
learners

Poor efficiency More efficiency Getting answers on
time increases
learning efficiency
of learners

With the help of proposed technique learners do not need to wait for their answers;
they get immediate suggestions with respect to query. It also provides continuity in
learning process without any barriers and helps to prevent mind from diversion.

The proposed idea may generate a path of success for better performance in
asynchronous learning mode, and it may be used as a standard guideline for many
learning applications.

6 Conclusions and Future Work

In this research article a technique is being proposed to improve the performance as
well as motivation of the learner in technical course. Analytically, it also provides
improvement.

However, this research activity may not be applicable for all the test cases. For
non-technical courses this may not provide the fruitful results.

In future this framework may be augmented so that it becomes content neutral.
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Improved Forecasting of CO2 Emissions
Based on an ANN and Multiresolution
Decomposition

Lida Barba and Nibaldo Rodríguez

Abstract The sustainability of the environment is a shared goal of the United
Nations. In this context, the forecast of environmental variables such as carbon diox-
ide (CO2) plays an important role for the effective decision making. In this work, it
is presented multi-step-ahead forecasting of the CO2 emissions by means of a hybrid
model which combines multiresolution decomposition via stationary wavelet trans-
form (SWT) and an artificial neural network (ANN) to improve the accuracy of a
typical neural network. The effectiveness of the proposed hybrid model SWT-ANN
is evaluated through the time series of CO2 per capita emissions of the Andean Com-
munity (CAN) countries from 1996 to 2013. The empirical results provide significant
evidence about the effectiveness of the proposed hybrid model to explain these phe-
nomena. Projections are presented for supporting the environmental management of
countries with similar geographical features and cultural diversity.

Keywords Carbon dioxide · Multiresolution decomposition
Stationary wavelet transform · Artificial neural network · Forecasting

1 Introduction

The carbon dioxide emissions are part of the threats that affect the environment. One
of the Millennium Development Goals of the United Nations declares the incorpora-
tion of principles of sustainability development into the policies and programs of the
nations. Unfortunately, according to the data located in the repositories of the World
Bank Group [1], the carbon dioxide emissions present an upward trend. In 2011,
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32.3 billions of metric tons of CO2 emissions were observed, which were increased
to 48.9 in comparison with the emissions in year 1990.

Several investigations have determined that high CO2 emissions increase the plant
photosynthesis and reduce the transpiration [2]. The studies of Tao et al. [3] show that
the effects of CO2 vary with the temperature, water availability and solar radiation.
The simulations show that in 2020 as effect of the wheat productivity in China the
CO2 emissions will increase significantly, while it will decrease by the increase of
O3. Consequently, interactive and not only negative effects on climate changes are
observed through carbon dioxide emissions.

Given the importance of analysis related to behavioral patterns of the carbon
dioxide emissions, various forecasting works have been developed with the aim of
providing useful projections to improve decisionmaking. For example, Pérez-Suárez
and López-Menéndez [4] present the CO2 forecast of 150 countries based on the
Kuznets environmental curve. The study shows an explained variance over 80% for
78 countries, including the CAN members (Ecuador, Colombia, Peru and Bolivia),
and an absolute average percent error near of 7%. On the other hand, Pao and Tsai
[5] applied the Gray model in comparison with the ARIMAmodel to predict the total
CO2 emissions in Brazil. The study presents MAPEs (average absolute percentage
error) among 2.46 and 4.22%. Wu et al. [6] presented the forecast of CO2 emissions
for BRICS countries (Brazil, Russia, India, China and South Africa) by means of the
Gray model, the study showed the relationship among the GDP and the energy with
respect to the CO2 emissions. The prediction reached average MAPEs of 2.36%.

In this paper, it is presented a hybrid model based on the stationary wavelet
transform and an artificial neural network to improve the average accuracy observed
in the works cited previously and the accuracy reached by a typical neural network.
The model is evaluated through the annual time series from 1996 to 2013 of the
CO2 emissions of the Andean Community countries (Colombia, Ecuador, Peru and
Bolivia) located in the repositories of the World Bank Group.

The article is organized as follows. Stationary wavelet transform and the artifi-
cial neural network are explained in Sect. 2. The forecasting accuracy metrics are
explained in Sect. 3. Case Studies are shown in Sect. 4. Results and Discussion are
described in Sect. 5. Finally, Conclusions close the work in Sect. 6.

2 Forecasting Methodology

The forecasting methodology is based on multiresolution decomposition via station-
ary wavelet transform and prediction through an artificial neural network.
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Fig. 1 Decomposition
scheme of SWT with J � 3

2.1 Decomposition Based on Stationary Wavelet Transform

Stationary wavelet transform is applied for decomposing a discrete time series in
coefficients of approximation and detail. The implementation processes of SWT are
described in the algorithm of Shensa [7]. SWT is based on discrete wavelet transform
[8], but the down-sampling procedure is omitted and the filters are up-sampled [9].
The up-sampling process gets components that have length equal to the original
signal.

In SWT, the length of the observed signal must be an integer multiple of 2j,
where j � 1, 2, . . . , J is the scale number. The signal is separated in approximation
coefficients and detail coefficients at different scales, this hierarchical process is
called multiresolution decomposition [10].

The filtering process uses low pass filters and high pass filters, and each one is
used at different decomposition levels, as it is shown in Fig. 1. At first decomposition
level, the observed time series a0 is convoluted with low pass filter h0, then the first
approximation signal a1 is obtained. At the same first decomposition level, the high
pass filter g0 is applied to obtain the first detail signal d1. The filtering process at the
first level is illustrated as follows

a1(n) �
∑

i

h0(i)a0(n − i), (1)

d1(n) �
∑

i

g0(i)a0(n − i), (2)

The next decomposition levels j � 1, . . . , J − 1 obtain new signals of approxi-
mation and detail; it is given as

aj+1(n) �
∑

i

hj(i)aj(n − i), (3)

dj+1(n) �
∑

i

gj(i)aj(n − i), (4)

SWT obtains sub-bands of frequency, the approximation signal obtained in the
last level and the detail signals must be reconstructed by means of inverse stationary
wavelet transform (iSWT). The implementation of iSWT consists in applying a set
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of reconstruction filters in inverse order. The component of low frequency cL is
computed with the last approximation signal aJ , whereas the component of high
frequency cH is computed with the addition of all reconstructed detail signals dj.

2.2 Prediction Based on an Artificial Neural Network

Some forecasting solutions based on artificial neural networks (ANN) have been
observed in diverse areas of knowledge. ANNs have demonstrated high capability
of approximation and universal generalization of nonlinear problems [11, 12]. The
effective calibration of anANNcontributes with its convergence. Diverse approaches
present variations in the transfer and activation functions [13, 14], time delay [15],
number of hidden nodes [16] or modifications of the learning algorithm [17].

A conventional MLP of three layers is implemented and improved by the use of
components as inputs instead of raw data. This strategy avoids the setting processes
previously described related to the structure. The ANN uses the lagged terms zi of
the components at the input layer, they are weighted with respect to the hidden layer,
and at the output of the hidden layer is applied the activation function f (.):

x̂(n + 1) �
Q∑

j�1

bjYHj, (5)

YHj � f

(
P∑

i�1

wjizi

)
, (6)

where X̂ (n + 1) is the predicted value, w11, . . . ,wP1, . . . ,wPQ are the nonlinear
weights of the connections between the inputs and the hidden neurons. Whereas
b1, . . . , bQ are the weights of the connections between the hidden neurons and the
output (under the assumption that there is a unique output). In this case, the common
activation function is logistic (f (x) � 1/(1 + e−x)).

3 Forecasting Accuracy Metrics

The accuracy of the prediction is computed with the metrics: mean absolute percent-
age error (MAPE), rootmean squared error (RMSE) and themodifiedNash–Sutcliffe
efficiency (mNSE).

MAPE �
[

1

Nv

Nv∑

i�1

|xi − x̂i
xi

|
]

× 100 (7)
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RMSE �
√√√√ 1

Nv

Nv∑

i�1

(xi − x̂i)2 (8)

where Nv is the testing sample size, xi is the i-th observed value and x̂i is the i-th
estimated value.

mNSE � 1 − SAE

SAD
. (9)

where SAE and SAD are defined with

SAE �
N∑

i�1

|xi − x̂i|, (10)

SAD �
N∑

i�1

|xi − x̄|, (11)

4 Case Studies

The open repositories of the World Bank Group contain development data of several
countries and a variety of topics. Among the time series are those related to carbon
dioxide emissions in metric tons per capita of the countries.

The CO2 emissions per capita of the four countries members of the Andean Com-
munity: Ecuador, Colombia, Bolivia and Peru are presented in Fig. 2. The presented
values are calculated by means of the ratio between the total CO2 emissions and
the population of each country. In all cases, the samples have an annual collection
interval, with records from year 1960 to 2013.

The emissions in the last decade show an upward trend in the four CAN countries.
In the case of Ecuador, there is a considerable growth from 1977 with several peaks
until 1998. From the year 2000, a more linear behavior, similar to 1960–1976, is
observed. CO2 emissions from Colombia, Peru and Bolivia show similar behavior in
terms of variability, which is most evident in recent decades. Table 1 shows statistical
and dispersion measurements of the observed data. The highest arithmetic mean of
emissions is observed for Ecuador, followed by Colombia, Peru and Bolivia. The
maximum value is reached by Ecuador with 2.779 metric tons, followed by Peru,
Bolivia and Colombia with 1.961, 1.895 and 1.893metric tons, respectively. In terms
of dispersionmeasures, it is observed that Ecuador has a historical behavior of greater
variability, with a standard deviation of 0.737 and a variance of 0.533, followed by
Bolivia with a standard deviation of 0.429 and a variance of 0.181, while Colombia
and Peru show a minimum variance of 0.039 and 0.068, respectively.
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Fig. 2 Annual emissions of carbon dioxide (metric tons)

Table 1 Statistical analysis of data

Min Max Mean σ σ 2

Ecuador 0.325 2.779 1.546 0.737 0.533

Colombia 0.996 1.893 1.479 0.200 0.039

Bolivia 0.272 1.895 0.940 0.429 0.181

Perú 0.812 1.961 1.221 0.262 0.068

5 Results and Discussion

5.1 Components Extraction

The components of approximation and detail were extracted through the application
of SWT through a Haar function with two decomposition levels J � 2. The compo-
nents of the time series of Ecuador are shown in Fig. 3a, while for the rest of series
are shown in Fig. 3b–d for Colombia, Bolivia and Perú, respectively. The approx-
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Fig. 3 Approximation components and detail components extracted via SWT

imation components show long-duration fluctuations, while the detail components
show short-duration fluctuations.

5.2 Prediction

The prediction of CO2 emissions per capita was developed through the ANN model
which was described in Forecasting Methodology Section. The learning algorithm
Levenberg–Marquardtwas implemented for theweights adjusting [18, 19]. The num-
ber of inputs of the ANN model in all cases was set in P � 12, in attention to the
information given by the fast Fourier transform algorithm [20]. The periodogram
shows relevant periods of 12 years at 5% of significance level. The inputs of the
ANN model were the lagged values of the SWT components. The number of hid-
den nodes was chosen after trial-and-error tests, and only one level was enough for
reaching the lowest error. The output is the tons of carbon emissions per capita for
the next year of each country. Consequently the ANNs were denoted with (12, 1, 1).
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Table 2 shows the results of the forecast by means of the testing sample, which
corresponds to 30% of the observed data. The evaluation is performed by calculating
the efficiency metrics MAPE, RMSE and mNSE. The results show high accuracy,
with MAPE values lower than 1%, average MSEs of 0.005 and average efficiencies
of 97.7% for multi-year-ahead forecasting. The highest average accuracy is achieved
with data from Bolivia with an average mNSE of 0.2% and an average mNSE of
98.3%, followed by Perú with an average mNSE of 98.33%, and Colombia with an
average mNSE of 96.66%, and Ecuador with an average mNSE of 97.4%.

The conventional ANN model, which is not based on components, shows lower
accuracy with respect to the hybrid SWT-ANN proposed model. In this solution,
the data have been basically preprocessed by means of a conventional moving aver-
age smoothing. The multi-year-ahead forecasting results of the four series of CO2

emissions are shown in Table 3; extended forecast horizons present poor results.
The highest accuracy bymeans of the typical ANN (Table 3)was obtainedwith the

forecast of Perú emissions for one-step-ahead forecasting, with a MAPE of 1.55%,
a RMSE of 0.0142 and a mNSE of 91.39%. The lowest accuracy was obtained for
the time series of Ecuador.

From Tables 2 and 3, it is observed that the best results were reached by the
application of the proposed forecasting model. Both models present the best results
after 30 iterations (also implies poor results). SWT-ANN shows high accuracy for
three-step-ahead forecasting,whereas conventionalANNobtains good accuracy only
for one-step-ahead forecasting of Peru emissions. In that case, the gain of SWT-ANN
over the conventional ANNmodel is of 9.3% for mNSE. The observed and predicted
values via SWT-ANN hybrid model for three-step-ahead forecasting related to the
testing sample are presented in Fig. 4. From Figure, it was observed a good fit.

6 Conclusions

In this work, it was presented the forecast of CO2 emissions of four countries with
similar conditions in terms of geographic and cultural diversity. The forecasting
methodology was based on components hierarchically extracted from the observed
time series and a conventional artificial neural network which inputs were those
components. The results obtained with the testing sample demonstrated that the
SWT-ANN method improves the accuracy of the conventional ANN model as well
as the accuracy level of other approaches observed in the literature review. The
average accuracy achieved for three-year-ahead forecasting via testing sample was
of 0.22% for MAPE, 0.0054 for RMSE and 97.75% for mNSE. Extended horizons
present a significative decreasing of accuracy.

A conventional ANN presents lower accuracy with an average MAPE of 8.14%,
an average RMSE of 0.079 and an average mNSE of 43.7% for three-year-ahead
forecasting, extended forecast horizons present poor results.

Given the effectiveness of the method, new forecasting simulations will be per-
formed with time series coming from other countries and other areas of knowledge.
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Fig. 4 Prediction results of CO2 per capita emissions
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Clustered Support Vector Machine
for ATM Cash Repository Prediction

Pankaj Kumar Jadwal, Sonal Jain, Umesh Gupta and Prashant Khanna

Abstract Optimal prediction of cash in ATMs is a critical task. This research paper
is concerned with the application of cash requirement forecasting of NN5 dataset by
most promisingmachine learning technique support vector machine (SVM). Primary
objective of this research paper is time series prediction of NN5 data with support
vector regression at the first stage and further root mean square error (RMSE) is
computed. Furthermore, the same study was conducted by clustering ATMs using k
means clustering technique on NN5 data before applying support vector regression.
Root mean square error (RMSE) is calculated for the clusters of ATMs, and average
of RMSE retrieved from clusters is compared with accuracy obtained from single
baseline SVM. RMSE indicates the application of unsupervised learning (clustering)
used as a preprocessing step towards increases precision in the prediction of cash in
ATMs.
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1 Introduction

The banking industry is the backbone of the economy of any country. Major banks
are having a competition among them to obtain most of the customers and financial
transactions. Banks are trying hard to attract and retain their customers. ATMs are the
most prominent medium of distribution of cash between clients and server (banks).
The quantity of clients in banks is raising quickly so it is apparent that quantity
of ATMs should be improved. After setting up and opening ATMs, prediction of
optimal usage of cash is definitely an important and essential concern. If the total
amount of money having the ATM ismore than the requirement of the customer, then
unused cash will be there and security concern will arise and if the amount of money
in that ATM is much lower than the requirement, after that it will result into client
dissatisfactions. Studies of ATMs cash replenishment focuses on options regarding
time frames that every ATM ought to be replenished along the total cash that ought
to be filled. Optimal prediction of cash in ATMs should be there so that a balance
may be created between both sides.

Support vector machine (SVM) is probably the most famous and trusted machine
learning model that may be used for both classification and regression perspective.
Different machine learning and statistical techniques have been applied onATMcash
withdrawal data for optimal cash prediction in the last decade. Some of the statistical
techniques are exponential smoothing (ES) and autoregressive integrated moving
average (ARIMA) and some famous supervisedmodels are support vector regression
(SVR) and artificial neural network (ANN). These machine learning algorithms may
be utilized for linear and nonlinear function approximations. These techniques vary
in their accuracy, prediction efficiency, robustness and transparency [1].

2 Review of Literature

There are two domains where research has been done for cash demand forecasting. In
the first domain, researcherswork on demand forecasting at everyday level. In second
domain, studies have been done on cash replenishment. This work is concerned with
first domain. As per research in the first domain, the journey starts from forecasting
competition (NN5). The motive behind organizing NN5 competition was to assess
the precision of computational intelligence (CI) strategies in the forecasting of time
series. This competition made this problem (Cash demand forecasting) very popular.
Different researchers camewith different ideas for getting the optimal solution to this
problem. The accuracy of the approaches proposed by the researchers was measured
by MAPE. The data contain daily cash withdrawals from different 111 ATMs which
were located in different locations of England. The dataset was separated into the
training dataset and testing dataset. Training data contain transactions of 2 years.
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The objective of the competition was to forecast cash withdrawal from different 111
ATMs for last 56 days. Researchers [2] got the first place among all computational
models. They suggested the final model consisting average of the predicted output of
different models like linear model, Gaussian process regression and neural networks.
Researchers applied different algorithms on theNN5dataset to obtain optimal results.

A hybrid model [3] was proposed which is the cascaded group of neural network
model and nearest trajectory ensembles. Self-organizing fuzzy network model [4]
was employed on the NN5 dataset in order to obtain more prediction accuracy with
a single model.

A novel machine learning model [5] (PSECMAC) was introduced to generate
more precise outputs from the NN5 dataset. A novel model for multi-step-ahead
forecasting [6] was also proposed and seasonality effects were also considered in
that model.

Trafalis and Ince [7] compared SVR with radial basis functions and traditional
neural network architectures to predict stock price indices and illustrated that SVR
has worked better than neural networks. Tay and Cao [8] elaborated the utility of
SVR for forecasting of five particular financial time series (S&P500 and a number
of international bond indices particularly). SVR and backpropagation neural net-
works were applied on the data sets and compared the results on the basis of mean
square error (NMSE) and mean absolute error (MAE). Tay and Cao [9] suggested an
improved variant of SVR for the forecasting of financial series known as C-ascending
SVMs. The overall performance of prediction is examined based on normalizedmean
squared error. Tay and cao came to the conclusion that overall better performance
can be achieved using this technique as in comparison with a regular SVR imple-
mentation.

Cao et al. [10] suggested another adaptive strategy and customization to the SVM
called as descending SVM for modelling of time series which is not stationary.
According to authors, there are two advantages of using the technique. First one is
the superior performance and the second one is a sparser solution. Van Gestel et al.
[11] recommended the integration of an LS-SVM utilized in a Bayesian framework.
They applied point time series forecasting and volatilitymachine learningmodels had
been created for forecasting of the economical stock index. A minor advancement
in mean square error, mean absolute error and negative log likelihood (NLL) was
identified using this technique. Pai et al. [12] proposed a seasonal support vector
regression (SSVR) technique to predict time series dataset having seasonality.

Hung et al. [13] proposed a hybridized model, which integrates support vector
regression with the classical moving average model for the prediction of cash with-
drawals from ATM placed at various locations in England. Harris [14] proposed the
use of clustering as a preprocessing step towards support vector machine for credit
risk evaluation. The author compared clustered SVM with nonlinear SVM-based
techniques in terms of performance and showcased better performance. P. Khanarsa
et al. proposed multiple ARIMA subsequences aggregation (MASA) model [15] and
model outperforms SARIMA and ETS exponential smoothing model on the basis of
SMAPE.
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Neural networks along with hierarchical clustering are used for cash withdrawal
forecasting from the dataset (NN5) and clustered neural network outperformed neural
network (multilayer perceptron) in terms of RMSE [16].

3 Data Set

In this research paper, NN5 dataset [17] is used which is taken from UCI reposi-
tory. The dataset contains money transactions statistics of two years from various
ATMs situated at various places in England. The motive behind organizing the NN5
competition was to forecast transactions of 101 ATMs, situated in various locations
in England. All ATMs contain the transaction data of two years, and the prediction
horizon is from 23March 1998 to 17May 1998. There are a couple of lacking figures
in the data.

4 Flowchart of Proposed Approach

Figure 1 shows the proposed approach regarding flowchart.

5 C-SVM (Clustered SVM) Algorithm

Input-NN5 complete dataset

Step I: Preprocessing of the dataset: There are somemissing values in the dataset.
Preprocessing of the dataset is done via replacingmissing valueswith trend
estimated values.

Step II: Normalization of the dataset: Next process in the normalization of the
dataset. In normalization process, the minimum transaction value of time
series is used as centre and subtraction of maximum transaction amount
with minimum transaction amount is used as the range of dataset.

Step III: De-seasonalization of normalized dataset: Normalized dataset is de-
seasonalized. Time series of all ATMs is converted into “day of the week”
cash withdrawal seasonality parameters.

Step IV: Division of dataset into training and testing dataset: NN5 dataset is sep-
arated into training and testing set. Dataset from 18 March 1996 to 22
March 1998 is used as training dataset and dataset from 23 March 1998 to
17 May 1998 is used as the testing set.

Step V: Repeat step 5 for all ATM’s time series from NN5001 to NN5101

(a) ModelCreation: Support vector regression is implemented onprepro-
cessed, normalized and de-seasonalized dataset. Optimal values for
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cost and epsilon is to be chosen. The darkest shade of plot represents
the optimal value of cost and epsilon, shown in Fig. 2.

(b) Tuning of Model: For getting optimal values of cost and epsilon,
tuning of the model is done.

(c) Accuracy testing via Root Mean Square Error: Accuracy of model
is tested via applying model on testing dataset and RMSE (root mean
square error) is calculated. Table 1 shows RMSE of all time series of
the dataset.

Fig. 1 Flow diagram of clustered support vector machine algorithm (C-SVM)

Fig. 2 SVM model of time
series NN5001
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Table 2 Root mean square error obtained for 15 cluster centres

Cluster 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

RMSE 0.19 0.27 0.33 0.37 0.08 0.18 0.19 0.04 0.14 0.24 0.05 0.2 0.27 0.09 0.1

Mean of RMSE obtained from all NN5 time series is calculated.
Step VI: K Means Clustering

(a) Choosing thenumber of clusters(K): Choosing ofK:Before applying
Kmeans clustering, the value of k is to be chosen. Value of k is chosen
by elbow point. The elbow technique concentrates at the percentage
of variance described as a function of the accurate quantity of clusters.
As per elbow method, number of clusters are 15 (k�15).

(b) K Means Clustering: Now unsupervised learning (K Means) is used
to produce optimal segments of ATMs.

(c) Centre of each cluster is obtained. Now each centre will represent all
the time series which are the part of that cluster.

Step VII: Repeat step 6 for each cluster (Cluster 1 to Cluster 15)

(a) Support vector regression is applied to cluster centre of each cluster.
Optimal values for cost and epsilon is to be chosen. The darkest shade
of plot represents the optimal value of cost and epsilon.

(b) For getting optimal values of cost and epsilon, tuning of the model is
done.

(c) The accuracy of model is tested via applying model on testing data
and RMSE is calculated.

(d) RMSE is calculated for getting the performance of the model. Table 2
shows the RMSE for all cluster centres of the dataset.

Step VIII: SVM with clustering and without clustering is compared

Output: Prediction of ATM Cash requirements.

6 Results

Intermediate results of the whole procedure have been exhibited in Tables 3, 4, 5, 6,
7, 8 and Fig. 3a, b. The final result of the algorithm is showcased as the comparison
of RMSE between SVM having clustering and SVM without having clustering in
Table 9.

Here the number of clusters are decided by elbow method. As the number of
clusters is increased, then the division of within sum of squared error (WSS) and
between sum of squared error (BSS) is decreased. Value of k is to be picked where
WSS/BSS is less than 2. So the number of clusters is 15 on the basis of elbowmethod.
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Table 5 De-seasonalized training dataset

Times
series

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

NN5001 0.66 0.87 1.09 1.55 1.21 0.83 0.78

NN5002 0.80 0.88 1.03 1.44 1.27 0.76 0.82

NN5003 0.60 0.86 1.29 1.73 1.18 0.67 0.66

NN5004 0.70 0.79 1.11 1.62 1.24 0.79 0.76

NN5005 0.69 0.70 1.08 1.78 1.28 0.78 0.69

NN5006 0.74 0.89 0.97 1.56 1.61 0.44 0.79

NN5007 0.86 0.86 0.95 1.36 1.35 0.72 0.90

NN5008 0.64 0.92 0.99 1.58 1.56 0.56 0.74

NN5009 0.96 0.96 1.09 1.45 0.91 0.69 0.94

NN5010 0.70 0.77 0.95 1.56 1.36 0.87 0.80

Table 6 De-seasonalized testing dataset

Times
series

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

NN5001 0.68 0.77 1.17 1.53 1.29 0.82 0.74

NN5002 0.78 0.92 1.12 1.42 1.35 0.69 0.71

NN5003 0.62 0.85 1.37 1.70 1.21 0.64 0.62

NN5004 0.59 0.85 1.27 1.79 1.28 0.69 0.54

NN5005 0.52 0.56 1.20 1.97 1.43 0.73 0.59

NN5006 0.70 0.91 1.09 1.67 1.54 0.40 0.70

NN5007 0.82 0.93 1.03 1.37 1.36 0.69 0.81

NN5008 0.69 0.92 1.07 1.66 1.58 0.42 0.66

NN5009 0.94 1.06 1.11 1.51 0.83 0.77 0.79

NN5010 0.72 0.67 1.17 1.62 1.32 0.78 0.72

Figure 3a, b shows the benefits of clustering used in time series data. Figure 3a
shows the comparison of actual output and predicted the output of de-seasonalized
testing data of time series NN5001. Figure 3b shows the comparison of actual out-
put and predicted output of cluster 3 mean. Cluster 3 is taken because NN5001 is
associated with cluster 3.

7 Conclusion

Prediction of funds in ATMs in an ideal way is an essential and complicated process.
After setting up and putting ATMs, balancing of cash in ATMs should be there to
avoid overuse and underuse of money. Money in the ATMs should always be well
balanced to prevent both dissatisfaction among customers and wasting money. The
optimal and precise predictionmaybe obtained using support vector regression on the
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Table 7 Cluster means of training data

Cluster Monday Tuesday Wednesday Thursday Friday Saturday Sunday

1 0.73 0.75 1.08 1.37 1.60 0.69 0.80

2 1.05 1.05 1.24 1.56 0.63 0.41 1.06

3 0.90 0.91 1.02 1.37 1.23 0.63 0.93

4 0.74 0.81 1.15 1.50 1.23 0.76 0.81

5 0.82 0.85 0.96 1.31 1.55 0.64 0.86

6 0.73 0.75 1.00 1.57 1.37 0.81 0.78

7 0.65 0.79 1.25 1.78 1.19 0.60 0.74

8 0.69 0.74 1.09 1.69 1.28 0.78 0.73

9 0.72 0.91 0.98 1.59 1.40 0.60 0.79

10 0.87 0.85 0.95 1.30 1.23 0.87 0.93

11 0.79 0.83 1.02 1.43 1.32 0.76 0.85

12 0.73 0.78 1.15 1.66 1.25 0.67 0.78

13 0.63 0.67 1.23 1.81 1.38 0.63 0.67

14 0.93 0.94 1.10 1.42 0.95 0.72 0.95

15 0.80 0.80 0.96 1.51 1.57 0.53 0.83

Table 8 Cluster means of testing data of each cluster

Cluster Monday Tuesday Wednesday Thursday Friday Saturday Sunday

1 0.78 0.83 1.33 1.47 1.23 0.63 0.74

2 0.8 0.82 1.14 1.47 1.32 0.7 0.75

3 0.88 0.91 1.02 1.43 1.64 0.38 0.75

4 1.1 1.16 1.35 1.49 0.69 0.33 0.88

5 0.85 0.8 0.97 1.33 1.23 0.93 0.88

6 0.7 0.73 1.06 1.63 1.36 0.77 0.75

7 0.71 0.81 1.37 1.73 1.18 0.54 0.67

8 0.79 0.86 1.06 1.61 1.47 0.48 0.73

9 0.87 0.97 1.1 1.35 1.27 0.66 0.77

10 0.82 0.89 1.09 1.33 1.49 0.6 0.77

11 0.72 0.81 1.2 1.71 1.31 0.63 0.62

12 1.02 0.97 1.19 1.43 0.94 0.63 0.83

13 0.6 0.63 1.27 1.98 1.41 0.56 0.56

14 0.68 0.92 1.37 1.84 1.26 0.29 0.66

15 0.76 0.7 1.22 1.49 1.6 0.54 0.69
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Fig. 3 a Original versus predicted time series (without clustering). b Original versus predicted
time series (with clustering)

Table 9 RMSE obtained from SVM having clustering and SVM not having clustering

Error Clustered time series Non-clustered time series

RMSE 0.18 0.22

ATMs transactions. This paper exhibits the enhancement in precision by indicating
the decrease in RMSE. The RMSE was decreased when ATMs had been clustered
before applying SVR on the dataset. Training of machine learning algorithm is more
adequatewhen similarATMsare segmented into optimal clusters and leading towards
the precise forecasting. Authors may use different clustering algorithms and suggest
optimal clustering algorithm which may be used for generating segmented groups
of ATMs.



Clustered Support Vector Machine for ATM Cash Repository … 201

References

1. Ojemakinde, B.T.: Support vector regression for non-stationary time series (2006)
2. Andrawis, R.R., Atiya, A.F., El-Shishiny, H.: Forecast combinations of computational intel-

ligence and linear models for the NN5 time series forecasting competition. Int. J. Forecast.
27(3), 672–688 (2011)

3. Wichard, J.D.: Forecasting the NN5 time series with hybrid models. Int. J. Forecast. 27(3),
700–707 (2011)

4. Coyle, D., Prasad, G., McGinnity, T.M.: On utilizing self-organizing fuzzy neural networks
for financial forecasts in the NN5 forecasting competition. In: Proceedings of the International
Joint Conference on Neural Networks (2010)

5. Teddy, S.D., Ng, S.K.: Forecasting atm cash demands using a local learningmodel of cerebellar
associative memory network. Int. J. Forecast. 27(3), 760–776 (2011)

6. Ben Taieb, S., Bontempi, G., Atiya, A.F., Sorjamaa, A.: A review and comparison of strategies
for multi-step ahead time series forecasting based on the NN5 forecasting competition. Expert
Syst. Appl. 39(8), 7067–7083 (2012)

7. Boyd, W.: Support vector machine for regression and applications to financial forecasting.
IJCNN, IEEE (x), 6348 (2000)

8. Tay, F.E.H., Cao, L.J.: Improved financial time series forecasting by combining support vector
machines with self-organizing feature map. Intel. Data Anal. 5, 339–354 (2001)

9. Cao, L., Tay, F.E.H.: Modified support vector machines in financial time series forecasting.
Neurocomputing 48(1–4), 847–861 (2002)

10. Cao, L.J., Chua, K.S., Guan, L.K.: e-descending support vector machines for financial time
series forecasting. Neural Process. Lett. 15, 179–195 (2002)

11. VanGestel, T. et al.: Financial time series prediction using least squares support vectormachines
within the evidence framework. IEEE Trans. Neural Netw. 12(4), 809–821 (2001)

12. Pai, P.-F., Lin, K.-P., Lin, C.-S., Chang, P.-T.: Time series forecasting by a seasonal support
vector regression model. Expert Syst. Appl. 37(6) (2010)

13. Hung, C., Hung, C., Lin, S.: Predicting Time series using integration of moving average and
support vector regression. Int. J. Mach. Learn. Comput. 4(6), 491–495 (2014)

14. Harris, T.: Credit scoring using the clustered support vector machine. Expert Syst. Appl. 42(2),
741–750 (2015)

15. Khanarsa, P., Sinapiromsaran, K.: Multiple ARIMA subsequences aggregate time series model
to forecast cash in ATM. In: 2017 9th International Conference on Knowledge and Smart
Technology: Crunching Information of Everything, KST 2017, pp. 83–88 (2017)

16. Jadwal, P.K., Jain, S., Gupta, U., Khanna, P.: K-Means clustering with neural networks for
ATM cash repository prediction. In: Satapathy, S., Joshi, A. (eds.), Information and Communi-
cation Technology for Intelligent Systems (ICTIS 2017), ICTIS 2017, vol. 1. Smart Innovation,
Systems and Technologies, vol. 83. Springer, Cham (2018)

17. http://www.neural-forecastingcompetition.com/downloads/NN5/datasets

http://www.neural-forecastingcompetition.com/downloads/NN5/datasets


An Effective Intrusion Detection System
Using Flawless Feature Selection, Outlier
Detection and Classification

Rajesh Kambattan Kovarasan and Manimegalai Rajkumar

Abstract Intrusion detection system (IDS) is playing crucial role to provide the
security in the fastest world by protecting the internet applications such as health-
care applications, government secret information, secret banking data and intellec-
tual properties of various scientists. In this paper, we propose new intrusion detection
system for improving the detection rate. The proposed system is the combination of
feature selection, outlier detection and classification. First, a newly proposed feature
selection algorithm called intelligent flawless feature selection algorithm (IFLFSA)
is used for selecting optimal number of features which are most useful for identifying
the attacks. Second, the proposed entropy-based weighted outlier detection (EWOD)
technique is used to identify the outliers from the data set. Third, the existing clas-
sification algorithm called intelligent layered approach for effective classification is
used. The experiments have been conducted for evaluating the proposed model using
the KDD data set. The proposed system achieved better detection accuracy in terms
of high detection accuracy and low error rate.
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1 Introduction

In recent decades, intrusions in internet and local network become more tedious task
to detect. Intrusions are available with malicious source code, includes virus and
worms. Latest attacks lead to very big damage at organization level and also dis-
tributed architecture level [1]. To save computer users from malicious effects, IDS
(intrusion detection system) is designed to look out network activities and produce
alerts to respective persons like administrative and others. IDS is used for two pur-
poses: one method is used to identify known attacks, and the other method is used
for unknown attacks. The implementation of second technique is not easy, and the
system should go with proper learning and testing process [2]. As per discussion [3]
about MANET (mobile ad hoc network), it has dynamic nature and very easy to get
harm by malicious nodes.

The proposed work is to reduce the malicious activities by identifying the intrud-
ers early in network done through monitoring the node behaviour/features. Features
meant for nodes behaviour andvery easy to trackwhen theymoved fromnormal activ-
ities. Normally, IDS is used to take a very few attributes from nodes and applied to
testing process. Nowadays, it is not an easy process to identify attacks, so considering
feature(s) is also very important. Based on natures [4] of features, the methods could
be chosen by expert members. These features selection comes under pre-process
techniques in data mining. Advantages of pre-processing are time will be reduced
for calculation and also investment cost will be reduced with high performance to
output.

Finally, intrusion detection systems end with nodes identification, even though
nodes are malicious or not. This process is called as classification which is able to
segregate good nodes and misbehave nodes. Outlier detection has been focused on
many recent research fields. Outlier detection is an important work in big data and
data mining with enormous applications such as video surveillance and credit card
misuse detection etc. An outlier is an abnormal activity that deviated from normal
work or normal attribute.

In this paper, a new intrusion detection system has been proposed for effective
intrusion detection. The proposed system contains three phases such as feature selec-
tion, outlier detection and classification. The first contribution of this paper is the
introduction of a new feature selection algorithm called intelligent flawless feature
selection which is useful for recommending the useful features. The second con-
tribution of this paper is the introduction of new outlier detection method called
entropy-based weighted outlier detection method for removing the useless records.
Third contribution of this paper is the uses of the existing classification algorithm
called intelligent layered approach for effective classification. The main advantage
of this proposed work is to select the useful features which are useful to improve the
classification (intrusion detection) accuracy.

The rest of this paper is organized as follows: Sect. 2 provides the literature
survey. Section 3 explains the proposed work. Section 4 demonstrates the results and
discussion. Section 5 gives conclusion and the future works.
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2 Literature Survey

There are many algorithms have been proposed in the areas of feature selection, clas-
sification and outlier detection for effective intrusion detection by various researchers
in the past. False alarm is generated based on outlier movements in machine learning
and knowledge discovery field. This scenario was explained by Ru et al. [1]. Bai et al.
[3] proposed outlier detectionmodel for large data set using local outlier factor. Here,
each and every tuple is considered to be a small degree of outliers. Based on den-
sity outlier concepts, outliers are identified through two methods, namely grid-based
partition algorithm and distributed LOF.

Bandyopadhyay and Santra [4] proposed grid count tree (GCD) which is a new
type of data structure to identify outlier detection. It is very effective factor to seg-
regate useful messages from abnormal. Subspace-based outlier detection for high-
dimensional massive data set was proposed by Zhang et al. [5]. Here, local subset
is identified and then respective outlier factor was assigned the same for identifying
the distribution that does not respond. In recent days, to avoiding unwanted parame-
ters or records, Bouarfa and Dankelman [6] used techniques like work flow mining
to detect work flow outliers. To achieve the result, the authors used NW alignment
algorithm.

Pai et al. [7] proposed a model for categorical data to identify relevant pattern and
discard outlier. In this paper, a new relative pattern discovery is used for association
analysis which is mainly applied at distortion problems. Kuna et al. [8] achieved the
best result in the audit log of application systembydatamining concepts.Here, outlier
detection and classification algorithms are merged for better result. The authors con-
ductedmany experiments to identify unwanted logs in themultidimensional database
with the support of data mining advantages. The problem of multivariate outlier is
discussed by Muiioz and Muruzbal [9]. The authors are taken self-organizing map
for detecting outliers. Based on the neuron’s distance matrix, outlier is detected in
statistics and graphics domains. They were concentrated about data selection as an
input for further work.

Fraiman et al. [10] proposed a feature selection for functional data, which gives
constantly good results for reduced data set. This reduced set gives better explanation
rather than entire data set. Wang et al. [11] proposed a technique for classification
to produce better identification among two different cancer cells with the help of
textual extraction methods. It gives best result in the field of classification of single
cells by label-free classification.

Zhou et al. [12] proposed a method for feature selection in the field of neurocom-
puting. Here, prediction model was developed to identify better feature set which
contains 34 features for further process. A trust-based collaborative decision frame
work for IDS networks was proposed by Fung et al. [13]. Ganapathy et al. [14]
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proposed a new outlier detection technique called weighted distance-based outlier
detection for intrusion detection in mobile ad hoc network. This proposed algorithm
is best to identify intruders than previous methods. Ganapathy et al. [15] proposed
an intelligent layered approach for effective classification.

Subba et al. [16] proposed intrusiondetection system formobile network.This IDS
is comprised of cluster head which provides intrusion detection service, and hybrid
IDS is a kind of anomaly detection service. This scheme has reduced IDS traffic and
overall power consumption. Zorarpac et al. [17] discussed data dimensions, because
it is the one of the major issues in machine learning and data mining. This scheme
proposed new hybrid concept which combines optimized bee colony and evolution
algorithm for feature selection for classification work. This system improved good
accuracy and run-time performance.

Pölsterl et al. [18] proposed a technique for feature extraction as an alternate to
feature selection to identify local neighbourhood relations from survival data. For
large samples, feature extraction is carried out without any problem. Muhammad
Raza et al. [19] proposed an incremental dependency class (IDC) for feature selection
to calculate dependencywithout positive region. This approach gives great advantage
to rough set theory. Krawczyk et al. [20] proposed one class classification. Ensemble
methods are best to estimate classification accuracy. This ensemblemethod is avoided
to choose weak set and improve the robustness. This one class classification is used
for three kinds of measurements to improve the system performance.

3 Proposed Work

This section presents the proposed system. In this section, we have discussed in detail
the existing feature selection, the proposed outlier detection model and the existing
classification algorithm.

3.1 Intelligent Flawless Feature Selection

This paper introduced a new feature selection algorithm called intelligent flawless
feature selection algorithm (IFLFSA) which selects the optimal number of features
that are used for effective classification. This algorithm applies all the pre-processing
activity such as removal of noise data and null values and the selection of more
relevant data. Here, we have used intelligent agent for decision-making. The steps
of the algorithm are as follows:
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Input     : Dataset
Output: Reduced features

Step 1: Read the dataset
Step 2: for i = 1 to n do
Remove the noisy and null values data
Remove the redundant records 
Calculate the Information Gain Ratio value
Step 3: Find the mean value for IGR of dataset
Step 4: Remove the features which are less than the mean value of IGR and store into 

the set Reduced Feature Set (RFS). 
Step 5: Apply ICRFFSA [14] on RFS for selecting optimal features and stored in to 

Selected Feature Set (SFS).    
Step 6: Fix the Threshold (Th)which feature IGR value is above 10% of the mean 

value. 
Step 7: for j = 1 to n do

If SFSj> Th (RFSj) Then
SFj = SFSj

Else 
IRFj = SFSj

Step 8: Agent takes final decision on dataset to select effective features.
Step 9: Display the selected feature set SFj and write into an input dataset file.

Here, IRF indicates irrelevant features and SF means selected features.
The proposed algorithm helps to select optimal number of features by applying

the basic pre-processing activities and intelligent agent. Information gain ratio is
calculated for all the features which are available in the data set. Before that, the
noisy data, null value and the redundant data are removed. Find the mean value
for the IGR value which is calculated for the attributes in the data set. Remove the
features which are less than the mean value of IGR and store in the reduced feature
set (RFS), and it is considered for applying ICRFFSA for selecting optimal features
and then stored in the selected feature set (SFS). Here, we have not chosen the mean
value as threshold. The threshold value is fixed only by considering the features
which IGR is above 10% of the mean value.

Now, check whether the IGR of features which are available in RFS is above the
threshold or not. If the IGR of feature is above the threshold, then store in selected
features (SF), otherwise store in the irrelevant feature (IRF) set. Finally, apply the
agent formaking final decision over the selected features. Features are finalized and it
is recommended for further process. The set of selected features which are available
in the set SF are forwarded into the next phase for outlier detection.
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3.2 Entropy-Based Weighted Outlier Detection

In this section, we discussed in detail the proposed information gain ratio-based
outlier detection method for effective grouping and identifying the useful records in
the given data set. Here, a new weight is assigned for each feature of the records
in the data set. The weighted entropy value is calculated for each feature by using
Eq. (1) which is used to measure the uncertainty level and the information level.

WE(x) � −
n∑

i�1

p(xi ) log p(xi ) × Wi , (1)

where x indicates the random variable (feature) and WE(x) indicates the weighted
entropy which demonstrates the probability distribution on x. Weight is assigned
based on the importance of the features.

The input data set consists ofm records with n number of attributes; the weighted
entropyWE(x) of each feature (multi-variable) vector value �x ={X1,W1,…,XmWm},
where Xi is a random variable whose realizations belong to the set of {x1i , …, xin},
can be calculated as Eq. (2).

WE(�x) �
∑

x1−∈{x11W11,...,x1nw1n}
. . .

∑

xm∈{xm1wm1,...,xmnwm1}
· · · (xiwi , . . . , xmwm)lg p(xi xi , . . . , xmwm) (2)

WE (�x) is calculated as the sumofweighted entropies of attributes using Eq. (3).Here,
weighted entropy is calculated for all the features by considering the dependencies
with other features of the data set.

WE(�x) � E(X1) × W1 + E(X2) × W2 + · · · + E(Xn) × Wn. (3)

The different weights are assigned for the different random variables (features) in
each record of the whole data set. Finally, all the records contain different weights
based on the value of selected features. These weights are considered for extracting
the outliers.

Extracting the Outliers
The major task of this subsection is to extract the negative records from positive
samples and unlabelled data. The weighted entropy of posterior probabilities of each
record is calculated as di in the testing data set which is unlabelled. The enhanced
Eq. (4) of the proposed weighted entropy is given below:

WE(di ) � −
|C |∑

j�1

p
(
C j |di

)
lg

(
C j |di

) × Wi , (4)
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where p
(
C j |di

)
indicates the posterior probability of the record set di which belongs

to the jth class of C j ; |C| indicates the training set. To calculate the posterior prob-
ability which belongs to the class Cj, each positive record set in the training data
sets which are considered as a centre of a positive class Cj and Wi indicates the ith
record weights which are calculated using Eqs. (1)–(3). Then, the distance between
each record set di and the centre is measured using the Minkowski distance. These
distances for each record will be normalized, and estimating the probability p (Cj|di)
is shown in Eq. (5).

p
(
C j |di

) � distance(di, pj)
∑|C |

j�1 distance(di, pj)
. (5)

The negative examples are acquired using Eq. (6).

d j � argmaxdj∈U (WE(di )). (6)

Outliers (Negative Set) Selection Algorithm

In this algorithm, the top k number of records with maximum WE(di) have been
selected as outlier records. Finally, we can extract the most contributed featured data
set for further process. Here, test data T contain only the selected features which are
available in SF. Finally, the final most contributed features are stored in the data set D.

3.3 Classification

In this paper, an effective classification approach called intelligent layered approach
[15] is used for effective classification. After performing the outlier detection algo-
rithm, the resulted data set will be given as input to the existing intelligent layered
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Table 1 List of 15 selected features

protocol_type, src_byte, wrong_fragment, Hot, root_shell, su_attempted, num_access_shells,
rerror_rate, diff_srv_rate, srv_serror_rate, dst_host_srv_count, dst_host_same_srv_count,
dst_host_diff_srv_count, dst_host_srv_diff_host_rate and dst_host_serror_rate

Fig. 1 Performance analysis

approach for classification. This layered approach works based on the attacks classi-
fication such as Probe, DoS, R2L, U2R and Normal. Here, four layers are available
for each attack. The final reduced data set D is given as input to this layered approach.
The record set is classified into four types by using an intelligent agent. This intel-
ligent agent is used for making effective final decision over the reduced set D. The
final classified resulted records are stored in the separate file for the different attacks
and normal.

4 Results and Discussion

The proposed system has been implemented by using JAVA and also tested with
WEKA tool. The KDD’99 Cup data set [21] is used for carrying out the experiments.
This data set contains five million records with 41 features. Here, we have selected
only 10,000 records randomly from the data set for carrying out the experiments. The
different sets of records are used for conducting the various experiments, respectively
2000, 4000, 6000, 8000 and 10,000.

Table 1 lists the 15 selected features by the proposed feature selection algorithm
from the 41 features which are available in the bench mark data set.

Figure 1 shows the performance of the feature selection with the existing clas-
sification approach called intelligent layered approach [15]. Five experiments have
been conducted with different numbers of records, such as 2000, 4000, 6000, 8000
and 10,000.
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Fig. 2 Comparative analysis

From Fig. 1, it can be observed that the performance of the proposed feature
selection is better when it is compared with the existing model called LAICRFwhich
is the combination of the existing intelligent layered approach and intelligent CRF-
based feature selection. This is due to the use of efficient features for classification.
Here, we have considered the overall detection accuracy over the data set. The overall
detection accuracy covers the detection accuracy on four types of attacks such as
Probe, DoS, R2L and U2R. The reason for the significant accuracy in the proposed
and existing systems is the records considered for the experiments.

From Fig. 2, it can be observed that the performance of the proposed model which
is combining the proposed feature selection, weighted IGR-based outlier detection
and the existing intelligent layered approach is better when it is compared with the
existing intrusion detection models, namely IREMSVM and LAICRF, which is the
combination of the existing intelligent layered approach and intelligent CRF-based
feature selection. The reason for the improvement is the use of the proposed flawless
feature selection technique and the proposed weighted outlier detection approach.
Here, the overall detection accuracy of the proposed system is high (99.45%) when it
is comparedwith the existing systems, namelyLAICRF [15] (98.6%) and IREMSVM
[24] (98.3%), and also considers the different combinations of the existing and pro-
posed algorithms such as the existing LAICRF [15] and the proposed IFLFSA.

5 Conclusion and Future Works

In this paper, a new intrusion detection system has been proposed and implemented
for effective intrusion detection by improving the classification accuracy. The pro-
posed system is the combination of feature selection, outlier detection and classifi-
cation. First, the proposed intelligent flawless feature selection algorithm is used for
selecting an optimal number of features which are most useful for identifying the
attacks. Second, the proposed entropy-based weighted outlier detection technique is
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used to identify the outliers and the useful data from the data set. Third, the existing
classification algorithm called intelligent layered approach is used for effective clas-
sification. The experiments have been conducted for evaluating the proposed model
using the KDD data set. The scientific contributions of this work are the introduc-
tion of new feature selection algorithm and weight-based outlier detection through
outlier selection algorithm. The proposed system achieved better detection accuracy
(99.45%) in terms of high detection accuracy when it is compared with the existing
algorithms (98.3 and 98.6%). The overall detection accuracy of the proposed work
is 99.45% which is around 1% more accuracy than the existing systems.

References

1. Ru, X., Liu, Z., Huang, Z., Jiang, W.: Normalized residual-based constant false-alarm rate
outlier detection. Pattern Recogn. 69, 1–7 (2016)

2. Aljawarneh, S., Aldwairi, M., Yassein, M.B.: Anomaly-based intrusion detection system
through feature selection analysis and building hybrid efficient model. J. Computat. Sci. Else-
vier (2017)

3. Bai, M., Wang, X., Xin, J., Wang, G.: An efficient algorithm for distributed density-based
outlier detection on big data. Neurocomputing 181, 19–28 (2016)

4. Bandyopadhyay, S., Santra, S.: Agenetic approach for efficient outlier detection in projected
space. Pattern Recogn. 41, 1338–1349 (2008)

5. Zhang, J., Yu, X., Li, Y., Zhang, S., Xun, Y., Qin, X.: A relevant subspace based contextual
outlier mining algorithm. Knowl. Based Syst. 99, 1–9 (2016)

6. Bouarfa, L., Dankelman, J.: Workflow mining and outlier detection from clinical activity logs.
J. Biomed. Inform. 45, 1185–1190 (2012)

7. Pai, H.T., Wua, F., Hsueh, S.P.Y.: A relative patterns discovery for enhancing outlier detection
in categorical data. Decis. Support Syst. 67, 90–99 (2014)

8. Kuna, H.D., García-Martinez, R., Villatoro, F.R.: Outlier detection in audit logs for application
systems. Inf. Syst. 44, 22–33 (2014)

9. Muiioz, A., Muruzhbal, J.: Self-organizing maps for outlier detection. Neurocomputing 18,
33–60 (1998)

10. Fraiman, R., Gimenez, Y., Svarc, M.: Feature selection for functional data. J. Multivar. Anal.
146, 191–208 (2016)

11. Wang, H., Feng, Y., Sa, Y., Lu, J.Q., Ding, J., Zhang, J., Hu, X.H.: Pattern recognition and
classification of two cancer cell lines by diffraction imaging at multiple pixel distances. Pattern
Recogn. 61, 234–244 (2016)

12. Zhou, Y., Huang, T., Huang, G., Zhang, N., Kong, X.Y., Cai, Y.D.: Prediction of protein N-
formulation and comparison with N-acetylation based on a feature selection method. Neuro
Comput. 217, 53–62 (2016)

13. Fung, C.J., Zhu, Q.: FACID: a trust-based collaborative decision framework for intrusion detec-
tion networks. Adhoc Netw. 53, 17–31 (2016)

14. Ganapathy, S., Jaisankar, N., Yogesh, P., Kannan, A.: An intelligent system for intrusion detec-
tion using outlier detection. In: IEEEConference on Recent Trends in Information Technology,
pp. 3–5 (2011)

15. Ganapathy, S., Vijayakumar, P., Yogesh, P., Kannan, A.: An intelligent CRF based feature
selection for effective intrusion detection. Int. Arab J. Inf. Technol. 13(1), 44–50 (2016)

16. Subba, B., Biswas, S., Karmakar, S.: Intrusion detection in mobile Ad-hoc networks: Bayesian
game formulation. Eng. Sci. Technol. 19, 782–799 (2016)

17. Zorarpac, E., Ozel, S.A.: A hybrid approach of differential evolution and artificial bee colony
for feature selection. Exp. Syst. Appl. 62, 91–103 (2016)



An Effective Intrusion Detection System … 213

18. Pölsterl, S., Conjeti, S., Navab, N., Katouzian, A.: Survival analysis for high-dimensional,
heterogeneous medical data: exploring feature extraction as an alternative to feature selection.
Artif. Intell. Med. 72, 1–11 (2016)

19. Raza, M.S., Qamar, U.: An incremental dependency calculation technique for feature selection
using rough sets. Inf. Sci. 343–343, 41–65 (2016)

20. Krawczyk, B., Wozniak, M.: Dynamic classifier selection for one-class classification. Knowl.
Based Syst. 107, 43–53 (2016)

21. KDD Cup 1999 Intrusion Detection Data (2010). http://kdd.ics.uci.edu/databases/kddcup99/
kddcup99.html

22. Usha, G., Rajesh Babu, M., Saravana Kumar, S.: Dynamic anomaly detection using cross layer
security in MANET. Comput. Electr. Eng. Elsevier 59, 231–241 (2017)

http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html


A Novel LtR and RtL Framework
for Subset Feature Selection (Reduction)
for Improving the Classification
Accuracy

Sai Prasad Potharaju and M. Sreedevi

Abstract Preprocessing is one of the data mining steps after data collection. There
are several issues need to be addressed in preprocessing stage of data mining. One
among them is feature selection (FS) or feature reduction (FR). There are several
approaches available for handling issues of FS and FR. Those methods are catego-
rized as filter, wrapper, and embedded modes. In this research, we introduce a novel
filter-based feature selection framework called LtR (left to right) and RtL (right to
left) based on symmetrical uncertainty (SU). Our method generates K-subset of fea-
tures such that each subset has the finite number of unique features in it. Each subset is
analyzed using various classifiers (Jrip, OneR, Ridor, J48, SimpleCart, Naive Bayes,
IBk) and compared with the existing filter-based FS methods: information gain (IG),
ReliefF (Rel), chi-squared attribute evaluator (Chi), and gain ratio attribute evaluator
(GR). Experimental analysis revealed that minimum one of the subsets performs
better than some of the existing methods.

Keywords Data mining · Preprocessing · Feature selection · Filter
Symmetrical uncertainty

1 Introduction

The concept of data mining (DM) is gaining popularity in the world of commerce,
business activities, health care industry, education institutes, and much more [1]. It
is impractical to manage the data by traditional methodology due to the rapid and
huge production of data by various sources. DM enables the decision-makers to take
more accurate decision for improving the day-to-day activities in their respective
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field. DM can be defined as the collection of intelligent algorithms to get interesting
patterns from the dataset.

Before applying DM algorithms, a lot of work is expected for better results. One
of such activity is data preprocessing [2]. In general, 10% of work involved in DM
and remaining 90% of work involved in data preprocessing and post-processing.
Data preprocessing is nothing but preparing the data in a suitable format which is
required for DM. Sometimes, data present in different places need to be gathered
into single location [3].

After collecting the data, they need to be cleaned. Several researchers haveworked
on data cleaning and presented nice algorithms to clean the data automatically, i.e.,
fixing inconsistent values, missing values, andmislabeled data to avoid manual inter-
vention. After cleaning the data, they have to be represented in a suitable format
according tomining techniques (association rulemining—ARM, classification, clus-
tering, regression). After formatting, data need to be normalized in few cases to avoid
misclassification results. Inmost of the cases, these collected data undergowith noise
in it. Feature reduction is a technique to remove the noisy features and redundant
features [4]. Feature selection is also a key component in data preprocessing. FS is
also called as attribute selection or variable selection or variable subset selection or
relevant feature selection for the construction of model [5].

FS technique is generally applied for simplification of model interpretation, to
make them easy to understand by various users, to reduce the training time, and also
to enhance the model generation by reducing over-fitting. The central idea for FS
technique is to reduce the training time and memory consumption as the collected
data may encounter irrelevant and duplicated features in it, because those features
do not give an extra strength or influence the model.

Out of ‘N’ features in a dataset, not all features are useful for model generation.
Only a few features can influence the learningmodel. To identify these useful features,
there are few traditional techniques available in research. Those are filter, wrapper,
and embedded approaches [5]. FS problem can be defined as a method of drawing
a subset of features which can increase the learning capacity of any classifier. If
there are N features in whole data space, then 2N − 1 proper subsets will be formed.
Out of them, which subset is the best one? For this, a classifier can be used to test
each subset. Then, the subset which gives the best result can be considered as the
best subset of features [6]. It is not an easy task if the number of features is more,
especially in the analysis of microarray dataset.

Feature subset can be evaluated using wrapper, filter, and hybrid methods. Wrap-
per can be called as a supervised approach. In this, selected subset is used for training
and to find out the error rate on validation dataset. The subset which gives minimum
error rate will be considered as the best subset. Filter can be called as unsupervised
technique. In this, weight of each feature is measured using ranker algorithm. Based
on threshold value, top-ranked features will be selected for model generation. The
hybridmethod combines both thesemechanisms [7]. There are various FS techniques
available in the literature which falls in either filter or wrapper or hybrid. Those are
chi-square, mutual information (MU), symmetric uncertainty (SU), F-score. Our
current article is based on SU.
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Subsequent section of this article has some existing literatures, proposed method-
ology, experimental analysis with discussion of results, and finally concluded with
the future suggestions.

2 Literature Review

In the literature, many researchers contributed various innovativemethods for feature
selection. For producing compatible classification results, a FAST clustering algo-
rithm is proposed, which works in two phases. In the first phase, whole feature space
is split into clusters (subsets) using graph theory concepts. In the next phase, strong
features are derived by applying minimum spanning tree on each cluster formed in
the first phase [8]. A novel technique called feature unionization is proposed by the
researchers [9]. In their research, instead of removing the features, most dominant
features are combined and formed new features from it. FS concept is applied in
social networks for determining the criminals with their tweets or posts [10]. FS
technique is applied in Web mining by the authors and proposed a new framework
for classification of the Web page [11].

Authors presented SFS-LW (LW index combined with sequential forward search)
algorithm to reduce the complexities of cross-validation scheme in the case of wrap-
per approach. The experimental results exhibited the almost equal performance as
wrapper approach [12]. In recent days, ensembling approaches are getting encour-
agement in DM. FS has also been applied in cloud computing and DDoS detection
also. Multi-filter FS approach is proposed for DDoS detection in cloud computing.
This approach is based on the ensemble technique. Researchers applied this tech-
nique on intrusion detection dataset and reduced 60% of features, thereby increasing
the decision tree classification accuracy [13]. FS methods are gaining popularity in
biological science and healthcare industries in recent days. To increase the perfor-
mance of classifiers, it is applied on the cardiotocograms dataset. For this, ReliefF,
correlation-based technique, IG, and consistency-based methods are applied. For
analyzing the subset of features by those methods, SVM is applied [14].

FS has also been applied in the field of biomedical case studies. Researchers
applied correlation-based technique for classifying cancer data. The intention behind
their research is that microarray dataset requires huge computational time, and it
is unavoidable to find out the best and small subset of features. For their work,
authors considered SU as the primary condition and SVM for analyzing the subset
formed [15]. Several FS methods applied for analyzing microarray datasets and
those are presented in the article [16]. Many available FS techniques targeted on
identifying relevant features, but identifying relevant features is not sufficient for
high-dimensional data. It is required to identify redundant features also [17].

In recent days, for the better diagnostic system, microarray technology has been
used by many medical practitioners to identify the different tumors and to differ-
entiate various types of cancers. But, thousands of features in microarray dataset
affect the accuracy of classification. For better classification, SU-HSA (symmetrical
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uncertainty-based harmony search algorithm) is proposed [18]. Recently, FS has been
applied for intrusion detection systems for reducing the computational complexity.
FS is applied for identification of Dos, Probe, and R2L attacks using chi-squared and
IG. For the analysis of the subsets formed, Adaboost, NB, and J48 are considered
[19].

However, for the current research, we considered SU as the main criterion. SU
can be defined as follows:

SU � 2 ∗ IG/(H(Y) + H(X)),

H(X) is the entropy of X
H(Y) is the entropy of Y

SU takes the value in the range [0, 1]. SU value 1 indicates that one attribute
can predict completely others, and 0 indicates two attributes are uncorrelated. Our
proposed methodology is inspired from ensembling (Adaboost, Boosting) approach.
If a weak or average attribute is combined with strong feature, there is a chance for
increasing the accuracy of classifier with those ensembled features [20]. Our method
was tested with the real-time dermatology dataset available at UCI machine learning
repository [21].

3 Proposed Methodology

The objective of our proposed methodology is to reduce the feature space. If there
are ‘N’ features in a dataset and we want to select top ‘K’ features without any
repetitions from those ‘N,’ in such situation, total C(N, K) number of subsets can
be formed. Analyzing those many subsets over high-dimensional dataset is not a
simple job. Otherwise, filter-based ranking techniques can be applied to generate
the rank for each feature and then top ‘K’ features can be selected. Other than the
features generated by the existing techniques, we have proposed a novel LtR and
RtL framework for generating subset of features. Proposed method is as follows.

1. Find out the symmetric uncertainty (SU) value (Weight) of every feature and
arrange them in descending order as per its weight.

2. Define the total # attributes (TN), whose SU value is greater than zero.
3. Define the # subsets (S) to be formed, such that each subset has TN/S features.
4. Store the first TN/S features from LtR (left to right) in descending order.
5. Store the next TN/S features from RtL (right to left) in descending order.
6. Repeat Step 4 and then Step 5 for remaining features until all the features are

stored.
7. Store all the vertically first-level features in the first subset, and then second-level

features in the second subset, and so on.
8. If all the subsets have an equal number of features, then stop. Otherwise, remove

the last feature from the subset which has an extra feature.
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Sample CPP code to form the subset of features can be found here (open the URL:
https://saiprasadcomp.files.wordpress.com/2016/10/cpp-progrmacode.pdf).

For experimenting the above method, we considered dermatology dataset avail-
able at UCI machine learning repository. Table 1 describes the dataset with SU value
of each feature and rank of each feature derived by IG, Chi, Rel, GR.

From Table 1, it is found that subset S41 has an extra feature which has to be
discarded. After this process, group all first-order features in subset S41, second-
order features in subset S42, third-order features in subset S43, and fourth-order
features in subset S44.

Table 2 lists the features in each subset.

4 Experiment

For experimenting the proposed methodology, we considered k�3, 4, 5, i.e., we
formed 3 subsets of features (Table 3), 4 subsets of features (Table 4), and 5 subsets
of features (Table 5).

For testing the strength of each subset of features, an equal number of top features
derived by the existing techniques (IG, Chi, Rel, GR) are taken. S31, S32, S33 subsets
of features have 11 features in it. So, top 11 features derived by the existing techniques
are considered to measure the strength of those subsets. In the same fashion, all other
subsets are measured by analyzing with Jrip, OneR, Ridor, J48, SimpleCart, Naive
Bayes, IBk classifiers.

5 Results and Discussion

Accuracy of each classifier with the each subset of features is given in this section.
From Table 6, it is clear that S31 subset of features recorded enhanced accuracy

with the Jrip, OneR, Ridor. It is found that S32 subset of features also displayed
increased performance with all classifiers when compared with the existing feature
selection techniques. With this 3-subset approach, maximum 33% of features can be
trained for model generation.

From Table 7, it has been observed that almost all subsets of features recorded
enhanced performance with all the classifiers when compared with the existing fea-
ture selection techniques. With this 4-subset approach, maximum 25% of features
can be trained for model generation.

From Table 8, subsets S51 and S53 performed better than all the existing tech-
niques, and S54 performed better than IG, Chi, GR when analyzed with Jrip. S51
recorded better accuracy than all and S52 and S55 better than Chi and GR when
analyzed with OneR. Remaining subsets strength can also be interpreted in similar
fashion. With this 5-subset approach, maximum 20% of features can be trained for
model generation. To prove the strength of the proposed method, same framework is

https://saiprasadcomp.files.wordpress.com/2016/10/cpp-progrmacode.pdf
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Table 1 Dataset description with SU value of each feature and rank of each feature derived by IG,
Chi, Rel, GR

Rank SU value Feature no.
by SU

Feature no.
by IG

Feature no.
by GR

Feature no.
by Chi

Feature no.
by Rel

1 0.4778 21 21 12 33 21

2 0.4672 22 20 29 29 33

3 0.4489 20 22 33 27 22

4 0.4328 33 33 15 12 20

5 0.4291 29 29 27 15 28

6 0.427 27 27 31 31 27

7 0.426 12 12 6 25 29

8 0.4188 25 25 25 6 6

9 0.4147 6 6 8 22 12

10 0.3944 8 8 22 20 16

11 0.3739 15 9 21 8 25

12 0.3288 9 16 30 21 8

13 0.3197 28 15 20 30 15

14 0.2979 16 28 7 16 9

15 0.2904 10 10 24 9 4

16 0.28 24 24 10 7 14

17 0.2505 14 14 28 10 10

18 0.2244 5 5 34 34 5

19 0.2159 31 26 9 28 24

20 0.2094 26 3 14 24 3

21 0.1868 7 31 16 26 26

22 0.1825 30 19 5 14 19

23 0.1726 23 23 23 3 7

24 0.1692 3 7 26 5 11

25 0.1447 34 30 11 19 2

26 0.1441 19 2 4 23 31

27 0.1341 4 4 3 2 18

28 0.1301 2 34 19 4 23

29 0.1066 11 11 2 11 30

30 0.0641 1 1 13 1 17

31 0.0597 13 13 1 13 34

32 0.0495 17 18 17 18 1

33 0.0483 18 17 18 17 13

34 0 32 32 32 32 32

# Total features is 34
# Total features whose SU value is greater than zero (TN) is 33
Note Feature no. 32 has SU value zero. It has to be discarded
Assume # subsets (S) 4; then each subset has 33/4�8 features in it
According to the proposed methodology, features in each subset will be formed as given in Table 2
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Table 2 Subsets of features when S�4

First-order
features

Second-order
features

Third-order
features

Fourth-order
features

Direction

21 22 20 33 LtR

25 12 27 29 RtL

6 8 15 9 LtR

24 10 16 28 RtL

14 5 31 26 LtR

3 23 30 7 RtL

34 19 4 2 LtR

17 13 1 11 RtL

18 LtR

Subset
ID

S41 S42 S43 S44

Table 3 Features with 3 Subsets

Subset ID Features in it

S31 21, 27, 12, 9, 28, 5, 31, 3, 34, 1, 13

S32 22, 29, 25, 15, 16, 14, 26, 23, 19, 11, 17

S33 20, 33, 6, 8, 10, 24, 7, 30, 4, 2, 18

Table 4 Features with 4
Subsets

Subset ID Features in it

S41 21, 25, 6, 24, 14, 3, 34, 17

S42 22, 12, 8, 10, 5, 23, 19, 13

S43 20, 27, 15, 16, 31, 30, 4, 1

S44 33, 29, 9, 28, 26, 7, 2, 11

Table 5 Features with 5
Subsets

Subset ID Features in it

S51 21, 8, 15, 26, 7, 1

S52 22, 6, 9, 31, 30, 11

S53 20, 25, 28, 5, 23, 2

S54 33, 12, 16, 14, 3, 4

S55 29, 27, 10, 24, 34, 19

applied on 5 more real-time datasets. Those result analyses can be found here (open
the URL: https://saiprasadcomp.files.wordpress.com/2016/10/result-analysis.pdf).

https://saiprasadcomp.files.wordpress.com/2016/10/result-analysis.pdf
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Table 6 Performance
analysis with 3 subsets

IG CHI GR REL S31 S32 S33

Jrip 64.48 83.60 82.78 72.40 86.06 85.24 82.24

OneR 49.72 48.90 49.72 49.72 49.72 49.45 49.72

Ridor 78.68 83.06 83.06 77.04 88.79 87.43 82.78

J48 78.68 83.33 81.69 74.86 87.43 88.52 83.06

SC 79.50 83.33 83.06 75.95 87.97 89.61 82.78

NB 79.23 85.51 83.87 79.23 90.43 90.71 84.42

IBK 80.05 85.79 83.06 80.32 84.42 87.43 85.71

Table 7 Performance analysis with 4 subsets

IG CHI GR REL S41 S42 S43 S44

Jrip 59.83 68.03 68.03 75.13 84.15 68.57 87.97 82.51

OneR 49.72 48.90 48.90 50.27 50.27 49.72 47.54 49.72

Ridor 75.13 68.57 68.57 76.22 80.05 78.68 88.79 80.32

J48 75.95 68.57 68.57 76.22 86.06 80.87 91.53 84.15

SC 74.86 68.57 68.57 77.59 85.24 80.60 90.98 85.24

NB 74.86 69.12 69.12 78.41 86.61 80.32 91.25 86.33

IBK 75.95 69.12 69.12 78.14 82.51 80.60 88.25 84.15

Table 8 Performance analysis with 5 subsets

IG CHI GR REL S51 S52 S53 S54 S55

Jrip 59.28 69.12 69.12 71.85 85.51 54.64 86.06 70.49 53.82

OneR 50.27 49.18 49.18 50.27 50.27 49.45 49.18 49.18 49.45

Ridor 74.59 68.57 68.57 75.95 86.61 70.21 87.15 74.04 59.28

J48 76.22 68.85 68.85 76.77 87.70 70.76 87.70 74.31 65.40

SC 75.13 68.85 68.85 75.40 88.25 70.21 87.43 74.31 63.93

NB 74.86 69.12 69.12 78.41 87.97 70.21 87.43 76.5 65.30

IBK 76.22 69.12 69.12 77.59 85.51 69.67 86.61 76.77 64.20

6 Conclusion

In this study, a novel LtR and RtL feature subset selection framework has been pro-
posed. With this framework, ‘K’ number of subsets of features are formed; each
subset has minimum number of features without any repetition. All the subsets of
features are tested using Jrip, OneR, Ridor, J48, SimpleCart, Naive Bayes, IBk clas-
sifiers, and respective results are compared with the existing feature selection tech-
niques. Displayed result shows that one of the subsets and in some cases more than
one subset recorded improved results than the existing approaches. With this, we
conclude that instead of selecting features using the existing methods, depending on
the requirement, the proposed technique can be used to form the subset of features for
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improved prediction. The same framework can be tested using Hadoop framework
to minimize the comparison time.
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Gradient-Based Swarm Optimization
for ICA

Rasmikanta Pati, Vikas Kumar and Arun K. Pujari

Abstract Blind source separation (BSS) is one of the most interesting research
problems in signal processing. There are different methods for BSS such as princi-
pal component analysis (PCA), independent component analysis (ICA), and singular
value decomposition (SVD). ICA is a generative model of determining a linear trans-
formation of the observed random vector to another vector in which the transformed
components are statistically independent. Computationally, ICA is formulated as an
optimization problem of contrast function, and different algorithms for ICA differ
among themselves on the way the contrast function is modeled. Several optimization
techniques such as gradient descent and variants, fixed-point iterative methods are
employed to optimize the contrast function which is nonlinear, and hence, determin-
ing global optimizing point is most often impractical. In this paper, we propose a
novel gradient-based particle swarm optimization (PSO) method for ICA in which
the gradient information along with the traditional velocity in swarm search is com-
bined to optimize the contrast function. We show empirically that, in this process,
we achieve better BSS. The paper focuses on the extraction of one by one source
signal like deflation process.
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1 Introduction

The independent component analysis (ICA) is one of the most prominent methods of
data analysis and has been widely used in signal processing, pattern recognition, and
machine learning. In signal processing, ICA is essentially viewed as a computational
method for separating multivariate signals into additive components and has been
applied in many contexts. ICA is extensively used in pattern recognition and image
analysis mainly in applications like face recognition, object recognition, image filter-
ing, embedding in feature space. ICA is similar to PCA in many respect, but unlike
PCA, ICA attempts to determine which are independent. The inherent advantage of
ICA is its ability to recover source (or unobserved signal) from observed mixture.
ICA is also popularly known as a method of blind source separation (BSS). It is
called blind because we do not have information about the source signals or the mix-
ing method. For BSS, it is assumed that signals from source can be mixed linearly
or nonlinearly. ICA attempts to separate source by some simple assumptions of their
statistical properties. In ICA, data are represented by the random vector x and the
components as the random vector s. It is to determine a transformation that maps
observed data x into maximally independent components s for some measure of
independence. The transformation is usually assumed to be linear, and the measure
of independence can be a measure of non-Gaussianity.

Let us consider an observed M-dimensional discrete time signal where the nth
sample is denoted by the column vector x(n). The observed signal is the mixture of
unknown N -dimensional source vector s(n) given by

x(n) = As(n) (1)

where A is a linear mixing matrix. The input components are usually statistically
dependent due to the mixing process, whereas the sources are not. If one succeeds
in finding a matrix W that yields statistically independent output components y(n),
given by

y(n) = Wx(n) = W As(n) (2)

one can recover the original sources up to a permutation and constant scaling of the
sources. W is called the demixing matrix, and finding the matrix is referred to as
independent component analysis (ICA).

ICA computation involves determining the matrixW by a process of optimization
of a non-convex optimization, and thewidely adopted gradient descent algorithms [1]
usually converge to a local optimizing point and seldom find the global optimizing
point. As no global solution is guaranteed, most of ICA techniques exhibit random
behavior yielding different results for different initial conditions and initial values of
parameters. There are different approaches of estimatingW.Maximization algorithm
based on singular value decomposition (SVD) [2], gradient optimization of kurtosis
function [3], and iterative method [5] of approximating W . In this paper, we are
particularly examining the deflation-based source separation.



Gradient-Based Swarm Optimization for ICA 227

In this paper, a particle swarm optimization (PSO)-based ICA algorithm is pre-
sented to overcome the above problem. As an evolutionary computation technique
and general global optimization tool, PSO was first proposed by Kennedy and Eber-
hart [4] which simulates the simplified social life models. Since PSO has many
advantages over other heuristic techniques such as it can be easily implemented and
has a great capability of escaping local optimal solutions [5], PSO has been applied
successfully in many computer science and engineering problems. Another draw-
back of gradient-based methods [9, 14] is slow speed of convergence. PSO search
is preferred over gradient search when the nonlinear objective function is multi-
modal and there are a large number of local optimizing solutions. In such a situation,
gradient-based search gets stuck at a local optimizing point where as population
based technique search through a broader area ensuring t possibility of reaching
global optimizing solution. So an obvious question is whether one can combine
gradient information of search direction together with the velocity computed by
local/global best solution to enhance the search. Taking advantages of both gradient
search and population based search, we propose a method which blends gradient
search with PSO. We show empirically that by this process, we can have an efficient
method of ICA computation.

The rest of the paper is organized as follows. In Sect. 2, we briefly review the
cumulants, reference signal, contrast function. Section3 discusses the optimization
technique and iterative procedure for ICA. A brief introduction about particle swarm
optimization (PSO) is given in Sect. 4. Section5 describes our proposed methods
termed as PSOAS for ICA. Experimental analysis of the proposedmethod is reported
in Sect. 6. Finally, Sect. 7 concludes and indicates several issues for future work.

2 Cumulant-Based Contrast Optimization

A contrast function is any nonlinear function which is invariant to permutation and
scaling matrices and attains its minimum value in correspondence of the mutual
independence among the output components. Many contrast functions for ICA has
been proposed in the literature, mainly based on information theoretical principles
such as maximum likelihood, mutual information, marginal entropy, and negentropy,
as well as related non-Gaussianity measures. Among them, the kurtosis (normalized
fourth-order marginal cumulant) is arguably themost common statistics used in ICA,
even if skewness has also been proposed.

Statistical properties of the output dataset can be described by its moments or,
more conveniently, by its cumulants. Since the data have zero mean, the sample
cumulants up to order four can be written in the following way.
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C(y)
i = 0

C(y)
i j =< yi y j >

C(y)
i jk =< yi y j yk >

C(y)
i jkl =< yi y j yk yl > − < yi y j >< yk yl > − < yi yk >< y j yl > − < yi yl >< y j yk >

with < · > indicating the mean over all data points.
Cumulants of a given order form a tensor. The diagonal elements characterize

the distribution of single component and the fourth-order autocumulant, C (y)
i i i i is kur-

tosis of yi . The cross-cumulants characterize the statistical dependencies between
components. Thus, if and only if, all components are statistically independent, the
off-diagonal elements (or the cross-cumulants) vanish. ICA is equivalent to find-
ing an unmixing matrix W that diagonalizes the cumulant tensors of the output
data at least approximately. Though it is easy and trivial to achieve diagonaliza-
tion of first- and second-order cumulants, there is no obvious way of diagonalizing
higher-order cumulant tensors. The diagonalization of these tensors can only be done
approximately, and we need to define an optimization criterion for this approximate
diagonalization

The approximate diagonalization of the cumulant tensors of order three and order
four is achieved by minimizing an objective function which is the sum of the squared
third- and fourth-order off-diagonal elements. Since the sum of square of all ele-
ments of a cumulant tensor is preserved under any orthogonal transformation of the
underlying data, one can equivalently maximize the sum over the diagonal elements
instead ofminimizing the sum over the off-diagonal elements. This is a contrast func-
tion as defined in [6]. Thus, the process can be viewed as an optimization problem
with the following objective function.

J (y) = 1

μ

∑

α

(C (y)
ααα)

2,+1

τ

∑

α

(C (y)
αααα)

2, (3)

The objective function J is kurtosis [7, 8] and can be rewritten as a function
of an orthogonal matrix U which is to be determined through the optimization pro-
cess. Expressing the above criterion function in terms ofU is not straightforward, and
hence, another cumulant-based contrast function is defined as follows. This definition
uses cumulant of order four only. Recently, reference-based contrast functions are
proposed based on cross-statistics or cross-cumulants between the estimated outputs
and reference signals. Reference signals are nothing but artificially introduced signals
for facilitating the maximization of the contrast function. Due to the indirect involve-
ment of reference signals in the iterative optimization process, these reference-based
contrast functions have an appealing feature in common: The corresponding opti-
mization algorithms are quadratic with respect to the searched parameters.

Cz{y} � Cum{y, y, z, z}
= E{y2z2} − E{y2}E{z2} − 2E2{yz} (4)
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where E{·}, denotes the expectation value and z is the reference signal. We con-
sider another(reference) separation matrix V and z(n) = V x(n). We now define the
contrast function explicitly in terms of W and V as follows.

I (W, V ) =
∣∣∣∣

Cz{y}
E{(y)2}E{(z)2}

∣∣∣∣
2

(5)

where y(n) = Wx(n) and z(n) = V x(n).

3 Optimization Method

There have been a umpteen number of proposals to optimize the contrast function
defined previously. In order to avoid an exhaustive search in the whole space of
orthogonal matrices, a gradient ascent on J (U ) is normally used. The gradient of a
function is the vector of its partial derivatives. It gives a direction of the maximum
increase in the function leading to an update rule for U that looks like

U (k + 1) ← U (k) + λ(k)∇ J |U (k) (6)

where ∇ J |U (k) denotes either the natural, or relative gradient of J with respect toU ,
evaluated at U = U (k).

Gradient ascent and its variants start with a random seed point and move from
one point to another in the gradient direction. The performance of all gradient-based
approach depends on a factor such as step size λ and initial seed point U (0). The
rate of convergence highly depends on the selection of step size, and an improper
step size may lead to the poor performance and stability of the algorithm.

Use of a gradient-based maximization supposes that the algorithm will not be
trapped in a spurious maximum, leading to U ∗, that does not correspond to a satis-
factory solution for the BSS problem (still mixing). Various authors such as [9, 10]
have noted that the usual ICA contrast functions may have such spurious maxima
if several source distributions are multimodal. For instance, Cardoso in [11] shows
this phenomenon for the likelihood-based contrast function. More recently, Vrins
et al. [12] have given an intuitive justification regarding the existence of spurious
maxima when the opposite of the output marginal entropies is used for the contrast
function.

A simple gradient search algorithm for the maximization of kurtosis-based con-
trast J is given in Algorithm 1. It is shown in [3] that Algorithm 1 may diverge
unacceptably leading to a numerical overflow if a great number of iterations are
required by the algorithm.
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Algorithm 1:
input : x(n): Observed signal
output: v: Separation vector

Initialize randomly U0
for k = 0, 1, . . . , kmax − 1 do

dk = ∇ I (Uk ,Uk)

αk = argmax
α

I (Uk + αdk ,Uk)

Uk+1 ← Uk + αkdk
end

The separating property is not affected by a scaling factor, because of unavoid-
able scaling ambiguity in BSS [3]. It is common in BSS to impose the unit-power
constraint E{|y(n)|2} = 1. It is known that the unit-power constraint is equivalent
to a unit-norm constrain on the separating vector v. A modified algorithm to avoid
the drawback of Algorithm 1 is proposed in [3] by normalization of the separating
vector v after every gradient iteration update. The points found after renormalizing
the above algorithm belong to unit sphere. The main flow of the modified algorithm
can be found in Algorithm 2. We use this method in our comparative studies in the
later section.

The output obtained after the maximization process should be closer to the source
signal rather than the reference one. With this aim, a modification is proposed in [9]
where the reference vector is updated after each iteration by the output signal com-
puted in the previous iteration.

Algorithm 2:
input : x(n): Observed signal
output: v: Separation vector

Initialize U0 .
for k = 0, 1, . . . , kmax − 1 do

dk = ∇1 I (Uk ,Uk)

αk = argmax
α

I (Uk + αdk ,Uk)

Ũk+1 ← Uk + αkdk

Ũk+1 ← Ũk+1

(E{|{Ũk+1}x(n)|2})
1
2

Uk+1 ← Ũk+1
end
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4 Particle Swarm Optimization

Particle swarm optimization (PSO) is a well-known population-based search. The
PSO algorithm works by simultaneously maintaining several candidate solutions in
the search space to find the global optimum, where themovement is influenced by the
social component and the cognitive component of the particle. Themost characteristic
feature of PSO and its variants is that the search trajectory is influenced by the best
solutions (local best and global best) obtained so far in the search to determine the
next solution. Each individual particle has a velocity vector vi , a position vector xi ,
personal best pbi that the particle encountered so far and neighborhoodbest lbi means
the best position that all particles have encountered so far among the neighborhood
Ni of particle i . The position and velocity of each particle are updated as follows.

vt+1
i = vti + c1r1(pb

t
i − xti ) + c2r2(lb

t
i − xti )

xt+1
i = xti + vt+1

i

where c1, c2 are acceleration coefficient and r1, r2 ∈ [0, 1] are uniformly distributed
random numbers.

PSO is particularly attractive for its ability to yield global optimizing point with
the fast converging rate. However, it does not use the gradient information which is
very crucial for optimization.

5 PSOAS: The Proposed Method

In this section, we discuss the method of blending swarm search with gradient-
based optimization for ICA. Unlike PSO, in the proposed algorithms, the velocity
component of the particle is updated in every iteration with gradient direction along
with the social influence. The search direction of the particle is a combination of
gradient direction and the direction of global best. There have been some earlier
proposals which use PSO to solve the ICA problem [6, 13, 14]. In the literature,
many variants of gradient-based PSO exist [15–17]. Some researchers has combined
a gradient factor with search direction computed by personal best and global best
whereas in [18] terminates gradient search is initiated after termination of PSO.

Algorithm 3 describe the detail procedure related to applicability of PSO on
Algorithm 1.
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Algorithm 3: Gradient-based PSO
input : x(n): Observed signal, S: Swarm size and δ: Trade-off parameter
output: Ubest : Separation vector

Initialize U0 and the corresponding reference signal z p0 (n) = U p
0 x(n), ∀1 ≤ p ≤ S.

for k = 0, 1, . . . , kmax − 1 do
Ip = I (U p

k ,U
p
k ),∀1 ≤ p ≤ S

best = argmax
p

Ip

d p
k = ∇ I (U p

k ,U
p
k )

αp = argmax
α

I (U p
k + αd p

k ,U
p
k )

Ũ p
k+1 ← U p

k + αp(δd p
k + (1 − δ)(Ubest −U p

k ))

Ũ p
k+1 ← Ũ p

k+1

(E{|Ũ p
k+1x(n)|2})

1
2

U p
k+1 ← Ũ p

k+1
end

WemodifyAlgorithm3with iterative updates to get another alternative,Algorithm
4 as follows.

Algorithm 4: Gradient-based PSO with Fixed-point update
input : x(n): Observed signal, S: Swarm size and δ: Trade-off parameter
output: Ubest : Separation vector

Initialize U0 and the corresponding reference signal z p0 (n) = U p
0 x(n), ∀1 ≤ p ≤ S.

for k = 0, 1, . . . , kmax − 1 do
Ũ p
0 = U p

k , ∀1 ≤ p ≤ S
for l = 0, 1, . . . , lmax − 1 do

Ip = I (Ũ p
l ,U

p
k ),∀1 ≤ p ≤ S

best = argmax
p

Ip

d̃ p
l = ∇1 I (Ũ

p
l ,U

p
k )

α̃p = argmax
α

I (Ũ p
l + αd̃ p

k ,U
p
k )

Ũ p
l+1 ← Ũ p

l + αp(δd̃ p
l + (1 − δ)(Ubest − Ũ p

l ))

Ũ p
l+1 ← Ũ p

l+1

(E{|{Ũ p
l+1}x(n)|2})

1
2

end
U p
k+1 ← Ũ p

lmax

end

6 Simulation

This section discusses the experimental setup and reports the results. We con-
ducted experiments on a variety of synthetic datasets. Complex-valued, independent,
and identically distributed (i.i.d) QAM4 has been generated taking their values in
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Table 1 Experimental results of each comparing algorithm in terms of average and median MSE

Parameters Number of samples

500 1000 5000 10000

kmax lmax PSOAS GAS PSOAS GAS PSOAS GA PSOAS GAS

Average MSE 1000 1 0.0066 0.0114 0.0007 0.0047 0.0003 0.0039 0.0003 0.0043

200 5 0.0005 0.0046 0.0316 0.0214 0.0007 0.0038 0.0007 0.0049

100 10 0.0161 0.0098 0.0006 0.0049 0.0008 0.0044 0.0005 0.0034

50 20 0.0010 0.0050 0.0236 0.0301 0.0005 0.0049 0.0007 0.0048

25 40 0.0171 0.0109 0.0006 0.0065 0.0004 0.0035 0.0005 0.0047

10 100 0.0010 0.0035 0.0342 0.0407 0.0004 0.0045 0.0005 0.0040

8 125 0.0271 0.0099 0.0005 0.0061 0.0007 0.0051 0.0004 0.0043

5 200 0.0007 0.0038 0.2894 0.3538 0.0004 0.0053 0.0004 0.0045

Median MSE 1000 1 0.0001 0.0009 0.0001 0.0005 0.0000 0.0006 0.0000 0.0006

200 5 0.0000 0.0008 0.0002 0.0010 0.0000 0.0006 0.0000 0.0007

100 10 0.0002 0.0009 0.0001 0.0007 0.0000 0.0005 0.0000 0.0005

50 20 0.0001 0.0007 0.0002 0.0012 0.0000 0.0006 0.0000 0.0006

25 40 0.0002 0.0006 0.0001 0.0008 0.0000 0.0005 0.0000 0.0006

10 100 0.0001 0.0004 0.0003 0.0018 0.0000 0.0006 0.0000 0.0006

8 125 0.0002 0.0006 0.0001 0.0010 0.0000 0.0007 0.0000 0.0006

5 200 0.0001 0.0006 0.1834 0.2570 0.0000 0.0006 0.0000 0.0006

{eiπ/4, e−iπ/4, e+i3π/4, e−i3π/4} with equal probability 1
4 . For a different number of

sample, a set of N = 3 mutually independent and temporally i.i.d source has been
generated. They have been mixed by a QL finite impulse response (FIR) filter with
randomly driven coefficients of length 3 and with Q = 4 sensors. The separating
FIR separator has been searched with length D = N (L − 1) = 6.

To measure the performance of different algorithms, we have employed mean
squared error (MSE) as an evaluation metric popularly used in blind source separa-
tion [3].We report the equalization performance of the proposed method by taking
the average and median values of MSE of 1000 trials. We compare our proposed
methods with two well-known algorithms: Algorithm 1 and Algorithm 2 [3] with
our Algorithm 3 and Algorithm 4, respectively.

Table1 gives the comparative analysis of proposed method against state-of-the-
art algorithms on different datasets. The best results among all comparing algorithm
are highlighted in boldface. The row corresponding to value of kmax = 1000 and
lmax = 1 reports the results provided by Algorithm 1 [3] and Algorithm 3 proposed
in the present work. The remaining rows show the results provided by Algorithm
2 [3] and Algorithm 4 proposed in the present work. It can be seen from the Table1
that the proposed method achieves better performance consistently than other com-
paring algorithms in terms of each evaluation metric. The following tables denote the
algorithms, Algorithm 1 andAlgorithm 2 of [3], as general algorithms (GAS) and our
proposed algorithms, Algorithm 3 and Algorithm 4, as PSO algorithms (PSOAS).



234 R. Pati et al.

7 Conclusion

In this paper, two new algorithms have been developed with PSO-based search for
the purpose of maximizing the kurtosis contrast function. Particularly, Algorithm
4 allows two parameters to improve performance for practical purpose. The work
also opens for future works with respect to genetic algorithm and source separation
of complex-valued signals based on nonlinear autocorrelation. One can use genetic
algorithm to see its practical purpose. As well as PSO may use in the scenario of
nonlinear autocorrelation.
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Empirical Evaluation of Inference
Technique for Topic Models

Pooja Kherwa and Poonam Bansal

Abstract Topic modelling is a technique to infer themes and topic from a large col-
lection of documents. Latent Dirichlet allocation is the most widely technique used
in topic modelling literature. It is a model generative in nature with multinomial
distribution to produce document, and then, again LDA is used as reverse process
by estimating parameters to deduce topic and themes from unstructured documents.
In topic modelling, many approximate posterior inference algorithms exist, and the
most dominating inference techniques in LDA (latent Dirichlet allocation) are vari-
ational expectation maximization (VEM) and Gibbs sampling. In this paper, we are
evaluating the performance of VEM and Gibbs sampling techniques on an Associ-
ated Press data set and Accepted Papers data set by fitting the topic model using
latent Dirichlet allocation. In this experiment, we consider perplexity and entropy as
significant metrics for the performance evaluation of topic models. In this, we found
that for large data set like Associated Press data set with 2000 documents, varia-
tional inference is good inference technique and for small data set like Accepted
Papers Gibbs sampling is the best choice for inference. Another advantage of Gibbs
sampling is that it runs Markov chain and avoids getting trapped in local minima.
Variational inference provides fast and deterministic solutions.
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1 Introduction

From last one and half decades, research work using topic model with latent Dirich-
let allocation (LDA) is very popular in machine learning and natural language pro-
cessing community for handling huge amount of unstructured data and annotating
theses data with themes and topic. Topic model captures meaningful co-occurrence
of words and can reveal the underlying hidden semantic structure of corpus. They can
be used to facilitate efficient browsing of a collection as well as large-scale analysis
of text [1].

Topic models are different from other natural language processing approaches
because they are based on the theory that every document contains amixture of topics
[2]. For example, a news article about a natural disaster may include topics about
causes of such disasters, relief aid efforts and the damage/death toll. Probabilistic
latent semantic [3] is the first mixed membership-based language model; under this
model, the probability of appearance of the ‘ith’ word in a document is:

P(wi |d) �
∑

z∈Z
P(wi |z)P(z|d) (1)

One of the main drawbacks of PLSI is that it is not feasible to label unseen
documents. This issue is resolved by latent Dirichlet allocation (LDA) [1]. In LDA,
documents exhibit multiple topics and topic distribution also differs over documents.
A major problem in using topic models and developing new models is the computa-
tional cost of calculating the posterior distribution. Therefore, a large body of work
has considered approximate inference methods; the most popular methods are vari-
ational methods, specifically mean field methods, automatic differential variational
inference [4] and Gibbs sampling based on Markov chain Monte Carlo.

In this paper, we are trying to analyse the performance of both approximate infer-
ence algorithms for topic modelling. The paper is organized as follows. In Sect. 2,
we summarized the relevant previous work and give a detailed description of latent
Dirichlet generative process of documents. In Sect. 3, various inference algorithm
available with latent Dirichlet allocation is discussed. In Sect. 4, experimental set-up
for evaluating the performance of inference on data set is described with evaluation
measures. In Sect. 5, results and evaluation of inference algorithms are presented.
Finally, the paper is concluded with future work in Sect. 6.

2 Background

To explore and browse modern digital libraries and World Wide Web, we need to
develop necessary tools and automated methods. Topic models are such probabilistic
models for exploring and revealing the semantic structure of document collection
based on hierarchical Bayesian analysis [5]. The original text-motivated topic model
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is given by Hofmann [3] who describes its mixed membership likelihood as a proba-
bility model for the latent semantic indexing [6]. LDA was developed in 2002/2003
in collaboration with Blei and Lafferty [1], and the term LDA has since become
nearly synonymous with topic modelling in general [5]. In last two decades, LDA
has given enough contribution in various fields of language technology and search
technology for managing unstructured data. Popular contribution includes hierarchi-
cal formulation to know an unknown number of topics in LDA, topics that change
over time [7] and correlated topic model [8].

Topic modeling has a wide range of applications in various fields such as text
mining [9], image retrieval [10], social network analysis [11] and bioinformatics
analysis [12, 13].

The computational cost of computing the posterior distribution is the major prob-
lem of topic modelling. Therefore, a large body of work has considered approximate
inference methods, the most popular methods being variational methods, specifically
mean field methods, and Markov chain Monte Carlo, particularly methods based on
collapsed Gibbs sampling.

For decades, the dominant paradigm for approximate inference has been MCMC
[14, 15]. MCMC sampling has evolved into an indispensable tool to the modern
Bayesian statistician. Landmark developments include theMetropolis-Hastings algo-
rithm [16, 17], the Gibbs sampler, [18] and its application to Bayesian statistics [14].
Neural network-based inference method has also a significant contribution in topic
modelling literature [19–22].

Variational inference portrays Bayesian inference as an optimization problem.
The advantage of variational inference is maximizing an explicit objective and being
faster in most cases. Other work on variational inference includes mean field vari-
ational inference [5], collapsed variational inference [23], automatic differentiation
variational inference [4] and expectation propagation [1].

Both the inference techniques have a wide variety of applications in the various
fields of natural language processing.

3 Latent Dirichlet Allocations

LatentDirichlet allocation is an attempt to infer semanticmeaning fromvocabulary of
documents. LDA is based on generative process ofmultinomial distribution. It means
distribution over distribution. Every corpus is a collection ofmultiple documents, and
each document consists of multiple words. Each document has its own vocabulary.
These documents andwords are observed variables, and topic or themes of document
are hidden variables. It is a complete unsupervised approach.

LDA is a probabilistic generative model with three-level structures as word, topic
and document. In LDA, documents are distribution over topics and each topic is a
distribution over words.
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Fig. 1 Dirichlet plate notation [5]

In this generative model, a word w is an element of dictionary {1, …, v}, a
document is represented with the sequence of N words and each word (W1, …,WN),
Wn m{1, …, v}. A corpus D is a collection of M documents.

Given an appropriate number of topics K, the generative process for a document
d is as follows [5] (Fig. 1):

1. Sample a K-vector θd from the Dirichlet distribution p(θ|α), where θd is the topic
mixture proportion of document d.

2. For i�1… Nd, sample word wi in the d from the document special multinomial
distribution p(wn|θd, β),whereα is aK-vector ofDirichlet parameter, and p(θ |α)
is given as follows:

p(θ |α ) =

� (
k∑

i�1
α ι)

k∏
� ( α ι)
i�1

θ
α i−1
1 . . . θ

α k−1
1 (2)

Here, β is a K * V matrix of word probability, where βij = p(wj=1|zi=1), i�0, 1,
… ,K; j�0, 1, …V.

Topics generated byLDAare independent because they are generated fromDirich-
let distribution. LDA contains two Dirichlet random variables: the topic proportions
θ are distributions over topic indices {1, …, k}; the topic β are distributions over
vocabulary.

Topic Distribution: LDA uses Dirichlet distribution to generate multinomial distri-
bution over topics. A Dirichlet distribution is a distribution over distribution; that is,
instead of a single value, it provides a whole distribution for each sample drawn. The
α parameter influences the shape of this distribution.

Term Distribution: The β parameter influences the shape of this distribution. This
parameter will work in the same way as α did in topic distribution.
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3.1 Calculating Posterior Distribution

This is the reverse process of LDA generative process for finding the hidden variables
from observed variables. In this from a set of D documents and the observed words
within each document, we want to infer the posterior distribution.

P(�θ1 : D, z1 : D, 1 : N , �β1 : K |w1 : D, 1 : N , α, η) =
P(�θ1 : D, �z1 : D, �β1 : k| �w1 : D, α, η)

∫�β1 : k∫�θ1 : D
∑ �ZP(�θ1 :D, �z1 : D, �β1 : κ| �w1 : D, α, η)

(3)

These are most widely used inference techniques for solving this Bayesian infer-
ence.

1. Variational inference
2. Gibbs sampling (Markov chain Monte Carlo).

Variational Inference: Variational approximation can be very useful for Bayesian
inference where intractable calculus problem occurs. Variational inference approx-
imate is an intractable posterior distribution over hidden variables, such as Eq. (3).
Theses hidden parameters are then approximated as close as possible to the true pos-
terior. Variational inference has the advantage of maximizing an explicit objective
and being faster in most cases.

Gibbs Sampling: The Gibbs sampler is type of Markov chain Monte Carlo distri-
butions [18]. Let Zi� (xi, yi) be a Markov chain, and the Gibbs sampler is used to
generate specificmultivariate distribution.Markov chainMonte Carlo has the advan-
tage of being independent of modelling assumptions and good for small sample size.

4 Experimental Set-up

In this paper, we worked on Associated Press data set and Accepted Papers data set.
Topic modelling using Associated Press data set is also done by inventor of topic
modelling David M Blei in 2003. Associated Press data set is from the First Text
Retrieval Conference (TREC-1) 1992. It is also part of ‘topicmodel’ package in R
software. It consists of 2246 documents, and the vocabulary was already selected
to contain only words which occur in more than 5 documents. So in total we have
a document term matrix of 2046 documents and 10476 terms. Another Accepted
Papers data set (http://archive.ics.uci.edu/ml/datasets/AAAI+2014) comprises the
papers submitted to the AAAI 2013 main track. For each paper, we have the abstract,
title and one or more high-level keywords selected by the authors during submission
from a fixed list.

http://archive.ics.uci.edu/ml/datasets/AAAI2b2014
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In the following, we fit an LDA model with topics using (1) VEM with estimated
α, (2) VEM with fixed α and (3) Gibbs sampling with a burn-in of 1000 iterations.

4.1 Selecting Optimal No. of Topics

Case 1: In this experiment, we fix the number of topics as 40 for both the data sets.
Case 2: In this, we have taken different range of topics for both data sets as per their
sizes; for example, in Associated Press data set, we take 30–70 and for Accepted
Papers data set we have taken 10–30.

4.2 Evaluation of Three Estimated Models on Different Data
Sets

For comparing the performance of fitted model, we use different evaluation mecha-
nisms.

4.2.1 Entropy Measure

Entropy calculates the topic distribution in the document, low value indicates that
distribution of topic in document is not even, and high value of entropy indicates that
the topic distributions are more evenly spread over the topics. So entropy should be
high for a good fitted model.

4.2.2 Perplexity on Held-Out Data Set

Perplexity is the measurement of how efficiently a probability model predicts a
sample. In other words, perplexity is the inverse of geometric mean of per-word
likelihood. A lower value of perplexity is considered optimal for a fitted model. The
most common way to evaluate the probabilistic model is log-likelihood of a held-out
test set. In this data set, it is divided into two parts: training set with 75% of data
and test set with remaining 25% of data. Then, log-likelihood of the fitted model is
calculated on held-out data set, i.e. test set. The higher value of log-likelihood is best
for good model. Perplexity is reverse of log-likelihood measure, and low score of
perplexity is desired for a best model on held-out data set.
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Table 1 Entropy values for three LDA models

Model Entropy values
(accepted papers)

Entropy values
(associated press)

No. of topics

VEM with estimated
alpha (α)

2.302 0.7467564 40

VEM with fixed alpha
(α)

2.3022 2.5653961 40

Gibbs sampler 2.2964 2.8545954 40

5 Result & Evaluations

5.1 Results Case 1

There are Associated Press data set and Accepted Papers data set with K�40.
In first model, we estimated by default parameter defined in ‘topicmodel’ package

in R software and the starting value of α�50/k, where k is no. of topics. In second
model, α is held at fixed at the initial value. In third model, we use Gibbs sampling
technique for posterior distribution approximation. The entropy value of all three
models for both data sets is provided in Table 1.

As per evaluation measure described for entropy metrics, in this experiment for
large data set with approx 2000 documents, variational expectation maximization
with both the variants of α (estimated and fixed) has highest entropy. So variational
inference is best in this experiment. For small data set, Accepted Papers has only 300
documents, so in this data set Gibbs sampling inference topic model has the highest
value of entropy revealing the highest performance.

Perplexity is the probability of the test data set, normalized by the number of
words. In this experiment, we calculated perplexity for all three topic models for
both training and test data sets. The results with perplexity values are shown in
Table 2. For estimated alpha variational inference, perplexity value for test data
set is lower than for training data set for both the data sets. Fixed alpha variation
model has low perplexity for held-out data set in both the data sets. So results are
considered nice. But when we compare perplexity value range in both the fitted topic
models, variational inference with fixed alpha (α) will be considered as bad one
with high range of perplexity. So fixed alpha model is not considered as good fitted
topic model. In Gibbs sampling model, perplexity values are much lower than in
both variational inference models for Accepted Papers data set. For Associated Press
data set, variational inference with estimated alpha model has the lowest perplexity.
So in the whole experiment it can be concluded that for large data set, variational
inference-based inference technique is best for topic modelling and for small data
set Gibbs sampling inference can be used as optimal inference technique in topic
modelling.
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Table 2 Perplexity of three LDA models on training and test data sets

Accepted papers data set Associated press data set

Model Perplexity
(training data
set)

Perplexity
(test data set)

Perplexity
(training data
set)

Perplexity
(test data set)

No. of topics

VEM with
estimated
alpha (α)

285.2289 278.1307 1622.632 1603.135 40

VEM with
fixed alpha (α)

304.0014 296.4071 2264.034 2219.028 40

Gibbs sampler 260.3376 255.0464 1959.146 1948.904 40

Table 3 Perplexity values for associated press data set with K�30–70

Number of topics (K) VEM with estimated
alpha

VEM with fixed alpha Gibbs sampling

30 1439.992 2088.584 2035.411

40 1267.037 1905.874 1918.329

50 1145.913 1788.225 1857.26

60 1049.869 1662.256 1802.07

70 969.0979 1558.179 1776.043

Table 4 Perplexity values for accepted papers data set with K�10–30

Number of topics (K) VEM with estimated
alpha

VEM with fixed alpha Gibbs sampling

10 249.76 268.49 234.56

15 191.32 282.64 240

20 148.356 297.948 238.3

25 170.54 314.57 242.33

30 173.413 332.49 244.94

5.2 Result Case 2

Associated Press data set with K�30–70 and Accepted Papers data set with K�
10–30 are taken (Tables 3 and 4).

(a): In this experiment, for Associated Press data set, VEM with estimated alpha is
the best model having lowest values of perplexities for different number of topics
on test data set. Also able to find optimal number of topics for fitting best model at
around 70, where all three fitted topic model has lowest perplexity.

(b): For Accepted Press data set, in which we experiment with topic ranges from
10–30, VEMwith estimated alpha is the best model having lowest perplexity on test
data set. Also it is able to find optimal no. of topics for fitting best model, i.e. 10–20.
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So any number between 10 and 20 can be taken as optimal number of topics for best
fit model.

6 Conclusion and Future Work

In this study, we use two inference methods: variational expectation maximization
(VEM) and Gibbs sampling. Gibbs sampling is a type of Markov chain Monte Carlo
(MCMC) inference technique and typically used for inference in LDA. But selecting
optimal number of topics is a big problem in topic modelling literature. In this
experiment, we select a range for different number of topics for both the data sets.
In this experiment, through perplexity measure we are able to find the best model
with optimal no. of topics. The best model is the model with the lowest perplexity.
So in this, we find that in all the three inference techniques variational inference with
estimated alpha is the best model with the lowest perplexity for both training and
test data sets in Associated Press data set and in Accepted Press data set. So it means
for smaller data set like Accepted Papers with 300 instances, the optimal no. of topic
is 10–20 and Gibbs sampling is the best inference technique for theses data sets. As
the number of topics increases, perplexity values also increase and the performance
of topic models starts decreasing. So in this experiment, we can conclude that with
fixed topic numbers, as well as different range of topics for larger data set like
Associated Press variational inference with estimated alpha gives the best solution
model. And for smaller data set, Gibbs sampling gives the best performance with
optimal number of topics, and as the number of topics increases for smaller data
set, the performance degrades accordingly. So in totality, variational inference can
optimize Bayesian computation and provide fast solution for massive data. Gibbs
sampling has the advantage: a distribution free method and being so good for small
sample size. So in future we are planning to find a heuristic approach to select the
best optimal value for number of topics in latent Dirichlet allocation.
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Action Recognition Framework Based
on Normalized Local Binary Pattern

Shivam Singhal and Vikas Tripathi

Abstract Human action recognition in computer vision has become dexterous in
detecting the abnormal activities to fortify safe events. This paper presents an effi-
cient action recognition algorithm which is based on local binary pattern (LBP). The
implementation of this approach can be used for action recognition in small premises
such as ATM rooms by focusing on the LBP feature extraction via spatiotemporal
relations. We also focus on decreasing the descriptor values by normalizing com-
puted histogrambins. The results throughATMdataset demonstrate the enhancement
in action recognition problem under different extensions. The normalized features
obtained are classified using random forest classifier. In our study, it is shown that
normalized version of LBP surpasses the conventional LBP descriptor with an aver-
age accuracy of 83%.

Keywords Motion detection · Action recognition · Local binary pattern (LBP)
Feature extraction · Texture features · Optical flow

1 Introduction

Action recognition algorithms are currently engaged in many computer vision appli-
cations. Video-based surveillance system robustly addresses motion detection and
action recognition from image sequences.Advancements in video-based surveillance
have offered a better technology to review moving object detection. Motion pattern
detection and extraction present theoretical and practical advances in the area of
video processing for advanced surveillance. Vision-based activity recognition [1] is
a challenging problem to understand the behavior of moving objects through videos.
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In this paper, there are several algorithms that have attempted to build activity mod-
els such as Kalman filtering, hidden Markov models, Gaussian mixture models and
the conditional random field. The proposed algorithms are pixel dependent to build
the model. Motion analysis is applicable in recognizing an object activity using
object motion trajectory. Motion analysis algorithms could be based on extracting
activity from intensity of each pixel resulting in the motion flow. Hence, the motion
sequence focuses on detecting regions with activity. The motion trajectory images
temporally identify general model of movement by using the intensity of pixels.
Motion energy image (MEI) describes the motion shape and spatial distribution of a
motion, andmotion history image (MHI) describes spatiotemporal distribution in the
image sequences [2]. Motion detection extracts meaningful information which could
be low-level quantitative features such as color histograms aswell as high-level infor-
mation, i.e., local feature descriptors around interest points. These feature descriptors
are one of the key factors in describing visual content. Feature representation can
be interest point-based representation [3] or appearance-based representation [4, 5].
The general descriptor extracts local feature descriptors around interest points and in
interest points and is used in many different recognition problems. The features were
extracted using this motion information, and to encode it in quantitative values, sev-
eral authors have proposed effective descriptors like scale-invariant feature transform
(SIFT), histograms of oriented gradients (HOGs), speed-up robust features (SURF),
histograms of oriented flow (HOF), maximally stable extremal regions (MSERs) [6],
local binary pattern (LBP) [7]. In SIFT [8, 9], various scales of an image are analyzed
to extract features which compute descriptor values. SIFT descriptors are computed
by using input as a keypoint frame, i.e., descriptor center. The points that are detected
are called STIPs (spatiotemporal interest points) [10]. SURF [11, 12] approximates
Laplacian of Gaussian with box filter and is calculated by applying integral images.
SURF with the help of this integral image calculates feature descriptor based on the
sum of the Haar wavelet response around the interest point. HOG [13] technique
calculates the histogram of gradients and computes interest points. HOF provides
information about pattern of relative motion between image sequences using optical
flow [14, 15]. Maximally stable extremal regions (MSERs) are a blob detection fea-
ture descriptor. Matas et al. [6] proposed this descriptor for tracking colored objects
and matched interest points [3] between images. LBP is a texture feature descriptor
that computes histogram based on binary value and other local features. Accordingly,
many researchers have proposed efficient texture descriptors focusing on orientation,
histogram, optical flow and other factors to work out on analysis problems. In the sig-
nificance of texture analysis and action recognition, local binary pattern (LBP)-based
features have been introduced as an elementary technique.

We present an extended approach of rotation invariant texture operator based on
local binary patterns. Local binary pattern (LBP) [16, 17] was introduced as a simple
texture descriptor [16] based on the algorithm of using a pixel’s relationship with its
neighborhood region. Ojala et al. [7] proposed the local binary pattern (LBP) method
for rotation invariant texture classification. LBP [18] is defined as a grayscale tex-
ture descriptor [19], which deals with the sign of the neighboring pixels. Various
approaches have been described to propose texture-based algorithms. LBP was orig-
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inally described to compute histograms, extracted from thresholding neighborhood
region. The local binary pattern [20] histograms are based on a uniformly fixed set
of rotation invariant patterns [19, 21]. Some other approaches have been applied by
several authors to extend original LBP. Like Zhao and Pietikäinen introduced volume
LBP (VLBP) [22], this extended the approach to spatiotemporal data. Huang et al.
[23] introduced an extension in the LBP approach with 3D LBP. Fehr et al. [24]
approached the spherical harmonic transform for full 3D volume texture analysis
to compute LBP. Most approaches to recognize texture have inspired a collection
of extended studies, which generally integrate invariance with respect to grayscale
spatial properties. The proposed feature is an extension of the LBP texture descrip-
tor and its performance confirms the efficiency of the LBP-based approaches. In
this paper, we attempt an extended method of the binary patterns by focusing on
the feature extraction via spatiotemporal relations. We also focus on decreasing the
descriptor values by normalizing computed histogram bins. LBP is a generalized tex-
ture descriptor to illustrate local image pattern and, our proposed work has achieved
notable classification results.

We have analyzed four categories of human actions which are classified as single,
single abnormal, multiple and multiple abnormal. This paper is further divided into
three sections: Sect. 2 describes the proposed framework; Sect. 3 describes results
and analysis; and Sect. 4 concludes the paper.

2 Methodology

The proposed method makes use of computer vision-based framework to recognize
various activities in given video. Figure 1 represents the working of our proposed
framework. It represents that this method consists of the camera feed in the form of
video. The extracted frame from this video feed is further used to extract temporal
information using optical flow. LBP and extended LBP descriptors individually are
then used to compute histogram bins and further normalized to obtain features. These
features computed are then classified using random forest classifier. Algorithm 1
represents the analytical representation of our proposed framework.

Fig. 1 Framework for the proposed method
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2.1 Feature Descriptor

To extract relevant information from given sequence of images, we have used LBP as
a feature descriptor. Enhancement in LBP is performed by applying L2 normalization
in descriptor calculation.

Algorithm 1: Proposed LBP Method
Input: Video with Resolution: 320 × 240

1. Initialize x�0
2. While x< frames do
3. Initialize y�0
4. While y<n
5. y�y+1
6. Compute Optical Flow between I(x, y)
7. Compute LBP on Optical Flow Image
8. Normalize computed LBP features
9. x�x+1

1. Initialize x
2. Frames�Number of Frames
3. Initialize y
4. n�buffer size
5. Increment y
6. Optical Flow b/w frames
7. Compute LBP descriptors
8. Compute normalized features
9. Increment x

Equation (1) represents formula for LBP descriptor generation at the center pixel
(xcp, ycp). LBP notation is given by (N, r) to designate the neighborhood of radius
‘r’ and the use of ‘N’ points involved in the neighborhood.

LBPN,r
(
xcp, ycp

) �
N−1∑

n�0

f(mn−mc)2
N (1)

where mn is magnitude of neighbor pixel around the center pixel, mc, and Eq. (2)
defines f(x).

f(x) =

{
1 if x ≥ 0

0 oterwise
(2)

The rotation invariant LBP operator LBPRIN,r is given by Eq. (3)

LBPRIN,r
(
xcp, ycp

) � min {RS(
LBPN,r

(
xcp, ycp

)
, q

)|q ∈ [0,N − 1]} (3)

where RS performs a circular right-shift operation of the bit sequence.
For a complex vector ‘z’, Eq. (4), the normalized form is given by Eq (5)

z � (z1, z2, z3, z4 . . . zn) (4)

|z| �
√∑n

i�1
|zi |2 (5)
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3 Result and Accuracy

The framework has been trained and tested usingMATLABon computer having Intel
i3, 2.0 GHz processor with an 8 GB RAM on the videos for computing our extended
LBP descriptors. To classify the actions, we used Weka as the classification tool.
The videos for the proposed methodology have the resolution of 320 × 240, which
are recorded in an indoor environment; these are ATM surveillance videos. The
dataset [25] provided by these ATM surveillance videos are classes classified under
the following four classes: (i) single: when a single person is in the video frame
performing normal activities; (ii) multiple: when multiple people are in the video
frame and performing normal activities; (iii) single abnormal: when a single person
is in the video performing abnormal activity; (iv) multiple abnormal: when multiple
people are in the video performing abnormal activity over the 39 videos (9 single, 10
single abnormal, 12 multiple and 8 multiple abnormal). We have made our dataset
of frame resolution 320 × 240 for training and testing purposes. The framework is
trained using these videos for extracting features from the motion images. Testing
is done on different videos from the one used for training. The algorithm has been
tested for multiple frames provided by the LBP descriptor.

In our proposed framework, we have used ATM video feed as input. Then, step-
by-step frames are extracted to calculate temporal data from these inputs. First, we
define a buffer size to calculate temporal information, i.e., optical flow between the
extracted frame and a reference frame one at a time. This is followed by the original
LBP approach on this analyzed optical flow image, and result is computed accord-
ingly. To enhance this temporal information, we fused the computed LBP descriptors
with additional spatial data which is computed from the LBP method on the refer-
ence frame. Table 1 shows the statistics of temporal framework based on optical
flow and spatiotemporal framework. It shows that fused spatiotemporal information
generates higher accuracy as compared to only temporal method. Furthermore, we
used spatial relations in the original LBP and encountered that when LBP descrip-
tors are computed by dividing the extracted frame into cells, the result showed some
variations. These changes are actually the outcome of descriptor values computed
which changes according to the preferred CELLSIZE. Table 2 clearly illustrates that
when we use various values of CELLSIZE the produced accuracies vary. Further in
our study we enhanced this result by normalizing the descriptor to 58 values.

Table 1 Accuracy of LBP descriptor in percentage (%)

Number of frames (buffer size) Optical flow (temporal data)
(%)

Fusion of optical flow with
reference frame
(spatiotemporal) (%)

5 66.5 80.8333

10 64.1667 82.3333

15 62.6667 84.6667
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Table 2 LBP spatial results (in percentage %)

CELLSIZE Original LBP
descriptor values

Original spatial
accuracy(%)

Proposed LBP
descriptor values

Proposed spatial
accuracy (%)

64 × 64 58 81.5 58 81.5

32 × 32 232 82.6667 58 78.5

16 × 16 928 72.8333 58 81.5

8 × 8 3712 66.5 58 80.1667

Table 3 LBP temporal results (in percentage %)

CELLSIZE Original LBP
descriptor values

Original temporal
accuracy (%)

Proposed LBP
descriptor values

Proposed
temporal
accuracy (%)

64 × 64 58 63.8333 58 63.8333

32 × 32 232 68.5 58 62.1667

16 × 16 928 68.8333 58 64.1667

8 × 8 3712 71 58 64.5

Our method normalizes the cells into 58 descriptor values irrespective of the value
of CELLSIZE. Since buffer size 10 gives the most stable result when both optical
flow and fusion methods are considered (Table 1), we used buffer size for frames as
10.

Table 2 also depicts that the highest accuracy achieved in original LBP method is
82.667%, but the same method also achieves the lowest accuracy of 66.5%. With the
variation inCELLSIZE, the result varies drastically and conversely in our normalized
approach; the statistics are more stable and generates the lowest accuracy of 78.5%.
Table 3 shows the same variations as Table 2 but in a temporal manner. We gener-
ated a constant 58 descriptor values by normalization LBP method on the computed
optical flow image which is similar to our initial approach (Table 1). On analyzing
Table 3, we encountered that our proposed result still shows stability. Opposite to
this original LBP produces slightly higher results but still vary with the provided
CELLSIZE. The original LBP produces immense descriptor values which consume
a significant amount of time, whereas in our normalized method only 58 values are
produced swiftly and hence are more efficient. Moreover, to produce spatiotempo-
ral data we used LBP on optical flow image to compute temporal information and
original LBP operator on the reference frame for spatial information. Then, we used
our proposed normalization method to attain higher statistics. Table 4 computes a
combined spatiotemporal data.

Table 4 shows that our approach produces more stable result irrespective of the
CELLSIZE and computes only 116 spatiotemporal descriptor values, whereas origi-
nal LBP produces 7424 values which are not time efficient and also computes lowest
result of only 55.333%. Table 5 gives the confusionmatrix obtained from normalized
LBP method when we used spatiotemporal framework as per our fusion approach
and when CELLSIZE of the frame is 64× 64. Figure 2 represents the ROC curves of
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Table 4 LBP spatiotemporal results (in percentage %)

CELLSIZE Original LBP
descriptor values

Spatiotemporal
accuracy (%)

Proposed LBP
descriptor values

Spatiotemporal
accuracy (%)

64 × 64 58+58 84 58+58 84

32 × 32 232+232 82.1667 58+58 82.6667

16 × 16 928+928 82.3333 58+58 82.3333

8 × 8 3712+3712 55.3333 58+58 83

Table 5 Confusion matrix

a b c d ← classified as

180 13 0 7 a�multiple

31 64 0 5 b�multiple
abnormal

0 0 126 24 c� single

2 0 14 134 d� single
abnormal

Fig. 2 a ROC curve of multiple class; b ROC curve of multiple abnormal class; c ROC curve of
single class; d ROC curve of single abnormal class

all the four classes when the achieved accuracy is 84% in reference to spatiotemporal
information.
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4 Conclusion

In this paper, we proposed an effective extension in texture descriptor LBP to encode
normalized features occurring in images. The proposed framework effectively rec-
ognizes normal and abnormal events in given video by utilizing spatial and temporal
LBP feature descriptors. The result shows that normalized LBP outperforms tradi-
tional LBP. Original LBP method presented an average accuracy of 75.96%, and our
method enhances this to an average accuracy of 83.0% for ATMdataset.We also pro-
duced more stable and productive result than the conventional LBP by normalizing
effective descriptor values, which was the major focus in this paper. This research
is wide open for more enhancement of LBP. Subsequently, a more efficient normal-
ization technique can be used in the future to obtain higher accuracy. Also, a better
technique than optical flow can be used to enhance temporal and spatiotemporal LBP
descriptors.
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AAL environments using random projections. Comput. Math. Methods Med. 2016, Article ID
4073584, 1–17 (2016)

2. Ahad, M., Tan, J., Kim, H., Ishikawa, S.: Motion history image: its variants and applications.
Mach. Vis. Appl. 23(2), 255–281 (2010)

3. Klaser, A., Marszalek, M., Schmid, C.: A spatiotemporal descriptor based on 3D-gradients. In:
Proceedings of British Machine Vision Conference, pp. 995–1004 (2008)

4. Ji, S.,Xu,W.,Yang,M.,Yu,K.: 3Dconvolutional neural networks for human action recognition.
IEEE Trans. Pattern Anal. Mach. Intell. 35(1), 221–231 (2013)

5. Niebles, J.C., Li, F.-F: A hierarchical model of shape and appearance for human action clas-
sification. In: Proceedings of IEEE Conference on Computer Vision and Pattern Recognition,
pp. 1–8 (2007)

6. Matas, J., Chum, O., Urban, M., Pajdla, T.: Robust wide baseline stereo from maximally stable
extremal regions. In: Proceedings of British Machine Vision Conference, pp. 384–396 (2002)

7. Ojala, T., Pietikäinen, M., Harwood, D.: A comparative study for texture measures with clas-
sification based on feature distributions. Pattern Recogn. 29(1), 51–59 (1996)

8. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Int. J. Comput. Vision
60(2), 91–110 (2004)

9. Guo, Z. et al. Accurate, pupil center location with the SIFT descriptor and SVM classifier. Int.
J. Patt. Recogn. Artif. Intell. 30(4), 1–15 (2016)

10. Chakraborty, B., Holte, M.B., Moeslund, T.B., Gonzàlez, J.: Selective spatio-temporal interest
points. Comput. Vis. Image Underst. 116(3), 396–410 (2012)

11. Bay, H., Tuytelaars, T., Gool, L.V.: Surf: speeded up robust features. In: Proceedings of the 9th
European Conference on Computer Vision (ECCV), vol. 3951, pp. 404–417 (2006)

12. Abedin, Md.Z., Dhar, P., Deb, K.: Traffic sign recognition using SURF. In: Speeded up Robust
Feature Descriptor and Artificial Neural Network Classifier, pp. 198–201 (2016)

13. Hu, R., Collomosse, J.: A performance evaluation of gradient field hog descriptor for sketch
based image retrieval. Comput. Vis. Image Understand. 117(7), 790–806 (2013)



Action Recognition Framework Based on Normalized Local … 255

14. Chaudhry, R., Ravichandran, A., Hager, G., Vidal, R.: Histograms of oriented optical flow and
Binet–Cauchy kernels on nonlinear dynamical systems for the recognition of human actions. In:
Proceedings of IEEE Conference on Computer Vision and Pattern Recognition, pp. 1932–1939
(2009)

15. Mahbub, U., Imtiaz, H., Ahad, M.A.R.: An optical flow based approach for action recognition.
In: Computer and Information Technology (ICCIT), Dhaka, Bangladesh, pp. 646–651 (2011)

16. Ojala, T., Pietikäinen, M., Mäenpää, T.T.: Multiresolution gray-scale and rotation invariant
texture classification with local binary pattern. IEEE Trans. Pattern Anal. Mach. Intell. 24(7),
971–987 (2002)

17. Zhang, Y.X., Zhao, Y.Q., Liu, Y., Jiang, L.Q., Chen, Z.W.: Identification of Wood Defects
Based on LBP Features, pp. 4202–4205 (2016)

18. Maksymiv, O., Rak, T., Peleshko, D.: Video-Based FlameDetection using LBP-BasedDescrip-
tor: Influences of Classifiers Variety on Detection Efficiency, pp. 42–48 (2017)

19. Pietikäinen, M., Ojala, T., Xu, Z.: Rotation-invariant texture classification using feature distri-
butions. Pattern Recogn. 33(1), 43–52 (2000)

20. Pietikäinen, M., Zhao, M.G.: Two decades of local binary patterns: a survey. In: Bingham, E.,
Kaski, S., Laaksonen, J., Lampinen, J., (eds.), Advances in Independent Component Analysis
and Learning Machines, Elsevier, pp. 175–210 (2015)

21. Pietik¨ainen, M., Ojala, T., Nisula, J., Heikkinen, J.: Experiments with two industrial problems
using texture classification based on feature distributions. Intelligent Robots and Computer
Vision XIII: 3D Vision, Product Inspection, and Active Vision, vol. 2354, no. 1, pp. 197–204
(1994)

22. Zhao, G., Pietikainen, M.: Dynamic texture recognition using volume local binary patterns. In:
ECCV, Workshop on Dynamical Vision, pp. 165–177 (2006)

23. Huang, Y., Wang, Y., Tan, T.: Combining statistics of geometrical and correlative features for
3D face recognition. In: Proceedings of the British Machine Vision Conference, pp. 879–888
(2006)

24. Fehr, J.: Rotational Invariant Uniform Local Binary Patterns for Full 3D Volume Texture
Analysis. FINSIG (2007)

25. Sanserwal, V., Tripathi, V., Pandey, M., Chen, Z.: Comparative Analysis of Various Feature
Descriptors for Efficient ATM Surveillance Framework, vol. 10, no. 13, pp. 181–187 (2017)



Enhancements to Randomized Web
Proxy Caching Algorithms Using Data
Mining Classifier Model

P. Julian Benadit, F. Sagayaraj Fancis and A. M. James Raj

Abstract Web proxy caching system is an intermediary between the users and
servers that tries to alleviate the loads on the servers by caching selective web pages,
behaves as the proxy for the server, and services the requests that are made to the
servers by the users. In this paper, the performance of a proxy system is measured
by the number of hits at the proxy. The higher number of hits at the proxy server
reflects the effectiveness of the proxy system. The number of hits is determined by
the replacement policies chosen by the proxy systems. Traditional replacement poli-
cies that are based on time and size are reactive and do not consider the events that
will possibly happen in the future. The outcomes of the paper are proactive strategies
that augment the traditional replacement policies with data mining techniques. In
this work, the performance of the randomized replacement policies such as LRU-C,
LRU-S, HARM, and RRGVF are adapted by the data mining classifier based on
the weight assignment policy. Experiments were conducted on various data sets. Hit
ratio and byte hit ratio were chosen as parameters for performance.
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1 Introduction

The World Wide Web and its usage are growing at a rapid rate which has resulted in
overloaded web servers, network congestion, and consequently poor response time.
Multitudes of approaches are continuously beingmade to overcome these challenges.
‘Web caching’ is one of the approaches that can enhance the performance of the web
[1]. A web cache is a buffered repository of the web pages that are most likely to be
requested frequently and in the near future. The general architecture of theWordWide
Web consists of the client users, the proxy server, and the origin server.Whenever the
client requests the web object, it can be retrieved either from the intermediate proxy
server immediately or from the origin server. Therefore, whenever a user’s request
is satisfied from the proxy server, it minimizes the response time and it reduces the
overload of the web origin server. Typically, the web cache may be located [1] at the
origin server cache, at the proxy server cache, or at the client cache.

Section 2 addresses the previous work in traditional randomized web proxy
caching algorithms and data mining methods. Section 3 details the overall work-
ing model for the web proxy caching based on data mining classifier model, and
Sect. 4 presents the generic model for web proxy caching algorithm using data min-
ing classifier model and the performance metrics for web proxy cache replacement
algorithms.

2 Related Work

The methodologies for web caching may be categorized into two groups. The first
category of methodologies is ‘traditional random’; in the sense, they use compu-
tationally simple parameters for cache replacement. The second category of the
methodologies combines data mining techniques with the traditional approaches for
the enhancement of the web caching system.

2.1 Summary of Traditional Randomized Web Proxy Caching
Algorithms

This section summarizes the traditional randomized web proxy caching algorithm
[2] based on the key parameters, and Table 1 summarizes the time line, key factors for
the eviction, and its limitations for the traditional replacement policies least recently
used based on cost (LRU-C), least recently used based on size (LRU-S), harmonic
replacement (HARM), and randomized replacement general value mean function
(RRGVF) [2, 3].
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Table 1 Summary of traditional randomized web proxy caching algorithms

Algorithms Parameters Evictions

LRU-C Object cost Cp Web objects at the bottom of the stack are removed
based on the probability. P(i)α ci

max{c1,c2,c3,..., cN }
LRU-S Object size Sp Web objects at the bottom of the stack are removed

based on the probability. P(i)αmin{s1,s2,s3,..., sn}
Si

HARM Object size Cp
Object cost Sp

In this case, the web objects are removed
randomly with probability inversely proportional
to cost of its web object. cost(p)α

sp
cp

RRGVF Number of samples N.
Number of samples to keep
from a previous iteration M

It evicts randomly the least useful object in the

sampleM � N −
√

(N+1)100
n

2.2 Classification-Based Web Caching

In this method, a new replacement was proposed called Khalid Obaidat Replacement
Algorithm (KORA) to provide a better cache performance [4]. This algorithm uses a
neural network method to identify and distinguish transient and shadow cache lines.
Hence, this algorithm aims for the shadow lines as identified by the neural network.
The features used in this method for training the data sets are line access frequency,
recently accessed lines, reference pattern, etc. The KORA algorithm performs well
compared to the conventional algorithm by having lower miss ratio. However, the
algorithm improves only 8% performance compared to LRU. The next approach
uses an adaptive web cache access predictor using neural network as one of the
approaches to web caching [5]. In this approach, back-propagation neural network
(BPNN) is used to improve the performance of web caching by predicting the most
likely re-accessed objects. Another approach studies the web cache optimization
with a nonlinear model using object features [6]; this approach utilizes the multilayer
perceptron (MLP) network for predicting the value of the object based on the syntactic
features of the HTML document. The next strategy is based on neural network
proxy cache replacement (NNPCR) [7], which integrates the neural network. In this
method, a back-propagation adjusts the weight factors in the network. Here, an object
is selected for replacement based on the ratings returned by the back-propagation
neural network (BPNN). The next approach uses intelligent Naïve Bayes approach
for web proxy caching [8]. In this method, the Naïve Bayes approach is used to
classify whether the web object can be re-accessed in the future or not. The next
method improves the performance of a proxy cache using Tree augmented Naïve
Bayes approach followed by very fast decision tree algorithm for improving the
web proxy cache and data mining classification performance [9–11]. This method
is integrated with traditional replacement algorithm LRU, GDS, GDSF, and GD* to
form a novel web caching.
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3 Working Principle of Web Proxy Caching Based on Data
Mining Classifier Model and Weight Assignment Policy

Webproxy caching aims at enhancing the performance of the proxy server by increas-
ing the hit and byte hit ratios. One class of strategies augments the traditional replace-
ment policies with data mining technique. The strategy uses a data mining classifier
model based on the sliding window mechanism and weight assignment policy. The
overall working flow model consists of different phases as shown in Fig. 1. These
working methods are classified as given below:

3.1 Data Pre-processing

In this method, the proxy log data sets are transformed into a suitable format. Here,
the pre-processingmethods aremainly used to remove the irrelevant field in the proxy

Fig. 1 Overall working model for the web proxy caching using data mining classifier model based
on weight assignment policy
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data sets to abstract the relevant features. The steps involved in data pre-processing
are proxy logs filtration, data cleaning, and data compression.

3.2 Proxy Logs Filtration

In this technique, the recorded proxy log files obtained from the NLANR have under-
gone the basic filtration process in order to reduce the size of the log data sets as well
as the running time of the simulation. This filtration module is based on the meth-
ods such as a latency-based method, size-based method, dynamic-based method,
content-based method, and GET, ICP Type method.

3.3 Data Cleaning

Data cleaning is the process of removing the irrelevant entries in the proxy log file.
Here, only the relevant HTML file is considered, and all other irrelevant log entries
that were recorded by requesting graphics, sound, and other multimedia files, etc.,
are discarded.

3.4 Data Compression

In thismethod, the cleaned proxy data sets are reduced in size for efficient datamining
in order to reduce the simulation time. In this case, the entries in the proxy log files
may be irrelevant for statistical analysis, and they rarely are used for data mining
classifier model. Finally, the required data are converted into structured format.

3.5 Weight Assignment Policy for Cache Replacement

The weight assignment policy of the web object p in the proxy cache t is expressed
in Eq. 1, and the parameters are shown in Table 2. From the above strategy, the key
value used in the caching system is applied to the randomized family replacement
algorithm and the key factor of the replacement algorithm is modified according to
Eq. 1 as shown above.

Kn(p) � L +
F(p) + kn−1(p) ×

(
�Tt

Cct−TLt

)

S(p)
(1)
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Table 2 Parameters for
weight assignment policy

Parameters Description

L Inflation factor to avoid cache pollution in the
proxy cache t

F(p) Previous frequency access of web object p in the
proxy cache t

Kn−1(p) Previous key value of the web object p in the
proxy cache t

�Tt Difference in time between the current requests
and previous requests for the web object p in the
proxy cache t

Tct Current reference time of the web object p

TLt Last reference time of the web object p

S(p) Size of the web object p

kn(p) Current key value

Therefore, whenever the cache replacement occurs, the replacement algorithm
replaces the web object based on the key value used by the weight assignment policy.

3.6 Very Fast Decision Tree

It is a decision tree method based on Hoeffding tree. Very fast decision tree (VFDT)
was developed by Domingo’s and Hulten [9, 12]. It is one of the most effective and
widely used classification methods. The tree and necessary statistics are stored in
memory, and the examples can be processed faster than they can be read from the
proxy disk. Theworking flow for theVFDT and the steps involved in the constructing
of the decision tree are shown in Fig. 2. The main idea of Hoeffding trees is to find
the best attribute at a given node by considering only a small subset of the training
examples that pass through the node. The statistical result that can decide how many
examples ‘n’ are used by each node is called Hoeffding bound.

3.7 Discriminative Multinomial Naïve Bayes Classifier

Here, we introduce an advanced supervised machine learning classifier called dis-
criminative multinomial Bayes (DMNB) [11, 13] which uses an efficient discrim-
inative parameter learning method. This algorithm combines the features of Naïve
Bayes and a filtering approach called principal component analysis (PCA), which
results in better classification accuracy compared to other existing approaches. The
algorithm for the proposed DMNB is given in Fig. 3.
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Fig. 2 Working flow of VFDT algorithm

3.8 Experimental Setup and Performance Measures
for the Data Mining Classifier Model

Themethodswhich are presentedwere simulated using the datamining software tool.
For the simulation of DMNB, a data mining software tool called WEKA is used. For
the experiments to be conducted, the proxy data sets were randomly divided into
training and testing phases, i.e., 70% for training data sets and 30% for testing data
sets, respectively. In the next method, for the simulation of VFDT, a high-speed data
mining software tool called very fast machine learning (VFML) is used. The perfor-
mance measures are suitable for supervised machine learning applications, so as to
measure how accurately the data sets are classified. Experiments were conducted,
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Procedure Discriminative Multinomial Naïve Bayes Classifier 
1. Initialize the frequency word count as 0icf = . 
2. for t from 1 to M do 

i. The training document td is randomly chosen from the training 
data set T.

ii. Calculate the probabilities parameters using the equation as 

shown, ˆ ic
i

icf
fP(w |C)= Where, icf is the number of occurrences of iw in

documents of Class C and cf is the total number of word occurrences in 
documents of Class C.
iii. Estimate the current frequencies t

icf
iv. Compute the posterior probability ˆ ( )tP c | d

v. Compute the loss ( )tL d using ˆ( ) ( | ) ( | )L d P c d P c d x= −

3.    for each non-zero word iw in the document td

i. Let  t
icf is the frequency of the word iw in the tht document td

ii. Let t+1 t t
ic ic i

tf = f + L(d )* f . 

Fig. 3 DMNB algorithm

and the results are obtained. Correct classification ratio (CCR) is a good measure for
evaluating classifier which is given in Eq. 2.

CCR � TP + TN

TP + TN + FP + FN
(2)

where

TP True Positive,
TN True Negative,
FP False Positive,
FN False negative

The above-simulated experiments are evaluated based on the performance mea-
sure, which is shown in Fig. 4.
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Fig. 4 Comparison of CCR for DMCM

4 Generic Model for Web Proxy Caching Algorithm Using
Data Mining Classifier Models

In this section, a generic model for web proxy caching strategies integrated with data
mining classifier model is introduced. The algorithm for generic web proxy caching
algorithm integrated with data mining classifier model is shown in Fig. 5. In line 1,
an initial data mining classifier model (DMCM) is built on history weblogs. Each
web object p is requested from the proxy cache t that contains the web object p, and
then, the web object p is returned to the web client. Concerning these performance
measures (lines 7–11), in this case, it is considered as cache hit. In addition, the
number of bytes transferred back to the client is counted for the weighted hit rate
measure. Once the data are transferred back to the client, the proxy cache is updated
(line 12) by the data mining classifier model (VFDT and DMNB).

On the contrary, if the requested web object p is not available in the proxy cache
t or it is stale, cache miss occurs, i.e., the web object q is deleted from the cache
(line 16); in this case, the proxy server forwards the request to the origin server S
(line 17), and a fresh copy of the web object p is retrieved from the origin server S
and pushed into the proxy cache t (line 18). The push method consists of assigning
the class value of the web object p by the data mining classifier model. Similarly,
if the cache space t exceeds the maximum cache size N (line 19), the web object q
from the cache is popped out from the cache (line 20) based on the class assigned by
the data mining classifier model. Such an approach is known as cache replacement
policy (lines 21–24), i.e., each time when the cache gets overflows. Finally, the data
mining classifier model periodically updates the key value of the remaining web
objects stored in the proxy cache. This process continues iteratively when the cache



266 P. Julian Benadit et al.

Procedure Data Mining Classifier Model (DMCM (VFDT, DMNB))
Proxy cache entry t ; t_fresh; int Hits = 0; int Byte. Hits = 0; int Cache 
Max_Size  N 

1.  begin
2.      DMCM.Build ( );
3.       begin
4           loop forever
5.     begin
6. do
7. Get request the Web object p from the Proxy cache t . 
8. if (Proxy cache ( t ).Contains_fresh_copy (Web object p )
9. begin

Hits = Hits++.        /*Cache Hit*/ 
11. Byte.Hits = Byte. Hits + t. Bytes-Retrieved-to-client.  
12. Cache.Update ( t , DMCM (VFDT, DMNB).  
13. end;
14. else 
15.            begin
16. Cache Delete ( t ).                                                /*Cache Miss*/
17. Retrieve _Fresh Copy of Web object p from origin Server S . 
18. Cache.Push ( t , DMCM (VFDT, DMNB)); 
19          While (Proxy cache ( t ).Size > Max_size (N)    
20.               Cache. Pop (q);                                          /*Cache Replacement*/    
21.                         Switch ( ) 
22. Case 1 :  “DMCM-LRU-S”.
23. Case 2 :  “DMCM-LRU-C”.
24. Case 3 :  “DMCM-HARM”.
25.                           Case 4 :  “DMCM-RRGVF”.
26. end;
27. While (Condition);
28.          end;
29.       DMCM. update model( );
30.    end;
31. end;  

Fig. 5 Generic model for web proxy caching replacement algorithms using DMCM

performance decreases. Also, notice that update of the data mining classifier model
(line 31) is dissociated from the online caching of web object, and it can be performed
in parallel.
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Fig. 6 Comparison of the overall hit and byte hit ratio of LRU-C, LRU-S, HARM, and RRGVF
versus DMCM-based replacement

4.1 Experimental Results for Web Proxy Cache Replacement
Algorithms

In this section, the results obtained for the data mining classifier model-based web
proxy cache replacement algorithms are comparedwith the traditional cache replace-
ment algorithms. The most commonly used metrics involved in the proxy cache
simulation are hit ratio and byte hit ratio [2]. The simulations are carried out using
the window-based cache simulator [14], and the experimental results are evaluated
based on the packet cost model.

The experimental result compares randomized replacement based on the data
mining classifier model which is shown in Fig. 6, respectively. From the figure, we
infer that the randomized replacement policies like LRU-C, LRU-S, HARM, and
RRGVF improved the hit ratio to 1.6, 0.4, 9.1, and 10.5% by the VFDT model.
The DMNB model improves to 2.2, 2.6, 12.1, and 10.5%. The byte hit ratio has
been improved to 1, 1.3, 13.1, and 13.3% by the VFDT model. The DMNB model
improves to 2.1, 1.4, 13.1, and 11.3%.

5 Conclusion and Future Work

The various working modules of the overall working flow such as the data
pre-processing, data mining classifier model based on weight assignment policy
and generic model for web proxy caching algorithms were described in detail.
The VFDT/DMNB classifier outperforms the other machine learning classifier by
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improving the classification accuracy comparatively higher than the other machine
learning algorithms. The integration of data mining classifier methods with tradi-
tional randomized web proxy caching improves the performance of overall hit and
byte hit ratio. In the future, the data mining classifier model can also be integrated
in content distribution network.
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Extraction and Classification of Liver
Abnormality Based on Neutrosophic
and SVM Classifier

Jayanthi Muthuswamy

Abstract Liver is the important organ and common site for a variety of cancer dis-
eases. The most important steps in treatment planning and evaluation of liver cancer
are to identify the presence of liver cancer and to determine the various stages of liver
cancer. This paper proposes an automaticmethod to segment the liver fromabdominal
computer tomography imaging and classify the liver as normal or abnormal liver. The
aim of this work is to develop computer-aided liver analysis to segment the liver and
classify the liver, thereby helping the physician for treatment planning and surgery.
The method uses median filter for preprocessing and neutrosophic (NS) domain with
FCM thresholding for segmenting the liver. In post processing, morphological oper-
ation is done to obtain liver contour. Features are extracted from the segmented liver
using gray-level co-occurrence matrix (GLCM). These feature vectors are given as
input to train the support vector machine (SVM) classifier, to classify healthy or
unhealthy liver. The classifier performances are assessed and analyzed using various
quality metrics like accuracy, sensitivity, specificity and misclassification rate.

Keywords Median filtering · Neutrosophic logic · Fuzzy C means
Adaptive thresholding · Gray-level co-occurrence matrix (GLCM)
Support vector machine (SVM)

1 Introduction

Liver [1–3, 5] is a largest organ in the human body and plays a vital role to keep
the human body free of toxins and harmful substances, thereby maintaining body
metabolic balance. The weight of the liver is approximately one and half kg, and it is
located in the upper right quadrant of the abdominal cavity, just below the diaphragm.
The abnormal mass of tissue in the liver is called liver tumor, and it is also called
liver neoplasm which may be solid- or fluid-filled. Liver tumor can be of two types:
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Table 1 Advantage and disadvantage of various imaging modalities

Modalities Function Advantage Disadvantage

Ultrasonography (US) Uses high-frequency
sound waves to make
internal structure

Does not emit
radiation, noninvasive

User dependent and
not very accurate

Computer tomography
(CT)

Uses x ray beam to
make internal
structure

Emit radiation, not
user dependent,
noninvasive and used
for soft tissues. Low
cost

Moderate accurate

Magnetic resonance
imaging (MRI)

Uses magnetic field
and radio waves to
make internal
structure

Emit radiation, not
user dependent,
noninvasive and used
for both soft and hard
tissues. More accurate

More expensive

benign and malignant tumor. Benign is non-cancerous tumor, whereas malignant
is cancerous tumor. In medical science, extracting the liver and tumor masses is a
difficult task. This paper focuses on extraction and classification of liver.

Medical imagingmodalities [3, 5] are used by the radiologists, to study the internal
structures of abdominal organs in the human body. Table 1 shows the advantage
and disadvantage of various imaging modalities. Among all, CT imaging is more
preferable imaging modality used by the radiologists to find the liver disorder. In the
proposed work, abdominal CT image is taken for discussion and the physicians use
this technique to diagnosis the disease in earlier stages.

Automatic and accurate segmentation of liver is a challenging task. Some of
the challenges are intensity of liver same as other organs, shape of the liver keeps
on changing, and there is more noise due to patient movement. To increase the
accuracy of segmentation, preprocessing is essential. The objective of preprocessing
is to enhance, improve the quality of medical image and also remove noise caused
by external factor. For better accuracy of segmentation, one or more segmentation
algorithms are combined to form hybrid techniques [4]. This paper used hybrid
techniques to extract the liver contour.

The main objective of the proposed work is to develop computer-aided liver anal-
ysis system (CAL) that classify the given abdominal CT image into normal liver or
abnormal Liver. CAL analysis system [10] assists the radiologists to diagnose the
diseases, thereby reducing the inter- and intra-observer variation involved in diag-
nosis. This CAL system supports medical imaging using machine learning process
for automatic classification of region of interest. Machine learning process aims to
assign a label to a given input vector. This technique uses feature vector, and these
vectors are transformed into representation which is used for classification.
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This paper is organized as follows. Section 2 deals with the literature survey.
Section 3 describes the overall design of the proposed system. Section 4 provides
the description about the data set, experiments conducted, results and discussion.
Section 5 concludes the work along with future enhancements.

2 Related Works

Many researchers have proposed different methods and techniques for liver segmen-
tation and classification. The author in [1] discussed different techniques andmethods
for segmenting the liver. They have quoted future direction of liver segmentation for
liver volumetry. In [2], author employed an edge-preserving filterwhich preserves the
edges and boundaries that suitable for further analysis of segmentation of liver. The
author in [3] proposed a method for liver segmenting the liver using label connected
component. They discussed how to measure the liver volume from the segmented
output. Priyadarsini et al. [8] have presented a comparative analysis of various seg-
mentation techniques for liver abdominal CT images. The author highlighted auto-
mated novel techniques for liver segmentation in order to help the radiologists for
solving the healthcare problem. Mala et al. [12] proposed adaptive threshold-based
morphological processing for liver segmentation. The author presented probabilistic
neural network (PNN) for classifying the liver diseases. Disadvantage of PNN is slow
performance and takes more memory space. In [6], author proposed an approach for
extracting the liver and tumor from abdominal CT images and used for computer-
aided diagnosis. The author used seeded region growing method to extract the liver
contour and used limited amount of image samples for discussion. Kumar et al. [13]
have developed a CAD system for segmenting the liver and tumor extraction. The
drawback is the selection of seed point.

Fig. 1 Flowchart of the
proposed work Abdominal CT Image

Liver segmentation using hybrid methods

Pre processing (Median filtering)

Feature extraction and SVM Classifier

Normal Liver Abnormal Liver
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In [4], author elaborates comparative study of different segmentation methods for
segmenting the liver and obtained the accuracy of 83% for hybrid method. Gehad
et al. [5] proposed hybrid approach based on watershed method for segmenting the
liver and achieved the accuracy of 92%. Selvathi et al. [16] proposed extreme learning
machine for the diagnosis of liver diseases and achieved good degree of accuracy.
In [9], author has discussed neural network-based classification and used various
performance metrics to find the accuracy of classifier. The problems in existing
systems are high processing time, over-segmentation, difficulty in identifying the
tumor and slowdown in the training process. The above problems are overcome by
hybrid technique. In the proposed work, one or more segmentation methods are used
to improve the accuracy of the system.

3 Proposed Methodology

The objective of proposed method is to develop computer-aided diagnosis system for
extraction of liver from abdominal CT images and classify the region of interest as
normal or abnormal liver. The entire work is divided into four phases: preprocessing,
liver segmentation using hybrid techniques, feature extraction using GLCM and
classification based on SVM classifier. The flowchart of the proposed work is shown
in Fig. 1.

3.1 CT Imaging of Liver

Computer tomography imaging [6, 7] is a noninvasive, accurate method for diagno-
sis of abdominal diseases. CT scanning gives information about the internal body
structure of the patients and has many slices. Not all slices that include relevant can-
cer tissue. Middle slice gives more information about cancer tissue. Figure 2 shows
abdominal CT image of liver.

Liver
Tumor

Fig. 2 Abdominal CT image of liver
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3.2 Preprocessing

Imaging modality gives detail view of internal organs of the human body. This
imaging process may contain various noises due to patient movement, and it is
not suitable for direct processing. Non-processed image leads to poor segmentation
results and increases the false positive error. So preprocessing [2, 6] is an important
step in liver segmentation and classification task. In the proposed work, 3×3median
filtering is used as edge-preserving filter where each pixel is replaced with median
value of the neighboring pixel.

3.3 Segmentation

Neutrosophy [4, 5, 16] is a branch of philosophy which deals with indeterminacy,
scope of neutralities. In classical set, indeterminacy is not described and evaluated.
Fuzzy system has been applied to uncertainty. Inmedical application, doctor explains
to the patient about the diseases based on sign of diseases, no sign of diseases and
neutral statement (possibilities of sign). Beyond the level of fuzziness is neutrosophic
set (NS) and carriesmore information. Few problems cannot be solved by fuzzy logic
that can be resolved byNS.Neutrosophic image has amembership of 3 subsets (<A>,
<Not A> and <Neut A>) which are defined in different domain. The preprocessed
image is converted to NS domain using the following formulas (Table 2).

Table 2 Algorithm for
converting neutrosophic
image to binary image

Input: Preprocessed Image
Output: Liver region

1. From the preprocessed image, calculate the histogram.
2. From the histogram of preprocessed image, find the local
maxima and mean of local maxima.
3. Find gmin and gmax. Gmin is first peak greater than the
mean of local maxima and gmax is the last peak.
4. Using mean of local maxima, gmin and gmax, calculate
Tr(m,n) using Eq. 1.
5. Calculate In (m, n) from the homogeneity value of Tr using
Eq. 2.
6. Calculate Fa(m, n) using Eq. 3.
7. Apply 3 class FCM thresholding [6] to Tr, In, Fa.
8. Map fuzzy neutrosophic image into binary image.
9. From the binary image, find the largest connected
component.
10. Perform morphological opening with the structuring
element with radius 3; then the resultant image is mask.
11. To obtain the liver region, liver mask is multiplied with
original image.
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Tr(m, n) � g(m, n) − gmin

gmax − gmin
(1)

I n(m, n) � 1 − Ho(m, n) − Homin

Homax − Homin
(2)

Fa(m, n) � 1 − Tr(m, n) (3)

Ho(m, n) � abs
(
g(m, n) − g(m, n)

)
(4)

3.4 Feature Extraction

Features [12] like size, shape and texture are used to describe and understand the
content of image. It is difficult to classify the human body organs using shape and
gray-level information. So texture is one of the most used features in medical image
processing problems. Difficulties in medical imaging problems are that shape of the
organ is not same throughout all 2D slices and gray-level intensities are overlapped
with soft tissue. So texture feature is used to discriminate the repeating pattern among
different organ tissue. In the proposedwork, second-order statistical features are used.
Gray-level co-occurrence matrix is used to extract the second-order statistical texture
features. Table 3 gives GLCM features.

3.5 SVM Classifier

SVM classifier [12, 13] is one of the classifier algorithms that uses optimal hyper
plane which separate different classes from each other. The two sections in SVM
classifier are training section and classification section. In the first section, training
samples are used to find the hyperplane. Hyperplane is maximum distance between

Table 3 GLCM features

Features Description Formula

Energy Measure of repeated pixels. The
energy is high, if the occurrence of
repeated pixels is high

Energy � ∑N−1
i�0

∑N−1
j�0 P(i, j)2

Entropy Measure of information present in the
image

Entropy �
− ∑N−1

i�0
∑N−1

j�0 P(i, j)logP(i, j)

Homogeneity Extracting the feature at various
resolutions

Homogeneity �∑N−1
i�0

∑N−1
j�0

P(i, j)
1+|i− j |

Contrast Local intensity variation of the image contrast �∑N−1
n�0 n2

{∑N
i�1

∑N
j�1 P(i, j)

}
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Fig. 3 Illustration of
hyperplane

two classes. The points which are close to hyperplane are called support vectors.
With the help of support vector, boundary is created for the hyper plane margin.

In second section, hyperplane is used to classify network data points. Illustration of
hyperplane is shown in Fig. 3.MATLABsoftware has an application for classification
learner and used for SVM classification. Using this, train set is created.

4 Experimental Results and Discussion

4.1 Experimental Results

In this work, 60 abdominal CT images are considered for experimental results. These
images are collected from various sources from Internet [17]. Ten images are normal
image without diseases. Remaining 10 images are abnormal images. Those images
are taken for training set. Another 20 images of normal and 20 images of abnormal
are taken for testing set. The proposed work was implemented in MATLAB. The
proposed method output is shown in Fig. 4. Preprocessed image is shown in Fig. 4a.
Preprocessed image is converted toNSdomain, and the results are shown inFig. 4b–e.
Segmented liver and extracted tumor are shown in Fig. 4g, h.

4.2 Performance Measures

To understand and evaluate the performance of proposed method, several quality
measures [12] can be used.
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superimposed liver image

Fig. 4 Output of proposed method

Dice coefficient � 2|A ∩ M|
|A + M| (5)

Sensitivity � TP/(TP + FN) (6)

Specificity � TN/(TN + FP) (7)

Accuracy � (TP + TN)/(TP + TN + FP + FN) (8)

Misclassification rate � (FP + FN)/(TP + TN + FP + FN) (9)

TP is true positive: Patient has the disease, and the test is positive. FP is false positive:
Patient does not have the disease, but the test is positive. TN is true negative: Patient
does not have disease, and test is negative. FN is false negative: Patient has the
disease, but the test is negative.

4.3 Experimental Discussion

The objective of the proposed method is to obtain good level of accuracy in liver
extraction, quantitative evaluation utilizes Dice coefficient to evaluate the perfor-
mance of segmentation results. This hybrid segmentation output is compared with
existing method [1], and the proposed method obtained segmentation efficiency of
97%. Table 4 shows the Dice coefficient of hybrid method.

After extracting the liver, 6 features were extracted. The excessive features will
slow down the training process, and sometime it will mislead the classifier. However,
more features increase the computational space and time complexity. Hence, it is
essential to use limited features. These features are used to form feature vector.
These feature vectors (size is 20×6) are given as input to SVM classifier. Feature
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Table 4 Dice coefficient for hybrid technique

Samples Proposed method Ground truth Dice coefficient

Image 1 1344 1942 0.986

Image 2 13,309 13,886 0.9788

Table 5 Feature extracted using GLCM

Samples Mean Standard Entropy Contrast Energy Homogeneity

Image 1 32.7 62.4 1.6217 0.1098 0.6254 0.9779

Image 2 81.1 114.032 1.3482 1.6576 0.4989 0.9550

Image 3 43.7 80.18 2.015 0.3636 0.5991 0.9662

Image 4 37.5 74.1 1.988 0.4966 0.6207 0.9476

Image 5 31.15 52.12 2.3194 0.1281 0.5649 0.9649

Table 6 Results of SVM
classification

Actual class Predicted

Normal Abnormal Total

Normal 19 (TP) 1 (FP) 20

Abnormal 2 (FN) 18 (TN) 20

21 19 40

Table 7 Results of specificity, sensitivity, accuracy, misclassification rate

Classifier Measures

Specificity Sensitivity Accuracy Misclassification
rate

SVM (%) 95 90 95 7.50

vector sample is listed in Table 5. Generally, normal liver image have less energy,
less homogeneity and more entropy value.

There are three steps to perform the classification: Load the training data, create
SVMmodel, and test and classify the new inputs. In this work, classification is done
by using binary class SVM. The selected feature vectors are given as input, and
group is assigned for two classes. Class 0 symbolizes normal liver, whereas class 1
symbolizes abnormal liver. The quantitative metrics used for analyzing the classifier
performance are specificity, sensitivity, accuracy andmisclassification rate.Accuracy
is closeness to the actual output. Sensitivity is ability to identify the patient with the
diseases. Specificity is ability to identify the patient without the diseases. Tables 6
and 7 show the results of SVM classifier.

After classification, abnormal images are identified. For those abnormal images,
dynamic thresholding were performed to extract the tumor. Based on tumor size, it
is further classified into benign or malignant tumor



278 J. Muthuswamy

5 Conclusion

The proposed method uses hybrid technique which is the combination of neutro-
sophic with largest connected component. This hybrid technique achieved segmen-
tation efficiency of 97 and 93% of tumor segmentation. Features were extracted from
segmented liver, and these feature vectors were used to train classifier. The experi-
mental results show that SVM classifier achieved 95% accuracy. By increasing the
number of samples, performance measures can be improved. This method is used
to diagnosis the liver diseases and also able to find abnormality in abdominal CT
images.
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Improving Accuracy of Short Text
Categorization Using Contextual
Information

V. Vasantha Kumar, S. Sendhilkumar and G. S. Mahalakshmi

Abstract Categorization plays a major role in information retrieval. The abstracts
of research documents have very few terms for the existing categorization algorithms
to provide accurate results. This limitation of the abstracts leads to unsatisfactory
categorization. This paper proposed a three-stage categorization scheme to improve
the accuracy in categorizing the abstracts of research documents. The abstracts on
most cases will be extending the context from the surrounding information. Initially,
the context from the environment in which the abstract is present is extracted. The
proposed system performs context gathering as a continuous process. In the next
stage, the short text is subjected to general NLP techniques. The system divides the
terms in the abstract into hierarchical levels of context. The terms contributing to
the higher levels of context are taken forward to the further stages in categorization.
Finally, the system applies weighted terms method to categorize the abstract. In case
of uncertainties arising due to the limited number of terms, the context obtained in the
initial stagewill be used to eliminate the uncertainty. This relation of the context to the
content in the short text will provide better accuracy and lead to effective filtering on
content in information retrieval. Experiments conducted on categorization of short
texts with the proposed method provided better accuracy than traditional feature-
based categorization.

Keywords Context · Short text · Categorization
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1 Introduction

Categorization of content retrieved from the web is an integral part of all Information
Retrieval activities. The information available on the Web is enormous and grows
every day. Categorization is the need of the hour to filter out the required content
from all the information that was retrieved. This problem of categorization becomes
furthermore challengingwhen it comes to short texts. Being short is only half of what
conciseness is all about. However, in digital bibliographies, short text snippets are
the face value of the underlying research article. We mean: Abstracts, article title,
author details, publication information, references, citations, etc., form the short
text snippets in digital bibliographic libraries. Among these, ‘abstracts’ outline the
essence of what is actually said in the research article and, therefore, is the major
factor in determining the quality of research article.

Current digital libraries and other bibliographic repositories of technical informa-
tion provide researchers with useful information to obtain citation details, author-
specific details, reviews, comments, etc. However, most of the repositories and
libraries do not provide free access to the entire article. With the title and the abstract
available, researchers deal with the problem of imprecise categorization due to the
low term frequencies. Even the keywords provided by the authors do not help much
in the categorization [8]. In most cases, the keywords added to the confusion in
categorization. The absolute frequencies of terms in the case of titles and abstracts
mostly one or two, and thus the change in the occurrence of a keyword by one, will
produce a change in the categorization.

The proposed system relates the content in the short text to the context. By context,
we mean the semantic context as well as the surrounding information related to the
research abstract. Semantic context is measured in terms of evaluation measures, like
originality, novelty, relevance, clarity, extendibility, support, and conclusive infor-
mation. Other contextual information includes the meta-details associated with the
research abstracts. This context information is used to eliminate uncertainties that
occur due to the limitations of short texts.

2 Related Work

2.1 Short Texts in Bibliographic Repositories

Digital bibliographic repositories serve as a source of collective information for
researchers. These repositories are very much helpful since they portray every detail
about the research article and its author(s). These meta-information about research
articles contribute more than what is expected. A researcher while downloading the
abstract of an article may be well convinced with the idea presented in the abstract,
so that, he/she further proceeds to download other articles written by the author(s).
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However, this comfort arises from the style and appeal with which the abstract
is written. Also, there is less or almost no guarantee that the entire research article
will also be the same as that of the abstract. In other words, the interest created in
the minds of the reader by the abstract may have to be maintained while the reader is
exposed to the rest of the article. Though there is no guarantee for this to happen,many
times, we, the researchers, rate an article by means of its face value, the abstract. The
semantic richness, style of the author(s), message, innovation, novelty, significance,
empirical support, etc., attract us to get into the rest of the research article. Till date,
there are many works regarding the analysis of text documents from the semantic
perspective. However, there are very few for short texts, i.e., abstracts. The reason
may be that it is tough to evaluate clarity, soundness, completeness of the abstract
which is hardly 150–300 words.

Though many controversies arise with the above idea, it is very pleasing to note
that there is only one or uniform variety of representing research abstracts, that
too, in the form of texts. Hardly anybody has attempted it to be a visual abstract!!
Recently, Elsevier had started an initiative to consider submissions which embed
audio/video inside the research publications. In a nutshell, bibliographic reposito-
ries are indispensable to academicians and researchers. Bibliographic repositories
like Digital Bibliography and Library Project (DBLP) (http://dblp.mpi-inf.mpg.de/
dblp-mirror/index.php), Cite Seer (http://citeseerx.ist.psu.edu/), Springer link (http://
www.springer.com) provide citation details, author-specific details, reviews, com-
ments, etc. However, most of the online digital libraries and repositories provide
access only to abstracts and titles. Still, the amount of information available via
these repositories is enormous. Therefore, the knowledge conveyed by the research
abstracts need to be measured for variety of interesting applications like, analyzing
citation statistics and evolution of research networks. Processing of short texts like
abstract, article title, keywords, and authors [5, 18, 19]. Analysis of the content avail-
able in the digital libraries in order to generate customized results is another area
of research. Other fields of work on the digital libraries include coauthor network
analysis [18, 22] and ranking [5, 6]. Effective categorization of these short texts
implicitly contributes toward finding knowledge excellence in a social network envi-
ronment. This paper is an attempt to analyze the contextual information of short texts
(research abstracts) to investigate how they contribute to improving the accuracy of
text categorization.

2.2 Short Text Analysis in the Evolution of Knowledge
Networks

Evolution of knowledge network from digital repositories helps researchers to pursue
their work in a smart and intelligent way. Social networking elements like Blogs and
Discussion Forums are not valued much due to their inconsistent standards. Though
semantics exist in digital libraries and repositories for establishing meaningful rela-
tionship among authors and their work, it does not provide certain features like the

http://dblp.mpi-inf.mpg.de/dblp-mirror/index.php
http://citeseerx.ist.psu.edu/
http://www.springer.com


284 V. Vasantha Kumar et al.

author bonding, knowledge transition of authors, domain-specific author quality, lev-
els of author contribution, author centrality. Hence, researchers obviously need to put
additional manual effort in standard bibliographic repositories like DBLP, Cite seer
for better knowledge acquisition. This implicitly demands for a system to facilitate
categorization of authors and the works of individuals. The feasibility for the tran-
sition of social network to knowledge network is not simple because of the limited
availability of full content for free. Most digital libraries provide free access only
to abstracts. In [20] a method for building a knowledge network based on ontol-
ogy and Vector-Space model was mentioned. Also, unsupervised, distributed, and
self-organizing approach to build knowledge networks is feasible [12]. This self-
organizing approach helps in tacking the enormous amount of information available
from the Web.

2.3 Short Text Classification

Categorization of short texts is fast growing as an important area of research lately.
Categorization of short texts in SocialNetworkingSites is of interestwith the growing
trend of social networking [4, 11]. Various methods for improving the short text
categorization including having a large secondary corpus to improve classification
[13, 21], Kullback–Leibler distance [7], measuring similarity between short texts
[16], and categorization by expanding the keywords and other ingenious methods
have been proposed earlier [9, 14].

2.4 Text Mining Techniques and Short Texts

The structure of the Web documents is not consistent. This heterogeneous nature
of the Web is what makes the task of mining from the Web a challenging task.
Further, short texts like abstracts compound to the problem. The limited amount of
terms available in short texts makes it difficult to categorize, analyze, and evaluate
them. Due to the huge amount of information available in social media, there is a
clear need for mining useful information from the available short texts in order to
discover knowledge about the collective thinking of the various individuals. Here
comes a focus on text mining processes. The need for text mining requires a place in
the construction of knowledge network. Text mining techniques like clustering and
classification are used to categorize and group bibliographic database in a domain-
specific way.

Various algorithms like naive Bayesian, feature extraction, pattern matching pre-
vail to carry over such domain-specific categorization. Researches on improving
the existing methods are aimed at improving the effectiveness of the categorization
[15]. In general for all these classification algorithms, the predefined class labels are
assigned to each distinctive class. Then the given input is categorized on the basis of
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the labels. Similarly, clustering algorithms like k-means, agglomerative clustering,
MAJORCLUST [1] have been extensively studied and improved. Mostly, in these
algorithms, the centered value is assigned at random to choose for clustering dis-
tance. The distance measure then determines the category of the document. Both
the traditional algorithms and the similarity clustering methods result in uncertainty
when applied to short texts. This is because of the very low term frequencies in the
case of the short texts. Due to this nature, the occurrence or absence of a single word
may impact the classification of the short text to a great extent. More intelligent
and unsupervised methods applying topic models for short text classification are
discussed in the literature [24–26].

2.5 Contextual Information

With the growth of pervasive andmobile computing, contextual information is used in
the content filtering for applications where context information is available. Appli-
cations make use of contextual information to personalize content based on user
interests [2, 17]. Contextual information is also used in other domains like health
care. Research on context gathering aims in eliminating the ambiguity in the collected
context [3] and in personalization of mobile applications to the context. Analyzing
context provides lots of information that would otherwise go unnoticed. Though the
access in the digital repositories is mostly limited to the abstracts of documents,
other information is available in the repositories which include keywords, related
articles, hyperlinks, comments, reviews. Analysis of this information leads to valu-
able knowledge about the research article. This knowledge about the context in turn
will help in improving the categorization and in the elimination of the uncertainties
in them.

3 Short Text Categorization Based on Contextual
Information

Using the contextual information in categorization aims to remove the uncertainties
in the categorization. Categorization of the research publications based on titles alone
leads to unstable results. The titles are either unbiased toward a domain or too short
for analysis. This limitation of the titles can be reduced to an extent by using abstracts
for the categorization. Abstracts provide a better scope for categorization. However,
the term frequencies in abstracts being limited do not provide basis for a strong
categorization. The occurrence of each keyword in the abstract is mostly once or
twice. To improve the categorization, the terms were weighed using domain-specific
ontologies. However, this still had uncertain results as completeness of ontologies
for the domains is in itself a major challenge. In this scenario, by bringing in the
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Fig. 1 Short text categorization using contextual information

contextual information of the abstract, the categorization is strengthened. In this
proposed system, the gathering of the contextual information is done as a continuous
process. The context is extracted from the search key, review and comments, author
details, citation and other information that can be retrieved along with the abstract.
This surrounding information will be used in decision making whenever there is an
uncertainty in the categorization of the abstract.

Contextual information is readily available and can easily be extracted. The con-
text is extracted from the information surrounding the abstract and the title. This
includes hyperlink to related articles, comments and reviews about the article. Fur-
ther, the context provides a better scope to categorize by overcoming the limitations
of the abstracts. This categorization is done based on ACM classification of domains
as on the year 1998 (http://www.acm.org/about/class/1998). Nearly 50 plus pre-
classified computer science (or related) domains are used in this. The initial stage
(Fig. 1) of the categorization involves NLP methods. The terms after preprocessing
are weighted on the basis of their distance in the domain ontology. The contextual
information is used to identify the appropriate domain. Once the terms are weighted,
they are grouped on their weights. The terms with higher weights are taken forward
to the further stages in categorization. This omission of terms with lower weights in
the domain makes the input text biased toward categories within the domain.

4 Analysis of Semantic Context

The semantic context of the research abstract includes various factors which lead to
determining the quality of research abstract and, thereby, the research article. In this
context, the article quality of research publications has already been analyzed from

http://www.acm.org/about/class/1998
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the plagiarism perspective [23]. However, plagiarism analysis of a text document
(here, research abstract) will only provide the details about abstract originality. There
are various other features to be considered while analyzing the semantic context.

• Originality (α): Originality is the measure depicting the ‘individuality’ of the
abstract. Here comes the plagiarism viewpoint. As research abstracts are mea-
ger sections, assessing their originality based on statistical approaches does not
suite well. A research abstract should not be a verbatim copy of the any other.
Abstract originality can be assessed by means of similarity detection. The origi-
nality measure is obtained from fuzzy cognitive maps (FCMs). FCMs are the mind
map/mental maps that are obtained from the domain ontological concepts. FCMs
thus obtained from the research abstracts are compared to obtain the similarity.
This is proposed in order to detect idea/concept wise similarity would be detected.

• Novelty (β): Novelty is highly similar to originality. The ontological concepts
relating to each terms present in the abstracts (after preprocessing) are initially
identified. Later, the distance between the core terms with other related concepts
is measured. The cumulative distance measure so obtained is assigned as a novelty
measure.

• Relevance (γ ): Relevance is the measure of finding significance of the title with
the abstract content. The terms in the title are matched with those in the abstract
thereby the relevancy between the title and the abstract is measured.

• Clarity (δ): Clarity involves the level of presentation in conveying a fact to the
reader. Ambiguity or chaos present in the content delivery need to be removed as
readers cannot understand the idea behind thework. Completeness and consistency
are to be analyzed while measuring the level of clarity. Also the length of the
sentences/sections is accounted in order to find the abstract clarity.

• Extendibility (ϑ): This is the factor where a research work needs further enhance-
ment.Generally, the ‘Futurework’ section is present inmost of the research articles
which depicts the requirement of extendibility of the publishedwork. For example,
a paper which is published based on architecture of the system can be extended to
empirical analysis after performing experiments. In research abstracts the heuristic
terms like ‘extend’, ‘improve’.

• Support (λ): In a research article, the support factor would be measured from the
various heuristic terms like ‘experiments’, ‘compare’, ‘investigate’. These terms
are used to assess that the abstract is providing a supportive description toward the
proposed methodology.

• Conclusion (ω): This would also be measured from the heuristic terms like ‘con-
clude’, ‘arrive’, ‘decide’, ‘results’, ‘confirm’. The conclusion that the abstract
makes is assessed and a gradient index value is given to this measure.

Using the above contexts, research abstracts are analyzed for quality and are
subjected to further categorization. The following section discusses the empirical
investigations and the observations obtained.
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5 Results and Discussion

A total of 500+ titles and abstracts of research publications in the area of computer
networks were extracted from journals and conference proceedings. The titles con-
tained 4–20 words and the abstracts from 50 to a few hundred words. Care was
taken to ensure that the research articles spanned across various areas of research
under computer networks. This was done in order to retain the heterogeneity of the
Web. All experiments were done on these 500 titles and abstracts. A number of
experiments were done, from using traditional methods on the titles alone to using
contextual information to aid in classification on the titles and abstracts together.
The context gathered from the surrounding information like the comments, reviews
and the search keys is used to ascertain the domain of interest. A static ontology on
the terms related to this domain is used to weigh the terms based on their proximity
to the domain. These domain ontologies are made available of the system and are
selected on the basis of the contextual information. Weights were given in the scale
of 1–1.5, the nearest terms given 1.5 and the farther ones 1. This weighing of terms
helped to eliminate the uncertainties that were prevailing due to the limited number
of terms in the short texts.

5.1 Categorization by Structural Context of Research
Abstracts

Applying traditional feature selection methods on the titles resulted (Table 1) in
a high level of uncertainty in the categorization. The titles in general had too little
terms for them to be biased toward the domain. Further, few of the titles had very little
terms that they were not categorized under any domain. Abstracts, though having
limited terms, provided for a better categorization when compared to the titles. The
uncertainty remained in the categorization as more than a hundred documents were
categorized under more than one domain. Using abstracts and the titles together had
very little impact on the categorization as most of the papers had the titles replicated
in the abstracts (Table 2).

The usage of the contextual information provided a substantial improvement
(Fig. 2) in the accuracy of the categorization. The problem of abstracts getting cat-

Table 1 Traditional feature-based categorization

Correct Uncertain Incorrect Not categorized

Titles 128 139 251 5

Abstracts 221 28 251 0

Title and abstracts 232 22 246 0

Using contextual information 319 0 181 0
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Table 2 Categorization using contextual information

Correct Uncertain Incorrect Not categorized

Titles 139 251 5

Abstracts 28 251 0

Title and abstracts 22 246 0

Using contextual information 0 181 0
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Fig. 2 Comparison of short text categorization accuracy

egorized under more than a domain was greatly reduced. However, only 64 percent
of the documents were rightly classified under the networks domain. A few straight-
forward research papers in the networks domain were also categorized incorrectly
under the different domains. The paper titled “A Constrained QoSMulticast Routing
Algorithm in Adhoc” gets categorized into the domain of numerical analysis. These
anomalies occurred due to the limitations of using static domain ontologies. One
way to deal with this is to add more weightage to the terms closer to the context’s
domain. The accuracy increases with the increase in the weight of the terms in the
context. However, increasing the weights may lead to total bias toward the context’s
domain and may prove erroneous in the case of misreading the context.

5.2 Categorization by Semantic Context of Research
Abstracts

The 500+ research abstracts are analyzed for above-mentioned semantic features.
Table 3 outlines the results obtained for research abstracts across every measure.

The above findings are altered when the abstracts are analyzed for semantic con-
textual features. For analysis, we have only considered two contextual features: Clar-
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Table 3 Categorization by semantic contextual features

High Medium Low

Clarity 113 327 60

Conclusiveness 276 0 324

Extendibility 168 136 196

Novelty 271 221 8

Originality 368 0 132

Relevance 76 324 100

Support 37 110 353

Table 4 Categorization accuracy using clarity and relevance as the semantic context

Relevance Clarity

Interval 1 145 160

Interval 2 174 159

Table 5 Categorization accuracy% using clarity and relevance as the semantic context—with finer
intervals

Relevance Clarity

Interval 1 68 64

Interval 2 62 67

Interval 3 54 54

Interval 4 60 63

Interval 5 61 60

ity and Relevance. The results obtained are convincing (Table 4). Here, we have
recorded the improved categorization results for the semantic features: Clarity and
Relevance. The 500+ research abstracts are divided into two equal classes. The cat-
egorization results with clarity and relevance as the semantic context is shown in
Fig. 8. There is not much difference between both the semantic contexts in terms of
categorization accuracy.

However, the same test set is divided into five equal intervals and the catego-
rization results are recorded as in Table 5. The average categorization accuracy is
61.6% for clarity and 61% for relevance as the semantic context. It can be seen that
the accuracy reduces up to 2% when semantic context is included for text catego-
rization. However, being a valuable measure, including more semantic features as
discussed in this paper (Sect. 4) would definitely lead to more accurate and meaning-
ful categorization mechanismwhichmay produce fruitful results in short text mining
and related applications.

The objective of this paper is to prove that the short text categorization accuracy
improves by including the contextual information, and therefore, we tend to propose
more features which are really useful in categorizing the research abstracts more
meaningfully as visualized by the minds of a naïve researcher. With this in mind, we
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would like to do more things in future: as like including more semantic features, and
more minute details about the semantic capital of research abstracts. The implemen-
tations are on, and we would like to add more results to the existing approach as we
proceed further.

6 Conclusion

In this paper, a method for improving the accuracy of categorization of short texts
using context information of short text is proposed. This contextual information is
used as a means to bias the short texts toward a domain. This biasing is done in order
to reduce the uncertainties in the categorization of short texts. The effectiveness of
this system can be further enhanced by dynamically updating the proximity and
thereby the weights of the terms with respect to the various domains. Our future
work in this area would be the development of self-learning ontologies with the aim
of improving the completeness and validity of the ontologies. Other improvements
in this method can be obtained by concentrating on context collection and analysis
of the context. This study will help in improving the effectiveness in the collection
of context. The knowledge of the impact of various neighborhood information on
the context will in turn improve the categorization in this method.
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Efficient Classification Technique
on Healthcare Data

Rella Usha Rani and Jagadeesh Kakarla

Abstract In the process of improvisation of classification accuracy rate, many clas-
sifiers are made pass through this framework of classification and prediction. The
proposed best classifier is the random forest classifier based on various parameters.
The kidney disease diagnosis is done based on the available machine learning clas-
sifiers and presented an effective classifier with great accuracy rate of prediction.
In the proceedings of ayush to kidney (AtoK) kidney disease diagnose intelligence
model, this paper is reporting the best classifier in development of prediction model.

Keywords Classifier · Accuracy · Kidney ·Machine learning

1 Introduction

Through the great more study analysis, the classification is the only way to distin-
guish the common properties of a class, and similarity index will give the momentum
to do categorization by qualitative attributes and termed as classification of qualita-
tive data [1–3]. The criteria selection to do the classification comparison is basically
a very complex measure to be undertaken [4]. This shows a clear view of data
selection which is the major role in classification analysis. Data preprocessing and
analysis from different research report using data mining tool techniques [5]. Taking
the learning techniques as fundamental procedure to classify data, a one-dimensional
nonlinearity is comparedwith two-dimensional and continuous action-based systems
[6, 7]. The study nature paved the way to incorporate different techniques inclusion
into this class of classification techniques. This paper explains how the initial datasets
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Fig. 1 Classifier model

of kidney disease-affected patients’ health history are cleaned and preprocessed to
evaluate the best classification technique that leads to take a decision-making effec-
tive in learning aspects.

2 Methodology

The dataset is taken from UCI repository as well as collected from hospitals and
is cleaned with different data preprocessing techniques, and cross fold technique
is used to evaluate the prediction of given dataset by the process of dividing the
actual data into training set and testing set, predominantly one as training and all
other remaining sets as testing sets [8]. In this k-fold technique of prediction, the
k value defined as 10, the model creates a 10 equal size subsample of dataset. The
single sample set remains as validation set for testing the data, and all remaining k-1
samples are the datasets that are considered as training data. For effective accuracy,
the k value is increased to improvise the prediction accuracy rate [9]. The learning
classifier system, [6] termed as LCS, handles the function approximation through
partitioning the input system for all binary problems. This happens through dividing
the input space as hyper-rectangular subspaces through the classifier. Kernel-based
classifier is more appropriate for diverse problem condition. Classifier model is the
data classification problem framework to classify data (Fig. 1).

Figure2 is the experimental setup that is carried out through Weka software (a
machine learning software for knowledge analysis) [10]. Weka tool is best tool for
data mining tasks, data analysis, feature selection, and visualization. To have glance
view of weka tool, the screenshot also presented below as Fig. 2 for presenting 400
instances on 25 attributes the preprocessing is shown.
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Fig. 2 Data preprocessing

2.1 Classifiers Considered

Bayes net: “A Bayesian network B over a set of variables U is a network structure
BS, which is a directed acyclic graph (DAG) over U and a set of probability tables
BP = b(u|ba(u))|uεU where ba(u) is the set of parents of u in BS”. A Bayesian
network represents a probability distributions B(U ) = QuεUb(u|ba(u)) [9]. Bayes
net evaluate by measuring metrics like divergence score, Bayes score, AIC Score,
and entropy values are also being considered. In this proceeding of classification, the
inference algorithm calculates the argmax B(y|x) through utilizing the distribution
B(U). It works on Bayes theorem of probability to predict the class of unknown data
elements.

Simple Logistic: “Classifier for building linear logistic regression models. Logit-
Boost with simple regression functions as base learners is used for fitting the logistic
models”. The optimal number of LogitBoost iterations to perform is cross validated,
which leads to automatic attribute selection this is the technique for classification.

Multiplayer Perceptron: MLP (or artificial neural network—ANN) with a single
hidden layer can be represented graphically as follows in Fig. 3.

Random Forest: In simple, it can be defined as bagging the randomness occurring
in the preferred dataset. It is a classifier algorithm that can perform regression along
with classification. This algorithm creates the cross samples or unrelated samples of
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Fig. 3 Layered architecture
for MLP

Table 1 Classification correctness evaluation

Algorithm Correctly
classified

Incorrectly
classified

% of correctly % of incorrect

BayesNet 394 6 98.5 1.5

Naive Bayes 378 22 94.5 5.5

Logistic 391 9 97.75 2.25

Multilayer
perceptron

391 9 97.75 2.25

Simple logistic 392 8 98 2

Random forest 396 4 99 1

J48 387 13 96.75 3.25

n numbered tree evaluation from the actual data. The changeover taken at this stage
of dividing samples is by selecting the best split of data from existing predictors or
samples. The grouping or procedure of get-together of theses samples framed as a
special case of randomness as termed as random forest is formed as trail case of
grouping. Finally, this aggregation results with prediction of data with new set of
groups called P-tree.

J48: Through the different learning, this classifier efficiency is quantized in terms
of the parameter checking like confusion matrix, TP rate, FP rate, precision, MCC,
ROC area, PRC area. The dividing task of training set and development set as well
as a testing test is got initiated from cross folding technique.

Table1 shows accuracy rate of different classifiers in terms of classified instances.
A continuation folding through cross folding technique and after undergoing the
repeated classification, the results from different classifiers paved the way of finding
which classifier suites best for prediction analysis. The nature of incorrectness in
classifier classified instances, in this depiction it was clear that the incorrectness is
minute and directly proposes that it is the effective classifier to go ahead with further
proceedings of classification on the board of machine learning.



Efficient Classification Technique on Healthcare Data 297

Table 2 Classification correctness evaluation

Algorithm TP rate FP rate Precision Recall F-
Measure

MCC ROC
area

PRC
area

Bayes Net 0.985 0.2 0.985 0.985 0.985 0.968 0.999 0.999

NaiveBayes 0.945 0.036 0.951 0.945 0.946 0.891 0.998 0.998

Logistic 0.978 0.016 0.978 0.978 0.978 0.953 0.994 0.992

Multilayer 0.978 0.016 0.978 0.978 0.978 0.953 1 1

Simple
logistic

0.98 0.017 0.098 0.98 0.98 0.958 0.999 0.999

Random
forest

0.99 0.014 0.99 0.99 0.99 0.979 0.998 0.998

J48 0.968 0.038 0.967 0.968 0.967 0.931 0.976 0.969

Fig. 4 TP rate on classifiers set

Themeasuring parameters are TP rate, FP rate, precision, recall, F-Measure, ROC
area, PRC area. Each parameter analysis with respect to the different classifiers are
graphed below. Table2 also lists these values for every algorithm which we have
considered during experiments. The rating of classifier is the activity performed to
present the machine learning effectiveness for the data analytics which is revealed
from Figs. 4, 5, 6, 7, 8 and 9.

Each figure presents as one the specific parameter is effective with respective
classifier. In taking all this into notice, the effective classifier can be mentioned as
the rtandom forest classifier.
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Fig. 5 FP rate on classifiers set

Fig. 6 Recall on classifiers set

Fig. 7 Precision rate on classifiers set
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Fig. 8 F-measure on classifiers set

Fig. 9 MCC on classifiers set

3 Conclusions

From the classification performed by different techniques, themeasurable parameters
like TP rate, precision, recall, F-Measure, MCC are showcasing and indicating as
the Random Forest classifier is the best one. There is a point that the parameters
like FP rate suggest that the J.48 is the best one and according to the parameters
like ROC, PRC made us rely that the multilayer perceptron is the best to perform
classification under neural networkmodel usage.With the great evaluations, accuracy
rate and study process give us a conclusion that the random forest is the best classifier
to work with the healthcare data. The future work can be moved toward the other
machine learning techniques specifically supervised learning through known features
and unknown feature classification to know the classification efficiency for process
of prediction.
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Two-Phase Validation Scheme
for Detection and Prevention of ARP
Cache Poisoning

Sweta Singh, Dayashankar Singh and Aanjey Mani Tripathi

Abstract In data communication, protocols define the set of rules to ensure commu-
nication between the hosts over a network. The operation encounters no issue under
normal circumstances, but an attacker always seeks for an opportunity to find a loop-
hole in the system, to exploit the protocols. ARP cache poisoning is the exploitation
of ARP protocol where a malicious attacker aims at binding its hardware address,
i.e., MAC with a legitimate entity IP over a LAN. This attempt poisons the cache
of the other hosts in the network, causing the traffic diversion to the attacker instead
of reaching at genuine host’s destination. This paper has proposed a mechanism to
validate the new binding received by each host by sending two ICMP probe pack-
ets one to the previous binding and other to the new one. New entry of host in the
network with no previous entry found in ARP cache is validated using ARP packets
to find all the claiming hosts to that IP, used together with ICMP packet to provide
a two-phase validation. This scheme being asynchronous in nature also requires no
modification in the existing protocol.

Keywords Address resolution protocol (ARP) · ARP cache poisoning
ARP cache spoofing · MITM · ARP vulnerabilities

1 Introduction

ARP protocol operating as a transition communication protocol between the network
and data link layer aims at mapping the network address of the host with its corre-
sponding data link or MAC address [1]. In LAN, both IP and MAC contribute to
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establish communication between the hosts. A packet is routed over a network using
IP address, whereas it is dropped to the correct host using its MAC address. In LAN
if a host wants to communicate with other, it should possess both the destination’s
IP and MAC. If it only knows the IP and not the MAC, calls for ARP. ARP takes the
IP of the receiver host and provides its corresponding MAC address. For resolution,
Address Resolution Protocol uses two messages—ARP Request and ARP Reply [2].
ARP Request is a broadcast message sent to all available hosts in LAN carrying the
IP of destination to identify “who-has the particular destination IP” [3]. The particu-
lar IP which matches the destination IP accepts this ARP Request and produces the
ARP Reply message defining that the particular IP “is-at” the parti—lar MAC and
return with its corresponding MAC. This<IP, MAC>binding is thus maintained in a
cache termed ARP cache of the source host for a particular time stamp [2], such that
this Request and Reply message need not to be sent again and again. The caching
of the binding also relieves network traffic each time for resolution [4, 5]. The entry
is stored in host’s cache for approx. 20 min and whenever communication is to be
initiated is checked each time for the binding. If found in ARP cache of the host,
initiates the communication directly and if not again ARP Request is sent for the
MAC. In Linux, the ARP table is checked using “arp-a” or “ip neighbour show”
command [6].

The functioning of ARP is well operated but comes with two drawbacks—the
unauthentic and stateless nature [1]. With its unauthenticated nature, ARP accepts
any binding it receives and stores it in cache with no concern if it is coming from a
legal end. The stateless nature on the other hand allows the caching of unsolicited
ARP reply regardless of whether ARP request was made for that mapping or not.
These two loopholes provide an opportunity to the malicious host to attach its MAC
and send a fake binding in the ARP reply to the hosts over the network. This binding
once cached causes the packet to get rerouted and reach at the attacker computer.

The proposals so far discussed by researchers were classified as per their objective
and the adopted approaches. The proposed work aims at detection and prevention
with adoption of a non-cryptographic measure of using ICMP probe packet [1, 7, 8].
A table is maintained here to store the MAC-IP binding of each host which persists
for a longer duration and is checked each time to validate the binding received. For
chance of a new binding, i.e., in case attacker uses an IP of host not in the network an
additional validation is adopted by sending ARP request and then next phase is the
ICMP-based validation, resulting in 2-phase packet validation. The scheme being
distributed do not face issue of centralized failure. An attempt to prevent flooding of
spoofed packet is also made in the discussed scheme. The ICMP packets are the echo
packets, which are only responded in case of match of both IP and MAC address.
The reason of using ARP packets is to analyze the network for malicious host’s in
the network.
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1.1 ARP

Address Resolution Protocol (ARP) is a layer 2 protocol functional at the data link
layer and associates MAC address with the network (IP) address to discover the
nodes to each other. It operates below the network layer in the OSI model as an
interface between layer 2 and layer 3, while in TCP/IP protocol suite functioning at
layer 2, i.e., the data link layer [1, 3]. Within LAN for communication, it requires
both IP and MAC address [2]; IP ensures routing of packet, whereas dropping the
packet to correct host is provided using MAC. The sender, for communicating with
the destination host, needs to know its MAC. It starts the communication if it retains
the<IP, MAC>binding of the destination host but if not found in its local ARP cache
sends ARP request to all the hosts in the LAN (broadcast). This ARP request consists
of sender IP, MAC and destination IP. The destination IP is matched by all the hosts
in the LAN and the host with matching IP only sends a reply whereas other drops
the request. The host with intended IP only responds to the requesting host (unicast)
providing it’s MAC. This<IP, MAC>association is held in cache known as ARP
table/cache and is updated at a particular interval (approx 20 min). The entries made
in the cache can be manual as well as automatic termed as static entries and dynamic
entries, respectively. The ARP cache is maintained to avoid sending of ARP request
each time resulting in reducing the response time and minimizing the network traffic
[4]. Transmission of packet the source host/router knows the IP of the next router
except the last router in the path which knows the receiver’s IP.

Summarizing the working mechanism, suppose host A (IPA, MACA) wants to
start communicating with host B (IPB, MACB) but do not know the MAC of host B,
so firstly it will check its cache to find if the<IPB, MACB>binding of B is present in
ARP cache. If found A will start communication but if not it will broadcast an ARP
request to all the hosts to attain B’s MAC address. When B receives this Request
sends a response, termed as ARP Reply providing its MAC. With the receipt of ARP
reply, host A initiates the communication. This<IPB, MACB>binding will be saved
in A’s cache for a fixed time duration and is automatically removed after timeout.
Both ARP Request and Reply together contribute to attain the binding.

ARP possesses two issues [8, 9]—unauthenticated nature and stateless nature.
These limitations of ARP have made it vulnerable to attacks and have gathered the
attraction of malicious intention hosts. An attacker could easily send false ARP reply
by attaching its MAC with a legitimate host’s IP and sending it onto the LAN, which
will be accepted by the host without any doubt. Being of unauthenticated nature,
there is no way to check it the message is coming from a genuine or a malicious
host. Even its stateless nature causes the host to update the cache for an unsolicited
reply, i.e., an attacker can easily send an ARP reply irrespective of the Request for it
was made or not. Thus by sending fake ARP replies, an attacker can very efficiently
poison the cache. The attacker usually aims at sending fake unsolicitedARP replies to
attach a spurious<IP, MAC>association. Once successful in updating the cache with
fake association, the sender will consider the binding true and will design the packet



306 S. Singh et al.

to send at the attacker’s MAC unknowingly, thus causing all the traffic rerouted at
attackers end.

1.2 ARP Cache Poisoning

ARP cache poisoning is the mechanism of updating the host’s cache with fake<IP,
MAC>association where the attacker uses its MAC with a legitimate entity’s IP
address, causing all the trafficmeant for that legitimate host to be dropped or rerouted
at attackers end [3]. With this mechanism, the attacker can easily conduct several
higher level threats such as posing to be someone else, hiding its identity, interception,
etc. [10, 11]. There are several tools available online to perform malicious act. One
among them is Ettercap to performMITM by selecting the target and attaching them
to one’s MAC. ARP cache poisoning has become one of the most common and
easiest ways to perform hacking and exploit the LAN communication. The attacker
can easily reside in the network without any trace of its existence.

2 Literature Review

Several mechanisms have been previously suggested by the researchers aiming at
Detection and Prevention of this poisoning attempt made by the attacker.

A static IP-MAC binding scheme [12] was proposed by S. Puangpronpitag and
N. Masusai in which IP-MAC binding was statically held in ARP cache of the host
and the packets coming from other hosts whose binding was not present in cache
was denied. The drawback incurred in the scheme as it was possible only on a small
network and imposed an overhead upon the operating system to maintain the entries.

Nayak and Samaddar [6] coined a continuous monitoring scheme implemented
in Linux environment using arping command to retain the binding of gateway or
host for larger time duration and continuous checking of ARP table using “arp-a”
command to find if there is any duplicate binding.

Nam et al. [13] incorporated a long-term memory along with short-term ARP
cache to retain the IP-MAX binding for a longer time period and check the ARP
cache for any mismatch case. In case of any new host, it used voting mechanism to
find the genuinity of new host and accordingly updated the entry in both tables.

Stateful ARP scheme [14] adopted the concept of analyzing the response time
of the packets to discriminate between the genuine and non-genuine hosts. The
scheme was based on assumption that there exists a difference between the response
time of attacker and the legitimate entity. Secure Unicast Address Resolution Pro-
tocol (SUARP) called for modification in the existing network infrastructure where
DHCP server was configured with additional parameter. It also maintained the IP-
MAC binding of the host. Thus, any host need to enquire about the IP for its MAC,
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instead of broadcasting sent a unicast Request to DHCP and was responded with the
corresponding MAC.

Cryptographic measures included Secure-ARP (SARP) [15] and Ticket-ARP
(TARP) [16]. In SARP, a concept of digital signature was used where a public/private
key was attached to each ARP packet allotted by the Authoritative Key Distributor
(AKD) to authenticate the host. TARP used a token which served as a digital certifi-
cate appended with the packet to authenticate the host. Both the proposals required a
central authority to distribute the token/key, respectively, and thus faced a single site
failure issue. Cryptographic approach required a large number of packets with every
host computer requiring cryptographic implementation [17]. Thus these solutions
failed the cost–effectiveness.

Kumar and Tapaswi [3] used a centralized detection scheme in which a central
server detected and validated the binding using ARP/ICMP probe packets. Here
host and the central server both maintained a long-term cache memory to hold and
validate the binding. Jinhua and Kejian [8] also used an ICMPmechanism to validate
the binding but maintained a database holding the binding to validate the binding
thus faced a single site failure issue. Pandey [4] used ICMP probe packets to validate
the new binding sending 2 ping packets; one to the new binding and other to the
source host itself with expecting response from a single host only.

Tripathi and Mehtre [1] maintained a secondary table to verify the binding using
ICMP packets. They used an entering and existing algorithm to successfully vali-
date the binding. The ICMP echo packet was sent to the previous binding to check
the aliveness of the host. The scheme was successful in providing a solution to IP
exhaustion problem also.

Arote and Arya [7] involved a voting parameter in centralized detection scheme
where the newentering hosts voted to attain the IP-MACof central server. This central
server was responsible in validating the IP-MAC binding using probing mechanism.
Certain passive detection tools were proposed such as ARP watch, ARP Guard [2]
but were dependent upon attacker’s arrival time and were only able to detect attack
and raise alarm. They failed in prevention of the attack.

3 Proposed Mechanism

This scheme uses a distributed concept, in which each host maintains a secondary
table which is stored in form of text file storing the<IP, MAC>bindings of host [1].
The purpose of using the file is to permanently store the binding. Once validated with
the record held in secondary table, the primary table is updated along with secondary
table. The concept of the scheme is based on concept put forward by Tripathi et al.
[1] and Pandey [4]. The detection host first looks into its primary cache, on receiving
an ARP Reply to find the binding. If it is obtained without any mismatch in IP or
MAC, the entry gets updated again to reside for next timeout session.

The validation phase incurs the use of ICMP and ARP packets. There can be two
cases: one the host sends a Request/Reply and other host receives a Request/Reply.
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If host wants to send an ARP Request, it simply broadcasts it to all the hosts in the
network, comprising of its IP address, MAC address and the IP of the destination to
be resolved. Similarly, for sending a Reply, if the Request is intended to it; it sends a
unicast message to the host in response to the request proving its MAC else drops the
packet. The broadcast ARP Request is answered by only the host who’s IP matches
the destination IP header whereas others will discard it.

In case a host receives an ARP request, it checks the header destination IP, i.e.,
if that request is made for it. If it is the intended host, it sends a Unicast ARP
reply to the sending host telling its MAC address. For an ARP Reply received, let
be<IPX, MACX>, host checks if IPX exists in short-term cache; if found, then the
corresponding MAC entry is checked. If the binding is found to be same then the
primary cache is updated as well as secondary table. If not, then the secondary table
is checked. Now there can be three cases in this. First is that the same binding is
found in secondary cache. Second, no binding is found in secondary table and the
third that there appears to be a mismatch of IP or MAC in the received binding.
Figure 1 represents the flow of mechanism with three case conditions. If the binding
is not found in primary cache mean, the entry would have expired after the timeout,
thus secondary table is scanned for the entry. If the binding is found and found to
be same as stored in secondary cache, both local ARP primary cache and secondary
table is updated for next time out.

In case the entry is unavailable in Secondary table too, there is the possibility of
the new host. Now the aim of the detection host is to determine all the possible hosts
who are claiming to hold the IP. This could uncover all the claimants in the LAN.
If there is only a single claiming host, the entry is accepted. The host sends 50–60
ARP Request packets at a time interval of 10–50 ms to obtain reply of any one,
preventing any flooding attack, i.e., if the attacker aims at suppressing the response
of the legitimate host by sending number of spoofed packet, then it can be failed and
the detection host can received at least one Reply from the genuine host. If the reply
is received from more than one host, there is the chance that there exists a malicious
host who is pretending to be a legitimate host and using the IP of it and the ARP
Reply is sent by it to poison the ARP cache. Now the detecting host makes use of
2nd-phase validation to distinguish between the genuine and non-genuine host. For
2nd-phase validation, ICMP ping packets are used. The ICMP echo reply for ping
request confirms the identity of the host. If reply is received from more than one
host, then send ICMP probe packets to each host from whom reply is received. If the
reply is received, accept the binding else discard the entry from local cache. In case
ARP reply is received from only one host, the binding is accepted and updated in
both primary and secondary table. This scheme provides a two-phase validation for
the new host as the attacker cannot falsify both ARP and ICMP echo packet together
represented in Fig. 2.

In case of anymismatch found that ismismatch of either IP orMACwhen searched
in secondary table, an ICMPprobe packet is sent to both new and old binding. 2 ICMP
probe packets are sent in order to find aliveness of previous host alongwith finding the
legality of new binding received. If only previous host respond ensures the previous
host’s aliveness in the network then the new binding is removed from primary cache.
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Fig. 1 Binding check in primary table

For no reply from previous binding and only receiving reply from new host means
that the IP is allotted to a new host (in case of MAC mismatch) or host is provided a
new IP (in case of MAC mismatch). In such case the previous entry is deleted, and
new entry is updated in secondary table. For case of response from both hosts, the
entry is considered to be spurious and thus removed from the primary cache. Else if
no response is received means the previous host has gone offline and the fake binding
is sent to the host. Thus the previous binding is removed from secondary table and
new entry is removed from primary cache. The mechanism is represented in Fig. 3.

The procedure can be discussed as under:

If a frame has been received:
If it is a Request: Check if it is intended to the host
If it is: Send a Unicast Reply to the querying host
Else: Drop the packet

If it is a Reply: Check the primary ARP cache:

If entry found: check if there is a case of mismatch
If same: accept the binding and update
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Fig. 2 2-phase validation for new binding

If entry not found in primary cache or there is a case of mismatch in primary ARP
table:
If entry found in secondary cache with same<IP, MAC>binding: accept and update
primary and secondary table
If entry found but there is a mismatch: Send ICMP ping packet to previous and the
new binding
If older binding only responded: drop the new binding and remove the entry from
primary ARP table. Raise alarm
If new binding only responded: then remove the associated entry from the secondary
table and accept the binding in primary
If none responded: drop the packet
If both responded: drop the new binding and raise the alarm
If entry not found in secondary table: Send 50–60 ARP packets for that binding
If (Reply��1): accept binding
Else (Reply>1): send ICMP probe packet to each of the claiming host
If Reply received for the entry and update primary and secondary table accordingly
Else: Drop the binding
Else: discard the binding and remove entry from primary cache
If the frame is to be sent:
If it is a Request: Broadcast to all the hosts in the LAN
If it is a Reply: Send Unicast reply to the host which sent the Request.
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Fig. 3 Case of mismatch in binding

4 Simulation and Analysis

The experimentation setup requirement incorporates the use of tools such as Ettercap,
PackEth andWireshark. Ettercap is an easily available tool to performARPpoisoning
attack by selecting the target hosts of the network. Wireshark runs on both the victim
and attacker end to analyze the packet that moves in the network. PackEth tool is a
packet generating tool that has been used here to generate and send fake ARP Reply
message. The entire simulation is carried on “Ubuntu” platform and the system is
installed with python.

The simulation of the above-defined procedure is carried out on a smaller scale
in python using “scapy”. To poison the cache fake ARP reply is sent using Pack-
Eth tool with IP “192.168.10.4”. The attacker has IP “192.168.10.2” which during
experimentation was a part of network whose binding was held in secondary table
maintained at node. When it claimed to possess the IP “192.168.10.4”, an ICMP
echo request was sent to its previous IP as it was held in secondary table. It sent a
reply for previous binding and not for the new binding. Hence the fake reply was
alarmed using the festival package available in Scapy. The binding pre-maintained
is represented in Table 1.



312 S. Singh et al.

Table 1 Showing the
<IP, MAC> binding
pre-stored

MAC IP

00:8C:FA:36:1B:52 192.168.10.2

00:1E:68:7C:9A:E2 192.168.10.4

84:8F:69:D3:52:E8 192.168.10.3

An alert together with alarm is generated whenever there is a mismatch case and
validation fails. Its performance and experimentation on a larger network is under
study and would require much expertise personnel.

The victim is holding IP “192.168.10.3”, and the code is run on victim’s machine.
The attacker attaches itsMAC“00:8c:fa:36:1b:52”with IP of “192.168.10.4”. “sniff”
function is used to “filter” ARP packets which are analyzed to get the packet. Then
the packet is read, and its Ethernet address and Network address is obtained.

Next the secondary table is read and for MAC and IP, For MAC corresponding IP
is checked and matched, and for IP corresponding MAC is checked. Using packEth
tool, a fake ARP packet is sent, in which the host uses IP of another host in the
network represented in Fig. 4.

While implementation, the IP of packet received is read and the MAC and IP
obtained in packet is printed. Then the corresponding MAC is checked in the sec-
ondary table and its corresponding entry obtained is printed. ICMP probe packet is
sent to older binding and since is found to be in network has responded but the new
binding produced no reply as the IP and MAC belong to two different hosts and
ICMP echo packets are only replied by host when its both IP andMACmatches. The
code is run the result seen is viewed in Fig. 5.

Fig. 4 PackEth tool
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Fig. 5 Code executed and result seen

5 Conclusion and Future Work

With discussion to the mechanism proposed in this dissertation, an attempt is made
to prevent and mitigate ARP poisoning. By preventing attacker from poisoning, the
host’s cache with fake binding can easily deal with other attacks such as MITM,
session hijacking, host impersonation and others. The scheme could be a possible
approach for ARP poisoning. Using secondary table, the binding can be maintained
permanently and by using two ICMP probe packets send both to previous, and new
host can easily fail the attempt of attacker. Even for new bindings, ARP request is
sent so that if the host is alive in the network it can respond as well to determine
all the hosts which claim to be holding that IP address. Even if it is not alive and
attacker sends a spoofed reply to it, a second validation is conducted using ICMP
probe packets. This scheme is an asynchronous approach which does not require any
periodic monitoring. The implementation has been conducted on a smaller scale to
provide the result, conducting at higher level will require more specifications and
requirements with expertise personnel.

The aim is at further expanding our work by bringing about some modifications
at few sites. At the validation phase or validating the new binding, a voting phase can
be adopted such that to accept the new binding only if more than half nodes in the
network vote to hold that binding or agree to have that binding. The focus will be at
usage of distributed concept in which all the hosts will contribute to authenticate a
new host in the network. Voting and probing mechanism can be integrated together
contributing to propose a hybrid model. In future, we will work at expanding the
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network scope and considering all the scenario of LAN environment together with
the possibilities of theft.
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to Mitigate Attacks on the Network
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Abstract Software-defined network (SDN) is becoming an advance technology. It
is not only used to manage IP networks but also manages data centers as well as
cloud data and it can be applied in various types of networks. Earlier approaches
for IP networks were more complex and IP networks are now a big network; thus,
it is very difficult to manage those networks in terms of configuring the network
devices, applying policies on the network dynamically and get the knowledge of the
faults, load and changes in the network. Software-defined approach made it easy to
manage and configure the network. The role of the SDNcontroller in network devices
can be extended with an application that effectively solves a particular problem and
provide a flexible management service. One of the protocols used for this technology
is OpenFlow. It basically works on southbound interface, i.e., between controller
and network devices. Many solutions to utilize the network and exploit as much
information possible from the network is one of the aim of researchers and many
solutions have been proposed for the same. One of the most important and distinct
features is to detect denial-of-service (DoS) attack quickly and precisely. In this
paper, we are going to give an introduction about how and why SDN is trending and
also analysis of solutions to detect and save a network from DDoS attacks.
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1 Introduction

SDN is a network architecture in which the control plane is separated from data plane
and also managed by the control plane. IP networks are difficult to manage [1] as
they are very complex and the structure of the networks change dynamically. SDN
decouples the network device from the control plane and the controller becomes
external entity, known as SDN controller, NOS, POX, and with various their names.
Open Networking Foundation defines SDN as a technology which provides physical
separation of the (forwarding) or “Data Plane from the control (intelligent) plane, and
where a control plane can control various other devices” [2]. SDN is considered as
brain of a network. There are various advantages of this approach; one of them is the
ease of programmability and other is the access to more network information. The
applications developed can have more network information for the decision making
as the global policies; topology and policy decisions are available at the controller.
It controls the networks, applies policies on the network, and provides a way of
authenticated access into the network. SDN allows open revolution at control plane
by providing a programmable infrastructure in the network for dynamic flow table
rules. But with more dynamic nature and ease of programmability, new security-
related problems and threats are introduced in the network. The applications can
take actions from any part of network and there is no need of hard coding a policy or
rule, and they can be changed by the controller administrator dynamically depending
on the network requirement and capability. Also, the maintenance and integration
of the applications and policies will be simple and available at one place. Any new
packet coming into the network is first reported to the controller and then decision
is taken what to do with the packet.

The threat vectors and possible solutions with respect to SDN environment are
discussed in [3]. The network devices are connected to the controller and will be
informing the controller about the network, and at the same time, if SDN controller
wants to get some data from the network, it can get from the devices. If the connection
between the controller and switches breaks or somehow controller is unavailable at
the instant, then the data plane devices run with the latest configurations/instructions
they have received from the controller.

2 Terminologies

There are different terms that are defined and will be used in this paper frequently.
These basic terms tells the different parts/modules of a basic SDN network [4]. An
architecture level diagram is shown in Fig. 1.

1. Data plane is the plane where the network devices work. These devices are also
known as data forwarding devices. They just process the packets and inform
the control plane about the packets. The data plane receives instructions and
policies from the control plane. For different network devices, rules for the
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Fig. 1 SDN architecture

devices are different dependingon requirement or themanner inwhichuserwants
to configure the network. The southbound interface is used for communication
between control plane and data plane. One of the standard protocol is OpenFlow,
which is discussed in this paper, and is used by many networking companies as
well asmany open-source SDNcontrollerswhich are based on the same protocol.

2. Control plane is the plane which is earlier used to be a part of the network device
but now is separated from the devices. It is the brain of the network. The SDN
controller sits on network plane, and all the policies and decisions are made
at control plane and communicated to data plane through southbound protocol.
Also, the network devices send the packets to the control plane if they have no
policy of what to do with the packet.

3. Management plane is the plane which keeps a number of application set that runs
over a computer. The management plane communicates the network policies to
the control plane through northbound interface. It is nothing but a set of user
interface applications throughwhich user controls the network. TheAPIs interact
with the controller are control plane and control plane applies those policies on
the network devices.

4. Southbound Interface is the interface which communicates between data plane
and control plane through instruction set APIs. OpenFlow protocol is an exam-
ple of a southbound protocol which communicates between control plane and
data plane. There are other protocols that can serve as southbound protocol like
LISP, NETCONF, and OVSDB. Depending on the requirement and the level of
accessibility and control on the networking devices, any of the above-mentioned
protocols can be selected. But OpenFlow is most popular and widely used across
globe by leading networking companies.

5. Northbound Interface is the interface throughwhich themanagement plane com-
municates to the control lane. The APIs present at the management plane pass
the network configurations, policies, decisions to the control plane or SDN con-
troller. There is no defined standard protocol for this interface as there is Open-
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Fig. 2 SDN interfaces

Flow for southbound interface. The exploration for this and freedom is given to
the user. Java is a very helpful tool for a northbound interface development. The
user can make applications on Java and through those configurable APIs; the
information can be passed to the control plane.

The interfaces mentioned in the SDN architecture are shown in Fig. 2.

3 Denial-of-Service Attacks

In general, flooding attacks, denial-of-service (DoS) attacks, and distributed denial-
of-service (DDoS) [5] attacks are the main methods to destroy availability of the
server or the network to which one is connected to. DoS attacks or DDoS attack is an
attempt to make the resource/machine/server/unavailable for service to its intended
users. DoS attacks are sent by one system or person where as DDoS attacks are sent
by two or more systems or person in order to choke the network. Thus, DoS attacks
are one of the sub-types of DDoS attacks. So in this paper, both are indicated under
a common name as DDoS attacks.

Most of the attacks are generallyTCPpackets attackswhich are about 95%and rest
attacks are byRSTpackets, ICMPpackets, or other packets. SYN-ACKpackets, RST
packets, and ICMP error messages are communicated back and forth between the
victim and attacker indicates that there is an attack. Out of which, SYN-ACK packets
clearly indicate that there is anflooding attack but rest packet communication does not
clearly indicate if there is an attack or not. Smurf-based attacks are detected, and with
packet filtering, it can be prevented with subnet-directed broadcasting addresses. The
performance of detection and filtering approach rely on how effective filtering and
detection stages are. Its effectiveness can be measured on the basis of two ratios. One
is out of total normal packets received, number of packets classified as attack packets
that are confirmed as normal packets. This is known as false positive ratio. False
negative ratio is just opposite of that. Thus, for an excellent filtering and detection
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system, both ratios should be minimum. Now more and more business operation are
going online; thus, these attacks are becoming more and more common causing a
significant financial loss [6] to business and security. And reports show that these
attacks are becoming more and more common these days [7]. Distributed denial of-
service (DDoS) attacks makes on-line services unavailable for the users by flooding
the packets into the network and thus chocking the network.

Sometimes, this can be a coordinated attack by a number of attackers distributed
over the network, and sometimes, it may be an uncoordinated attack. The longer
it goes the longer the services will be unavailable and more and more loss to the
business. Thus, timely detection and mitigation are very much of importance by
analyzing the traffic. With the introduction of SDN technology, it becomes easier to
find the network insights into one place. Thus, SDN is an ideal platform for DDoS
detection. As soon as the DDoS attacks are detected, counteractions can be taken to
save the network or counter policies can be made and introduce into the network. It
can be like a proactive method of deadlock detection and prevention method where
it predicts that whether the current network conditions can lead to a deadlock, and if
yes then what needed to be done. Thus, some of the ways by which attackers attack
the network and some of the techniques to detect and mitigate the DDoS attacks are
described in the paper.

4 OpenFlow Protocol

Southbound interface: OpenFlow protocol is an example of a southbound protocol
which communicates between control plane and data plane, hence provides a proper
management to dealwithDDoS attacks. In the following paragraph,we have describe
the OpenFlow protocol.

4.1 Introduction to OpenFlow

There are many packet types mentioned in OpenFlow protocol and are increasing
in the updated version of the protocol as per the requirement of the network and
exploration by researchers. The below part describes the packet description and flow
for how a new packet is treated and which protocol packets are involved in creating
new flow in the switch table [8]:

OFPT_PACKET_IN This packet is sent from the switch to controller with the
reason specified.

1. TABLE-MISS: If no flow is matched (table-miss flow entry)
2. APPLY-ACTION: if action is output to controller (apply actions)
3. INVALID-TTL: if TTL is invalid in the packet
4. ACTION-SET: if action is output to controller (action set)
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5. GROUP: if action is output to controller (group bucket)
6. PACKET-OUT: if action is output to controller (packet out)

The switch sends an OFPT_PACKET_IN to the controller when it does not know
what to do with the received packet. As per OpenFlow switch 1.5.1 RFC, the above
conditions are mentioned.

OFPT_FLOW_MOD It is send by the controller to the switch, whenever con-
troller needs to do anything with the flow. It sends a command and the switch do the
same with that packet. Entry table with a reason is as mentioned below:

1. ADD: a message to create a new flow in the flow table of the switch.
2. MODIFY: to modify all the flows matching.
3. DELETE: to delete matching flows.
4. MODIFY-STRICT: to modify an entry which strictly matches the priority and

wildcards.
5. DELETE-STRICT: to delete an entry which strictly matches the priority and

wildcards.

So whenever a new packet comes to the switch and it has no flow entry for that
packet, then it sends an OFPT_PACKET_IN message with OFPR_TABLE_MISS
reason. In response to that the controller can send an OFPT_FLOW_MOD message
with OFPFC_ADD reason indicating to add a flow entry for that packet. In the same
way, controller can send message if it want to modify an entry or delete an entry
with one of the above reasons specified. The message is sent by the controller to
the network device, i.e., switch, router, and they will take the actions on the entry
like delete, add, or modify from their flow tables. If no entry is found against a new
packet and controller also do not add any entry in the switch, then the packet is
dropped. If the switch does not want to allow the packet to pass through, then the
controller sends a packet to switch with the reason as drop packet. Then that packet
is dropped always. Even if controller takes no decision about that packet, the packet
gets dropped at switch.

Every new packet, about which switch has no entry what to do with, is sent to
controller. This feature of SDN is sometimes taken advantage by the hackers as they
keep on sending the data from different sources at a very fast rate and the switch
keeps on sending that data to controller. Thus, the most bandwidth between switch
and controller is occupied by unwanted traffic. This is one of the problems that is
faced and is like a loophole in the protocol itself. Current DDoS attacks have various
forms, e.g., disruption of configuration information, consumption of computational
resources. Depending on the types of DDoS attacks, there are different detection and
mitigation methods. There are various forms of DDoS attacks and there are various
solutions proposed by different researchers. A detailed study of some of those attack
is explained below.

1. How the SDN controller is attacked and what happens afterward?
2. DDoS detection in SDN-based environment?
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5 DDoS in SDN

OpenFlow protocols works between control and forwarding plane. It checks incom-
ing packet and then matches it in its entry into the flow tables, and if a valid entry
is found, then it sends and takes the actions on the packet like forwarding, drop-
ping, broadcasting. But if no entry is found, then it sends it to the controller using
PACKET_IN type of packet and with appropriate reason like no entry found, invalid
TTL. Thus if such unknown packets are send by attacker and a number of packets
are sent continuously, then there is processing delay for the valid packets coming
from genuine users and when no entry is made for them, and then those packets will
get dropped and the user will not be able to avail the services. Another way is if the
attacker sends a lot of packets with different details which appears to be authentic,
but after sometimes there will be a lot of entries in flow table and no new valid entries
will be filled. Thus, such kind of attacks are considered as DDoS attacks on the SDN
controller, and since controller is the decision maker for the data plane devices, they
will be unable to serve the purpose to the valid users or traffic. A DDoS attack tol-
erant system has some essential features associated with redundancy, diversity and
independence, these features are easier to implement in SDN based network than
traditional networks. Some of the DDoS or attack detection techniques related to
SDN are discussed by many researchers. Giotis et al. [9] give anomaly detection
using OpenFlow and sFlow on SDN. Other problems like overloading problems due
to any internal factors or DDoS are discussed in [10]. In this paper, we are going
to describe various approaches and methodologies to detect and mitigate the DDoS
attacks.

1. A method of detecting and mitigate DDoS attack using a blocking application.
2. A method of detecting and mitigate DDoS attack using the IP address filtering.
3. A method of mitigate DDoS attack by load balancing.
4. Some other methods and approaches.

5.1 A Method of Detecting and Mitigate DDoS Attack Using
a Blocking Application

A SDN-Oriented DDoS Blocking Scheme for Botnet-Based Attacks: A controller is
connected to a number of devices which are distributed in the network. Also, there
will be some botnets which are present in the network and will try to block the
network. Since the SDN controller has the insights of the network and knows all
information about all the devices connected to it, it has the knowledge of the flow
tables on each device and the policies implemented on different devices. Thus, one
of the solutions to detect and mitigate the effects of the DDoS attacks is the use
of a blocking application, which runs on the controller when controller suggests a
probable DDoS attack is chocking the network. Whenever a new packets comes to a
switch, packet is sent to controller and controller replies the switch to introduce a new



324 S. Kumar et al.

flow in the flow table; thus, the attacker will be sending a large number of packets,
and thus, the flow entry table into the switch keeps on increasing. If the controller sees
this possible DDoS attack, then the controller notifies the DDoS blocking application
for providing a redirected address of server through secure channel.

Theblocking applicationkeeps a pool of IP addresseswhich are used to redirect the
traffic to another IP address. Since in IPv6 is capable of handling huge IP addresses,
then it is easy to find a usable address under the same prefix. The server, when
indicated that it is under attack, moves its services logically from the address which
is under attack to a new address which is safer to operate. And the genuine users are
made to move to the new address for accessing the services. And botnets do not use
IP address spoofing so they may be attacking the same IP address and the packets
at that port are getting dropped without affecting the network system. Some related
work on non-IP spoofing is explained in [11].

5.2 A Method of Detecting and Mitigate DDoS Attack Using
the IP Address Filtering

SDN provides flexibility to network administrator to install flow rules in the con-
trolled switches, if these switches have the capability of ternary content-addressable
memory (TCAM) [12]. There are various advantages for using TCAM as it has fast
lookup memory and speed, but at the same time TCAM is power hungry and costly.

With the enhancement in technology, the types ofDDoSattacks havebeen changed
and there are new improvedmethods for detection ofDDoShave been developed over
time [13]. There are different forms ofDDoS attacks and different detectionmethods.
When multiple attackers send packets to a particular machine or device and utilize
network bandwidth available for the victim and choke its access to network, this
approach focuses on detection of those kind of DDoS attacks. The very first aim is to
detect the victim quickly and correctly. The idea to identify DDoS attack on a victim
is to monitor the flow rate and monitor the flow rate asymmetry. For any potential
victim, one needs to monitor the total traffic coming to its IP and total traffic going
out from its IP. But TCAM size is very limited, and for a number of IP addresses, one
cannot monitor the flow rate for all the IPs. To handle this, divide network in a set
of IP ranges and make a rule to monitor the incoming and outgoing traffic for those
ranges of IP addresses. When for a particular range if the flow asymmetry increases
the threshold or it appeared that it is under DDoS attack, then divide that particular IP
range into smaller ranges and try to find out the potential victim. It may be possible
that due to limited TCAM size, it is difficult to find out the particular victim but at
least one ends up with a small range of IP containing potential victim. Thus, then
network admin finds the attacker IP addresses and install rules in OpenFlow switches
to drop packets from attackers to the victim. Thus in this way, network resources
can be saved and the victim user can avail the network normally. In this way, the
decisions or actions for every packet can be taken by matching the flow entries.
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Only the controller can introduce or remove a flow entry from flow table, and only
controller can associate one or more actions to a packet.

5.3 A Method of Detecting DDoS Attack by Load Balancing

Load Balancing for Software-Defined Networks against Denial-of-Service attacks:
Load balancing is the term used for equal distribution of load and maximum utiliza-
tion of available resources. Load balancing can be implemented at L4 layer or L7
layer or both. In some load balancing solutions, the algorithm to detect DDoS attacks
uses only destination and source IP addresses.

L7 Load Balancing This will be defined in the following manner, i.e., statically
balancing the load and dynamically balancing the load. Static load balancing is easy
to implement but there is possibility that under some conditions, the balancingwill be
inefficient. In dynamic load balancing, the load is distributed among various servers
at the runtime. This is difficult to implement. Under this, the balancers monitor the
load on each server, and whenever the load reaches a maximum specified limit, they
start applying balancing algorithms [14]. More complex algorithms are compared in
[15]. One also includes implementation of Honeybee Foraging Algorithm.

L4 Balancing maintains the balance between network devices and the networks
equipments or the end systems. Unlike L7 balancing where the load is distributed
among various servers, here the load distribution is done among different switches
between controllers. Thus, the two load balancing schemes are totally independent.
L7 load balancing is about routing the traffic among servers and L4 balancing route
packets among various paths in a network. L7 load balancing does independent of
the network which lies between the sender and server. Thus through SDN controller,
one can balance the loads by changing the flow tables or routes into the network
devices at different levels.

5.4 Other DDOS Attacks

Generally, there are two modes by which we can install flow rules in the switches:
proactive mode and reactive mode. In proactive mode, flow rules are installed during
the network bootstrap, while in reactive mode, flow rules are installed when switches
explicitly request them.However, in reactivemodes, the installations of flow rules are
prone of vulnerability to denial of services (DOS) for SDN controller and switches.
The attacker can send a large number of requests to the controller that can lead to
many consequences like:

1. The software components of switches become overloaded.
2. The controllers resource becomes saturated.
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All above consequence can affect the performance of a network that can badly affect
the controller, switches, or both.

Switch SoftwareOverloading Switch sends a request to controller when it found
the table_miss (no entry in flow table). Since switches run on low CPU, they can gen-
erate less number of requests of flow per unit time. Thus, switches can be overloaded;
as a result, flow from the genuine user may be dropped and delayed.

To mitigate above problem, we can use the soft switches, i.e., Open vSwitch.
Since soft switches are dynamic in nature and run on more powerful CPUs, they can
handle more number of request per unit time as compare to hardware switches.

1. An entropy-based scheme A beautiful method of detection of DDoS using the
entropy is described in [16] which takes into account the total number of packets
and the probability for each type of packet header. This method avoids the false
negatives and false positives in the network. It is based on the fact that when an
attach has happened, the packets from same source IP address will be arriving
to a destination, and thus, the entropy will decrease as less number of different
packets from other sources will be appearing. In this way when the entropy falls
beyond a threshold, it is assumed that the destination host is under attack.

2. The controller’s resource becomes saturated
If the attacker sends large number of requests to the controller, theywill consume
controller’s resource (bandwidth, memory, CPU, etc.) for rule installation and
computation. If this is not taken care properly, the controller’s resource can
be flooded by the requests that can lead to network-wide consequences, as the
switches connected to the controller will be affected.
To overcome the resource saturation problem, the controller can be share among
the switches in a fair manner by introducing the multi-layer fair queue (MLFQ).
InMLFQ, the idea is to maintain the queues in controller at multiple layer: queue
of group of switches, queue of per switches, queue of per port. Initially, each
queue refer to group of switches, but when size of the queue exceeds a threshold,
it should dynamically expand into per switch queue. If again the size of queue of
per switch exceeds a threshold, it further dynamically expands per port queue.
Finally, controller will come upwithmulti-layer queue and the layer of the queue
will depend on the threshold and number of switches.

6 Conclusion

This paper gives a brief introduction of SDN alongwith themost popular southbound
interface protocol “OpenFlow.” Programmability of the network can be improved
by using SDN technology. It provides support for remote controlling of the network
along with various network functions. With the improvement in technology, the
security challenges also increase. In this paper, we have described about DoS and
DDoS attacks and we have primarily focused on different types on DoS and DDoS
attacks in SDN environment and methods for identification of those attacks and
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how to save a network from those attacks by using a SDN controller. We have
presented functionalities of OpenFlow protocol and its use in SDN technology which
are effective in preventing DDoS attacks. However, how to make full use of SDN
advantages and defend against DDoS attacks, at the same time how to defend the
vulnerabilities present is SDN architecture against DDoS attacks are urgent problems
for which research is going on.
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A Fast Image Encryption Technique
Using Henon Chaotic Map

Kapil Mishra and Ravi Saharan

Abstract Recent advancements in the networking technologies led to increase in
network bandwidth, hence allowing transfer of files of large size. A major portion
of files being transferred through various networks all over the world consists of
multimedia data, particularly digital images. In this project, we propose a new image
encryption scheme that may be used for securing the digital images. The scheme
uses Henon chaotic map and 128-bit secret key in order to generate the cipher image.
Henon chaoticmap is a two-dimensional iterated discrete dynamic system that shows
chaotic character on specific values of the constants used. Chaotic maps are very sen-
sitive to the initial parameters, i.e., a slight change in the initial conditions drastically
changes the overall output generated by the chaotic system. In our scheme, we use
Henon chaotic map along with an externally supplied 128-bit secret key is used to
encrypt the original image. After encrypting the image, pixel shuffling is performed
using a permutation matrix generated using the chaotic map. The algorithm is tested
on a standard set of images against various performance metrics like peak signal-
to-noise ratio (psnr), entropy, histogram etc. The algorithm was found to be robust
against plain-text, statistical attacks, chosen plain-text etc.

Keywords Information security · Image encryption · Image security
Henon chaotic map

1 Introduction

Vast improvement had been seen in the field of networking and technologies in the
recent years. Such improvements had allowed us to share and transfer large-size
media files, high-resolution digital images through various networks all over the
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world. Digital images being transferred through such networks may be of personal
or business nature which would be sensitive enough to require security from the
attackers and illegitimate users through the network as they may try to extract the
information which can be then leaked or used for wrong purposes. An increase had
been seen for such incidents about leaking of personal photos. So digital image
security is an increasing concern for the researchers all over the world and hence in
recent years, a lot of interest among researchers had been seen in the field of digital
image encryption [1–4].

We already have techniques for encrypting data being transferred through the
network. Various techniques including DES, IDEA, AES etc. are used for data
encryption through a secure network. A general information security model include
a sender side encryption module, network for data transfer and a decryption module
at receiver’s end. The information security is ensured by encrypting and decrypting
the data being transferred though the network. Conventional encryption techniques
discussed above provide proven security to the data. But due to the distinct char-
acteristics of digital image data as compared to conventional text data, we need to
design specialized algorithms in order to encrypt digital images [5, 6]. The distinct
characteristics of image data can be named as shown below:

• High Redundancy
• High Correlation
• High error tolerance or less sensitive to error

High redundancy and error tolerance exist in digital images due to the large number
of pixels presented in the image and inability of human eye to detect small change
in pixel values of the image [7, 8]. High correlation in digital images exist due to 8
immediate neighbors of each pixel while in conventional text data, there exist only
two immediate neighbors.

To adapt according to the different characteristics of digital image, we need to
develop dedicated encryption algorithm for images. Any such technique should be
efficient to deal with peculiar characteristics of images and simple enough to make
it easy to implement [9, 10]. Here, it is worth mention that information security
is considered to be formed by three pillars that are confidentiality, integrity and
availability. Image encryption techniques deal with ensuring the confidentiality of the
digital imagedata byutilizing cryptographic principles and techniques.Cryptography
is the branch of science that deals with the methods for secret communication in the
presence of third party (which may include other users, attackers etc. in our context).

Cryptographic methods are used to design encryption or decryption algorithms.
The main goal of all such methods is to ensure security of data in the presence of
untrusted users. Cryptographic methods for encryption are broadly classified on the
basis of key distribution policies as shown below:

1. Private key or symmetric key cryptography, and
2. Public key, also known as asymmetric cryptography.

In private key or symmetric key cryptography, same key is used to encrypt and
decrypt the data at senders and receivers side respectively (Fig. 3). In such methods,
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secure exchange of keys is essential. These kinds of methods are computationally
low cost and require less resources.While in public key or asymmetric cryptography,
different keys, one for encryption at sender side while other for decryption at receiver
side are used. These methods are of computationally high cost and require greater
resources. Apart from above-mentioned division, image encryption algorithms are
classified based upon nature of techniques used as chaotic techniques that use chaotic
maps and non-chaotic techniques that do not use chaos at all.

2 Literature Survey

Prior to our work, we performed an exhaustive literature survey; some of the previous
works are described briefly in this section. In [1], the proposed method is based upon
SCAN language, which generates a large set of unique patterns based upon a small
set of predefined patterns. The method shuffles the pixels of the original image based
upon the encryption keys generated using the SCAN language. Encryption keys are
nothing but patterns generated by a SCAN word. Encryption keys are used in such a
way that no pixel is accessed more than once. The SCAN word is a combination of
two patterns:

• SCAN pattern
• Partition pattern

A SCAN pattern is further dependent upon four general patterns, each one of
which contains eight transformations numbered from 0 to 7. These are: Continuous
Raster C, Continuous Diagonal D, Continuous Orthogonal O, and Continuous Spiral
S. Each of the partition patterns is dependent on 3 general patterns B, Z and X.
Each one of these also depends upon eight transformation patterns. The input image
is divided into four subregions. The partition pattern decide which sub region is
traversed first by scanning path. Scanning is done for each subregion in a separate
manner. Huge no. of possible patterns makes the method resistible against the brute-
force attack.

In [2], various chaos-basedmethods are described.Chaoticmaps are very sensitive
to the initial conditions and hence are extensively used in cryptographic methods.
Various image encryption techniques use chaotic maps. A general approach of a
chaotic technique consists of the following phases:

• Pixel Shuffling (Confusion) phase which involves changing location of pixels
and hence decorrelation of pixels. After this phase, statistical information like
histogram of the image does not change.

• Pixel modification (Diffusion) phase involves modification of pixel values.

Based upon above techniques, chaoticmethods are classified into three categories:
pixel permutation or transposition techniques, pixel modification only techniques,
i.e., only changing values of the pixels, and visual transformation technique that
involves both transposition as well as pixel modification operations.
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In [3], a survey paper was presented that reviews major chaotic encryption tech-
niques proposed in recent years. Different techniques are discussed along with their
respective problems and strength factors with probable application areas of the tech-
nique. A hybrid image encryption and authentication technique using hashing and
digital signature technique is discussed. Another technique using error correcting
codes was also presented. Different algorithms were presented and concluded that
each one of them is suitable for different applications. It is also concluded that if
the algorithm was not designed properly then the image may be insecure and can be
forged.

In [4], authors described an image encryption method based upon Henon chaotic
map and w7 cipher using 128-bit external secret key. The method consists of follow-
ing phases:

• At the first stage, the original image is shuffled using a permutation map generated
by the Henon chaotic map.

• At second stage, XOR operation is applied between the earlier generated shuffled
image and the cipher image generated using w7 cipher.

Permutation matrix is a matrix that consists of single one in each row and column.
It is used for shuffling because it avoids computation cost at the decryption side
as its inverse is nothing but its transpose, so it prevents heavy computation which
otherwise would be needed at the decryption side. As the algorithm uses both phases
viz. pixel shuffling and modification in order to generate the final encrypted image,
the algorithm is secure enough to thwart various types of attacks. But since it uses
w7 cipher for encryption which is a stream cipher, it needs to generate a huge cipher
streamof sizem*n*8 (for an imageof sizem*n) and then reshapeoperation needs to
be performed, the execution time of the algorithm is increased. The schematic model
is shown in Fig. 1.

Fig. 1 Image encryption by w7 cipher and Henon chaotic map
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3 Proposed Algorithm

After performing an exhaustive literature survey of various image encryption tech-
nique, we realize a need of an efficient algorithm which is secure as well as is less
complex and fast. It is concluded that the algorithm should perform well on various
security parameters so that it may sustain various kinds of attacks. In our work, we
designed an approach based upon the Henon chaotic map and externally supplied
128-bit secret key.

3.1 Henon Map

Henon map may be stated as a two-dimensional iterated discrete-time dynamical
system with a chaotic attractor as proposed by Henon in 1976 [11]. It can be stated
by following pair of equations:

Xn+1 � 1 + yn − αx2n . (1)

Yn+1 � βxn . (2)

With x0, y0 as initial point, (x, y) denote the present state of the system. Henon
showed that if S is the area bounded by four points (−1.33, 0.42), (1.32, 0.133),
(1.245, −0.14) and (−1.06, −0.5), and if the initial point lies in the area S, then the
subsequent points—(xi, yi) for i ≥ 1, also lie in S [12].

The proposed work generates permutation matrix for shuffling of pixels of the
image (confusion phase) and cipher image for encryption of the shuffled image
(diffusion phase) using Henon chaotic map and the 128 bit externally supplied secret
key. As it is a private key algorithm, we assume the same key to be available at both
sender and receiver ends. The architecture of the proposed scheme is shown with the
help of a schematic diagram in Fig. 2. The algorithm is described below:

3.2 Encryption Algorithm

To encrypt a given image, following is the algorithm:

1. Take source image of size m*n as input.
2. Generate random variables from Henon chaotic map by following steps:

(a) X, Y�Henon(m*n) in order to generate random variables using Henon
chaotic map of size equal to no. of pixels.

(b) X�abs(floor(X(1:m*n)*1000000));
(c) Y�abs(floor(Y(1:m*n)*1000000));
(d) X� reshape(X,m,n); Y� reshape(Y,m,n);
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Fig. 2 Architecture of proposed scheme

(e) D�X*Y;
(f) D�D*sum(key) sum of the digits of 128 bit key.

3. Generate permutation matrix P(m*n) by calculating position for each row i as

(a) pos�mod(D, n)+1
(b) P(i, pos)�1
(c) Other entries being zero for the row i

4. Perform combined shuffling operation by first performing vertical shuffling and
then horizontal shuffling as shown below: For each i, j from 1 to n

(a) vI(1:n, j)�P*I(1:n, j)
(b) cI(j, 1:n)�vI(j, 1:n)*P

5. For i�1:m

(a) j�mod(i,16)+1
(b) o D(i,1:m)�bitxor(D(i,1:m),okey(1,j))

6. D�mod(D,255)+1. cipher image
7. Generate final encrypted image by applying XOR operation between the shuffled

image and the cipher image.

For decrypting, we follow the same algorithm in reverse order as of encryption
process just replacing the permutation matrix by its inverse which is nothing but its
transpose. All other steps remaining the same make the algorithm very simple to
implement it on encryption side as well as decryption side.
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4 Results and Analysis

4.1 Experimental Setup

Proposed algorithm is tested and implemented on machine with following configu-
ration:

Operating system Windows 7 ultimate 64 bit

Processor Intel core i5

Memory 2 GB

Software used Matlab 2015a

Input image Standard gray scale images of size 512 * 512
are used.

4.2 Key Space Analysis

Large key-space is required for an efficient digital image encryption algorithm in
order to resist brute-force attack. In our proposed algorithm, we use 128-bit external
secret key making the key space 2128 and furthermore if we include two seed points
of the Henon map as part of secret key, then the key space becomes even larger. If
the floating point precision of the machine is 10–14, it makes the key space of the
algorithm as large as 2128×1014 * 2 which is enough to resist brute-force attacks.

4.3 Key Sensitivity Analysis

An efficient digital image encryption algorithm needs to be highly key sensitive. The
algorithm must give a totally different output even after a slight change of one bit in
the security key. In the proposed algorithm, Henon chaotic map is used which due
to its chaotic character, is highly sensitive to initial conditions. Also, we are using
128-bit external key for image encryption, which is highly sensitive as well.

4.4 Histogram Analysis

Histogram of an image provides information about the frequency distribution of
its pixels and regarding density estimation. A cipher image should have a uniform
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Fig. 3 Histogram analysis of plain baboon image

Fig. 4 Histogram analysis of encrypted baboon image

histogram to be secure from known plain-text attack. Figure 3 depicts the histogram
of the original baboon image and Fig. 4 shows the histogram of the encrypted image.
Since the histogram of the encrypted image is nearly uniform, the proposed algorithm
is expected to prevent known plain-text attack. As the histogram of the encrypted
image is uniform, it can be concluded that the proposed algorithm is highly resistant
to statistical attacks.
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4.5 Information Entropy

Information entropy is a measurement of uncertainty or randomness in a signal or
image. A good encryption technique must incorporate randomness property and
follow uniform distribution [5]. It is calculated by the following formula:

H (m) � −
2N−1∑

i�0

P(mi )log2[P(mi )] . (3)

where,

P (mi) = Probability of a pixel, and
N = Bit-depth of each pixel

4.6 Correlation Analysis

High correlation is one of the most important characteristics of data belonging to the
class of digital images. Each pixel is strongly correlated with its neighboring pixels
which may be horizontal, vertical or diagonal in position. Scatter plots are shown in
Figs. 5, 6, and 7 for depicting the correlation between randomly selected 5000 pixel
pairs of each of the horizontal, vertical and diagonal locations for both the original
plain image and the generated cipher image. The standard 512 * 512 sized gray scale
cameraman image was used for the correlation testing. Correlation coefficients are
calculated using the Eq. 1 shown. The correlation coefficients of the various plain
images and that of respective encrypted images are shown in Fig. 8. Generally, for
a normal image, pixels are highly correlated and the coefficients are very close to 1,
while for the encrypted image, the coefficients are close to 0.

Fig. 5 Correlation analysis of horizontal pixel pairs
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Fig. 6 Correlation analysis of vertical pixel pairs

Fig. 7 Correlation analysis of diagonal pixel pairs

5 Conclusion

In this paper, a newmethod for image encryption is proposed. The technique is based
upon using chaotic properties of Henon map as pseudo-random number generator
alongwith 128 bit secret key to obtain permutationmatrix for shuffling of the original
image and a cipher image that is used to finally encrypt the shuffled image. The
method is vigorously tested on standard test images based upon various security
parameters of digital image encryption. The focus is kept on keeping the mechanism
simple enough, making it easy to implement in practical applications.

The future scope of the workmay constitute the optimization of the algorithms for
applications in sensor nodes andmilitary applications where the processing ability of
the nodes is extremely low. As, any algorithm that is costly in terms of computational
cost, that can not be implemented in the discussed scenario.
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Fig. 8 Security analysis of the proposed algorithm
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Abstract Whenever there is communication between two nodes, there is a possibil-
ity of vulnerability. When node A communicates with node B, a lot of problems arise
between them, out of which security breach is one. If data are sensitive it is essential
that the data should be safely delivered to the authorized node. To handle security
issues, cryptography technique is used, through which security attacks are not possi-
ble. For secure communication, there are a number of security protocols that protect
from attackers. One of the cryptosystems is the public-key encryption. If attackers
obtain the private key, they can easily read encrypted messages and masquerade it or
perform some unknown activity which can be highly adverse for the communication.
To overcome this problem, we introduce acknowledgment-based authentication in
which even if the attacker knows the private key he/she could not communicate with
authorized parties continuously.
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1 Introduction

Security is an essential issue during communication, either communication between
two nodes ormultiple nodes.Wheneverwe talk about securitywe focus on loopholes,
i.e., possible security attacks. That is why computer security requires confidentiality,
integrity, authentication, authorization and availability [1]. Every security protocol
tries to fulfill these requirements so that there is less possibility of security breach.
As we know there are two types of attacks: active attack and passive attack. Active
attack changes the system resources, such as masquerades, replay, DoS, modifica-
tion of messages, etc., whereas passive attack uses the information between nodes or
we can say eavesdropping is possible by it. Passive attack is very silent; sender and
receiver cannot determine this type of attack. To handle such types of attack cryptog-
raphy technique is used. There are number of protocols to handle such types of attack.
Even in the current scenario, to protect from this attack, sender and receiver gener-
ally use encryption and decryption techniques. Through encryption and decryption
plaintext is converted into ciphertext in such a way that no masquerader can read
that ciphertext and only authorized node can understand that ciphertext. To per-
form encryption and decryption, generally there are two techniques. It is done by
using either symmetric or asymmetric keys. In symmetric technique, encryption and
decryption are done by the same key and only authorized parties know about the keys,
whereas in asymmetric technique, a pair of keys, i.e., public key and private key, is
used. Public-key cryptography is one of the common and more secure methods, but
in reality security of any encryption and decryption depends upon the length of key;
the higher the size of the key, the higher will be the security of the encrypted message
[2, 3]. In public-key cryptography, encryption of the message is done with the help
of public key of the authorized receiver and decryption of that message is done by
the private key of the authorized receiver [4]. In public-key cryptography everyone
knows the public key of receiver, but no one knows the private key of receiver. So,
only authorized receiver can decrypt that encrypted message with his own private
key. In this way sender and receiver transmit data securely. But at every stage of the
communication both sender and receiver cannot re-verify each other. And if some-
how an attacker gets private key he/she can easily decrypt message at any stage and
understand the encrypted message. To consider this type of situation we introduce
acknowledgment-based authentication, through which the authorized user can re-
verify that he/she communicates with genuine user and even they can check at any
time. Through acknowledgment-based authentication authorized user can check at
any time or at any step during communication. In this way attacker cannot under-
stand the encrypted message and the communication between authorized users is
secure. In this paper we elaborate acknowledgment-based protocol and implement
it. The following sections are in this paper: Sect. 2 presents the related work; Sect. 3
presents the proposedwork; and then Sect. 4 presents the implementation. Eventually
conclusion and future work are given in Sects. 5 and 6, respectively.



A New Approach to Provide Authentication Using Acknowledgment 343

2 Related Work

Cryptography is a technique that hides sensitive information in such a way that
masquerader attack cannot possible. Cryptography is mainly based on mathematical
relations that fulfill the security requirements.

There are a number of security protocols which protect from intruder, hacker,
adversary, etc. Every protocol uses cryptographic technique through which no
attacker can succeed in breaching the securities. There are few security protocols
which are little bit related to our proposed algorithm; such common protocols are
Needham and Schroeder, Kerberos, IPSec, Point-to-Point Protocol, Internet Key
Exchange, Transport Layer Security, handshake protocol, etc. [5].

Needham–Schroeder protocol is a shared-key authentication protocol. In this pro-
tocol, whenever node A communicates with node B they use secure symmetric keys
which are provided by the trusted key server S and use nonce during message trans-
fer for freshness [6]. Also one more paper regards sharing of session key securely
between nodes following Needham–Schroeder protocol [7]. Kerberos authentica-
tion protocol is based on ticket-granting ticket service provided by ticket-granting
server; there are six steps required for performing Kerberos authentication proto-
col [8]. Handshake protocol was divided into four phases such as establish security
capabilities between client and server then later they authenticate with the help of
key exchange after that change Cipher Spec and finished [9]. One more paper used
acknowledgment for verification of the authorized user [10].

On the other side of Acknowledgment, it is one of the common processes used
during communication. There are many protocols which are acknowledgment based;
one of them is TCP. Acknowledgment is generally used for confirmation; whenever
two nodes communicate they send acknowledgment to each other after the successful
reception of the message. In most cases the size of acknowledgment is 32 bits [11].
It contains information about the source and the sender.

3 Proposed Work

We know the sender and the receiver both want secure communication. To per-
form secure communication they use encryption and decryption techniques. In this
way unauthorized user/attacker cannot understand the encrypted message; gener-
ally, RSA, Diffie–Hellman, etc., are used for encryption and decryption. Through
acknowledgment-based authentication secure communication is possible between
two authorized users and users can cross-check at any time. In this way, the man-in-
the-middle attack is not possible to authorized users (Table 1).

Step 1: A sends M to B in encrypted form using the public key of B.

A → B : Y � E [PUB,M]
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Table 1 Symbols Name Symbol

Alice A

Bob B

Plaintext M

Encryption E

Decryption D

Ciphertext Y, Z

Public key of Bob PUB

Private key of Bob PRB

Public key of Alice PUA

Public key of Alice PRA

Random number R

Step 2: B receives A’s message and decrypts it with private key PRB.

B → A : M � D [PRB,Y]

Step 3: B replies to A and encrypts the M using the public key of A.

B → A : Z � E [PUA,M]

Note: In this way, they communicate with each other using this technique; no
intruder can understand their encrypted message. If adversary “I” got the private key
they could easily decrypt the message and read it. To handle such type of situation
we introduce this proposed algorithm.

3.1 Proposed Algorithm

Step 1: A sends M to B in encrypted form using the public key of B.

A → B : Y � E [PUB,M]

Step 2: B receives A’s message and decrypts it with private key PRB.

B → A : M � D [PRB,Y]

Step 3: B re-verifies that A is genuine or not and sends random number R to it
encrypted with public key PUA.

B → A : Z � E [PUA,R]
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Here, the value of R is based on acknowledgment table. If somehow an
attacker decrypts this, still he/she cannot reply to B because he/she has no
acknowledgment table. R lies between a number of acknowledgments in
acknowledgment table maintained by B.

Step 4: A receives that message and decrypts it using PRA and uses that random
number as a serial number of secure acknowledgment table and fetches
value from that table ACK and encrypts the message with that ACK and
sends it to B.

A → B : Q � E [ACK,M2]

Step 5: B receives the encrypted message and decrypts it with the same ACK value
and finds whether A is genuine or not.

ACK � ACK

In this proposed algorithm both maintain the table of acknowledgments. When-
ever they communicate with each other, eventually B sends an acknowledgment
to the A and that acknowledgment is maintained by both for further verification.
With the help of these acknowledgments, they can verify each other at any moment.
Figure 1 shows the data transfer mechanism between client and server, where the
client communicates with server and server verifies it.

Fig. 1 Data transfer mechanism
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4 Implementation

To simulate thiswe used Java programming andwith the help of socket programming,
we perform the communication. To maintain acknowledgment table on both sides
we use MYSQL, and to perform it we use NetBeans and implement in Windows 7.

Here are two cases: In the first case, when their communication takes place for
the first time, there is no need of acknowledgment verification. In the second case,
whenever they communicate with each other they use the above-proposed algorithm
and they ensure that they communicate with the authorized user. The figures show
case 2 when they re-verify each other; whenever A communicates with B, B rechecks
thatA is genuine or not using Step 3 and the aftermath by receivingmessage fromA in
Step 7, where B matches Acknowledgment with the stored actual acknowledgment.
In this way, they protect from man-in-the-middle attack.

Figure 2 shows Steps 1, 4 and 5 of the proposed algorithm at A.
Figure 3 shows Steps 2, 3, 6 and 7 of the proposed algorithm at B.

Fig. 2 Node A

Fig. 3 Node B
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5 Conclusion

Security is an extremely important aspect whenever sensitive information is trans-
ferred between two nodes. There are a number of security protocols which protect
from attackers. The above-proposed algorithm verifies that users securely commu-
nicate with each other. There are a number of circumstances where this proposed
algorithmprovides security andmitigates different attacks, and this algorithm secures
the communication at every level and protects it from attacks by an attacker.

6 Future Work

In this paper, we focus on security issues between A and B nodes; in future work,
we will introduce machine learning techniques through which they can check at any
time whenever they feel misbehavior feature of A.
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Prevention of Replay Attack Using
Intrusion Detection System Framework

Mamata Rath and Binod Kumar Pattanayak

Abstract In current mobile technology, mobile ad hoc networks feature numerous
challenges to sustain constant connectivity when there are adverse network situations
such as link failure, routing attacks and security threats. In such cases, the network
exhibits reactive approach using detectionmechanism to prevent attacks. At the same
time this network also demonstrates proactive approach by making attempts to avoid
an attacker from doing attacking activity. It uses various cryptographic method-
ologies as the prevention mechanism for doing so. The proposed article presents
an intrusion detection mechanism-based framework (IDMBF) for secured routing
in a very specialized and challenging mobile ad hoc network. Simulation results
show that the proposed system exhibited reduced packet loss rate and comparatively
reduced end-to-end delay during data transmission when compared to other similar
approaches.

Keywords MANET · IDS ·Mobile agent · DoS attack
Security protocol

1 Introduction

For sustaining security in network, intrusion detection system [1] plays a vital role
in MANET. According to the increasing trends in technology, there is a critical
requirement for development of robust secured systems using combined technology
of different domains such as cross-layer communication or neural network imple-
mentation or game theory-based strategic solutions, etc. MANETs do not have any
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fixed infrastructure [2], and the architecture based on various topologies frequently
changes due to the fact that numerous mobile devices continuously are attached to
a network and go away from the network range frequently; therefore, keeping track
of regular security aspects is another primary challenge [3]. There are some spe-
cific purposes. MANETs are designed for military and defence purposes that also
face problems during search and rescue operations. In many applications like natural
calamity or in battle fields, the infrastructure may not be there, or if there, then it
has been damaged, so it requires formation of a new MANET within short period of
time. Design and implementation of an efficient and attack-preventive secured IDS
[4] is highly desired in such wireless technology-based specialized network.

2 Related Work

Targeting the issue of delay in intercommunication, paper [5] discusses about the
nodes in a MANET, which are swarm robots with good control of sensing and trans-
portation. An innovative approach has been used here for better interaction among
robots in a MANET using spring force laws based on attraction and repulsion laws.
An Extended Virtual Spring Mesh Framework has been presented here with better
performance with adaptive control parameters. To prevent the network from vari-
ous attacks, it is more important to develop secured systems. In this motive, article
[6] presents an analysis and detailed study on various IDS structures, especially the
way they have been transformed from normal IDS systems of the primitive wire-
less ad hoc networks to the ambient intelligent scenario of the computing systems.
To investigate the DDOS (distributed denial-of-service) attack, using non-address
spoofing flood in MANET, paper [7] proposes an innovative approach. Here, the
detected features based on statistical analysis of IDS log files are proposed. Various
NASF-based attacks and their patterns are simulated and tested. In paper [8] a new
security framework has been designed with an intention to perform quick adaptation
to dynamic link conditions, minimum processing overhead and very slow utilization
of the network. Another new concept of powerful security system has been proposed
in [9], named as EAACK, and it uses hybrid cryptography and bouncing theory
for minimizing network overhead. Paper [10] gives a method for reorganization of
malicious node in the network by comparing many parameters such as nodal energy
and the level of reliability. Another paper [11] addresses the security aspects of the
MANET with the help of some combined technology used in an IDS. It improves
the network security by using a secondary network sensor and an improved loca-
tion algorithm. This technique was simulated using a military tactical scenario. In
another approach [12], a hybrid technique is used to lessen the network overhead
due to digital signature by combining the principles of RSA and AES algorithms
effectively. The proposed system in [13] detects the anomaly in the network with the
help of ANN (artificial neural network) theory to prevent network attacks. In [14]
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the authors have proposed a new intrusion detection system, called EAACK, which
is specially intended for mobile ad hoc networks. This strategy exhibits higher rate
of detecting malicious behaviour among the nodes without disturbing the network
performance to a greater extent. In [15] an efficient scheme has been proposed for
MANET, which analyses and optimizes the period for which the IDS needs to remain
active. This is carried out by making good cooperation among IDS and neighbour
nodes to minimize their personal activation time. Otherwise, an IDS has to always
remain active to monitor the suspicious activities in the network.

3 Design of the Secured Framework

This section provides illustrations of detailed design of the proposed framework for
MANET that is based on a robust energetic protocol called PDO-AODV (Power
and Delay Optimized AODV protocol), which is our significant previous research
work [2]. Originally, we had developed a network framework in TCP/IP suite at the
network layer that performs the routing among the mobile nodes of MANET with
energy efficiency, managed delay and load balancing [3]. Now as an extension of
this work we are proposing the same energy-efficient technique in our proposed IDS
framework. As efficient communication among the workstations in mobile ad hoc
networks is a challenging task, so to increase the network scalability and to improve
the network lifetime along with maintaining the correct level of quality of service
[16] and to prolong the communication period, a secured IDS framework called
intrusion detection mechanism-based framework (IDMBF) for secured routing has
been presented here.

This system is specifically meant for MANET scenario. As per this technique, a
group of mobile stations in a MANET, which are also participating in a real-time
application, undergo registration process with a dynamic mobile agent. Thereafter,
the mobile agent assigns unique registration identification numbers to these stations.
Those members with a particular mobile agent identification number are identified
in the network as authorized entities to get the mobile agent (MA) service under the
IDS framework [17] to get prevented from replay attack. As depicted in the flow
chart in Fig. 1 the MA calls a check authentication function in which it directly
communicates with the original source node with its initial IP address to validate. It
uses control messages to confirm a positive reply from the source. Figure 2 depicts
the functionality of the function. After receiving an authenticated message the MA
[16] allows the receiver to further send the route reply message; otherwise, if the
validation is not successful, it reverts back to the receiver with an alert message not
to send route reply or any other sensitive information.
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Fig. 1 Flow chart of the security module in the proposed approach

4 Simulation and Results

The proposed work has been simulated using a well-known simulation tool called
NETSIM. It has very powerful features for performance measurement. It has rich set
of library files for most of the wired and wireless protocols, availability of C source
code, animated features during simulation, easy debugging and coding facility. It
supports the functions of advancedwireless networks such asmobile ad hoc networks
andWiMAX.Most of the MANET protocols such as DSR, AODV, IETF RFC 4728,
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Fig. 2 The proposed
algorithm used by the mobile
agent

IEEE 802.16 D are configured in it for simulation purpose. The network parameters
used during simulation are indicated in Table 1 [18].

Figure 3 describes the simulated connectivity time under IDS framework, and
Fig. 4 shows the Simulated Data Drop result in IDS framework IDMBF. The pro-
posed framework can be applied in very drastic situation of network where MANET
is the only preferable solution for network formation and data communication. We
have performed the comparative analysis of this protocol with other prominent pro-
tocols designed for such extreme scenes by considering some other critical issues.
In this section we present the detailed mechanism of the similar security approaches
using IDS by other researchers so that we can compare our proposed work with these
valuable contributions. Intrusiondetection systemswithmultilayer detection technol-
ogy have rapidly evolved recently to prevent various attacks that prevent authorized
users from accessing network resources. In this direction an innovative cross-layer
intrusion detection architecture has been designed by the authors in [19] to find out
the malicious nodes and prevent the network from various types of DoS attacks.
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Table 1 Network parameters [18]

Parameter name Parameter value

Channel type Wireless channel

Radio model Two-ray ground

Network interface type Wireless PHY

Type of traffic VBR

Simulation time 5 min

MAC type Mac/802_11

Max. speed 50 m/s

Network size 1600×1600

Mobile nodes 120

Packet size 512 Kb

Interface queue type Queue/Drop tail

Simulator NETSIM
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Fig. 3 Simulated connectivity time under IDS framework

Cooperative anomaly intrusion detection with data mining (CAIDD) technique has
been used here to improve the proposed system. A fixed width clustering algorithm
has been implemented in the said article for detecting the problems more effectively
in MANET traffic. The simulation results by the OPNET simulator indicate better
results in terms of stable network stability and improved network lifetimewhen com-
pared to other similar types of approaches. Paper [20] proposes the application of a
combination of techniques for the design of a collaborative MANET intrusion detec-
tion system (CMIDS) that improves the network security using a predictive location
algorithm by sharing the protocol functionality. The objective of designing a secured
network model with a strong IDS based on unpredictable malicious behaviour is to
eliminate the higher rate of network vulnerability. In this context, paper [21] presents
ZIDS (zone-based intrusion detection system)which applies the game theory concept
to mine the uncertain strategies of the malicious nodes. Simulation of this process
performs better with respect to correct detection rate.
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Fig. 5 Comparative delay analysis

In the above section comparative analysis of end-to-end delay and packet drop
rate has been performed to compare the simulation results with similar approaches.
As depicted in Fig. 5, it can be analysed that the proposed approach exhibits reduced
end-to-end delay in comparison with other similar approaches, and similarly, it can
be concluded from Fig. 6 that the proposed secured approach IDMBF eliminates the
packet loss problem to a greater extent.

5 Conclusion

Security issues in mobile ad hoc networks are dynamic challenges. There is an
effort in the said article to provide a secured base for the prevention of an important
cyberattack called replay attack during the transmission of sensitive information
over the wireless network. An improved security logic has been used here to save the
victims of this attack by registering the mobile stations with an intrusion detection
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Fig. 6 Comparative analysis
of packet drop
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mechanism. This mechanism is controlled by a dynamic mobile agent that regularly
checks the authenticity of the source node and alerts the member nodes before any
attack is imposed on them. Simulation results show that the proposed approach
performs better in terms of reduced packet loss and enhanced network lifetime.
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Appending Photoplethysmograph
as a Security Key for Encryption
of Medical Images Using Watermarking

M. J. Vidya and K. V. Padmaja

Abstract In the current scenario, once a patient has been diagnosed with a disease,
an expert physician’s opinion is sought forthwith, in accordance with advent of tech-
nology, and techniques do come into a key role in medical diagnosis. Most of the
patients and physicians prefer to get a viewpoint before proceeding further with pro-
cedural treatment plans. Henceforth, securing and transmitting of data plays a vibrant
role in terms of accuracy, security and other parameters. Cyber criminals involved in
hacking medical data, look at it as an opportunity to hawk these sensitive data, lead-
ing to the hour of concern. The augment is to allow the patient information to govern
and share, to end parties with at most level of seizure; so that information cannot be
leaked. Because Government, International and National Medical Associations are
looking at medical data security as a priority, it is very important to have an efficient
algorithm or a method. The novelty in the proposed work lies in using the patient
data as a security protocol and appending three stages of security: bundle encryption
generated based on patient ID and age as the first stage, augmentation index derived
from bioelectric signal source—photoplethysmograph (PPG)—as a pivotal opener
and hybrid discrete wavelet transform–discrete cosine transform (DWT-DCT) water-
marking in the second stage, last level of de-watermarking of embedded data from
facial photograph of the patient.

Keywords Watermarking · Photoplethysmograph · Electronic Patient Record
1 Introduction

With the advancement of communication, accessing healthcare system and distribut-
ing patient information has also advanced. Togetherwith this, the difficulties engaged
with information security have additionally expanded. Secrecy (approved clients can
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just approach the information), integrity (data ought not be adjusted) and authenticity
(accessed by approved staff) are the real qualities required to satisfy the prerequisite
of information security [1, 2]. As per the 2017 Global Health Care Outlook Report
published by Deloitte [3], cyber-theft and cyber espionage continue to endanger
patient privacy and the use of sensitive patient information in the medical industry.
Annually close to $5.6 billion is spent by medical industry for medical data security.

As indicated byThalesHealthcareReport [4], 81%ofUShealthcare organizations
and 76% of worldwide medicinal services associations will invest more on security
of medical data in 2017. Numerous researchers have proposed different computation
methods which depend on spatial and frequency domain.

Gran et al. [5] recommended that the performance of LZW algorithm resulted
in better lossless compression watermarking for ultrasound medical images. The
outcomes demonstrate that there is a reduction in effective lossless recovery and
effective tamper detection.

Saman Iftikhar et al. [6] proposed a reversible watermarking technique for used
to empower highest information security utilizing Z-notation based formal specifi-
cation.

Frequency domain technique based onDCTwas proposed byChao et al. [7]where
an Electronic Patient Record (EPR) data are embedded in DCT of watermarked
images. RituAgarwal [8] proposed a therapeutic imaging watermarking strategy
which is strongly utilizing M-ary modulation amid the DCT band for two cere-
brum imaging modalities with high subtlety. Additionally DCT-based scheme where
ECG information is inserted into medical images was proposed by Acharya et al.
[9].

Maity et al. [10] utilized a technique for contrast mapping to reverse watermark
and subsequently making the framework powerful.

Together with the watermarking techniques, programmed human recognizable
proof utilizing biometric framework has increased huge significance in healing and
treatment centers and enterprises. Certain highlights of human practices or qualities
of the body can be utilized as methods for human distinguishing proof. Some of
the cases of biometrics being utilized are face recognition [11], voice recognition
[12], electroencephalograph (EEG) mapping [13], fingerprint identification [14] and
electrocardiograph (ECG) mapping [15].

In the current circumstances, numerous applications utilize any of these or a blend
of them to give human biometric distinguishing proof. The conventional strategies
for human confirmation accessible havemany drawbacks: confronts can be tricked by
approach-measured photographs, voices can be imitated, fingerprints can be repro-
duced in latex, and EEG or ECG is lumbering to some degree with many elec-
trodes attached from the measuring instrument to the subject. Contrasted with the
conventional biometric approaches, photoplethysmograph (PPG) system has many
focal points, for example, simple to use with no confounded method, low advance-
ment cost and accessible from various locales from the human body like ear lobe,
arm, midline of the forehead, forefingertip and wrist [16].

A photoplethysmogram is the representation of optically obtained volumet-
ric changes of blood in the vascular bed in the thumb or index finger by
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photoplethysmograph. The physiological parameters, for example, heartbeat and
saturated oxygen content in blood, can be obtained by the optical properties of PPG.

In all the proposed frameworks, watermarking strategy is predominantly used
to conceal information, making it an effective technique for information stowing
away; however, all papers have tended to information covering up biomedical signal,
image and electronic patient record. Along with the information concealing system,
the biomedical signal of PPG can be utilized as a simple biometric in view of its
lower complexity in acquisition and processing techniques.

So the need is to develop a framework which can be summed up for an exten-
sive variety of restorative data to be watermarked, utilization of an easy to acquire
biometric and furthermore address the issue of information misfortune with data
security.

2 Methodology

The proposedmethod work can be split into 3 as shown in following figures. Figure 1
describesModule 1, Fig. 2 and Fig. 4 describesModule 2 andModule 3, respectively.

2.1 Module 1: Generating an Envelope Key

Module 1 involves taking the required data (age, gender, contact address and phone
number) of the patient at the doctor’s registration desk. At that point of registration,
a unique identification number (UID) is assigned to the patient. Utilizing the contact
number, patient UID and their age, the information is converted to binary digits
with equal length. In the event of unequal length, zeros are annexed. A secret key is
generated, this password is used to protect individual person’s data in the framework,

CODE
 GENERATOR 

ENVELOPE KEY / 
PASSWORD

USING XOR OPERATION 
(M1)

AGE

CONTACT     
NUMBER

ID

To Module 2

Fig. 1 Envelope key generator—first stage of security
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Fig. 2 Watermarking of data

and furthermore, same password is utilized like a level of security for transmission.
The next module depicts usage of PPG as a key for encryption and Least Significant
Bit (LSB) technique to watermark patient information with the host image. Matlab
® has been utilized to build up the entire framework. A self-explanatory flow for
Module 2 is shown in Fig. 2.

2.2 Module 2: Watermarking of Data

The data acquisition system is the main block of the watermarking module as shown
in Fig. 2.

The three main inputs to this block are the PPG signal, the facial image of the
subject as the host image and the information (ultrasound or MRI images or digital
X-ray image) to be watermarked. The diastolic and systolic peaks are extracted from
PPG signal to compute Augmentation Index (AI), and the flowchart is shown in
Fig. 3. This key gives another level of secure correspondence between the sender
and receiver. The inserting of the information as watermark is done by a novel
hybrid discretewavelet transform–discrete cosine transformwatermarking algorithm
as depicted in Fig. 4. The embedding of watermark is done using the Eq. (1).
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Plot PPG signal in Matlab and calculate signal window size

Find the systolic peak for each window

Find the Diastolic peak for each window.

Calculate the Augmentation Index (AI)

Average of all AI’s

Fig. 3 Computation of augmentation index

C � Y + αW (1)

whereY is host image,W iswatermark, the parameterα is called embedding intensity
and C is the watermarked image.

2.3 Module 3: De-Watermarking Using Inverse Hybrid
DWT-DCT Watermarking Technique

De-watermarking begins with unfastening the watermarked file with the password
as shown in Fig. 5. This follows Eq. 2.

W � (C − Y )/α (2)

The next step is by using a decoder which will be the decryption key, where the
key is drawn from Module 3. As the decryption key matches with the encryption
key, the watermarked image is decrypted to give the host facial image and the hidden
data.

3 Results

This section describes the results obtained by watermarking the electronic patient
record on the facial image of the subject for a large dataset of 100 subjects. The
distortion caused by watermarking is assessed by using peak signal-to-noise ratio
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Fig. 4 Hybrid DWT-DCT watermarking technique

(PSNR), Structural Similarity IndexMeasure (SSIM),NormalizedCross-Correlation
(NCR) and Mean Difference (MD). These performance criteria also measure the
amount of imperceptibility of watermarking technique (Eq. 2).

Here, Leena.jpeg is presented as the host image instead of subject’s facial image in
order to maintain the privacy of the subject. Figures 6 and 7 show the host image and
subject’s dental OPG.jpeg image, respectively. A graphical user interface (GUI) has
been created for loading the host image and information for the watermarking and
de-watermarking process as shown in Fig. 8 and Fig. 9, respectively. Figure 10 shows
the watermarked image after applying hybrid DWT-DCT technique. Figures 11 and
12 depict the de-watermarked image and the extracted opg.jpeg data at the receivers
end.

Here are the results obtained for different OPG.jpeg images embedded inside
Leena.jpeg host image as shown in Table 1.
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Fig. 5 De-watermarking using hybrid DWT-DCT technique

Fig. 6 Host image: Leena.jpeg

The entire work is conducted on a large dataset of 100 images, and it is found that
the hybrid watermarking technique is an efficient method of watermarking an EPR
on to the subject’s facial image.

From the results, the hybrid technique has high peak signal-to-noise ratios, which
means that the hidden data are more imperceptible. The hybrid technique of water-
marking gives a better normalized cross-correlations which relates to better robust-
ness of watermark. The PPG acquisition is feasible, easily accessible and more effi-
cient than any other biometric acquisition techniques.
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Fig. 7 Digital OPG.jpeg

Fig. 8 GUI for sender

4 Conclusion

This paper presents frequency domain image watermarking using a hybrid DWT-
DCT technique along with the usage of subject’s facial image and PPG signal as
an authentication key. In the future work, embedding of multiple images with data
should be performed with higher imperceptibility and robustness.
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Fig. 9 GUI for receiver

Fig. 10 Watermarked image
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Fig. 11 De-watermarked
image

Fig. 12 Extracted data

Table 1 Comparison of
performance analysis of
watermarking technique for
α�0.045

Parameters OPG1.jpeg OPG1.jpeg OPG1.jpeg

MSE 0.0018 0.0017 0.0017

PSNR 63.92 62.92 64.72

MD 11 11 11

SC 0.38 0.36 0.33

NCR 1.46 1.42 1.13
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Hierarchical Autoconfiguration Scheme
for IPv6-Based MANETs

T. R. Reshmi

Abstract Assigning address to the nodes is a challenging task inMANETs due to the
lack of infrastructure and dynamic topology. Even though the existing autoconfigura-
tion schemes ensure unique identities or addresses to the nodes, these schemes fail to
guarantee minimal protocol overhead and address acquisition delay. This paper pro-
poses a hierarchical addressing scheme for IPv6-basedMANETs that ensures unique
addresseswithminimal overhead and address acquisition delay. The scheme also uses
an address reclamation mechanism that ensures the availability of free addresses to
the newly entering nodes. The proposed scheme is implemented in NS-2 and com-
pared with an existing scheme. The results conclude that the scheme outperforms the
existing scheme with less address acquisition delay, protocol overhead and packet
losses.

Keywords Autoconfiguration · Hierarchical addressing · IPv6 · IP address
MANETs

1 Introduction

The mobile ad hoc networks (MANETs) are self-organizing infrastructure-less net-
works which forward packets and communicate with other nodes by multi-hop com-
munication. The intermediate nodes between the communicating nodes act as routers
to forward the communication packets to destination nodes. The nodes in MANETs
require a unique IP address for identification and proper routing of the packets. The
nodes are not preconfigured with the IP addresses as the network often requires
reconfiguration due to merging and partitioning. To assign the unique addresses,
MANETs require an autoconfiguration protocol. The autoconfiguration protocols
are broadly divided into two types: stateless and stateful autoconfiguration proto-
cols. The stateless autoconfiguration protocols allow nodes to self-generate its IP
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addresses and detect duplicates using the duplicate address detection (DAD) method
in the network. But as these protocols do not maintain any database of the already
allocated IP addresses, it uses a flooding mechanism to check whether the node’s
chosen address is already existing or not. If any of the nodes in the network is already
assigned with the same address, duplication intimation will be acknowledged to the
node. So in case of duplication detected, the node selects another address and repeats
the DAD process. The stateful autoconfiguration protocol maintains a database of
the allocated addresses and maintains a list of free addresses that can be assigned
to newly entering nodes in the MANET. These protocols use dynamic distributed
host configuration protocol (DDHCP) servers, as MANETs characterize a dynam-
ically changing topology and hence it is impossible to assign a single node as the
centralized DHCP server.

There are two versions of Internet protocols used in current networks: Internet
Protocol Version 4 (IPv4) and Internet Protocol Version 6 (IPv6). IPv4 addresses are
32-bit addresses, and 232 addresses are available in its address space. IPv6 addresses
are 128-bit addresses, and 2128 addresses are available in its address space. Deploy-
ment of IPv6 was started as the IPv4 address space was not enough to meet the
growing needs of unique IP addresses. The proposed work concentrates on IPv6
protocol, as an initiative toward the next-generation Internet and Internet of Things
(IoT). There are different types of flat and hierarchical addressing styles deployed in
networks. The flat addressing structure reduces the flexibility of extending the scal-
ability of the protocols. The hierarchical addressing structure eases the deployment
and management of IP addresses. In large-scale MANETs, the use of hierarchical
addressing structure is beneficial for address assignment and reclamations. The gen-
eral characteristic features of the autoconfiguration protocols are listed below.

• Unique IP addresses: Each node in the network should be configured with a unique
IP address.

• Scalable address space: The address space allocated for distribution to the nodes
based on request must be scalable with the increase in nodes.

• Non-integrated routing protocols: The autoconfiguration protocols must be inde-
pendent of the routing protocols and should not be integrated with routing proto-
cols.

• Reusability: The addresses of the departed nodes must be recovered and reused
by the protocol to allocate to the new nodes.

• Reliability of the service: The protocol must overcome the network failure issues.

The address assigning plan can affect the network security and management. The
addressing structure of a network defines the fundamental organization and func-
tion of a network. The numbering plan, hierarchical addressing to support security
segmentation, security implications of EUI-64 addresses, address management and
privacy extension in the IPv6 addressing plan reduce the threats to security and
management. A hierarchical addressing structure for stateful autoconfiguration in
MANETs is the proposal of the paper. The paper highlights the benefit of using a
quad-tree structure with four different levels of nodes for address assignment. The
proposed protocol ensures the uniqueness of IP addresses based on the stateful infor-
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mation stored by its agent node. The protocol overcomes the necessity of duplicate
detection mechanism and extra overhead messages. The nodes entering the network
self-generate interface address based on its hierarchical level and Sector ID. The
address space synchronization which is considered as the tedious mechanism in
stateful autoconfiguration is addressed with a lightweight scheme in the proposal.
Hence, the computational and communication complexity of the stateful autoconfig-
uration protocol is reduced and thereby eases themanagement. The autoconfiguration
protocols [1–20] have been evolving from the date of MANET standardization, and
the researches are still in progress. All these schemes target MANET characteristics
and ensure characteristic requirements of autoconfiguration. The schemes highlight
the problem of the limited address space and encourage the use of IPv6 addresses.
The paper is organized into five sections. Section 2 describes the algorithm and
functioning of the hierarchical autoconfiguration Protocol. Section 3 discusses the
performance of the protocol. Section 4 discusses the conclusion on the analysis of
the proposed work.

2 Proposed Work

A hierarchical autoconfiguration scheme for the IPv6-based MANET has been pro-
posed in the paper. The scheme uses an address structure with two parts: 64-bit
Network ID and 64-bit Host ID. The Host ID of the node has two parts: the Sector ID
and the Node ID. Each node possesses a disjoint block of addresses which are used
to allocate to other nodes. So any neighbor node can act as an address agent and new
nodes. The address-requesting node is called as ‘requestor,’ and the node distributing
the address is called as ‘allocator’. Each node in the network maintains a table called
‘address information base’ (AIB) containing the hierarchical information about its
requestor nodes and the allocator nodes. This AIB is updated during address alloca-
tion, network merging and partitioning. Hence, this hierarchical address distribution
makes the address management easy and scalable.

2.1 System Design

The hierarchical scheme uses Global Positioning System (GPS) to obtain a node’s
position such as altitude, latitude and longitude. The scheme uses a geographic
forwarding scheme to route packets among nodes. The network topology is divided
into many hierarchical grid structures with increasing sizes of squares. The grid
structures are represented in terms of sectors. The random combination of lower
sector squares cannot construct any higher sector square. Sector-1 square is the
smallest unit of the grid. Four Sector-1 squares form Sector-2 square, again four
Sector-2 squares form Sector-3 square, and so on. The nodes in the network are
categorized into different levels as shown in Fig. 1. The Level 1 node is the root
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Fig. 1 Hierarchical sectors and components

node of the network and is assigned with the first host address. The Level 2 nodes
are the aggregator nodes of the Sector-3 squares. So for each Sector-3 square there
exists a Level 2 node which is selected based on the first address of the allocated
address space of its geographic location. Likewise, the nodes selected in each level
communicate with the hierarchical level nodes for address information exchanges
and updates. The IPv6 addresses are identifiers of 128-bit length, and each has the
first 64 bits used for network identification and the second 64 bits used for the level
and host identification. The Level 1 node also called the root node of the network
generates a MANET ID and 64-bit address suffix. The first 2 bits of address suffix
represent the Level ID, and usually, the rest of the bits are generated to create the
address as the first address in address space.

For the Level 2 nodes, the first 2 bits represent its level, the next 2 bits represent
its Sector ID (ï�00, µ�01, etc.), and the rest of the bits are randomly generated.
For the Level 3 nodes, the first 2 bits represent its level, the next 2 bits represent
the next hierarchical Sector ID (ï�00, µ�01, etc.), the next 4 bits represent the
Sector ID (A�0000, B�0001, etc.), and the rest of the bits are randomly generated.
For the Level 4 nodes, the first 2 bits represent its level, the next 2 bits represent
the second hierarchical Sector ID (ï�00, µ�01, etc.), the next 4 bits represent the
first hierarchal Sector ID (A�0000, B�0001, etc.), and the next 6 bits represent
the Sector ID (1�000000, 2�000001, 3�000010, etc.) padded with randomly
generated 48 bits.

2.2 Address Information Base

Every node maintains a table called ‘address information base’ (AIB) containing the
hierarchical information about its requestor nodes and the allocator nodes. The fields
in AIB are listed in Table 1.
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Table 1 Address information base (AIB)

Fields Description

Level_id Hierarchical level of the node

Free_addrs The number of free address in the block

Req_addrs The number of allocated addresses

Seq_no The sequence number of the message

Life_time Life time of the IP address set

Lost_addr The number of requestor nodes lost from the network

Hierarchical_jumps The number of hierarchical shifts due to its lost allocators

2.3 Operations

Root node configuration: When a node arrives at the MANET, it sends ‘Router
Solicitation’ multi-cast messages and waits for a specific period of time. If the node
does not receive any ‘Router Advertisement’ messages, the node concludes that there
are no preconfigured nodes in the network and declares it as the root node. The root
node starts initializing the address by generating the MANET ID, Level ID and Host
ID. The root node initiates its AIB parameters as given below.

Level_ID � 1, Free_addrs � 262 − 1, Req_addrs � 1, Seq � 1, Life_time � 1500 s,

Lost_addr � 0, Hierarchical_jumps � 0

Node arrival: The root node configured in the network acts as the allocator to the
newly entering nodes in the MANET. If the requestor node receives more than one
message from allocators nodes with Free_addrs value>0 in AIB, then the requestor
node selects the node with smallest Level ID as allocator and sends ‘IP_assign’
message by generating an IP. Table 1 shows the peak signal-to-noise ratio of per-
formance of our proposed method of watermarked image and original image with
various watermark images, where our watermarked images’ peak signal-to-noise
ratio has a better performance than others. The allocator checks for duplication and
acknowledges the conflict. If the requestor does not receive any message until the
timer expires, an ‘IP_conf’ message is sent to the allocator to confirm the address
configuration in its interface. The parameters in the AIB of node configured by the
Level-1 allocator node are listed below.

Level_ID � 2, Free_addrs � 260 − 1, Req_addrs � 1, Seq � 1, Life_time � 1500 s,

Lost_addr � 0, Hierarchical_jumps � 0

Support for merging: When the nodes are configured with an IP address, the
node starts updating their aliveness to the allocator using an ‘Update’ message at
regular intervals. So when a node merges with another MANET, it will not receive
response from nodes of its own network and detect a MANET ID mismatch with
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other nodes. In that case, the node understands that it has merged with another
MANET and releases its IP address by sending an ‘IP_release’ message and starts
reconfiguring its interface. If it is a group of nodes merging in theMANET, the prime
allocator (allocator with the lowest Level ID when compared to other nodes) detects
the merging as it cannot communicate with its allocator. The prime allocator of the
merged nodes checks for its logical hierarchy and compares itwith the prime allocator
of the other MANET. The allocator with low Level ID is believed to have complex
addressing pattern as it manages more number of nodes. So the prime allocator with
high Level ID starts initiating an ‘IP_drop’ among its requestor nodes and triggers
their interfaces for a reconfiguration.

Support for partitioning: Nodes leave the network with or without any prior notifi-
cations. If the nodes have thorough knowledge about theirmobility pattern, then these
nodes will be aware when they leaves a network. So these nodes send an ‘IP_release’
message and flush the configuration in its interfaces and AIBs. The allocator of the
moved node also updates its Lost_addr field in the AIB to record the departure of one
of its requestor nodes. When a partitioning occurs, the nodes detect the cleavage in
the network as they are unable to communicate with its allocator. So the allocator of
the network with fewer levels initiates the ‘IP_drop’ among its nodes and triggers for
reconfiguration of its interfaces. In other case, if the higher level agent node departs
the network, the IP address is released using an ‘IP_release’ message and the next
low level node with the smallest IP address is elected as allocator. The Hierarchi-
cal_jump field in its AIB will be incremented by 1 to denote it as the new allocator
to the next level nodes.

Address recovery: The scheme recovers the addresses of the left-out nodes by
explicit or implicit mechanism coordinated by the allocator nodes. When the nodes
are configured with an IP address, the node starts updating their aliveness to the
allocator using an ‘Update’ message at regular intervals. So if the allocator does not
receive messages from its next level node, it reclaims the address and increments the
number of addresses in the Free_addr of AIB.

3 Performance Evaluation

The performance of the proposed autoconfiguration scheme is validated and com-
pared with DDCP scheme [13] using NS 2 [21]. DDCP scheme is an appreciable
autoconfiguration scheme implemented in a flat topology and selects the allocator
based on available address space. The messages formats used for the simulation
are structured as directed in the ‘Generalized MANET Packet/Message Format’ [9].
The additional information (node’s performance parameters, allocated address, key
assigned) is included in the type-length-value (TLV) block of the messages. The
simulation parameters used for the simulation are summarized in Table 2.
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Table 2 Simulation
parameters

Number of nodes 50, 100, 150, 200, 250

Simulation area 1250×1250 m2

MAC protocol IEEE 802.11

Mobility model Random waypoint

Transmission range 250 m

Node mobility 10–50 m/s

Simulation duration 50 s

Traffic source CBR

Packet size 512 bytes

Routing protocol AODV

The following metrics are used to evaluate the schemes.

• Protocol overhead: The total number of control andmaintenance packet exchanges
in the network.

• Address acquisition delay: The time taken by the scheme to configure a node
interface with an allocated IP address.

• Packet loss: The total numbers of control andmaintenance packets dropped during
the packet exchanges of the scheme.

• Address reclamations: The number of addresses reclaimed during the autoconfig-
uration scheme.

The nodes are deployed in a coverage area of 1250×1250 m2, and the size of
a Sector-1 square is assumed to be 156.25×156.25 m2. The simulation results of
the schemes were plotted with an average of 25 runs. Figure 2 shows the proto-
col overhead of the autoconfiguration schemes at varying node populations. The
results conclude that the hierarchal message exchanges of the proposed scheme
reduce the overhead of control and maintenance messages when compared to the flat
message exchanges in DDCP [13] scheme. Figure 3 shows the delay for acquiring
the addresses in the interface of the MANET nodes during autoconfiguration. The
average delay for the address acquisition at varying node population is plotted. The
results conclude that the proposed scheme can ensure less delay with minimal packet
exchanges and procedure. The guaranteed uniqueness also reduces the time delay in
duplicate address detection. The proposed scheme outperforms the existing scheme
with the hierarchical message exchanges.

Figure 4 shows the packet losses during the autoconfiguration. The hierarchical
scheme has proven to exchange less messages, and hence, the packet losses of the
scheme are comparatively low compared to the DDCP [13] scheme. Figure 5 shows
the address recovered during the autoconfiguration. The DDCP [13] scheme uses a
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Fig. 2 Protocol overhead of the autoconfiguration schemes

Fig. 3 Address acquisition delay of the autoconfiguration schemes

threshold level for the address space. So when the available free space is reduced
below a threshold, it uses a flooded recovery mechanism to reclaim lost and free
addresses. The hierarchical scheme uses a time-bounded address reclamation process
which avoids flooding at instances. It also ensures high availability of addresses
compared to DDCP [13] scheme.
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Fig. 4 Packet losses of the autoconfiguration schemes

Fig. 5 Address reclamations of the autoconfiguration schemes

4 Conclusion

The paper proposed a hierarchical addressing protocol for IPv6-based MANETs. It
uses the fixed-size address pool for the address allocation. The number of messages
exchanged and the latency are less in the scheme as themessages are not flooded. The
messages are initially limited to one-hop and incremented tomore hierarchical levels,
if the trials are failed. The messages are limited to one-hop neighbors in successful
trials. So the messages exchanged are reduced during the working of scheme. The
address space management is well defined in hierarchical addressing schemes. The
protocol has proven to perform well in small- and large-size networks.
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Improved (k, n) Visual Secret Sharing
Based on Random Grids

Pritam Kumari and Rajneesh Rani

Abstract (k, n) Visual secret sharing (VSS) is a cryptographic procedure in which
secret information in the form of images is encoded into ‘n’ shares (or shadow
images) such that secret is recovered only if ‘k’ or more shares are superimposed,
whereas superimposing not as much as ‘k’ shares provides no information regarding
secret. In this paper, (k, n) VSS based on random grids is proposed which requires
no design for codebook and does not involve pixel expansion. The proposed scheme
produces better results in terms of improved contrast which decides visual quality.
Many experiments are executed to assess the efficacy and security of the proposed
approach. The proposed scheme is compared with existing schemes to show its
benefits.

Keywords Pixel expansion · Random grid · Visual secret sharing · Contrast

1 Introduction

Since the Internet applications have started growing, more digital information is
accessed and distributed via Internet. But security of such digital information is still
a threat. To protect digital information from unauthorized access, various techniques
like cryptography, steganography and watermarking are employed. But these involve
much computational cost in the decryption phase. So, optimal solution for the pro-
tection of digital images is visual secret sharing (VSS). This scheme does not require
complex computations to decode the secret.

Naor and Shamir [1] presented (k, n) VSS technique. In (k, n) VSS, the secret
visual information is encoded into ‘n’ random and innocent shares (also called
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shadow images), with each share given to one participant. Shares are xeroxed onto
transparencies which separately do not disclose any useful data regarding the secret.
Human visual system (HVS) can easily recovers the secret when any ‘k’ or more
transparencies are superimposed together, whereas stacking transparencies less than
‘k’ provides no data about the secret. The visual quality increases as the number of
shares to be stacked increases. Unfortunately, this scheme requires codebook design,
also expands pixel and gives the poor visual quality of the revealed secret.

Kafri and Keren [2] investigated the idea of sharing images (binary) securely
using a novel approach of random grids (RG) in 1987: encrypting secret into two
innocent looking random grids (shadow images) which are as large as the original
secret image. The decoding phase recovers secret by stacking two random grids
together. This RG-based VSS requires no codebook designing and eliminates the
pixel expansion problem.

The remaining portion of the proposed paper is structured as follows: related
work and short explanation of traditional RG-based VSS is given in Sect. 2. Section 3
introduces the proposed (k, n) VSS based on random grids, explains some definitions
and states assumptions. Results based on experiments and comparisons with existing
schemes are presented in Sect. 4, while Sect. 5 gives the conclusion of paper.

2 Related Work

VSS schemes based on general access structures were presented [3] to give more
adaptable sharing system. Many researchers tried to extend Naor and Shamir’s work
to improve the visual quality [4, 5] and reduce pixel expansion [6, 7]. Scheme [7]
eliminates the pixel expansion problem completely. Conventional VSS makes use of
randomshareswhich attract the hacker’s attention. So, to solve this problem, extended
visual secret sharing [8, 9] was developed which uses some innocent looking images
as shares rather than random shares. It also tackles the issue which arises during
managing non-meaningful shares. Many researchers [10, 11] introduced Halftone
visual cryptography (HVC) which creates halftone shares consisting of significant
information.

Shyu [12] broadenedKafri andKaren’s approach to produceVSSbasedon random
grids which encodes color images and grayscale images using halftoning. Schemes
[2, 13, 14] reduce pixel expansion but are not meant for generalized (k, n) VSS. Shyu
[14] presented (n, n) visual cryptography sharing based on random grids. Chen and
Tsao [13] used the concept of random grids to demonstrate (2, n) and (n, n) VSS
with its ability to encode binary as well as color images. Chen and Tsao [15] gave
a new method to formulate (k, n) threshold VCS schemes by RG. Guo et al. [16]
presented (k, n) VSS using concept of RG which helps increase the visual quality as
long as k is less than or equal to n/2. The proposed paper introduces (k, n) random
grid-based VSS scheme. The original secret can be revealed with improved contrast
by stacking (Boolean OR) sufficient number of shares together by HVS.
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Traditional (2, 2) RG-based VSS [15], which is used in our proposed scheme, is
explained below. A random grid [2] is characterized as a rectangular matrix of pixels
in which every element is pixel and can have one of two possible values, i.e., ‘0’
meaningwhite or transparent pixel and ‘1’meaning black or opaque pixel. Each pixel
has an equal probability of being transparent or opaque.⊗ and⊕denote Boolean OR
and XOR operations, respectively.

Traditional (2, 2) RG-based VSS

Input: Binary secret image SI with size r × c
Output: Two random grids RS1 and RS2

1. Create the first random grid RS1 by randomly choosing each pixel to be either
‘0’ or ‘1.’

2. Compute the second random grid RS2 as given in Eq. (1) for each secret pixel
SI (p, q)

RS2(p, q) �

⎧
⎪⎨

⎪⎩

RS1(p, q), i f S I (p, q) � 0

RS1(p, q) i f S I (p, q) � 1

⎫
⎪⎬

⎪⎭
(1)

In recovery phase, recovered secret image RI is obtained by stacking (Boolean
OR) of both shares RS1 and RS2 as given in Eq. (2).

RI (p, q) � RS1(p, q) ⊗ RS2(m, n)

�

⎧
⎪⎨

⎪⎩

RS1(p, q) ⊗ RS1(p, q) � RS1(p, q), i f S I (p, q) � 0

RS1(p, q) ⊗ RS1(p, q) � 1, i f S I (p, q) � 1

(2)

If secret pixel is black, i.e., SI (m, n) � 1, then the recovered image bit is
always black, whereas the recovered bit has half probability to be white or black
if SI (m, n) � 0 because RS1 is generated randomly.

3 The Proposed Scheme

This section introduces (k, n) RG-VSS (2 ≤ n ≤ 5 and 2 ≤ k ≤ n) which uses the
concept of RG and stacking operation and also explains some definitions which are
used in the proposed work.

In order to analyze VSS based on RG, few definitions have been borrowed from
[12, 13] which are explained below (Fig. 1):

Definition 1 (Average light transmission [12, 13]) Let L(i) refer to the light trans-
mission of a pixel ‘i’ in binary secret image SI having size h × w which is ‘1’ for
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Fig. 1 Implementation results of the proposed (2, 3) case. a Binary image Text, b Share RS1, c
Share RS2, d Share RS3, e RS1 ⊗ RS2, f RS1 ⊗ RS3, g RS2 ⊗ RS3, h RS1 ⊗ RS2 ⊗ RS3

transparent pixel and ‘0’ for opaque pixel. The average light transmission of SI is
computed as

L(SI ) �
∑i�h

i�1

∑ j�w
j�1 L(SI (i, j))

h × w
(3)

Definition 2 (Contrast [12]) Given the original secret image SI , the superimposed
image RI has contrast (α) given in Eq. (4), as follows

α � L(RI [SI (0)]) − L(RI [SI (1)])

1 + L(RI [SI (1)])
(4)

where RI [SI (1)] (respectively RI [SI (0)]) is that portion in the recovered image RI
that corresponds to all the black (respectively white) pixels of SI . Contrast is one
of important metrics which evaluates the image quality of recovered image. Large
contrast is desirable due to fact that recovered secret will be easily recognized by
HVS if the stacked result has large α.

Definition 3 (Visually recognizable [13]) The original image SI and the recovered
image RI are more similar if the contrast of recovered image is greater than 0. The
condition L(RI [SI (0)]) > L(RI [SI (1)]) implies that RI can be recognized as SI
by HVS.
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Fig. 2 Implementation results of the proposed (3, 4) case. a Binary secret image Lena, b Share
RS1, c Share RS2, d Share RS3, e Share RS4, f RS1 ⊗ RS2, g RS3 ⊗ RS4, h RS1 ⊗ RS2 ⊗ RS3, i
RS1 ⊗ RS2 ⊗ RS4, j RS1 ⊗ RS3 ⊗ RS4, k RS2 ⊗ RS3 ⊗ RS4, l RS1 ⊗ RS2 ⊗ RS3 ⊗ RS4.

3.1 Shares Generation Phase and Secret Recovery Phase

Shares generation phase is shown in Fig. 2 which generates ‘n’ shares RS1,
RS2, . . . , RSn . The steps of shares generation phase of the proposed scheme are
described below:

Shares Generation Algorithm

Input: Binary secret image SI of size r×c
Output: ‘n’ shadow images RS1, RS2, . . . , RSn .

Repeat steps 1–3 for every secret pixel SI (m, n),

1. Utilize traditional (2, 2) RG-based VSS to encrypt a secret pixel SI (m, n) to
generate two bits b1 and b′

2. Encode b
′
2 in the similar way as two bits b2 and b′

3
are generated, similarly encode b′

3 into b3 and b
′
4. Repeat this operation until b1,

b2, b3, . . . , bk−1, b′
k are produced (the last bit b′

k is same as bk).
2. Generate remaining ‘n − k’ bits, i.e., bk+1, bk+2, . . . , bn by assigning each of

them to bk .
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3. Randomly arrange the ‘n’ bits b1, b2, b3, . . . , bn and assign the rearranged bits
to shares RS1(m, n), RS2(m, n), . . . , RSn(m, n).

4. Output ‘n’ shadow images RS1, RS2, . . . , RSn .

In step 1of the above algorithm, the traditional (2, 2)RG-VSS is applied repeatedly
‘k’ times to generate ‘k’ bits. Remaining ‘n − k’ bits are obtained by equating them
to kth bit which is shown in step 2. In step 3, these ‘n’ bits are randomly rearranged to
show that all shares are of equal importance. In the proposed approach, we construct
(k, n) RG-VSS from step 1 given in the above algorithm.

3.2 Extending Grayscale Images

The proposed algorithm encrypts grayscale images by applying halftoning like
dithering, error diffusion [13, 15] which takes grayscale image and produces binary
halftoned image. After that, the proposed algorithm is implemented on halftoned
binary image.

3.3 Assumptions

The assumption [17] given below must be met for showing that the proposed VSS is
valid construction.

Assumption: The following three conditions are fulfilled to claim the RG-based
VSS as a valid construction:

1. Each shadow image is a random grid and does not produce any data about the
secret image: L(Rt [SI (0)]) � L(Rt [SI (1)]) where 2≤ t≤n.

2. If t<k, the stacked result R1⊗2⊗3...⊗t � R1 ⊗ R2 ⊗ · · · ⊗ Rt provides no hint
about the secret: L(R1⊗2⊗3...⊗t [SI (0)]) � L(R1⊗2⊗3...⊗t [SI (1)]).

3. If t ≥ k, the stacked result R1⊗2⊗3...⊗t � R1 ⊗ R2 ⊗ · · · ⊗ Rt reveals the secret
image: L(R1⊗2⊗3...⊗t [SI (0)]) > L(R1⊗2⊗3...⊗t [SI (1)]).

The first condition ensures that the individual share is not capable of delivering
any information related to secret image. The second condition claims that stacking
inadequate number of shares reveals no hint about the secret information. The third
condition says that only stacking sufficient number of shadow images reconstructs
the secret image. These assumptions are proved by conducting experiments in the
next section.
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4 Experimental Results and Analyses

Wehave presented results for the experimentswe conducted on images in this section.
In the proposed (k, n) random grid-based VSS scheme, experiments are implemented
for 2 ≤ n ≤ 5 and 2 ≤ k ≤ n. Several images of size 512×512 like binary secret
image Text given in Fig. 1a, image Lena in Fig. 2a, grayscale secret image Boat given
in Fig. 3a are taken as input to do experiments to analyze the performance of the
proposed scheme.

Fig. 3 Implementation results of proposed (3, 3) case. a Grayscale secret image Boat, bHalftoned
binary image, c Share RS1, d Share RS2, e Share RS3, f RS1 ⊗ RS2, g RS1 ⊗ RS3, h RS2 ⊗ RS3,
i RS1 ⊗ RS2 ⊗ RS3
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4.1 Image Illustration

In Fig. 1, experiment results carried out for (2, 3) (i.e., k�2, n�3) VSS scheme
are given. Figure 1a shows the original binary secret image Text. Figure 1b–d shows
the three shares generated. These shares individually cannot disclose anything about
the secret image. Reconstructed secret is shown in Fig. 1e–g which is generated by
stacking any two shares. Stacked result when all shadows are collected is presented
in Fig. 1h.

In Fig. 2, experiment results conducted for (3, 4) (i.e., k�3, n�4) VSS scheme
are given. In Fig. 2a, the secret image Lena is shown, and Fig. 2b–e shows the four
shares created. Figure 2f–g shows the two of stacked results when any two shares
are stacked together. Stacking when any three shares are collected is displayed in
Fig. 2h–k. Figure 2l shows the stacked result when all four shares are collected.

In our experiments, results for (3, 3) (i.e., k�3, n�3) VSS scheme conducted
on grayscale image Boat are shown in Fig. 3a. Halftoned binary image is given in
Fig. 3b which is obtained by applying halftoning on the grayscale image Boat. Three
shadow images which are generated are demonstrated in Fig. 3c–e. Stacked results
when any two shadow images are stacked are presented in Fig. 3f–h. Figure 3i shows
the stacking on all three shares.

The following observations can be made from experiments conducted for (k, n)
VSS:

• Every share is noise-like random image.
• If t≥k, recovered secret image is visually recognizable, where ‘t’ is the number
of stacking shares.

• When t<k, recovered secret gives no information about the original secret image.
• Contrast decreases when we increase the value of ‘n.’ Therefore, we assume the
maximum value for ‘n’ is 5.

• The proposed scheme is also applicable for grayscale images.

4.2 Comparison with Related Schemes

This section shows the comparison of the proposed scheme with related schemes
to show the advantages of proposed approach. Like [18, 15, 19, 20], the proposed
RG-based VSS also benefits from no codebook designing and removes the problem
of pixel expansion.

4.2.1 Contrast Comparison

Contrast in definition 2 evaluates the image quality for reconstructed secret. We have
compared the proposed algorithm with scheme [20] in terms of average contrast.
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Table 1 Average contrast of the proposed approach and [20] for binary images Text and Lena

(k, n) Average contrast of [20] Average contrast of proposed
scheme

t = 2 t = 3 t = 4 t = 5 t = 2 t = 3 t = 4 t = 5

(2, 2) 0.50041 0.50190

(2, 3) 0.12578 0.50104 0.28631 0.49990

(3, 3) 0.24950 0.25040

(2, 4) 0.06594 0.11084 0.25024 0.19918 0.33299 0.49953

(3, 4) 0.05220 0.24974 0.11097 0.25002

(4, 4) 0.12508 0.12535

(2, 5) 0.04067 0.06800 0.07117 0.12465 0.15456 0.25074 0.36389 0.49980

(3, 5) 0.02243 0.04682 0.12477 0.06214 0.13541 0.25025

(4, 5) 0.02278 0.12463 0.04620 0.12488

(5, 5) 0.06186 0.06290

Table 2 Comparison of features of previous related schemes with the proposed scheme

Schemes Type of VSS Pixel expansion
Problem

Involves
codebook Design

Recovering
measure

Ref. [1] (k, n)
√ √

Stacking

Ref. [15] (k, n) × × Stacking

Ref. [10] (k, n)
√ √

Stacking

Ref. [19] (k, n) × × Boolean

Ref. [18] (n, n), (2, n) × × Boolean

Ref. [20] (k, n) × × Boolean

Ours (k, n) × × Stacking

Table 1 demonstrates the results of contrast of the decoded secret for the scheme
[20] and the proposed scheme. The results show that:

• Contrast comes out to be greater than 0 as t increases than k. Here, ‘t’ represents
the number of shares to be stacked.

• The average contrast of the proposed algorithm exceeds the average contrast given
by scheme [20].

4.2.2 Features Comparison

We have compared the proposed schemes with related schemes with respect to some
features. It is listed in Table 2. Benefits of the proposed RG-based VSS over related
schemes are displayed in Table 2.
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5 Conclusion

This paper presented (k, n) random grid-based VSS which could be adopted for
encryption of binary or grayscale images. The shadow images are copied onto trans-
parencies. Secret image could be well identified by HVS when ‘k’ or more trans-
parencies are superimposed together. One cannot get any useful data about the secret
on stacking not as much as ‘k’ shares. Compared with [20], the proposed approach
benefits from the greater visual quality in terms of the large contrast. The proposed
scheme has advantages of no codebook designing, avoiding pixel expansion, having
same importance for all shares. In the future, there may be further improvement in
the visual quality of the revealed secret. This scheme could be stretched to encrypt
color images. Also, meaningful shares can be generated instead of random shares.
There is still scope for improvement in security of shadow images.
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Efficient Motion Encoding Technique
for Activity Analysis at ATM Premises

Prateek Bajaj, Monika Pandey, Vikas Tripathi and Vishal Sanserwal

Abstract Automated teller machines (ATMs) have become the predominant bank-
ing channel for the majority of customer transactions. However, despite the multi-
tudinous advantages of ATM, it lacks in providing security measures against ATM
frauds. Video surveillance is one of the prominent measures against ATM frauds. In
this paper, we present an approach that can be used for activity recognition in small
premises such as ATM rooms by encoding the motion in images. We have used
gradient-based descriptor (HOG) to extract features from image sequences. The fea-
tures obtained are classified using random forest classifier. Our employed method
is successful in determining abnormal and normal human activities both in case of
single and multiple personnel with an average accuracy of 97%.

1 Introduction

The goal of computer vision is to facilitate the machine to interpret the world through
the process of digital signal [1]. Various technologies such as motion detection and
facial recognition are based on computer vision. Automating the video surveillance
with the help of computer vision to detect any suspicious activity or personnel is an
effective way to the cover up some flaws in the security. Video surveillance detects
moving object through a sequence of images [2, 3]. ATM surveillance is a sub-
domain of video surveillance. ATM crime has become one of the most prominent
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issues nationwide [4] as they are at the public places and vulnerable to thefts. The
usual security measure in an ATM system is CCTV which is not automated and
requires authority to monitor them. The slow response time of a CCTV is a reason
for its under-efficiency and adds to the vulnerability of security. Automated surveil-
lance system detects any unusual activity in their frame view and automatically takes
the desired actions [5]. In a recent survey based on video surveillance, Cucchiara [6]
reported that there are various problems than hinder motion detection in non-ideal
conditions. Various techniques that have been used for motion analysis using auto-
mated systems are based on the framework of temporal templates and spatiotemporal
templates optical flow, background subtraction, silhouettes, histograms and several
others [7–10]. In this paper, we have further extended [11] by introducing a motion
encoding technique called motion identifying image (MII). In MII, we have incor-
porated root-mean-square of thresholded images. We have analyzed four categories
of human actions which are classified from a single camera view. They are single,
single abnormal, multiple and multiple abnormal. The paper is further organized in
the following manner: Sect. 2 reviews the recent work; Sect. 3 describes the method-
ology we have used; Sect. 4 gives results and analysis; and Sect. 5 concludes the
paper.

2 Literature Review

Video surveillance has contributed to the enhancement of security and protection in
every possible field [12]. There are various ways to detect an activity in computer
vision. In this section, we present the previous work conducted to improve video
surveillance. Several approaches have been presented to recognize human actions.
Davis and Bobick [13] have used temporal templates using motion history image
(MHI) andmotion energy image (MEI) for recognizing human activity. The temporal
approaches utilize vector images where each vector points motion in the image
[14]. Directional motion history image (DMHI) is an extension of MHI introduced
by Ahad et al. [15, 16]. Poppe [17] has presented a detailed overview of human
motion analysis using MHI and its variants. Al-Berry et al. [18], motivated by MHI,
introduced a stationary wavelet-based action representation, which has been used to
classify variant actions. There are various descriptors such as spatiotemporal interest
feature points (STIPs), histograms of oriented flow (HOF) and histograms of oriented
gradients (HOGs) which are used to compute and represent actions. Space–time
interest point (STIP) detectors are extensions of 2D interest point detectors that
incorporate temporal information. HOG is a window-based descriptor which is used
to compute interest points. Further, the window is divided into a grid of (n * n).
Frequency histogram is generated from each cell of the grid to show edge orientation
in the cell [19], whereas the descriptor HOF gives information using optical flow
[20]. Another descriptor named Hu moments extracts interest points based on shape,
independent of position, size and orientation of the image [21], and since it is a shape
descriptor, it requires comparatively less computation [22–24]. Zernike moments
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descriptor is another shape descriptor which is more efficient than Hu moments [21].
Sanserwal et al. [25] in their paper have proposed algorithm in which they have used
HOG descriptor, Hu moments and Zernike moments descriptor for activity detection
from a single viewpoint [26] Vikas et al. proposed an approach that makes use of
motion history image and Hu moments to extract features from a video. Rashwan
et al. [27] proposed optical flowmodel with new robust data obtained from histogram
of oriented gradients (HOGs) computed between two consecutive frames. But the
approaches such asHOG can be highly computational [28]. Huang andHuang [29] in
his paper uses look-up table alongwith themethodof integral image to speedupHOG.
Uijlings et al. [30] proposed a framework that can increase the efficiency of densely
sampled HOG, HOF and MBH (motion boundary histograms) descriptors. Ryan
Kennedy andCamillo J. Taylor used amethod inwhich optical flow is calculated over
triangulated images [31]. In our approach, we have used three consecutive frames to
encode motion into image which is then provided to gradient-based descriptor HOG.
We have described that our framework can effectively recognize ATM events.

3 Methodology

The proposedmethodologymakes use of computer vision-based framework to detect
normal and abnormal activities in indoor premises such as ATM room. Figure 1 rep-
resents working of our framework. It shows that the method consists of the camera
feed in the form of video, which is converted into threshold images. Our framework
consists of two parts, conversion of an image into encoded motion using MII and
conversion of encoded image into features using a descriptor. MII involves prepro-
cessing the thresholded images using root-mean-square formula. The features thus
obtained are classified using random forest classifier. The algorithmic representation
of our framework is shown in Fig. 2.

Fig. 1 Architecture for the proposed method
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Fig. 2 Generation of descriptor

3.1 Preprocessing

In this section, we abstract three consecutive frames and convert them into thresh-
olded images. The method we employed for converting the frames into thresholded
images is adaptive thresholding. In adaptive thresholding, we calculate different
threshold values for different regions of same image. Now threshold values can be
calculated using themean of neighborhood areas or using the weighted sum of neigh-
bor values where weights are a Gaussian window. Later, a constant is subtracted from
the calculated threshold value. If the value of pixel is less than the threshold value,
it is assigned to zero; otherwise, it is assigned to the desired maximum value. In our
method, we have calculated threshold values for each region using mean with the
block size (size of neighborhood area which is used to calculate threshold value) of
eleven and the constant (which is subtracted) two. The value of constant may vary for
some other set of videos. Let T(x, y) is a pixel after thresholding, t be the thresholded
value, m be the maximum value that can be assigned to the pixel and I(x, y) is a pixel
of a frame. The equation for adaptive thresholding is given in Eq. (1).

T(x, y) �
{
m if I (x, y) ≥ t

0 otherwise
(1)

Further, we compute squares of each pixel in first, second and third frames we get
after thresholding as shown in Eqs. (2), (3) and (4). Then, we calculate two values A
and B, by adding the values in Eqs. (2) and (3), (2) and (4), respectively, as shown
in Eq. (5) and Eq. (6). The square root of these A and B is calculated and is then
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divided by the number of frames which in our case is three as depicted in Eq. (7).
The operation of square root is again applied to the achieved result C, Eq. (8).

F1 � IMG12 (2)

F2 � IMG22 (3)

F3 � IMG32 (4)

A � F1 + F2 (5)

B � F1 + F3 (6)

C �
√
A +

√
B

3
(7)

R � √
C (8)

Figure 3 shows the complete diagrammatic representation of preprocessing. After
preprocessing,we obtainmotion identifying imagewhich is then fed to our descriptor
HOG for feature extraction.

3.2 Descriptor

Wehave used histogramof orientation gradient (HOG) to compute features ofmotion
identifying image. HOG describes the appearance of a local object within an image
by distribution of intensity gradient or edge directions. The image that we give as
an input to the descriptor is divided into small regions, which are called cells. These
cells are connected. Histogram of gradient directions is calculated for each pixel
within these cells. HOG computes the derivative of image (M) with respect to x and
y as shown in Eqs. 9 and 10.

Mx � M ∗ DXwhereDX � [−1 0 − 1] (9)

My � M ∗ DYwhereDY =

⎡
⎣1
0
−1

⎤
⎦ (10)

Fig. 3 Preprocessing



398 P. Bajaj et al.

Further, we calculate magnitude and gradient of M in Eqs. 11 and 12.

|Gr| �
√
M2

x + M2
y (11)

Ø � arctan(
Mx

My
) (12)

Finally, cell histograms are created and then normalized using L2 normalization
as shown in Eq. 13.

F � n√
n22 + ∂

(13)

Here, n represents vector without normalization containing all histograms of cur-
rent block and ∂ represent small constant.

We have used random forest classifier that works by creating multiple decision
trees during training. In our case, the model had been trained using random forest
classifier which creates 100 trees.

4 Results and Analysis

The proposed framework has been tested and trained, using Python 3.0 and OpenCV
on computer having the specifications Intel i5 clocked at 2.4 GHz processor with
the RAM of 16 GB, on videos for calculating various shape descriptors. The videos
analyzed by the presented algorithms have a minimum resolution of 320 × 240.
These videos are recorded in indoor premises such as ATM room. We have analyzed
four categories of video captured as shown in Fig. 4: (i) single: when normal activities
are being performed by a single person in a single camera view; (ii) single abnormal:
when abnormal activities are being performed by a single person in a single camera
view; (iii) multiple: when normal activities are being performed by a multiple person
in a single camera view; (iv) multiple abnormal: when abnormal activities are being
performed by a multiple person. There are a total of 49 videos in all the four classes
(10 single, 10 single abnormal, 20 multiple and 9 multiple abnormal). In India, it
is common for multiple personnel to enter the ATM room together. So for this sole
activity we have taken a class of videos multiple. The framework is trained using
these videos for extracting features from image sequences. The framework uses
different videos for both testing and training purposes. The algorithm is tested for
three frames, and its comparison against various other algorithms is shown in Table 1.
Table 2 shows the value of W, X, Y and Z, the four classes that we have used in our
dataset.

In Table 1, we have given comparative analysis with two other methods formotion
encoding, which produces the best accuracy when an input of ten frames is given
to the descriptor. First method uses (a) motion history image (MHI) as a descriptor;
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Fig. 4 Four classes of videos

Table 1 Comparison with other descriptor (in percentage %)

Algorithm used Result (%)

1. Combination of MHI and HU Moments 95.73

2. Combination of HOG and Zernike moments 95.02

3. Motion identifying image (MII) on thresholded images 97.24

Table 2 Confusion matrix of MII on thresholded images

W X Y Z

W�Single 571 0 0 0

X�Single Abnormal 11 179 0 2

Y�Multiple 6 0 710 26

Z�Multiple Abnormal 0 0 6 332

second method uses (b) the fusion of histogram of gradient (HOG) and Zernike
moments. In general, the more frames we give to the descriptor, the more accuracy
we get, as temporal information increases but even after using ten frames as an input
to the descriptors used in other two algorithms, their result is comparatively less than
what we acquired using MII of three frames. Hence, from the figure it is clear that
our descriptor MII is better in detecting motion than MHI and fusion of HOG and
Zernike.
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Fig. 5 ROC curve

Figure 5 shows the corresponding ROC graphs for all the four classes that is
single, single abnormal, multiple and multiple abnormal for the testing dataset. In
all the four graphs, the x-axis represents false-positive rate and the y-axis shows
true-positive rate.

5 Conclusion

In this paper, we have proposed an algorithm thatmakes use ofmotion encoding tech-
nique called motion identifying image (MII) and a gradient-based descriptor HOG
to recognize motion. It can be used in enhancing the security of ATM surveillance
as well as in any other similar areas. The algorithms are tested for both normal and
abnormal events with single as well as multiple personnel that can occur in ATM.
It can contribute to the security of ATM as there is a tremendous increase in ATM
frauds. In our method, the accuracy is about 97%when used with three frames. In the
future, this motion encoding technique can be combined with any other descriptor to
obtain higher accuracy. Also, an advanced and better classifier can be used for better
recognition.
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EKRV: Ensemble of kNN and Random
Committee Using Voting for Efficient
Classification of Phishing

A. Niranjan, D. K. Haripriya, R. Pooja, S. Sarah, P. Deepa Shenoy
and K. R. Venugopal

Abstract Any efficient anti-phishing tool must be able to classify phishing activity
as ‘phishing’ with utmost accuracy. The key factor that influences the accuracy of
an anti-phishing tool is the selection of a classification algorithm whose prediction
accuracy is the maximum with nil or least false-positive rate. This paper proposes
the implementation of a hybrid approach involving random committee that is a type
of Ensemble classification technique and k-nearest neighbor (kNN) algorithm which
is available as IBK (instance-based with k neighbors) on WEKA, resulting in most
encouraging prediction accuracy values. The proposed scheme is followed after the
preprocessing phase that involves feature extraction using Consistency Subset Eval
algorithm with the Greedy Stepwise search technique.

Keywords Random committee · kNN · Phishing · Voting · Ensemble classifiers

1 Introduction

Any attempt of obtaining sensitive credentials of a person such as username, pass-
word, OTP, PIN and other details, for malicious reasons, by mimicking a trustworthy
entity is referred to as phishing [1]. Phishing attack is launched mostly through an
email that has a link to a fakewebsite, with almost identical look and feel as that of the
legitimate one. The objective of phishers is to make users believe that they are inter-
acting with trusted online sites. An efficient method of identifying and classifying
phishing websites is required in order to protect users’ sensitive data.

Presently available browser and other application programs are designed keeping
the relative ease of use by users with no or very less concern for security. The
main reason behind the users falling prey for the phishing attacks is the lack of
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Fig. 1 Phishing life cycle

skills required to distinguish between a genuine and phishing websites. The phishing
websites though appear almost identical to the genuine ones, often leave some clues.
Experts in the domain look for such clues to identify the site as a fraudulent site.
When the amount of requested information is too high or the URL of the site is too
small or too big or it contains too many foreign anchors (Links to other URLs) or the
presence of an IP Address instead of a domain name in the URL or the presence of
more than five dots or slashes in the URL, the site that is being visited could possibly
be a phishing site.

1.1 Phishing Life Cycle

The phishing life cycle typically involves the following steps as depicted in Fig. 1.

Step 1: The phisher creates a phishing site which is almost similar to a genuine
site to lure the customers and to make them believe that the visited site is a
legitimate site.

Step 2: The phisher now sends an email to all the targetted audience and prompts
them to click on the link in the mail to the phishing site.

Step 3: The user is directed to the phishing site where all his personal credentials
are collected by the phisher.

Step 4: This information of the user is now misused by the phisher to launch the
phishing attacks.

1.2 Types of Phishing Attacks

Some of the most commonly found types of phishing attacks are:

• Deceptive phishing
• Malware-based phishing
• DNS-based phishing
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• Content-injection phishing
• Man-in-the-middle phishing and
• Search engine phishing

Deceptive phishing involves the collection of user credentials by first sending a
broadcast mail to a number of clients and asking them to take action against severe
system failure by reentering the login information or urging them to login to their
account to check fictitious charges to their bank accounts by clicking on the links
provided. Malware-based phishing on the other hand involves the introduction of
malware programs as attachments to an email or by exploiting the system vulnera-
bilities to getaway with the essential user information to launch a phishing Attack.
The attackers can direct the user requests to a fake site either by configuring the
Domain Name System or by tampering the host files. Such an attack is referred to as
DNS-based phishing or pharming.When a small portion of the content of a legitimate
site is replacedwithmalicious code by a phisher for the collection of user credentials;
then, it is called Content-Injection phishing. A man-in-the-middle phishing involves
a phisher positioning himself conveniently in between the user and the legitimate
website to record the information being entered without affecting the ongoing trans-
action. In search engine phishing, an attacker creates websites with too attractive
luring offers and have them indexed with search engines in a very legitimate way.
Customers come across these sites in the normal course of searching for products or
services and are fooled into giving up their information.

It is therefore necessary for the anti-phisher application to recognize the attack as
phishing on its onset. The anti-phisher can make use of machine learning techniques
to classify the ongoing activity as phishing or as legitimate [1]. The performance of an
anti-phisher depends mainly on the prediction accuracy of the chosen classification
algorithm.

AIM: The current work aims at providing a high prediction accuracy with a
significant reduction in FPR and absolute error rate. This is achieved by selecting
various classifying machine learning algorithms with better individual performances
and their combinations.

This work was taken up to achieve the following objectives:

• Application of different classifier algorithms to determine the most efficient clas-
sifiers in terms of prediction accuracy, false-positive rate and absolute error.

• Extraction of the most relevant features from the UCI machine learning repository
phishing data set for dimensionality reduction using the best Feature Selection
Algorithm.

• To use a hybrid model of the better classification algorithms to further enhance the
performance of classification in terms of prediction accuracy, false-positive rate
and absolute error.

The rest of the paper is organized as follows: Sect. 2 summarizes the related work
carried out in the current domain, while Sect. 3 presents the proposed EKRV model.
Experimental results are discussed in Sect. 4, and conclusion forms Sect. 5 of the
paper.
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2 Related Work

Lakshmi and Vijaya [2] in their paper have experimented with multilayer perceptron,
Decision tree induction and Naïve Bayes classification techniques of machine learn-
ing techniques. Multilayer perceptron is a type of neural network classifier with a
number of models organized into multiple layers. The decision tree induction on the
other hand involves the construction of a decision tree model on the train set, and the
test data is classified based on this model. The Naïve Bayes technique involves two
steps for classification with the estimation of parameters for probability distribution
as the first step and computation of posterior probability and performing classifica-
tion based on the largest posterior probability value of the test sample. Their results
indicate that decision tree classification involving J48 algorithm shows better classi-
fication accuracy compared to the other two techniques. However, the train set that
they have used is created using URLs of only 200 sites.

The authors of [3] in their paper have proposed an associative classification algo-
rithm called FACA for the efficient detection of phishing sites. Classification tech-
nique on one hand involves assigning or predicting test instances to their pre-defined
classes, while association rule mining involves determining relationships between
attributes in a large database and forming rules based on these relationships. Asso-
ciative classification (AC) is a hybrid approach that combines classification with
association rule mining techniques. AC aims at classifying unseen test instances
based on association rules. The FACA, however, has a prediction accuracy of just
over 92%.

The paper proposed by the authors of [4] discusses on hybrid approach that makes
use of sequential minimal optimization (SMO) and the genetic algorithm (GA) for
phishingwebsite detection. SMO is basically used to solve the quadratic problem that
arises while training a model using support vector machines (SVMs). The Genetic
algorithm in this hybrid model is used to optimize the parameters. The prediction
accuracy of this model is, however, just over 96%.

Chowdhury et al. have proposed multilayer hybrid strategy (MHS) involving ten
layers of processing [5]. One of the layers encompasses a hybrid approach for feature
extraction. Another layer involves a hybrid approach for pruning. For classification,
they have proposed an ensemble of random forests. The prediction accuracy of this
complex model is only around 95%.

Ahybrid approach involving fuzzy-based and associative classification techniques
is discussed in paper [6]. This method, however, has a prediction accuracy of 92%.

3 Proposed EKRV Model

The UCI machine learning data set on phishing has 30 features with 6157 legitimate
and 4898 phishing instances out of a total of 11,055 instances distributed in the ratio
of 55.7 and 44.3%. The model has to be trained before carrying out classification.



EKRV: Ensemble of kNN and Random Committee … 407

The data set was therefore divided into train and the test sets with the train set getting
a share of 9087 instances, while the test set getting 1968 instances. The same ratio
that existed between the legitimate and phishing samples were maintained even in
the train and the test sets. Thus, the train set has 5061 legitimate and 4026 phishing
samples, while the test set has 1096 legitimate and 872 phishing samples. The data
set has a total of 30 attributes with an additional class attribute that indicates whether
the sample in question is phishy or legitimate or suspicious. A sample is labeled
as −1 to indicate that it is phishy, 1 as legitimate and 0 as suspicious. Preprocess-
ing is an essential operation in data mining. This could involve feature extraction,
normalization, cleaning and other operations. Feature extraction often aims at dimen-
sionality reduction resulting in faster execution of an application by removing the
unnecessary or unwanted features. Hence, it was decided to use most suitable feature
extraction algorithm that results in least number of features. It was found that the
Consistency Subset Eval Feature Extraction Algorithm along with Greedy Stepwise
Search method produces least number of features totaling 23 features with an addi-
tional class label. The next step of our approach is to cross check whether the chosen
features are optimal or not. Delta values of the ranks are determined, and the min,
max and the mean of the delta values are computed. The features numbered 1–20
are found to have a delta value of 0. The features around feature 20 are 19 and 21.
So feature 21 is also considered to be optimal. Delta value is 0 once again at 22.
Feature around this number is 23. Hence, the 23 rd feature is considered. The chosen
23 features thus are proven to be optimal.

The extracted features are then subjected to an ensemble of random committee
with random tree as the base classifier and kNN available as IBK on WEKA with
cover tree as the base classifier using voting for classifying the incoming sample as
phishy or legitimate. The algorithm of our proposed EKRV is listed in Algorithm 1.

Algorithm 1 EKRV: 
1: while True do

2: Load the UCI Machine Learning Phishing Data Set

3: Extract features using Cosistency_Subset_Eval Feature Extraction Algorithm 
with Greedy Stepwise Search method

4: if the extracted features are optimal then

5: Choose Random Committee with Random Tree as Base
Classifier and KNN/IBK with Cover Tree as the search algorithm
using Voting for the classification of the samples. Choose Product of 
probabilities as the combination Rule while voting. 

6: end if

7: end while
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3.1 System Model of the Proposed EKRV

EKRV is basically a hybrid technique that involves a combination ofK-nearest neigh-
bor (KNN) and random committee techniques. It is possible to combine more than 1
classifier either through voting or stacking.When the two classifiers were fused using
voting, the prediction accuracy was found to be comparatively higher than stacking
as listed in Table 1. For this reason, voting was chosen as the fusion Scheme. The
system model of the proposed scheme is illustrated in Fig. 2. As discussed ear-
lier, EKRV involves two phases: preprocessing and classification. The preprocessing
phase involves extraction of the features from the UCI machine learning phishing
data set, using Consistency Subset Eval Algorithm with the default Greedy Stepwise
Search. This step results in 23 features.

The test set is now subjected to the classification phase that involves a hybrid
algorithm that combines randomcommittee and kNNalgorithms using voting.Voting
is a process of creating a number of sub-models and combining the predictions
of all sub-models for the final prediction. Random committee is considered to be
one of the ensemble classifiers. An ensemble classifier utilizes a base classification
algorithm to differently permutated training sets. The size of all these training sets
would, however, be the same. An unlabeled data sample is assigned a particular
class based on the highest number of votes received among the individual classifiers’
predictions. In random committee, a number of case classifiers are built using a

Table 1 Voting versus
stacking

Ensemble approach Prediction accuracy False-positive rate

Stacking 97.1 0.031

Voting 97.4 0.028

Fig. 2 System model of the
proposed EKRV
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different random number seed and the average of the predictions generated by the
individual base classifiers forms the final prediction. kNN is a type of instance-
based learning, or lazy learning algorithm, in which computation is deferred until
classification. A test sample is classified based on what is the prediction of the
majority of its neighbors, with the sample being assigned to the class most common
among its k-nearest neighbors (k is a positive integer, typically small). If k�1, then
the sample is simply assigned to the class of that single nearest neighbor. The system
model for the proposed EKRV is illustrated in Fig. 2.

4 Experimental Results and Discussion

As a part of our research, it was initially decided to run all available classification
algorithms on all the 30 features of the data set and to determine the best classification
algorithm(s). Table 2 lists the best classification algorithms under each classifier
category available on WEKA, their prediction accuracy, false-positive rates and the
build time. Prediction accuracy of a classification algorithm is in turn related to
true-positive rate (TPR), false-positive rate (FPR), true-negative rate (TNR) and
false-negative rate (FNR) [7]. Let NLeg and NPhish be the total number of legitimate
and phishing samples, respectively. The number of legitimate samples classified as
legitimate can be denoted as NLeg→Leg and the number of phishing samples classified
as phishing as NPhish→Phish. Let NLeg→Phish denote the number of legitimate samples
misclassified as phishing and NPhish→Leg denote the number of phishing samples
misclassified as legitimate.

The true-positive rate (TPR) is the rate of phishing samples classified as phishing
out of the total phishing samples.

TPR � NPhish→Phish/NPhish × 100 (1)

False-positive rate (FPR) is the rate of phishing websites misclassified as legiti-
mate out of the total phishing websites.

Table 2 Performance of various classifiers

Classification
algorithm

Prediction accuracy False-positive rate Build time

Random committee 97.3 0.029 0.27

kNN/IBK 97.2 0.03 0

PART 96.8 0.035 1.06

Logistic 94.0 0.064 1.36

HNB 93.7 0.069 0.09

WAODE 93.7 0.065 0.11

VFI 92.7 0.077 0.03
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FPR � NPhish→Leg/NPhish × 100 (2)

False-negative rate (FNR) is the rate of legitimate samples misclassified as phish-
ing out of the total legitimate samples.

FNR � NLeg→Phish/NLeg × 100 (3)

True-negative rate (TNR) is the rate of legitimate samples classified as legitimate
out of the total legitimate samples.

TNR � NLeg→Leg/NLeg × 100 (4)

Prediction accuracy (PA) is the total number of phishing and legitimate samples
that are identified correctly with respect to the total of all the samples.

PA � (
NLeg→Leg + NPhish→Phish

)
/
(
NLeg + NPhish

) × 100 (5)

It may be noticed from Table 2 that only random committee and IBK (kNN)
algorithms exhibit maximum prediction accuracy with least FPR. Build time of some
of the classifiers are smaller, but their accuracy levels are also low. Hence, it was
decided to use a hybrid approach involving an ensemble of random committee and
kNN (IBK) classification algorithms. To further reduce the dimensionality of the
data set and the computation time, a preprocessing stage involving feature extraction
was introduced. To determine the best feature extraction Algorithm out of a number
of feature extraction algorithms available on WEKA, prediction accuracy and false-
positive rates of both random Committee and kNN for different feature extraction
algorithms were computed as listed in Table 3. It may be noticed that Consistency
Subset Eval Algorithm results in 23 features [8] without much degradation in the
prediction accuracy levels.

The next important step in the proposed EKRV model is to check whether the
chosen 23 features by the Consistency Subset Eval are indeed optimal or not. For
this purpose, we decided to compute the delta values for the generated ranks and
to determine min, max and the median values of the delta values. They were found
to be 0, 0.024 and 0.003483, respectively. The feature present at serial number 20
(F4) is found to have a delta value of 0. Features found at serial numbers 19 and 21
that is F19 and F30 are also considered to be optimal, and hence, the next feature
present at serial number 22 which is F3 is also included in the chosen feature set. As
the other features after serial number 23 have a delta value of 0, they are discarded
and only the feature present at 23 that is F22 is considered to be optimal. Table 4
lists all the features, their ranking values and the delta values. To further prove that
the chosen 23 features are optimal, the prediction accuracy of random committee is
plotted against the number of attributes as illustrated in Fig. 3 and that of the kNN
in Fig. 4.

It was decided to fuse random committee and kNN techniques through voting
for the classification of the test samples as the combined prediction accuracy of
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Table 3 Performance of random committee and kNN with different feature extraction algorithms

Feature extraction algorithm Extracted features Random
committee

kNN

CFSSubsetEval F6, F7, F8, F13, F14, F15, F16,
F26, F28

94.7 94.5

ChiSquaredAttribureEval F1–F30 97.3 97.2

ClassifierSubsetEval Nil 0.31 0.31

ConsistencySubsetEval F1–F4, F6–F9, F12–F17, F19,
F22, F24–F30

97.2 97.1

FilteredAttributeEval F1–F30 97.3 97.2

FilteredSubsetEval F8, F14 91.3 91.3

InfoGainAttributeEval F1–F30 97.3 97.2

OneRAttributeEval F1–F30 97.3 97.2

ReliefFAttributeEval F1–F30 97.3 97.2

Symmetrical
UncertAtributeEval

F1–F30 97.3 97.2

WrapperSubsetEval Nil 0.31 0.31

Fig. 3 Accuracy in random
committee

Fig. 4 Accuracy in
kNN/IBK

these schemes resulted in better prediction accuracy rate of about 97.4 and lesser
false-positive rate as shown in Fig. 5.
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Table 4 Ranking values generated by Consistency Subset Eval Algorithm for all 30 features along
with the difference between the features (Delta)

Serial number Ranking value Feature number Delta

1 0.889 F8 –

2 0.913 F14 0.024

3 0.919 F15 0.006

4 0.925 F6 0.006

5 0.928 F29 0.003

6 0.934 F26 0.006

7 0.946 F7 0.012

8 0.952 F24 0.006

9 0.957 F2 0.005

10 0.962 F25 0.005

11 0.967 F1 0.005

12 0.972 F13 0.005

13 0.977 F27 0.005

14 0.98 F28 0.003

15 0.983 F9 0.003

16 0.985 F17 0.002

17 0.987 F16 0.002

18 0.988 F12 0.001

19 0.989 F19 0.001

20 0.989 F4 0

21 0.99 F30 0.001

22 0.99 F3 0

23 0.99 F22 0

24 0.99 F5 0

25 0.99 F10 0

26 0.99 F11 0

27 0.99 F18 0

28 0.99 F20 0

29 0.99 F21 0

30 0.99 F23 0

5 Conclusion

Feature extraction is applied initially on the UCI machine learning phishing data set
to reduce dimensionality and to remove all the redundant and irrelevant features.
Out of the 30 features that are present in it, only 23 features are considered. For
the elimination of the redundant features, Consistency Subset Eval Algorithm was
employed and only after ensuring that the chosen features are indeed optimal, our
EKRV model was used. Voting feature on WEKA was utilized for combining the
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Fig. 5 Stacking versus
voting

Table 5 Performance of the proposed EKRV

Mechanism Prediction accuracy False-positive rate Absolute error

Using entire set as test
set (11,055)

99 0.01 0.0117

Tenfold
cross-validation

97.4 0.028 0.0275

Training set (9087) 99.1 0.01 0.0105

Test set (1968) 94 0.063 0.0653

Tenfold
cross-validation

97.4 0.028 0.0272

random committee and kNN classifiers. A tenfold cross-validation too was applied
for the proposed classification model. The experimental results as listed in Table 5
prove that prediction accuracy, TPR and FPR rates are better compared to the existing
models. The proposed model is required to be tested on other data sets as well, and
total build time required to carry out classification has to be further reduced.
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Enhanced Digital Video Watermarking
Technique Using 2-Level DWT

Rashmi Jakhmola and Rajneesh Rani

Abstract “Watermarking” is the strategy for camouflage digital information in an
exceptionally carrier signal; the shrouded information should, however does not need
to be constrained for holding a reference to the carrier signal. They can also be used
to verify or to recognize the house owner’s actual real identity or then again to con-
firm the validity or respectability of the carrier signal. It is prominently utilized for
following copyright encroachments and for paper cash verification. This paper pro-
poses an improved system of video watermarking which maximizes the normalized
correlation coefficient, making the system tougher, so that they can bear common
attacks. The suggested algorithm applies 2-level DWT for embedding watermark
in the video, frame by frame along with a Gaussian filter, which further improves
the features of suggested algorithm’s watermarked content with less deterioration of
visual quality of the video. After applying the algorithm, the result shows that the
suggested algorithm is sturdier against most of the common attacks with improved
PSNR and imperceptibility level.

Keywords Digital watermarking · DWT · PSNR · NCC
Image enhancement filters

1 Introduction

Steganographic techniques are basically used in two of the category of data hiding,
i.e., steganography and digital watermarking in order to embed the secret information
within the noisy or carrier signal. A digital watermark can also be taken as passive
protection tool, since original and watermarked copy appears to be same even though
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after the watermarking procedure. Steganography mainly targets the physical prop-
erty observed by human senses to strengthen itself, whereas digital watermarking’s
main target is to improve and make itself efficient. It essentially stamps the infor-
mation; however it does not corrupt it or administration access to the information.
One application of digital watermarking is supply or source following. A watermark
is embedded into a digital signal at every purpose of distribution. If a replica of the
work is found later, then thewatermark could also be retrieved from the copy and also
the supply of the distribution is understood. This method reportedly has been accus-
tomed to observe the supply of lawlessly derived movies. According to [1], there are
so many types of watermark algorithm based on type of document, human percep-
tion, information for detection, robustness and embedding process. In the proposed
algorithm, transform domain is used as it provides more robustness and impercepti-
bility. Watermark may degrade the quality of image or video, so based on [2], filters
are used in order to lower the degradation of image, i.e., deblurring filters are used
like unsharp filter, Gaussian filter and blind deconvolution filter, while the proposed
algorithm uses Gaussian filter with standard deviation of 0.5 for further improving
the peak signal-to-noise ratio (PSNR) and normalized correlation coefficient (NCC)
value as in [3].

This paper is distributed in the following sections: Sect. 1 provides a brief descrip-
tion about digital video watermarking and Sect. 2 discusses about research work
which has been already done on video watermarking. Section 3 consists of the
detailed description of the suggested algorithmwhich is being implemented, which is
accompanied by the detailed analysis and then implementation strategies is further
overviewed. Section 3.1 carries the final results which we get after implementing
proposed algorithm, and later on, Sect. 4 presents the final results and brief discus-
sions related to that. Section 5 revolves around possible conclusion and related future
work of the work done in paper.

2 Related Work

In the area of digital video watermarking, a wide amount of work has been done
which are reviewed here. Various algorithms and strategies are applied to make it
more efficient. According to [4], 2D-discrete cosine transform (DCT) is used for
embedding watermark in V-component of each frame considering human visual sys-
tem (HVS). The algorithmic rule is fairly strong against attacks like image cropping
and noise like Gaussian noise and removal attack. In [5] highly smooth or textured
blocks are recognized, then watermark is placed in them, and through this procedure,
this formula ofwatermarking human sensory system is exploited. Every video has the
textured blocks which possess very vital information of the video as there is a relation
of this with the vital half in an exceeding video. In [3] the main system’s motive is to
make sure about the: (i) the image’s confidentiality by applying the encryption, (ii)
the image’s reliability by embedding a reliability proof before the encryption pro-
cess and (iii) content final user by tracing back through the means of watermarking.
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In [6] watermark is embedded within the non-moving a part of every color in close all
3 RGB channels. Initially, some frames are chosen. After that, the video moving and
non-moving components are separated from every frame square. In [7] a blind video
watermarking technique is proposed which is resistant to most of rotation attacks
and is DCT based in nature. Rotation changelessness property of the complicated
Zernike moments is employed to attain the goal, whereas to create the theme strong
against collusion, style of the theme is completed in such a way that the embedding
blocks can vary for the sequential frames of the video. In [8] they slightly changed
the pixel value ordering (PVO) predictor. Extended pixel-based PVO (PPVO) was
incontestable to possess a bigger embedding capability and better marked image
quality than PPVO, PVO, improved PVO and PVO-K. The experiments additionally
showed that this technique mistreatment changed PPVO outperformed four different
progressive strategies with moderate payloads, while in [9] a secure watermarking
algorithm is granted which supported DCT, Schur transform and firefly algorithm in
order to fulfill the augmented demand. These demands target the improvement in a
secure algorithm which also maintains the basic properties of the algorithm which
are: capability to hold enough payload, distinguished level of physical property and
strength.

While [10] presents a unique digital imagewatermarking-supported ripple rework
in HSI color area [11] proposed two new changes in the concept of watermarking
schemewhich is singular value decomposition-based SVD. These suggested changes
will improve the physical property and capability once the watermark is planted into
the U and V elements of the taken picture, in place of planting watermark into the U
part planned earlier, from the theoretical analysis. In [12] first, they tend to scramble
the slices of watermark by the mistreatment of Arnold rework key, after that it moves
toward placing the disorganized slices or chunks of the watermark bits in place of the
singular values associated with the DWT sub-base on the top of non-motion frames
of CT domain. This algorithm has an upper edge due to the restoring nature of
its embedding algorithm which further improves physical property. The reconciling
nature of the embedding issue improves more the extent of physical property.

From the on top of analysis, it is clearly visible that attaining more hardiness in
case of geometric attacks whereas continuing the physical property and hardiness in
case of alternative usual attacks constitute one among the foremost difficult options
for any video watermarking formula. Nearly all plans did not contemplate geometric
attacks in comparison with alternatives failed to continuing the physical property
within the instance of other regular attacks. Nearly all those projected solutions
mainly focus on the hardiness of the formula but a lesser concern on the security
concern, which itself is of high importance.
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3 Proposed Methodology

The proposed algorithmic rule uses 2-level DWTwith 2D-Gaussian filter that makes
it a more efficient and strong against common attacks because it improves the PSNR
and NCC values for constant dataset utilized in [13].

The procedure of video watermarking basically consists of 3 major steps, i.e., (i)
Generation and Embedding, (ii) Distribution and potential attacks, and (iii) detec-
tion. And based on domain of embedding process, the technique of watermarking is
divided into following categories and discussed as follows:

(i) Spatial Domain: Here the watermark bits are directly embedded into the pixel
value of image. So this domain is basically the image plane itself. Under this
domain, the pixel value intensity is modified at a minor level. This technique
cannot stand up to low-pass filtering and other customary image processing
attacks as it possesses least quality with high payload.

(ii) Transform Domain: Under this domain has impalpability and in addition pow-
erful. Through this domain, we have the capability to estimate the frequency by
adjusting the point original value, that is why it can be also called as frequency
domain.

While using this approach low-frequency segment of picture information ought
to be altered in as indicated by the watermarked information heartily through the
change area methods.

In frequency domain methods, after altering the modification in the coefficients
of the casings of the video grouping, the watermark is implanted. Discrete Fourier
transform (DFT), discrete cosine transform (DCT) and the discretewavelet transform
(DWT) are most of the popularly used transforms. For the most part, the primary
downside of change space strategies is their higher computational prerequisite.

(i) DFT Video Watermarking Technique: This approach initially removes the
splendor of the watermarked outline, figuring its full-outline DFT consum-
ing most of the significance of the coefficients. The watermark is basically a
product of two alphanumerical strings. In the procedure the DFT coefficients
are adjusted, followed by then IDFT. In this procedure primary frame is pro-
cessed for watermarking only, which was made out of twelve frames, as a
result alternate ones are left uncorrupted. It is of great robustness to the stan-
dard picture preparing as nonlinear/linear filtering, JPEG compression, oppose
to geometric changes as scaling, turn and trimming and at last sharpening. The
watermark outline and the watermark inclusion methodology do not include
any changes. Straightforward methods like expansion or swap are utilized for
the blend of watermark. DFT-based watermarking plan with layout coordi-
nating can oppose various assaults, including pixel expulsion, revolution and
shearing. The reason for the layout is to empower resynchronization of the
watermark payload spreading succession.

(ii) DCT Video Watermarking Technique: Discrete cosine transform (DCT) is an
imperative strategy for video watermarking. A considerable measure of com-
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puterized video watermarking calculations implants the watermark into this
space. The ease of use of this change is on account of that a large portion of the
video pressure measures depend on DCT and some other related changes. In
this space someDCT coefficients of the video are chosen and isolated into gath-
erings, and after that the watermark bits are implanted by doing modification
in each gathering.

(iii) DWT Video Watermarking Technique: The disseminations of the frequency
is changed in each progression of DWT, where subscript behind them deals
with the quantity of layers of changes, L deals with low recurrence and H deals
with high recurrence. Sub-chart LL speaks to the lower-resolution estimation
of the first video, while high-frequency and mid-frequency subtle elements
sub-diagram LH, HL and HH speak to vertical edge, level edge and slanting
edge points of interest. The procedure can be rehashed to process the different
scale wavelet deterioration.

In the wake of watermarking, the frames of video may degrade. So, the corruption
of the picture is diminished by utilizing image enhancement filters like unsharp filter,
blind deconvolution filter and Gaussian filter. Their brief depiction is given as:

(a) Unsharp Filter: This type of filters expand the high-frequency regions and can
be straight or non-direct channel in nature. Negative Laplacian is most of the
well-known method to deal with execute unsharp filter, it concentrate the high-
frequency segments in a picture, which is then superimposed on the first picture,
another possible ways are also available.

(b) Blind Deconvolution: This is a deconvolution method that is utilized to upgrade
obscured picture from a solitary or an arrangement of “obscured.” It depends
on the suspicion that, because of the flaws of imaging (scanner, camera and
magnifying instrument), the picture is convolvedwith the psf. psf is the scientific
function that portrays the way mutilation of a hypothetical point wellspring of
light through the imaging framework.

(c) Gaussian filter:Mathematically, applying aGaussian blur to a picture is the same
as convolving the image with a Gaussian perform. This is often additionally
called a two-dimensional Weierstrass transform. In the proposed algorithm, this
filter is used with standard deviation of 0.5.

Figure 1 defines the basic steps of procedure followed in the proposed framework.
It demonstrates how the three basic phases of watermarking happen. In spite of the
fact that there are three separate stages, the filtering phase can only be executed
before extraction phase. Figure 1 shows the basic flow of stages, that how the taken
video is watermarked, filtered and finally how the watermark is extracted (Table 1).

3.1 Proposed Watermarking Embedding System Procedure

Video is partitioned into casings. RGB edges are changed over to YUV outlines.
2-DWT is connected on it. RGB watermark picture is changed over into a vector
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Original video

Watermark Embedding Extracting eachRGB
frame

Converting each RGB
frame into YUV frame

Watermark Image

Filtering

Embedding watermark in each frame 
using 2-level DWT

Applying 2D Gaussian Filter of 0.5 Standard 
Deviation

Applying Inverse DWT on
each frame

Watermark Extraction

Merging back frames to form
the video

Fig. 1 Block diagram of proposed digital video watermarking algorithm

Table 1 Sample video frame of dataset “Suzie.mpg” and sample watermark image

Sample video frame Video size Sample watermark Watermark size

352×288 256×198

P�{p1, p2, …, p32×32} of ones. This vector P is again separated into n parts. At
that point each part is implanted into each of the comparing LL and HH sub-groups.
The watermark pixels are inserted with quality x into the most extreme coefficientMi
of every principal component piece Yi, where x is the watermark installing quality.
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Table 2 Sampled watermarked video frame with PSNR value

Sampled watermarked video frame PSNR value

85.0278

Table 3 Result value of NCC for sampled video frame without any attack

Sampled video
frame

Sample
watermark

Sample
watermarked
video frame

Extracted
watermark

Calculated NCC

1

Converse DWT is connected to acquire the watermarked luminance segment of the
casing. At last watermarked casing is remade and watermarked video is acquired
(Table 2).

3.2 Filtering

2D Gaussian deblurring channel is connected on each frame having standard devia-
tion of 0.5. It must be connected before watermark extraction prepare.

3.3 Proposed Watermarking Extraction System Procedure

Themeans utilized forwatermark extraction is the same as themeans in the installing,
however in the invert course. As takes after Watermarked video is changed over into
frames. Each RGB frame is changed over to YUV portrayal. DWT is connected.
LL and HH sub-groups separated into n × n non-covering blocks. The removed
watermark is contrasted, and the first watermark utilizes NCC, where NCC is the
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Table 4 Result of robustness against various attacks

Different attacks NCC value

PRVWA Algo. [13] Proposed Algo.

Without attack 0.9973 1.0

Salt and pepper at 0.03 0.9972 0.9985

Salt and pepper at 0.01 0.9973 0.9978

Gaussian at 0.1 0.9968 0.9979

Gaussian at 0.01 0.9974 0.9982

Poisson 0.9974 0.9993

Median filtering 0.9974 0.9986

Contrast adjustment 0.9975 0.9995

Histogram attack 0.9976 0.9983

normalized correlation coefficient. NCC esteem is 1 when the watermark and the
extricated watermark are indistinguishable and zero if the two are not the same as
each other. Calculated NCC of extracted watermark gives 1.

4 Experimental Results and Discussion

Above algorithm is connected to an example video succession suzie.mpg utilizing
watermark logo “secret.png.” The first examined frame and its relating watermarked
frame are presented in Table 4, and watermarked outline shows up outwardly indis-
tinguishable to the first. The performance of algorithm can be measured as far as
its intangibility and heartiness against the conceivable attacks. Watermarked frame
is subjected to an assortment of attacks, for example, salt and pepper, Gaussian,
Poisson, median filtering, contrast adjustment and histogram attack. To evaluate the
performance of any watermarking framework, PSNR and NCC are utilized as a gen-
eral measure of the visual nature of the watermarking framework (Figs. 2, 3 and
Table 3).

5 Conclusion

At last we can conclude that, in the today’s advancing and innovative scenario, the
requirement for advanced video watermarking is high and improvement of vigorous
systems is a need as far as copyright security and validation. For video watermarking
purposes, a noteworthy number of calculations have been acquainted all togetherwith
given the most ideal elements required for this concept. Our proposed framework
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Fig. 2 Comparison of average PSNR value between proposed and previous algorithms

Fig. 3 Comparison of
current and proposed
algorithm w.r.t NCC values
under different attacks

1

PRVWA algo.[15]

proposed algo.

0.99

improves some parameters based on the present calculation given by [13]. Without
influencing computational time, the proposed framework has accomplished this.

Results are improved even though the frame size is 352×288 (which is 176×
144 in [13]) and the watermark size is 256×198 (which is 80×80 in [13]), which
is quite larger.
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Cryptanalysis on Digital Image
Watermarking Based on Feature
Extraction and Visual Cryptography

Neha Shashni, Ranvijay and Mainejar Yadav

Abstract This paper presents the cryptanalysis on a method that uses the visual
cryptography and feature extraction forwatermarking in images.Manyof the existing
digital watermarking techniques use a method which does not involve embedding
of the watermark into the vulnerable images, but rather it only uses the features of
image as the security key for generating watermark. This is assisted with the visual
cryptography which makes it possible to perform watermarking without embedding
any data onto it. Although they perform very well with many different attacks like
scaling, rotating, compression, different kind of noises, etc., it still fails to prove
the copyrights of image when the attack as illustrated in the paper is applied to the
watermarked image. This method allows the attacker to use his own valid watermark
to be introduced to the image, which will result in failure of the owner to prove its
copyright.

Keywords Cryptanalysis · Digital watermarking · Feature extraction
Visual cryptography

1 Introduction

Cryptanalysis refers to the study of ciphers in a way that finds out the weaknesses
in the systems that claim to be a security system that means the system that involves
a secret coding. It can be either weaknesses or breaking the system. Breaking the
system is in the sense that the attack method is capable of revealing the secret from
the cipher code without knowing the key or algorithm of the cryptosystem. It may
either use the brute force or some advancement in it to detect the fault in the method.
Weaknesses can also refer to finding the fault or such property in the design or
implementation of cryptosystem that can reduce the complexity of the brute force.
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Cryptanalysis in the digital watermarking can be performed in order to analyze
the security of watermarking method and to see how efficient it is in providing the
basic properties of a method. It is also done to see whether there is some possibility
that watermarking method is breakable that is not sufficiently capable of proving the
real owner of the multimedia.

There are number of attacks to performcryptanalysis. Someof themare as follows:

1. Known-plaintext analysis: In this technique, the cryptanalyst has the knowledge
of some of the plaintext that is a portion of secret from the ciphertext using which
he will attempt to deduce the keys to break the system.

2. Chosen plaintext analysis: This is when the cryptanalyst tries to deduce the key
by comparing the plain text and ciphertext, thereby breaking the system.

3. Ciphertext-only analysis: This means that the cryptanalysis will only use the
ciphertext to break the system. In this method, an accurate guesswork is needed.

4. Man in the middle: In this technique, no text is analyzed but rather it is a forced
method to reveal the secret somehow by either forcing a member or some other
way.

In this paperwork, the cryptanalysis of the digital watermarking method falls
under the known-plaintext analysis but not completely. Since the cryptanalysis does
not depend on the owners algorithm of watermarking, that is the algorithm is not
known nor the plaintext, but it is still able to break the watermarking method (Fig. 1).

The original image is made to undergo the watermarking process by any water-
marking method that owner has chosen. Owner uses a secret image or logo called
watermark which is used with security keys that owner keeps with him and generates
the watermarked image. This image is then transmitted to the media or anyplace
where owner wants to use it. So, now it is shared openly. When an attacker finds the
image and wants to use it illegally, he will either make it go through some attacks
so that owner will not be able to authenticate the image or use it as it is for his
own purpose. Now, when the owner gets to know about the illegal use of his image,
the owner will claim that this image is his and not the one who is using it illegally.
To prove this, the owner will try to generate the watermark on the image that is

Fig. 1 General authentication technique of digital watermarking system
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being shared by the attacker and the attacker will have to justify it. This is called the
authentication, and if owner is successfully able to prove his authenticity over the
image using some watermarking method, then the watermarking method is supposed
to pass the cryptanalysis successfully.

As we know that the Internet has led to a profound development in the era of
computer science generation, but it has also led to many copyright issues of data.
The digital media has took a pace over than the other data, but its vulnerability is a
risk, because in the world of Internet it is easy to copy the image without any loss of
quality, also there is no limit on the number of times it can be shared. There have been
many researches proposed for the protection of the copyright of digital media in the
last two decade, which can be categorized into groups mainly spatial and frequency
domain. But not all of them are able to fulfill all the requirements for the copyright
protection. For an example, some methods may provide good quality of the image,
but image watermarking may not be able to work under different kinds of attacks,
while some may provide good security against the attacks but fail to maintain the
quality of the image because of watermarking embedding. So, the motive was to
develop a method that would provide a great deal of security plus maintaining the
quality of the image, whether or not the watermark is visible in it.

Watermarking techniques complement encryption by embedding a secret imper-
ceptible signal, a watermark, directly into the original data in such a way that it
always exists here. The following purposes are used for such type of watermarks.

1. Owner identification of digital multimedia: Identifying the owner of specific
digital work like photography, music albums or videos, etc., can be difficult task.

2. Digital art work: There are so many kinds of digital art works nowadays, for
example a cartoon character. It can be made sure that this is not used by any
unauthorized party by using the watermarking.

3. Medical Application: To identify a patient in his medical document like CT scan
report, medical images by embedding the name or information related to patient.
It is very crucial that his critical information is not risked while embedding the
data.

4. Broadcast: While broadcasting, for example, an advertisement so that owner can
be sure that his advertisement is aired on everywhere safely. The monitoring
results of this can be used for royalty or copyright protection purposes.

5. Transaction tracking: It can play a very important role in maintaining the track
of every transaction history by embedding the critical information as watermark
onto the receipt.

6. Medical application: Embedding the date and the patient’s name in the medical
images could.

7. Internet: The movie producer can know which recipient was the source of leak
of movie.

8. Identity card: The biometric information can be embedded onto the identity
information of any person as a watermark.

Watermarking scheme must be robust and reliable because it is used for security
purposes. Robustness of the scheme against the attacks depends on the algorithm
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which is being used for embedding; watermark should be hidden such that no one
should be able to find the watermark other than the authenticated users. One more
aspect is also there which is equally important for the scheme which is quality of
the multimedia content that is watermarking technique should not so much affect the
quality of the image.

Cryptanalysis over the digital watermarking method is of a great importance. This
shows us how much secure is the watermarking method and of what potential it is so
that the system is unbreakable. It gets the idea whether it is safe to allow the method
to be applied practically or not.

2 Related Work

In the digital watermarking area, there has been a lot of work already done because
of its versatility of use and effectiveness. Numerous methods are also developed for
the same purpose which comes under the space domain or frequency domain, i.e. the
encryption methodology. But many of the methods also employ the visual cryptog-
raphy that may use any of these two domains, which depends on the method. Visual
cryptography is a technique of hiding the secret image which involves generating
the shares out of the secret image and sharing them with different members so when
a minimum required number of shares from different members are overlapped, only
the secret information can be revealed. These shares are unrecognizable from the
naked eyes and seem almost meaningless random pixel values. This methodology is
also used for watermarking purpose by using some of its security features in different
ways. It can be seen in numerous methods.

Naor and Shamir [1] proposed the concept of visual cryptography. This concept
is being used by many authors for different types of applications by adding some-
thing extra and constantly improving the method. Actually, visual cryptography is
described as a secret sharing scheme extended of digital images, and this will be
discussed in detail in the next section.

Some researchers propose detection-based watermarking techniques such as one
based on visual cryptography (VC) that does not alter the original image in order
to preserve the visual quality of the image, but generates two shares known as the
ownership share, which is registered to a certified authority (CA) and is kept with
the owner so that it can be used later for verification and identification share, which
is generated from the suspected copyrighted document, to be used with the own-
ership share [2]. Hwang proposed a scheme based on VC that uses the (MSB) for
comparison with the global mean of the intensity of the image in generation of the
shares [3]. Hwang proposed a method [4] for the watermarking which uses the VC
in combination with DCT of the blocks and compared it with mean coefficients.

Method proposed by Pushpa Devi et al. [5] presented a new method for water-
marking of images based on visual cryptography technique. The two shares generated
using VC are used: One is ownership share that is generated in the watermark regis-
tration phase, and the other one is master share that is used with this ownership share
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to retrieve the watermark during identification phase. These shares do not reveal
anything individually and generate watermark when both are stacked together. The
ownership share is generated by comparing the pixel values against the mean of
the pixel value of scrambled image in a block. It used Cat Map for scrambling of
image. This method does not really involve the embedding part of watermark and
can efficiently work with the most of the attacks. This watermark fails to prove the
original copyright when the attacker also introduces his own valid watermark to the
watermarked image. Since the image shared was not made to undergo any changes,
this favors the attacker by sharing the original image as it is.

Fridrich et al. [6] in her thesis work presented a cryptanalysis on a watermarking
technique where she has shown that the method is vulnerable in different types of
substitution and impersonation attacks. In this paper, the author has used the same
security key that is insertion function which means that the attacker is aware of the
watermarking method applied onto the image. But in the proposed work, the attacker
need not to be aware of the watermarking method the owner has applied and still be
able to break the system that is any kind of watermarking system.

In paper [7], Daniel used two attacks on Teng et al.’s fragile watermarking algo-
rithm and both of them allow the attacker to apply valid watermarks to the water-
marking method.

In papers [8–13], some methods are proposed which are related in the sense that
they require no embedding in order to do the watermarking.

3 Proposed Work

The concept of attacking by simply embedding the new watermark in the already
watermarked image as discussed earlier is proved in this paper on the method in [5].

The algorithm is explained in detail here. The author has used the concept of
visual cryptography as a method of watermarking, by generating two shares using
original image and watermark. It tells that one of the shares is kept secret key with
the copyright holder, while the other share can be again extracted during watermark
extraction. So, according to VC when these two shares will be stacked together, the
secret information that is thewatermark should be visible.Also theCatMap is used on
the watermark and the luminance channel of image before using it to generate share
for the additional security purpose. The luminance channel is partitioned into blocks
where the mean and middle values of block are compared. Using the codebook, the
ownership share is generated using the obtained values in block and the Cat Mapped
watermark. Here a, b, P1, P2 and ownership share are the security keys that are kept
with the owner and are used while the extraction process. Also a thing to be noted
here is the original image does not undergo through any changes and is shared as it is.
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Fig. 2 Watermark embedding phase

Fig. 3 Watermark extraction phase

During the watermark authentication process, the share is again generated which
is called the identification share by undergoing through the same process as in the
ownership share generation but using the second codebook. It will be again Cat
Mapped for the rest of the period when the watermark is obtained by stacking the
ownership and identification shares to finally make the watermark readable. The
watermark embedding procedure can be seen in Figs. 2, and 3 represents the water-
mark extraction phase.

The codebook in Tables 1 and 2 is used in order to generate the ownership share
and identification share, respectively, using the watermark values and feature values
of image using visual cryptography.

This watermarking method is used as an attack in this paper. This favors the
attacker because of its feature extraction properties, which makes it difficult to detect
and to remove;moreover, the image is notmodifiedwith thismethod. The next section
shows the experiment results when this method is used by attacker.
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Table 2 Codebook C2 for generation of identification share

Feature Bi(3,3) < μi Bi(3,3) ≥ μi
mod (i,6) 

=
0 1 2 3 4 5 0 1 2 3 4 5

Identificat
ion share

4 Experiment Results

In this experiment, the watermarking technique is also the same as the one explained
above. That means both the methods by owner and attacker are same. The attacker
is using another valid binary watermark which is not related to the one used by
owner in anyway. Here, the attacker does not know about the security keys of owner
and is still able to authenticate itself. Authentication process is shown in the figure.
Figure 4a shows the process of watermarking by owner and communicated, which
is then attacked by the attacker. Figure 4b shows the authentication process of the
watermark of owner and the attacker. Both will have to use their keys and prove
their copyright onto the image. Now if both the attacker and owner are successfully
able to generate their watermarks, this will clearly result in the failure of the owners
watermarking method to protect the copyright of the image.

In this experiment, we have used the ‘Lena’ image on which the watermarking is
applied. In Fig. 5, we can see the image (Fig. 5c) and the watermark (Fig. 5a) used
by the owner. In this method, the image size is required to be more than the 8 times

Fig. 4 Attacking model
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Fig. 5 Watermark used by
the owner, watermark
retrieved when authenticated
and the image used in the
experiment

Fig. 6 Watermark used by
attacker and the watermark
retrieved when
authenticating attacker’s
watermark

multiple of the binary watermark chosen. Or it can be said that the size of watermark
logo should be less than or equal to the 1/8th times of dimensions of image.

The watermark image used by the attacker is in Fig. 6a. Here in Fig. 6, the owner
uses its own key (a�2 and b�3 and the ownership share 1 generated by the owner)
to retrieve the watermark (Fig. 6b) and share the image as it is, because this method
does not involve any change to the image. Now to that same image but with a different
watermark and different key (a�3, b�4 and the ownership share 2 generated by the
attacker), the attacker is able to retrieve its watermark (Fig. 6b) with a good quality
as well. Now, the watermarks retrieved by both the attacker and owner are shown
in Fig. 6 and Fig. 7, respectively, since there is no change in the original image.
Both of the owner’s and attacker’s watermarks are matching with the ones that are
retrieved from the image. So, in the conclusion, both the owner and attacker are able
to generate their watermark using their secret shares and secret keys with an equal
visibility and clarity. This does not prove the original owner of the image, and owner
fails to prove the claim (Table 3).
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Table 3 Experiment result in PSNR

Image Retrieved owner’s watermark Retrieved attacker’s
watermark

PSNR (dB) 99 99

KEY a�2, b�3 a�3, b�4

5 Conclusion

This paper presents the cryptanalysis done on the watermarking method that uses
the feature extraction and visual cryptography. The attacker is able to introduce new
and valid watermark to the images shared by owner after watermarking. This can be
a big threat to watermarking method because of its property that it is able to use only
the features and needs no embedding. Since there is almost no embedding done to
image, no one other than owner will be able to figure out what features are used to
generate the secret share. This property was considered as robust for the method, but
the same property leads the attacker to prove some other watermark onto the image
which is a big threat. This method of attacking can be used on other watermarking
methods also because this method will work for all the identical images as far as the
features that are used by the attacker to introduce his watermark are still there. This
means that the owner will fail to claim his copyright onto the image. The decision
cannot be made in favor of any party as both are successfully able to generate their
own watermark due to which copyright dispute is still left unresolved.
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A Spoofing Security Approach for Facial
Biometric Data Authentication
in Unconstraint Environment

Naresh Kumar and Aditi Sharma

Abstract Security is ever a challenging issueof research at national and international
level due to the privacy standards of object detection and recognition in unconstraint
environment. Almost real-life activities are performed under the unconstraint condi-
tions in which exact determination of any activity fails due to the lack of complete
information of facial parts, hands and relevant objects. However, from social interac-
tion views, face detection is a quite saturated research in normal conditions but, due
to highly sensitive and easy availability of facial data, encourages the researchers
to work by cryptographic aspects in unconstraint environment. In this work, we
focus on securities issues for automated facial biometric data authentication by local
features extraction. By keeping space and time intricacy, we ensure the fusion of
Gabor, center-symmetric LBP and discriminative robust LBP features to improve
the performance. The feature matching is performed by majority of vote in which
difference of Gaussian and robust local ternary pattern is used. Since we choose one
sample to match with stored faces, the reduction in space complexity improves the
performance up to 89% of matching accuracy.
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1 Introduction

Securities issues due to human being are commonly resoled by biometrics [1, 2]
which include hand geometry, fingerprints, signature, iris and gait recognition. This
is noticeable that publically available facial information can create the biased issues
in the researchwhich can be considered either as rich source of information (as almost
the human prospective can be predicated by facial information being very rich source
of data) or as a high risk of theft of the personal information. The progress in smart
sensor based technology ensures that surveillance of personal facts can be disclosed
easily [3, 4]. Photographs are used for any government or private registration to
verify the face shape, structure and global information about all facial parts which is
integrated with residential information. The still image of frontal face [5] can give
sufficient information, but it happens in a very rare context of real-time automated
secure applications.

1.1 Automated Face Recognition System

Recognition with automation is demanded in every domain of organization. Takeo
Kanade [6] developed first automated system to recognize psychology of facial fea-
tures which gave poor results to deal big dataset in the context of processing aspects.
The problem [6] was resolved by Kirby and Sirovich [7] in which Karhunen-Loeve
transform is used to drive features representation. The sounding work by Turk and
Pentland on Eigen’s face [8] established benchmark for automated face recognition
algorithms.

The final stage of face recognition [9] is divided into verification and identification
which is simply comparing the test face image with known face image of dataset.
Highly controlled imaging conditions [1], such as passport photographs, are resulted
high error rate. Training of dataset in less controlled imaging conditions [5] like
illumination, camera movement and variant pose, can be considered a hot research
problem. The common limitation of face biometric identity algorithms is to process
fairly restrictive and labor-intensive training data. Highly distinct configuration of
human face is contributed by internal and external facial components from which
seamlessly geometrical and vision based is expected for unconstrained face detection
and recognition.

1.2 Motivation of Face Recognition System

Human vision is highly focused on facial parts for any operations from psychovi-
sual prediction to highly secured defense mission or health issues. Photographs are
widely augmented with the manual directory as a common biometric authentication
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like driving license, passport and academic institutions. The frontal or lateral face
image captured in natural conditions can be verified to find missing children, elec-
toral registration, banking and searching for police booking, etc. Facial marks and
its activities in augmentation can highlight the international most wanted terrorist.
Difference of Gaussian (DoG) and robust local ternary pattern (RLTP) are applied as
a local texture-based matching method for face recognition. In the first phase, facial
features are extracted to provide edge information at various illuminations using
DoG at face images. The discrimination for texture and edge is created by RLTP
which is a useful feature to distinguish the samples accurately. The novelty of the
work is produced at the reduction of space complexity due to single sample which
is sufficient for improving performance in our results.

2 Related Work

Face detection from spoofing security aspects is highly sounding in vision and cryp-
tographic [2, 10] approaches. Automatic face recognition by Lenc and Král [11] is
proposed in unconstrained environment to support SIFT-based Kepenekci approach
that is verified highly scoring on a large dataset. Confidencemeasure was highlighted
as a future issue on large dataset. Human biometric [12] opens all about traits and
behavior by computing features from DNA, iris, palm prints, fingerprints retina and
other facial components. Facial landmark and texture features [13] are computed to
use facial expression as a facial biometric authentication. The face recognition is
simply face verification which is obtained by robust invariant pose alignment meth-
ods proposed by Li et al. [9] where it is ensured that high-resolution data based on
pore scale facial features, PPCASIFT, outperforms better than PSIFT by reducing
computational time. Further, an efficient automatic face recognition is proposed by
Aly et al. [1] based on SIFT algorithms for computing invariant local features. In
the same domain, Bay et al. [14] introduced speed-up robust (SURF) features to
compute key points that condensed highly sensitive features. The face image highly
invariant to various modes of facial expressions and lighting direction is represented
by Belhumeur et al. [15], ensuring that Fisher’s face has higher vote in compari-
son with Eigen’s face for computing error rate. Face detection technique which is
invariant to illumination and noise is proposed by Faraji and Qi [16] which extended
LDP to eight LDP (ELDP) for illumination insensitive and robustly noise-free face
representation. Andries et al. [17] focused on basics of computer of computer vision
problems, detection, tracking and recognition and ensured that the techniques can
show better results for multimodal object tracking. Elastic Bunch Graph Matching
(EBGM) algorithm by Kepenekci [18] which outperforms the classical algorithms
for face detection and Gabor filter is used to get dynamic face landmark profile.

The novelty of the work proposed by Lu et al. [19] is discriminative manifold
and subspace learning for single face per person (SSPP) in which dimensionality
issues are resolved by single training sample. Face normalization is a basic step of
training phase which is performed by eye-centric features by Dutta et al. [20] for
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improving the performance of facial representations. Variation is face image [21]
controlled by edge map, intensity derivative and convolution by Gabor filter of face
image. The complexity of human face recognition is introduced [22] in the context
of various picture-processing aspects. Deng et al. [23] proposed locally matching
pursuit methods outperform traditional ICA, Fisher’s face and Eigen’s face for high-
dimensional facial space. Eye detection of mobile iris and gaze estimation [24] is
closely related to face biometricwhich is proposed towork in unconstraint conditions.

The cryptographic aspect in [25] as a hash biometric of face bit extraction is pro-
posed which compromises the dimension of big data of varied samples. The recent
technology for face recognition in highly varied big data is introduced [26] which
proposed rank-order clustering for big data of unlabeled face image and clustered
themaccording to their individual identity. Rank-order clustering uses the concepts of
deep learning and gives better results than traditional clustering as k-means and spec-
tral clustering. Deep convolution network (DCN) was integrated with linear SVM
[27] to authenticate one-to-many as a generalized face biometric parameter. This
model archives state of the art for DCN-based deep learning biometric authentica-
tion. Overall literature on face recognition in constraint environment is still immature
in security aspects.

3 Proposed Methodology

To deal with the security issues in visual media, texture based local features and its
variations like DR-LBP, R-LTP are used to achieve the sounding performance. In
this section, we present the proposed work for facial data authentication.

3.1 Facial Gabor Template

Gabor filters have high range of applications including OCR, fingerprints and iris
recognition. In this work, the objective of preprocessing phases includes noise
removal and accuracy of face recognition for which we choose Gabor filter to detect
linear edge in face image. The orientation or rotation by an angle to a face image
ranges from 0 to 270°, and optimal joint localization is computed in spatial and
frequency domain. The combination of real and imaginary parts of Gabor filter in
orthogonal direction is given in (3.1), represented by x′ � x cos θ + y sin θ and
y′ � x − x sin θ + y.

s(x, y, λ, θ, ψ, σ, γ � exp

(
−

(
x

′2 + y
′2λ2

2σ 2

)
exp

(
i

(
2π

x′

y
+ σ

)))
(3.1)
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In (3.1), λ is used as wavelength parameter of 5, the envelope of Gaussian is σ,
and γ is considered as a spatial aspect ratio with range (0.5). Again, ψ is the phase
offset range from 0 to π/2 and θ is the orientation of angle ranges from 0 to 360°.
Gabor filter ψ(f ,θ)(x, y) in 2D is given in (3.2) which is a complex sinusoidal signal
for modulated Gaussian kernel.

ψ(f ,θ)(x, y) � exp
[
− 1

2

{
x2θn
σ2x

+ xy2θn
σ2y

}]
exp(2π fxθn) (3.2)

In (3.2), θ denotes the orientation of image and f is central frequency of Gabor
function in 2D sinusoidal plane. The convolution is performed by Gabor filer on
face image to obtain facial Gabor template. This operation is shown (3.3) at x–y
coordinate system for grayscale I(x, y) face image, where θ is convolutional operator.
The magnitude of real and imaginary part of kernelled facial image used as a mask
of facial template presented in Eq. (3.4).

g(f ,θ)(x, y) � I(x, y)ψ(f ,θ)(x, y) (3.3)∣∣g(f ,θ)(x, y)
∣∣ �

√
R2g(f ,θ)(x, y) + I2g(f ,θ)(x, y) (3.4)

3.2 Local Texture and Its Variant Features

Local binary pattern (LBP) is basic texture feature in Fig. 1, which is obtained by
dividing the image in blocks of 3 × 3 pixels. The binary-coded string of the block is
computed by decimal sum of the values which are greater than the central pixel. Rest
of values in neighboring pixels reduces to zero. The complete procedure for LBP
computation is explained in Fig. 2. Finally, histogram is computed from decimal
values for all the blocks. So, LBP (3.5) given in Fig. 1 is summing up 100 as 0+2 +
4+8 + 0+32+64, which is equivalent to binary code 01110110.

LBPp,r �
p�−1∑
P�0

S(gp − gc)2
p (3.5)

Fig. 1 Example of 3×3 LBP
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S(x) �
{
1, x ≥ 0

0, otherwise
(3.6)

In the literature, several versions of LBP are available like center-symmetric LBP
(CS-LBP), discriminative rotate LBP (DR-LBP), extended LBP (ELBP) and ellip-
tical LBP (EPLBP). Out of these we introduced in this work CS-LBP and DR-LBP
only. The local gray-level structure of facial texture is summarized by Ojala [28] in
the form LBP. Center-symmetric local binary patterns (CS-LBPs) given in (3.7) were
developed for effective regional information. CS-LBP was designed to have greater
support in the lower image regions.

CSLBPp,r.t (x, y) �
p�( p

2 −1)∑
p�1

S
(
gp − gp+( p

2 )
− t

)
2p (3.7)

S(z) �
{
1, z ≥ 0

0, otherwise
(3.8)

The computational procedure of CS-LBP values is illustrated in Fig. 2 where 44
is taken as a central value and decimal values of the binary string are computed,
which is generated by assigning 1 and 0 to these differences in clockwise fashion.
Furthermore,

DR-LBP is introduced byOjala [28] for gray-level texture in (3.9). If unsupervised
texture segmentation highly outperforms, DR-LBP operator is jointly a good option
with local contrast measure. The values discrimination for 0 and 1 in (3.9) follows
the same as (3.7), and ic and in are grayscale values of central pixels c and n.

DRLBP(xc−yc) �
n�7∑
n�0

2S(in − ic) (3.9)

In case of DR-LBP, a uniform histogram is obtained by applying histogram equal-
ization on the regular grids of cell. The threshold value is chosen for computing the
difference against the neighboring values. The positive difference is assigned 1, and
negative difference is 0. DR-LBP performance is better due to highly dimensional

Fig. 2 CS-LBP 3×3 matrix
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Fig. 3 Splitting of RLTP into positive and negative LBP

reduction. One more extension of LBP is robust local ternary pattern (RLTP) which
uses threshold constant for three values instead of binary 0 and 1. These texture
features are invariant lighting effects and monotonic gray-level transformation as
proved highly discriminative for texture classification. By keeping these views, LTP
is introduced (3.10). The complete procedure to compute the values by setting some
threshold is explained. In this example, we have chosen threshold value five. The
ternary code in the example is (−1)11(−1)111(−1).

S(u, ic, t) �

⎧⎪⎨
⎪⎩
1, u ≥ ic + t

0, |u − ic | < t

−1, u < ic − t

(3.10)

The computational procedure for RLTP is explained in Fig. 3 which represents the
splitting of RLTP into positive and negative LBP codes. Two different channels of
texture features LBP and LTP have used to proceed our experimental work. Robust
local tetra pattern is highly resistive to noise.

3.3 Classification of Locally Fused Texture Features

Distance measure-based classification techniques are simple to proceed. The most
general form of Euclidean distance equation is represented in (3.11) for facial feature
classification.

d(x, y) �
√∑

s,i

(
xs,i − ys,i

)
(3.11)

If we have sample data from specific population, Chi-square test is goodness of
fit to apply for classification given in (3.12).

d(x, y) �
n∑

i−1

(xi − yi)
2

(xi + yi)
(3.12)
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4 Results and Evaluation

The input to process the images is taken from the ORL face database. The statistics
of the dataset is descripted by containing 40 subjects with 10 images for each subject.
The experimental work is carried out by randomly choosing 20 images of 3 different
subjects, and training set contains 20 images.

4.1 CS-LBP and DR-LBP Results

Histogram of the Gabor face image, Fig. 4a, is shown as sum in Fig. 4b. Similarly,
CS-LBP is computed, and the corresponding results are shown in Fig. 4d against
the CS-LBP image, Fig. 4c. Further decision is taken to classify the person which
is justified in Fig. 4e, f consequently. By the justification as Fig. 4f, we can use
feature fusion to make a feature set from whole dataset. The experimental work is
performed on database created the same for CS-LBP experiment. Here image size is
92×112 and sample pictures are chosen 10. The comparative performance results
show that DR-LBP is better for dimensionality aspects and uses less threshold than
LBP which is shown in Fig. 5a–f. The numerical data in the graphical representation
by histogram range from 0 to 255.

Fig. 4 a Input image, b histogram of input image, c CS-LBP input images, d histogram of CS-LBP
images, e recognized image, f decision feature
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Fig. 5 a Input image, b multi-angle image, c Gabor sum image, d histogram of Gabor image, e
DR-LBP image, f histogram of DR-LBP image

4.2 Recognition Rate and Performance Evaluation

In the literature, holistic matching methods are used with ANN, PCA and LDA by
employing multiple samples per class which increases training samples space. The
novelty of this work is highlighted as employing single sample per class to reduce
training space of facial images. It ensures the performance of the system being less
sensitive to noise in which space and time complexity is reduced. This happens due to
fusion of Gabor filter with CS-LBP and DR-LTP shown in Table 1. The experimental
work is processed using standard ORL with the resolution of 128×128 images. The
comparison of our results is shown in Fig. 6a, b against existing LBP which becomes
considerable as number of CS-LBP and DR-LBP images. The novelty consideration
of this work is its computational efficiency.

Table 1 Recognition rate comparison

Recognition algorithms Maximum recognition rate (%)

Gabor 76

DR-LBP 79

Gabor+DR-LBP 84

Gabor+CS-LBP 89

DoG+SIFT 80
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Fig. 6 a Performance graph of LBP methods, b performance graph of LTP methods

5 Conclusion and Future Scope

This work demonstrates the securities issues in unconstraint by facial biometric
authentication. In the processing context, we used Gabor filer with local texture
features with its variation. The face template obtained from textual features is con-
verted into binary template by Gabor filter from which CS-LBP, DR-LBP and LTP
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features are computed. We used single sample per class for training which results
the enhancement in space and time complexity. The matching by features fusion of
Gabor, CS-LBP and DR-LBP images is achieved by applying majority of vote to
authenticate the person. Difference of Gaussian (DoG) and RLTP is used to achieve
the matching from training samples. The future scope of this work is quite chal-
lenging as we think about deep unconstraint features due to various facial actions
and fully unconstraint environmental conditions. Furthermore, this research is sup-
posed to achieve keen interest because of easier availability of facial data and visual
cryptographic issues related to daily life problems.
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Design and Implementation of OFDM
Transceiver Using Different Modulation
Technique over CDMA

Shikha Bharti, Hemant Rathore, Arun Kumar and Manish Kumar Singh

Abstract In this work, OFDM (Orthogonal Frequency Division Multiplexing) is
studied for different transmission systems on the basis of BER (Bit Error Rate),
transmitting signal, received signal, constellation diagram and the best transmitting
scheme is determined for OFDM. Simulation results are utilized to determine: how
the Bit Error Ratio (BER) of a transmission varies when signal to Noise Ratio and
Multi-Propagation effect are altered for 16-QAM (Quadrature Amplitude Modula-
tion) and QPSK (Quadrature Phase Shift Keying) modulation.

Keywords OFDM · QAM · QPSK · ISI · BER

1 Introduction

The use of OFDM modulation is being extensively used in wired and wireless com-
munication. The reward of this technique is its increasing usage. The implementation
of OFDM is simple; its bandwidth utilization is OFDM being simple; its bandwidth
usage is simple and can furnish a high data rate with enough robustness to the channel
[1]. The numbers of sub channel and sub-carrier are orthogonal to each other. The
sub carriers are huge in number; the class of sub carrier is kept small as possible. The
use of OFDM is more because of its ability to over-come the fading effect caused
by the multipath interference at the receiver side [2]. Inter Symbol Interference (ISI)
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and Frequency Selective Fading are two main effects of OFDM. Due to flat channel
characteristics of subcarrier, the fading is a simple, handle by using a simple equal-
izer, but with higher order modulation, more complex equalizer is needed and its
hardware implementation become so difficult. The use of OFDM signal is correct
if input signal consist of an accurate compensation of carrier frequency offset. A
frequency offset as small as few percent is enough for enhancing or predicting the
performance of OFDM Receiver [3]. The carrying out of the cognitive radio con-
cept is simple in OFDM since it provides a proven, scalable adaptive technology
for wireless engineering. Instead of using a wideband carrier a large act of narrow
band parallel sub-carrier are used to convey the data [4]. In [5] OFDM transmitter
and receiver is implemented by using a QAM modulation technique and simula-
tion results reveal that PAPR can be reduced by using a technique like clipping and
peak cancellation. In [6] OFDM Transceiver for IEEE 802.11 is designed by using
an FPGA Kit where area efficiency and low power dissipation model operated at
20 MHz In [7] OFDM with wavelet de-noising technique is designed and simulated
a wavelet. The main focus of the work was to replace FFT with wavelet technol-
ogy. In [8] MIMO-OFDMwith different modulation scheme is presented and output
result concludes that using V-Blast technique spectral efficiency can be improved
[8]. In [9] the performance of an OFDM-CDMA waveform using a different modu-
lation scheme on a high frequency multipath channel is analyzed. In [10] OFDM is
designed by using higher radix FFT FPGA where speed and accuracy is optimized
and enhanced. In [11] OFDM acoustic is designed whose data rate is 3.2 Kbps for
QPSK and 6.4 kbps with 16-QAMmodulation at signal bandwidth of 6 kHz. In [12]
studied the effect of the transmitter and Receiver IQ Imbalance under the carrier
off set in OFDM system. The main purpose of the present work is to evaluate the
performance of OFDM for QPSK and QAM modulation scheme.

2 Proposed Methodology

Ablock of symbol is encoded bymean of FFT and transmitted parallel over a number
of sub-channels. Cyclic prefix is interleaved in every block of data and it ismodulated.
After the transmitter antenna, the signals go through all the anomaly and hostility
of the wireless channel. Channel estimation is performed using a demodulated pilot.
Received data are obtained by using the estimation. At this time channel decoding
and de-interleaving is performed to recover the original signal free from any obstacle.
The block diagram of OFDM is shown in Fig. 1.



Design and Implementation of OFDM Transceiver … 453

Fig. 1 Block diagram of OFDM

3 Result and Discussion

The performance of the proposed work has been studied by using a Matlab.

3.1 Simulated Result for QAM

Figure 2, shows the input signal which is generated by using a random generator.
The input signal is sampled and modulated in AWGN (Additive White Gaussian
Noise) channel which adds a noise indicated by Fig. 3. The effect of PAPR (Peak
Average Power ratio) is introduced in modulated signal results due to multi-path
interference of a signal is shown in Fig. 4. At the receiver, the demodulated signal
is shown by Fig. 5. Figures 6 and 7 illustrates the fading effect which results in ISI
as the signal are very close to each other and even some are overlapping with each
other. The scatter plot provides analysis of ISI shown by Fig. 8, it can be conclude
that performance of an amplifier is reduced by high PAPR which is considered to be
one of the major challenges in OFDM. Figure 9, shows the simulated and theoretical
plot of BER versus Eb/No. It indicates that proposed system BER is better than
conventional system. The throughput of the system is also analysed by plotting BER
for different SNR (Fig. 10).

3.2 Simulated Result for QAM

Figures 11 and 12, shows the input signal generated by random generator. The trans-
mitted data are modulated through an AWGN channel which simply adds a white
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Fig. 2 QPSK binary input data

Fig. 3 QPSK modulated
data with AWGN noise

noise to it as shown by Fig. 13. Figures 14 and 15, shows the OFDM signal and the
effect of PAPRwhich is due to multi-path interference. The envelope of a signal con-
tinues to display a larger amplitude variation. The variation placed high requirement
of power amplifier which degrade its performance indicated by Fig. 16. Figure 17
shows how multi-path interference (fading) has created ISI between the signals. As
compared to QPSK, here we see that ISI effect is reduced in QAM. BER versus
Eb/No is shown by Fig. 18. Figure 19, represent BER for different value of SNR for
QAM-OFDM.
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Fig. 4 QPSK modulated
data

Fig. 5 QPSK demodulated
data

Fig. 6 QPSK OFDM signal
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Fig. 7 Receive QPSK data

Fig. 8 Diagram of QPSK
receive data in phase

Fig. 9 BER versus Eb/No
for QPSK (theoretical)
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Fig. 10 BER versus SNR for QPSK modulation scheme

Fig. 11 Binary input data for QAM



458 S. Bharti et al.

Fig. 12 Transmitted data for QAM

Fig. 13 AWGN noise in QAM
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Fig. 14 QAM OFDM signal

Fig. 15 QAM OFDM signal after HPA
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Fig. 16 Receive data in “X” channel

Fig. 17 Modulated receive data for QAM
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Fig. 18 Plot of BER versus Eb/No for QAM

Fig. 19 BER versus SNR for QAM
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4 Conclusion

OFDM has several interesting properties that suit its use over wireless channel and
hence many standards have started to use OFDM for transmission and multiple
accesses. In this work, OFDM framework for QAM and QPSK is analyzed and
studied. Experimental result suggests that, performance of OFDM-QAM is better
than QPSK-OFDM. It is also concluded that, the effect of ISI will be more and more
for high order modulation schemes and the insertion Cyclic prefix results in loss of
bandwidth as same information is repeated. Hence, this scheme may not be suitable
for next generation communication system.
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Energy Harvesting-Based Two-Hop
Clustering for Wireless Mesh Network

Sudeep Tanwar, Shivangi Verma and Sudhanshu Tyagi

Abstract The deployment of wireless mesh networks (WMNs) in numerous appli-
cations ranging fromcivilian tomilitary andmuchmore has acquired attention among
researchers in recent years. Amesh is formed from tiny sensor nodes (SNs), deployed
in some predefined manner which can perform task as per the need of an application.
Effective utilization of energy of each SN in any network is one of the challenging
task, as replacement of battery of theses nodes degrades the performance of the net-
work. Considering this optimal energy utilization, in this paper, we have proposed
a two-hop optimized clustering-based approach in WMN using energy harvesting
(EH), which increases the network lifetime and stability. Sensors those are nearest
to the collection point (CP) can directly communicate with the base station (BS);
however, SNs those are far away from CP used the cluster-based approach for data
communication. Result shows that there has been significant improvement on life-
time enhancement, and stability as compared with other state-of-the-art protocols
which exist under the same category.

Keywords Wireless mesh network (WMN) · Collection point (CP)
Energy harvesting (EH) · Clustering
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1 Introduction

Over a couple of years,wirelessmesh network (WMN) is gaining popularity and has a
potential to deliver on Internet broadband,wireless local area network, and connective
network for operators or customers at low costs. Since, the wireless technologies are
growing at rapid rate, selection of appropriate route between sender and receiver
is always crucial. Present mesh routers have the bridge functionality to connect
WMNswith preexist wireless networks, such asmobile andwireless sensor networks
[1]. Mesh topology provides many alternate paths to transmit the sensed/observed
data between sources and destination. Router must be intelligent, especially during
the data transfer operation, in the aspect that during a node failure path could be
reconfigured through the alive SNs.

SNs are very tiny and have the combinations of microcontroller, memory space
for storage purpose, transceiver for data communication, and importantly small bat-
tery. Sensing, processing or computation, and communication are the three major
components, where energy of a SN will be consumed; out of the these three com-
ponents, communication will consume the major portion as shown in Fig. 1. Yole
development survey predicts a growing market for EH modules. According to this
survey, combination of automation in infrastructure and industrial sector will capture
the adequate percentage of the digital market by the end of 2017. It further forecasts
that EH in some sectors like mechanical and thermal will have 39% and 15% of
the market share, respectively. Automation in infrastructure and industrial sector
will have the largest segment of EH market possibly in the year 2017 as shown in
Fig. 2. In this paper, we have proposed a two-hop communication inWMN using EH
(THCEH) technique which includes the two-layer-based architecture for sensing and
transmission. Sensed data are delivered to the CP passing through cluster head (CH)
and nearest EH node. Inclusion of EH node in-between the route has the purpose to
save the energy.

Rest of the paper is organized as follows: Previous work done by researcher in
this domain is briefly discussed in Sect. 2. Section 3 highlights our proposed work.
Section 4 discuss the energy model of the proposed approach. Section 5 discusses

Fig. 1 Distribution of
energy consumption
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Fig. 2 Growth of energy harvesting in different applications

the results obtained after extensive simulations, and Sect. 6 concludes our work with
future work.

2 Related Work

In this section, various state-of-the-art protocols which exist in this category are
briefly described. Lacuesta et al. [2] proposed two protocols named as weak and
strong protocol for secure and energy-saving spontaneous ad hoc mechanism under
WMCN. Trust between users and mesh routers are the major concern in these pro-
tocols. These protocols were performed the operations such as: random checking,
verification division, incorrect packets elimination, and node authentication. It does
not considers the energy consumption for all nodes when spontaneous network nodes
used the Internet access. Zhao et al. [3] proposed location management solution for
Internet-basedWMN. It provides support to the mobile users and also minimizes the
overhead in terms of location update (LU) over mesh backbone. It provides better
scalability and power consumption. It saves power and adaptively supports any type
of network. In video delivery aspect, better quality of video could not be maintained
for a longtime period. This problem was taken by Chen et al. [4] by proposing an
energy-efficient cross-layer solution for video delivery inWMN. E-mesh technology
provides a high-multimedia QoS and saves energy. Liliana et al. [5] proposed the
clustering-based approach in WSN, where SNs send data to the BS through CH.

Sehgal et al. [6] suggested residual energy-efficient heterogeneous (REEH) to
extend the network lifetime. This was based on heterogeneous environment, and
section of CHs were depends on the residual energy of the SNs. CH gets data from
neighboring nodes and sends to the CP after compression. Mamidisetty et al. [7]
considered a mesh topology which arises by an embedding node in 2D-base grid.
Embedded function is given in [7], where each node is placed on the grid within
the fixed transmission range. Function equation gives the mesh topology, where
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each node has q neighbors, which gives the count of neighbors of each node and qk
denotes the count of nodes in a cluster.

Mamidisetty et al. [8] considered the regular mesh topology for q�3, 4, 6, 8
and also provide mechanism to select the CH depending upon k-dominating sets.
Zhang et al. [9] proposed the clustering algorithm for improvement in lifetime of
WSNwith EH sensors. This increased the network lifetime by introducing EH nodes,
CH received, and transmitting data directly to BS or via servers as relay nodes with
EH. In this paper, we have extended the idea presented by [8, 9] and placed the EH
nodes between the CH and CP. Three parameters for the validity of cluster were used
which depend on the following points:

• Node communicates with its immediate neighbor
• Required energy to communicate with CPs by CH
• Calculate how much energy is required to send data to CP by CH.

K-dominating CH approach is possible when

k <
3E

2e
− 1

2
. (1)

In final outcome, the need of systematic approach for the selection of CHs in
networked sensing systems.Major problems in the existing literature are degradation
of network lifetime and energy efficiency. Main objectives of proposed approach are
to increase the network lifetime and energy efficiency in WMN through the THCEH
protocol to address the aforementioned issues.

3 Proposed Approach

To increase the lifetime and also optimize the energy efficiency of the network, we
proposed THCEH mesh architecture as shown in Fig. 3, where we have considered
the mesh topology for q�4 and k�1 or 2 hop. In proposed approach, a cluster
depends on the following parameters:

• We assume that for inner layer required energy for a node to communicate with
its neighbor is e1 and for outer layer is e2, where CH is same for both clustering
levels.

• CH collects the data and sends to EH, and at EH energy is obtained from various
external sources (like solar, thermal, wind, kinetic) and stored for further use in
devices used in WSN.

• EH compressed the data and sends to the CP.

The next section highlights the energy model used in our proposed approach.
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Fig. 3 Square and semi-square in E4 with k�1 or k�2 hop

4 Energy Model

Let e1 and e2 be the enhanced energy of neighboring nodes. A node niεN sends the
data to CH over a path of length k, k(e1 and e2), the unit of energy expended for each
message, i.e., sends to ni to ci. Let E represent the energy expended by CHs to EH
and E represent the CH sends the data message to CP. The worst case of expended
energy is:

E + k(e1 + e2)p
(
tqk − 1

)
, (2)

where p is the number of messages produced at each node in which CH receives the
data from each node that belongs to the same cluster and sends it to EH. Under no CH
condition, there are tqk −1 nodes in the cluster. Expended the abovemodel by pEtqk −1
amount of energy to send the data to EH, CH receives the message from cluster and
sends to the EH. EH compressed the data and sends to the CP. Compressing data are
used for reducing the network traffic. Let C be compressed ratio used to reduce the
traffic when CH sends the data to EH, i.e.,

(1 − C)pEtqk − 1 + k(e1 + e2)p
(
tqk − 1

)
. (3)
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4.1 Least Set of Cluster Head

E4 mesh topology, nij is adjacent to the nodes in first-level clustering is

ni+1,j ni−1,j nij+1 nij−1 (4)

and intersecting adjacent to the nodes in second-level clustering is ni+2j, ni−2j, nij+2,
nij−2, ni−1,j+1, ni+1,j−1, ni−1,j−1, ni+1,j+1. Figure 3 shows an example of clusters in E4,
where R=C=18 and k=1, k=2. Each square in the center as one CH, i.e., is same
for both cluster levels k=1 or 2. Some of the squares at the boundary line are shown
with semi-square. Dark nodes along the boundaries are called EH nodes.

4.2 Best Possible of Cluster Head

We are now presenting the results to establish the best solution for CH selection. In
the mesh topology, Eq is:

tkq � qk(k + 1)/2 + 1. (5)

Consider a fixed q and variate the value of k, node n and q neighbors that are
involved in the process. Thus, as a basic for induction, when k=1, t1q=(q+1). Recall
that e1 and e2 are the energy expended from the k=1 and k=2 hop. CH received the
message from the e1 and e2 nodes, E (cluster head) and E (energy harvesting) is the
energy expended when a node sends the message to CP. Energy required for A data
aggregation rounds, using CH in k=1 or k=2 hop is:

AE + (e1)nkq (6)

E′ + A

[

E +
k∑

i�1

qi(ie1) +
k∑

i�1

qi(ie2)

]

(7)

E′ + A

[

E +
k∑

i�1

i2(qe1) +
k∑

i�1

i2(ie2)

]

E′ + A

[
E + q(e1 + e2)

k(k + 1)(2k + 1)

6

]
(8)

Let nqk � k(k+1)(2k+1)
6 , and then the above equation is expended as:

A
[
E + (e1 + e2)n

q
k

]
+ E0 (9)
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Some nodes directly communicates with EH nodes; it means there is no CH

involved. Hence, there are tqk � q
((

k(k+1)
2

))
nodes. Therefore, energy required for

A aggregation rounds for the nodes is:

AE
(
tqk

)
(10)

c is the compressed ratio, and then the required energy to send data from CH to EH
is

A
(
(1 − c)Etqk + (e1 + e2)n

q
k

)
(11)

To save the mesh topology E4, Eq. 11 must be less than Eq. 12; since q=4, we
need

E
(
t4k

) − (
(1 − C)Et4k + (e1 + e2)n

4
k

)
> 0 (12)

E
(
t4k

) − (
(1 − C)Et4k + (e1 + 2e1)n

4
k

)
> 0 (13)

Now, on substituting the values of t4k and n4k from above equations, we get

E

[
q
k(k + 1)

2
+ 1

]
(14)

[
(1 − C)Eq

k(k + 1)

2
+ 3qe1

k(k + 1)(2k + 1)

6

]
> 0 (15)

4.3 Algorithm of THCEH

Algorithm-1 of the proposed approach starts with initializing the network size, nij,
which is at the intersection of ith and jth column and is adjacent to the nodes
in first-level clustering that is ni+1j, ni−1j, nij+1, nij−1 and the intersecting adjacent
to the nodes in second-level clustering is nij+2j, ni−2, nij+2, nij−2, nij+1,j+1, nij+1,j−1,

ni−1,j−1, nij+1,j+1. Each square in the center as one CH, i.e., is same for both cluster
levels k=1 or 2. CHs receive the data from the k=1 and k=2 hop, and all CHs
transmit the data for their neighboring EHs. This received data is transmitted to CP.
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5 Discussion on Result

To validate the proposed approach, we performed simulations on MATLAB. The
underlying 2D-base grid had R=18 rows and C=18 columns. Using embedding
functions (Eq, q=4), nodes are embedded on this 2D-base grid. Every node always
transmitted 5 messages out of hold buffer of 50 messages. CHs received the message
from k=1 or k=2 hop nodes and transferred it to the EH nodes. EH nodes take the
data and transmit to CP after aggregation. For themesh topologyEq, we have selected
a q+1 frame size. The total number of nodes N�324 is distributed to the squared
shape network field. All mesh nodes and the location of CP are fixed. For data packet
transmission, size of message is set to 5 bytes and parameters values are same as
LEACH [10]. System reliability, lifetime enhancement, and energy efficiency are the
parameters for the performance evaluation of THCEH. Table 1 shows the simulation
parameters. We have established the THCEH to data aggregation, given a fixed k=1
and k=2, a fixed compression ratio C, required inner layer energy for communication
of node with neighbors is e1 and required outer layer energy for communication of
node with neighbors is e2, where CH is same for both clustering levels. CH received
the data and sends to EH, E (energy harvesting) and EH compressed the data sends to
the CP (collection point), E. For each transmission, the energy expended is calculated
as in [10] which includes two major segments: (a) the electronic circuits and (b) the
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Table 1 Simulation parameters

Network size 18 * 18, 324 fixed nodes

Transmitter electronic 50 nJ/bit

Rx electronic 50 nJ/bit

Tx amplifier 100 pJ/bit

Size of message for data packet 5 bytes

K 40
√
pJ

d1, d2, d3 1, 2d1, 3

Simulation duration 210 s

Fig. 4 a Latency observed in E4 on 18 * 18 versus distance, b K versus time for E4

energy amplifier. Using the radiomodel [10], we have considered the required energy
by the electronic circuits to obtain and develop a bit 50 nJ. The value of compression
ratio is C�0.9. The required energy by an amplifier to transmit one bit over a
distance of 1 m is 100

√
pJ. The separation among the two adjacent grids was 1 m

and diagonally was 3.
Nowadays, regular topologies are used in many systems such as streetlight moni-

toring systems, traffic monitoring, energy support system and electronic water meter
monitoring. In Fig. 4a, distance between nodes will change in one hop and then time
will increase. If we increase the value of k changes, then the time will increase as
shown in Fig. 4b; if we increase the number of rounds, then the execution time will
increase. Figure 5a shows the relation between energy and time, and Fig. 5b indicates
that the throughput at CP unchanged irrespective of time. The number of messages
sent by an EH to CP depends on the number of messages received from the clusters.
When k increases, energy will increase.



472 S. Tanwar et al.

Fig. 5 a Estimated time when all nodes die in E4, b energy expended in E4 when k <5

6 Conclusions with Future Scope

In this paper, we propose a two-hop communication and energy harvesting-based
routing protocol for WMN, where EH nodes performed the data aggregation based
on dominating sets of graphs. Focusing on embedding nodes in 2D-base grid, pro-
posed approach selects a CH in these topologies. Without EH, CHs directly send
the message to CP and consume more energy. In proposed approach, for inner layer
the required energy to communicate by a node with its neighbor is e1 and for outer
layer is e2, where CH is same for both clustering levels. CHs receive the data and
send to EH node; finally, EH compressed the data and sends to the CP. Results show
that there has been a significant improvement on lifetime enhancement, energy and
latency. In future, we implement this approach with different mesh topologies for q�
6, 8. THCEH can be designed to detect the collision issues and can also be extended
with heterogeneous nodes.
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A Compact and High Selective
Microstrip Dual-Band Bandpass Filter

Dwipjoy Sarkar and Tamasi Moyra

Abstract This paper presents a compact and novel dual-band bandpass filter
(DBBPF) using a microstrip dual-mode resonator, folded stepped impedance res-
onator (SIR) and an etched ground structure (EGS). The first and second passbands
are generated by the dual-mode and single-mode resonators. The proposed bandpass
filter (BPF) produces passbands centered at 2.4 GHz and 3.5 GHz, respectively. The
passband performance of the DBBPF is enhanced by etching a pattern in the ground
plane which provides less than 1-dB insertion loss in both of the passbands withmore
than 20-dB isolation in the stopband. The BPF is analyzed using classical odd–even-
mode technique. The simulated full-wave electromagnetic (EM) results obtained
using IE3D are in well agreement with the theoretical results. The proposed DBBPF
can be employed in WLAN and WiMAX applications.

Keywords BPF · DBBPF · SIR · Dual mode · EGS · WLAN · WiMAX

1 Introduction

Dual-band RF and microwave bandpass filters (DBBPFs) are subject of interest
in recent days due to the growing demand for dual-band appliances. A DBBPF is
an essential component in such systems. A conventional DBBPF can be designed
by cascading two different bandpass filters (BPFs) having separate passbands, by
embedding a different resonator into the primary resonator of the BPF and by the
separation of various resonant modes generated by a multimode resonator. The first
method is very straightforward and easy to implement, but such kind of DBBPF
circuits is greater in size compared to others, and therefore, they are very rarely used
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nowadays. The second and third methods are prevalent for DBBPF designing. Some
recent research articles related to different DBBPFs are shown in [1–9], which are
implemented using [1] parallel-coupled stepped impedance resonators (SIRs), [2]
microstrip line resonator loaded with an open-loop ring in one end which acts as an
embedded resonator, [3]multimodeE-shaped resonator, [4–6] dual-mode resonators,
[7, 8] spiral resonators and [9] end-coupled resonators loadedwithmetallic via holes,
respectively.

Although undoubtedly enormous research is already conducted on DBBPFs, fur-
ther research is still required for the implementation of cost-effective and compact
DBBPFs with good dual passband performance. In this paper, a novel and com-
pact DBBPF is proposed using a dual-mode resonator, folded single-mode resonator
and an etched ground structure (EGS). The dual-mode resonator generates the first
passband near 2.4 GHz, and the folded microstrip line resonator produces the sec-
ond passband near 3.5 GHz. The insertion loss in both of the passband is reduced
by incorporating an EGS in the ground plane, which improves the cross-coupling
between the resonators and feedline. All the resonators are analyzed using clas-
sical odd–even-mode technique. The proposed DBBPF is simulated in IE3D with
RO4003C substrate (εr �3.38, h �0.508 mm, tan θ �0.0018), which provides less
than 1-dB insertion loss in both of the passbands and more than 20-dB rejection level
up to twice the midband frequency.

2 Design and Analysis of the Proposed BPF

The proposed DBBPF is depicted in Fig. 1. All the labeled dimensions of the BPF
are listed in Table 1. The BPF only consumes 18.75×9.55 mm2 core layout area.
The coupling architecture of the DBBPF is illustrated in Fig. 2. The source and load

Fig. 1 a Proposed DBBPF; b EGS (bottom)
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Table 1 DBBPF dimensions

Dimensions Values (mm)

L, L1, L2, L3, L4, L5, L6, L7 14.215, 12.11, 2.6, 14.35, 2, 8.32, 4.35, 5.5

w, w1, w2, w3, w4, w5, w6, w7 1.1, 0.5, 1.7, 0.85, 1.45, 2.4, 0.9, 0.55

a, R, s, s1 0.8, 0.25, 0.2, 0.55

A, B 18.75, 9.55

Fig. 2 Coupling
architecture of the proposed
BPF

Fig. 3 a Dual-mode resonator; b odd-mode circuit; c even-mode circuit

are directly coupled to each other, whereas they are in cross-coupling mode with the
dual-mode resonator (resonator 1) and folded SIR (resonator 2).

The proposed DBBPF is constructed using a fundamental dual-mode resonator
of Fig. 3 and a microstrip line SIR of Fig. 4. Using classical transmission line and
odd–even-mode techniques [10], the resonant frequencies of the dual-mode resonator
in Fig. 3 are approximately calculated from its odd–even-mode equivalent circuits,
which are shown in Eqs. (1) and (2), respectively.

f1odd � c

4(l1 + 2b1 + b)
√

εe
(1)
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Fig. 4 Odd- and even-mode
resonant characteristics

Fig. 5 Stepped impedance
resonator (SIR)

Fig. 6 Resonant
characteristic of the SIR

f1even � c

4(l1 + 2b1 + b + b2)
√

εe
(2)

[where ‘c’ is the velocity of light, ‘εe’ is the effective dielectric constant, and
(l1 + 2b1 + b) and (l1 + 2b1 + b + b2) are average lengths of the odd- and even-mode
resonators.]

From Eqs. (1) and (2), the odd- and even-mode resonant characteristics are
extracted by considering RO4003C microstrip transmission line, which are depicted
in Fig. 4. It can be found that the resonant frequencies f 1odd and f 1even are closely
spaced, and they can be separated by increasing the length of the dimension ‘b2.’

The second resonator of Fig. 1 is the folded version of a basic SIR shown in
Fig. 5. The resonance frequency of the SIR is approximately calculated by using
the transmission line techniques mentioned in [10], which is shown in Eq. (3). The
tunability characteristic of the resonance frequency is depicted in Fig. 6, which
indicates a monotonical decay of the resonance frequency as the average resonator
length is increased.

f2 � c

2(l2 + 4c1 + 2c2)
√

εe
(3)
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Fig. 7 Simulated scattering
parameters

Fig. 8 Simulated scattering
parameters zoomed view

3 Results and Discussion

The simulated scattering response of the proposed DBBPF (Fig. 1) in the presence
and absence of EGS is depicted in Fig. 7. The initial dimensions of the DBBPF are
extracted using Eqs. (1)–(3), and thereafter, some manual optimization is performed
to get better results. At first, the resonantmodes f 1odd and f 1even are set near to 2.4GHz
by adjusting the dimensions L1, L2,w2, a and the radius R of the dual-mode resonator
of Fig. 1. The center frequency of the second passband is set near to 3.5 GHz by
adjusting the dimensions L3, L4 and w4, respectively.

Figure 8 depicts the zoomed view of the DBBPF scattering response in the pres-
ence and absence of EGS. Although it can be found that the transmission zero loca-
tions are somewhat changed due to the inclusion of EGS in the ground plane, its
effect in the passband can be more accurately observed in Fig. 8. The insertion loss
in both of the passband is reduced near to 0.7 dB, which was around 1.2 dB for the
previous case. The fractional bandwidth (FBW) in the passbands is 4.2% and 2%,
respectively, which ensures achievement of high selectivity in both of the passbands.
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Fig. 9 Current distribution: a at 2.4 GHz without EGS; b at 3.5 GHz without EGS; c at 2.4 GHz
with EGS; d at 3.5 GHz with EGS

This improvement in the passband performance can be explained by the current
distribution patterns illustrated in Fig. 8. It can be found that the unused resonator
in each of the frequency bands is properly deactivated due to the inclusion of EGS
and therefore more power is transmitted in that specified passband. The folded SIR
at 2.4 GHz is better deactivated in Fig. 9c compared to Fig. 9a. On the other hand
at 3.5 GHz, the dual-mode resonator in Fig. 9d is better deactivated compared to
Fig. 9b; thereby, more power transfer in each of the passband is obtained.

4 Conclusion

In this paper, a compact and novel DBBPF based on dual-mode resonator, folded
SIR and EGS is proposed. The simulated DBBPF provides high selectivity in the
both of the passbands with 20-dB outside-band isolation and less than 1-dB insertion
loss in the operating frequencies (2.4, 3.5 GHz). The proposed BPF is suitable for
WLAN (2.4 GHz) and WiMAX (3.5 GHz) applications.

Acknowledgements This work is supported by National Institute of Technology Agartala.
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A Reliable Routing Protocol
for EH-WSAN

Jagadeesh Kakarla

Abstract In one of our previouswork,we have proposed a “delay- and energy-aware
reliable coordination mechanism for sensor and actor networks.” In that protocol,
the sensor acts as a backup cluster head in the absence of actor, which leads to higher
energy consumption of the sensors and also causes funneling effect (the sensor which
is nearer to the cluster head consumes more energy and looses a large number of
packets as compared to the other sensors in the cluster) in the network. In this
paper, energy harvesting sensors is introduced in the sensor and actor networks area
(EH-WSAN). Further, we have used mid-point K-mean technique for the placement
of actors. In this work, we have deployed two types of sensors (energy harvesting
sensors and normal sensors) and actors. “The actor acts as a primary cluster head, and
an energy harvesting sensor acts as a backup cluster head in the absence of actor.”
The proposed energy-aware coordination mechanism is simulated, and results are
analyzed with its competitive protocols.

Keywords Sensor · Energy · Cluster · Actor · Harvesting

1 Introduction

“In wireless sensor and actor network (WSAN), sensors detect the changes in the
environment and actors perform actions based on the sensors data.” A sensor nor-
mally consists of five different components such as sensing unit, analog-to-digital
converter (ADC), processor and storage, transceiver, and power unit as shown in
Fig. 1. A sensor generates an analog signal by sensing the physical area, which is
reformed into a digital signal using ADC. The digital signal is transmitted to a
processor, which in turn consists of microcontroller that performs computing oper-
ations. The transceiver is used to send information to the destination sensor. The

J. Kakarla (B)
Department of CSE, Indian Institute of Information Technology Design & Manufacturing
Kancheepuram, Chennai, Tamil Nadu, India
e-mail: jagadeeshk@iiitdm.ac.in

© Springer Nature Singapore Pte Ltd. 2019
B. Pati et al. (eds.), Progress in Advanced Computing and Intelligent
Engineering, Advances in Intelligent Systems and Computing 713,
https://doi.org/10.1007/978-981-13-1708-8_44

483

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1708-8_44&domain=pdf


484 J. Kakarla

Fig. 1 Sensor architecture

Fig. 2 Actor architecture

power unit supplies power to all the components in a sensor node. The actors are
resource-rich (battery, transmission range, number of radios, etc.,) as compared to
sensors [1]. Figure2 describes the architecture of an actor. WSAN has important role
in different practical applications like healthmonitoring, industrial safety, fire-hazard
monitoring, and many other applications.

The network’s lifetime of WSAN mainly depends on battery lifetime of a sensor.
To improve the network lifetime of sensor networks, various researchers have pro-
posed energy-efficient protocols. Another group of researchers have worked in the
direction of energy harvesting from environment (solar and wind power), to ensure
an unlimited energy supply to the sensor. “This category of sensor networks is called
as energy harvesting wireless sensor networks (EH-WSN).” In our work, we have
introduced energy harvesting sensor for wireless sensor and actor networks called
energy harvesting sensor and actor networks (EH-WSAN). In these sensors, energy
harvesting unit and buffer unit are added to the components of normal sensors.

2 Related Work

In this section, we have analyzed the existing routing protocols for energy harvesting
sensor networks. Cao et al. proposed a hybrid routingmetricwhich considers residual
energy and energy harvesting rate (EHR) [2]. By using the above-mentionedmethod,
authors have selected 1-hop node to forward its data to the sink. However, the results
indicate the lifetime is less as compared to optimal approach. Bouachir et al. have
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considered layer concept to design opportunistic routing and data dissemination pro-
tocol for real-time applications [3]. Li et al. have designed a distributed cluster-based
routing protocol [4]. It considers sensor residual energy and harvesting capability for
selecting cluster heads. It achieves 30% more throughput as compared to standard
leach protocol. Yi et al. have proposed energy ability algorithm and greedy perimeter
stateless routing mechanism for energy harvesting sensor networks [5]. The authors
have considered sensor location, residual energy, and harvesting capability in the
next hop selection to forward data for the sink.

Gong et al. have modified the existing AODV accordingly to meet the challenges
of energy harvesting sensor networks. The results of the authors’ proposed work
outperform existing AODV protocol [6]. Cui et al. have identified that considering
only harvesting capability of a sensor does not lead to better performance [7]. Hence,
they have included bit error rate with harvesting capability in the routing process.
Kawashima et al. have identified the drawbacks of existing relay traffic-based trans-
mission power control [8]. “To overcome the drawback, the authors have proposed a
routing protocol based on power generation pattern of sensor networks.” Further, they
have proved that their mechanism produces higher packet delivery ratio compared
to the existing mechanisms.

Yin et al. have proposed a genetic algorithm-based routing protocol for EH-WSN
[9]. “It consists of unequal clustering algorithm and adaptive routing protocol.” Fur-
ther, the sink initiates clustering process and also selects cluster heads. Jian et al.
have proposed energy harvesting-aware routing protocol [10]. It improves the net-
work’s lifetime and throughput by 15–19% as compared to leach. Meng et al. have
proposed an adaptive routing mechanism for EH-WSN [11]. The primary objective
for their work is to achieve higher throughput, and they have achieved it with the
help of regioning scheme. Further, the authors have implemented their work on a test
bed consists of 20 energy harvesting sensors. It performed very well as compared
the existing mechanisms. Dong et al. have proposed a distance- and energy-aware
routing protocol for EH-WSN (DEARER) [12]. They have analyzed their work using
theoretical analysis and experiments. The analysis proved that their work performed
well for EH-WSN.

3 Energy-Aware Coordination Mechanism (EACM)

“In one of our previous works, we have proposed a delay- and energy-aware coordi-
nation mechanism for WSAN” [13]. In the backup cluster head (BCH) scenario, the
sensor which is one-hop way from actor consists of higher residual energy, and node
degree is elected as BCH. It gathers information from the cluster members till the
actor comes back to its original position. However, in this mechanism as sensors act
as a BCH and the sensors which are one-hop away from primary cluster head, BCH
has to forward the data from the cluster members to the head. Hence, a lot of energy
will be consumed from these sensors and die early as compared to the remaining
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Fig. 3 Proposed network architecture

sensors in the network, which leads to network partition. This problem is stated as
funneling effect in sensor networks.

“To reduce funneling effect, we have proposed an energy-efficient coordination
mechanism for EH-WSAN.” In this work, we have deployed a set of actors, energy
harvesting sensors, and large of normal sensors. The actor takes the duty as primary
cluster head, energy harvesting sensor takes the role of BCH and the sensors behaves
as cluster members. “In this work, sensors are organized into clusters in the first level,
where the resource-rich actor acts as a cluster head (CH). In every cluster, sensors
send their event information to the corresponding cluster head (actor).” The nodes’
organization of the proposed work is shown in Fig. 3.

In our proposed clusteringmechanism, we have used themid-point based K-mean
clustering technique to compute the location of actors. The K defines the optimal
number of actors, and it is computed using the below formula,

K =
⌈√

NS

2π

√
E f s

Emp

N A

di2toBS

⌉
(1)
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where NS is sensors’ quantity, N A is simulation area, E f s , Emp are amplifier energy
of the free space, multi-path model, respectively. dtoBS defines the average distance
from actor to base station, and it is measured as

dtoBS = 0.765
M

2
(2)

The working principle of the algorithm is explained below.

Algorithm 1Mid-point-based K-mean clustering
1. Find the distance between each point and origin.
2. Sort the obtained distances in the ascending order.
3. Segregate the distances into K equal sets.
4. The middle point of every set is considered as the initial centroid.

The above algorithm segregates the deployed sensors into K number of clusters.
In each cluster, actor is placed in the middle point and acts as a cluster head. In the
above algorithm, the network area is formed into K number of clusters and each
actor has same workload. The actor (cluster head) broadcasts a cluster setup packet
composed of its identity and location. Once the sensor receives the cluster setup
message from an actor, it transfers acknowledgment to the actor composed of its
identity and residual energy.

When the actor leaves the cluster, then the sensor which has highest energy har-
vesting capability and residual energy is selected as the backup cluster head. The
main feature of this work is that energy harvesting sensors save some portion of
energy during the non-cluster head mode. The saved energy is utilized when it acts
as a BCH.

The mean energy arrival rate and energy required to transfer a packet to the
nearest actor is considered to find the relation between energy harvesting capability
and residual energy of a sensor. The energy harvesting sensor priority to act as a
backup cluster head is computed using the following equation

Pn =
Arn

reqen∑N
k=1

Arn
reqen

(3)

where Arn defines mean energy arrival rate and reqen denotes energy required to
transfer a packet to actor.

With the help of above equation,we calculate the priority of each energyharvesting
sensors then the sensorwhich has highest priority in the cluster is selected as theBCH.
The elected BCH informs this information to all the cluster members by sending its
identity to all the members of a cluster. It collects the information from all of its
members and transfers the aggregated data to a nearest actor. The BCH process has
been selected to reduce packet loss ratio and reduce energy consumption for cluster
re-establishment process.
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Table 1 Simulation
parameters

Parameters Values

Duration 400 s

Data flow mechanism Constant bit rate

Mobility model Random waypoint

Initial energy of sensor 2J

Packet size 64 B

ATIM window size 20 ms

Beacon interval 100 ms

Transfer rate 20–60 pkt/s

Number of data channels 3–4

4 Analysis of Results

“In this section, we have analyzed the performance of the proposed coordination
mechanism with its competitive mechanisms like ECH [2] and DEARER [12] by
using various performance metrics such as packet delivery ratio, average residual
energy, and average end-to-end delay.” The simulation of the proposed mechanism
and existing mechanism is done in NS2 simulator, and the parameters are listed in
Table 1).

Fig. 4 Radio model

Fig. 5 Delay versus sensors
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The sensors are resource-constrained nodes; hence, energy is an important metric
which is need to be considered while designing any MAC protocol for WSAN.
Hence, in the simulation we have used first-order radio model (Fig. 4) which is used
by several researchers to evaluate the energy utilization of the protocols. The radio
model is used to compute how much energy is utilized in the network for a certain
amount of time.

“End-to-end delay refers to the time taken for a packet to be transmitted across a
network from source to destination.” Figure5 shows the performance of all the three
protocols for average end-to-end delay by varying the number of sensors. Similar
results are shown in Fig. 6 by varying the data transfer rate. Both the figures indicate
that the proposedmechanism delivers datawith less delay as compared to the existing
mechanisms.

Fig. 6 Delay versus data
transfer rate

Fig. 7 Packet delivery ratio
versus sensors
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“The packet delivery ratio is defined as the ratio of packets that are successfully
delivered to a destination compared to the number of packets that have been sent out
by the sender.”Figures7 and8 show thepacket delivery ratio vs number of sensors and
data transfer rate, respectively. In both the cases, the proposed mechanism (EACM)
outperformed the existing mechanisms like EHR [2] and DEARER [12].

“The average residual energy of sensor is denoted as sensor’s remaining energy
in the network after the simulation running time.” Figures9 and 10 depict the per-
formance of all the three mechanisms for average residual energy in the network.
The results indicate that the proposed mechanism (EACM) consumes lesser energy
among three mechanisms.

Fig. 8 Packet delivery ratio
versus data transfer rate

Fig. 9 Average residual
energy versus sensors
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Fig. 10 Average residual
energy versus data transfer
rate

5 Conclusions

“A delay- and energy-aware reliable coordination mechanism for sensor and actor
networks has been proposed in our previous work.” In that work, the sensor works as
a cluster head in the absence of actor. It consumes a lot of energy from sensors and
also causes funneling effect (the sensors which are nearer to the cluster head consume
more energy and loose a large number of packets as compared to the other sensors
in the cluster) in the network. To overcome this problem, we introduced energy
harvesting sensors in the WSAN. In this work, we deployed two types of sensors
(energy harvesting sensors and normal sensors) and actors. The actor performs as
CH, and an energy harvesting sensor acts as a BCH in the absence of actor. “The
proposed protocol is simulated in NS2, and results are compared with its competitive
protocols.”
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A Simulation Study: LMI Based Sliding
Mode Control with Attractive Ellipsoids
for Sensorless Induction Motor

Deepika, Shiv Narayan and Sandeep Kaur

Abstract This paper proposes an LMI based robust sliding mode control for an
uncertain induction motor with attractive ellipsoid approach. The non-linear control
strategy is based on minimization of an ellipsoid’s size for convergence of motor
dynamics onto an optimal sliding manifold, in minimum time. The controller gains
as well as sliding manifold are found by solving matrix inequalities (LMI), using
YALMIP and SEDUMI toolboxes. To demonstrate the efficacy of themethodology, a
detailed analysis is done for this motor with time varying mismatched perturbations
or external disturbances using MATLAB software. Simulations have proved the
robustness of the proposed controller with high performance time domain responses,
in presence of parametric and load variations.

Keywords Induction motor · Linear matrix inequalities (LMI)
Attractive ellipsoid · Quasi-Lipschitz functions · Sliding mode control (SMC)
Lyapunov function

1 Introduction

Induction motor drives are widely used in industrial applications [1]. Various control
strategies have been discovered in past for the induction motor drive [2–9]. Vector
control method is a well known technique which considers stator current as a set of
two vectors- flux and torque [2, 3]. But, this method needs pre-requisite information
about magnetic field lines of forces, for which sensors have to be implanted in closed
loop system. Some schemes require the sensing of the magnetic fields, and some
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are based on estimation of the flux distribution methods. But, both the techniques
increase either complexity of the system or control problem.

Furthermore, robust control designs such as Youla parameterized two degree of
freedom controllers [4], H∞ [5], LQR (Linear Quadratic Regulators) [6], Adaptive
control [7] etc. have also been devised for speed as well as position control of induc-
tion motor. But, most of these methods require optimization of weighted sensitivity
and complementary sensitivity functions [4–6], which needs tuning of weighting
functions, making a tedious process for complex non-linear systems.

Another inherent robust technique is sliding mode control (SMC), which belongs
to the class of variable structure control theory. System dynamics are enforced onto
the prescribed sliding surface in finite time, with a proper non-linear control law. The
sliding phase has always proved to be ineffective towards the external disturbances
as well as matched uncertainties, which enter into input matrix of the system [8, 10].
But, the problem lies in themismatched uncertainties, which affect sliding dynamics.
This challenge has largely attracted the control research community. Abera et al. [9]
shows the multi-rate output feedback sliding mode control scheme utilized to control
sensorless induction motor, with an integral action.

The Attractive Ellipsoid method is also known for ameliorating the effects of the
mismatched perturbations on the system response. It is based on minimizing the
dimensions of the ellipsoids, which contain all the state trajectories. These trajecto-
ries will be enforced near origin (equilibrium), present inside ellipsoid [11–13]. In
[11], sliding mode controller is well presented by a same approach for mitigating
mismatched disturbances, with a numerical example. In [12], a robust linear feedback
controller is derived for a spacecraft using invariant (attractive) ellipsoid method, by
solving matrix inequalities [13, 14].

To the best of author’s knowledge, such a technique is not yet applied to any of
the electrical systems. Therefore, this paper proposes the new kind of LMI based
sliding mode control strategy for the control of induction motor parameters such as
error in actual speed and currents from desired ones. The efficacy of new technique is
shown using detailed analysis of various steady state and transient performances and
convergence of solutions to the domain in vicinity of equilibrium is demonstrated,
in presence of the time varying mismatched uncertainties, load and parametric vari-
ations.

Organization of this paper is as follows: Sect. 2 describes the mathematical model
of induction motor. Next, Sect. 3 shows the sliding mode control methodology with
LMI constraints. Section 4 gives the simulations and results obtained using YALMIP
and SEDUMI toolbox in MATLAB software. Section 5 states the conclusion.

2 Dynamical Model of an Induction Motor

The mathematical model for a dynamical system for a three phase induction motor
is derived in this section. The non-linear equations under d-q reference frame are
given by [1, 2, 9]:



A Simulation Study: LMI Based Sliding Mode Control … 495

vds � pφds + Rsids − wsφqs (1)

vqs � pφqs + Rsiqs − wsφds (2)

vdr � pφdr + Rridr − (ws − wm)φdr (3)

vqr � pφqr + Rriqr − (ws − wm)φqr (4)

Tm � 1.5P(φdsiqs − φqsids) (5)

pwm � (Tm − Tl − vwm)/J (6)

where vds, vqs are stator voltages and vdr, vqr are rotor voltages, in d-q reference
frame. Tm,Tl are electromagnetic developed torque and load torque, respectively.
ws,wm are synchronous and motor speed, respectively. p � d (.)

dt , J is moment of iner-
tia of motor. v denotes viscous coefficient and P gives number of poles. Rs,Rr,Ls,Lr
are respective stator and rotor resistances and inductances. φdr, φqr, φds, φqs are flux
linkages of stator and rotor windings, respectively, in d-q frame. Also, ids, iqs, idr, iqr
are the stator and rotor currents, respectively. Here, Lm is mutual inductance. Solving
(1)–(6), we get:

pidr � σRsids − iqsLmwsϑ − σvds + iqrws − ϑRridr + iqr(−χLswm)

pids � χRsids + iqsLmwmσ + χvds + iqsws + σRridr + iqrσLrwm

piqr � σLswmids + iqsσRs − σvqs − idrws + χLswmidr − iqrRrϑwm (7)

piqs � −wsids − idsσLmwm + χvqs − idrχLmwm + σRriqr − iqsχRs (8)

where σ � Lm
χ

, χ � −L2m + LrLs, η � Lr
χ

, ϑ � Ls
χ
.

Above system of equations are non-linear in X, affine in input u and can be written
in the form:

Ẋ � f (X ) + G(X )u (9)

where, state vectors are chosen as: X � [ ids iqs wm idr iqr]′ , input vector is given as:

u �
[
vds vqs Tl

]′
, output vector: y � [ ids iqs]′ . Further, (8) can be linearized about

an operating point, to obtain the continuous time system of the form:

�Ẋ (t) � A�X (t) + Bu(t) + Dg(t,X )

Y (t) � C�X (t)
(10)

where, �X � X − Xe is error in system dynamics, Y ∈ Rk , u ∈ Rm, A ∈ Rn×n,B ∈
Rn×m,Ck×n, g represents bounded Quasi-Lipschitz non-linear external disturbances,
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gains of the perturbations/disturbances are defined bymatrixD. Now, system dynam-
ics are defined by:

�X � [�ids �iqs �wm �idr �iqr]

Y � [�ids �iqs]

u �
[
�vds �vqs �Tl

]
(11)

3 SMC Based on Attractive Ellipsoids Scheme

3.1 Control Objective

The main control aim is to obtain a robust control law which ensures convergence
of all the error states to zero, even in presence of mismatched uncertainties in finite
time.

�X � [�ids �iqs �wm �idr �iqr] → 0 (12)

Assumption 1 The disturbances are assumed to be bounded and bounds are given
as:

g′Qgg ≤ g0 + �X ′Qx�X (13)

where Qg ∈ R2×2,Qx ∈ R5×5 are positive definite matrices and g0 is a positive
constant.

3.2 Problem Statement

To achieve the prescribed control objective, firstly, decompose matrix B into B1 ∈
R2×3, B2 ∈ R3×3 and then, modify the system dynamics (10) with transformation
matrix T : � � T�X

B �
[
B1

B2

]
T �

⎡
⎣ In−m −B1B

−1
2

0 B−1
2

⎤
⎦ n � 5,m � 3, |B2| �� 0

�̇1 � A11�1 + A12�2 + D1g(t, x)

�̇2 � A21�1 + A22�2 + u(t) + D2g(t,X )
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� �
[

�1

�2

]
, TAT−1 �

[
A11 A12

A21 A22

]
, TD �

[
D1

D2

]
(14)

�1 ∈ R2, � ∈ R3,A11 ∈ R2×2,A22 ∈ R3×3,A12 ∈ R2×3,A21 ∈ R3×2,D1 ∈ R2×2,D2 ∈ R3×2

Sliding manifold is chosen according to regulation objectives:

C1� � C�1 + �2 � 0 (15)

where, C1 �
[
C 1

]
will be found from convex optimization problem, illustrated in

next section. In (16), the first term denotes the continuous equivalent control law for
sliding mode and second term shows the discontinuous control for reaching mode.

u(t) � −(C1B)
−1C1A�(t) − K(�)sign(C1�(t)) (16)

where, |C1B| �� 0 and constant gain is K(�) � √
a + �TR� with positive constant

a, and matrix R ∈ R5×5 such that:

0 ≤ amin ≤ a ≤ amax, 0 ≤ ‖R‖ ≤ b (17)

3.3 Controller Design

Definition The ellipsoid given by:

ε(P) � �TP� < 1,P > 0, � ∈ R5 (18)

is invariant when any system state trajectory starting in ellipsoid remains inside it
for t>0. Further, it is attractive when system state trajectory starts outside this ellip-
soid and converges to it. Hence, we take optimization problem as: max trace(P) �
min trace(P−1) for minimizing the sum of squares of ellipsoid’s semiaxis.

The Attractive ellipsoid scheme depends on minimization of an ellipsoid’s size,
subjected to certain linear matrix inequalities (LMIs) [13]. This linear optimization
involves the linear objective function as well as constraints, which makes it convex
optimization.As the stability of the slidingmodedynamics has always beenprovedby
using Lyapunov’s concept of stability. Therefore, the proofs of the results described
below, are also explained by Lyapunov’s theory [12, 13]. To achieve convergence of
system states onto the smallest invariant ellipsoid, certain LMIs have to be solved
using certain lemmas with objective function as trace (Z). Let Y � CP.
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Lemma [13]: LMIs obtained by S-procedure for fixed τ1, τ2, δ, give the solutions
(a, V,Z,Y ,P,R):

[
b2I5 R

R I5

]
> 0,R − a

g0
Qx ≥ 0,

⎡
⎢⎢⎢⎢⎣

P
[
P −YT

]

[
P

−Y

]
TZTT

⎤
⎥⎥⎥⎥⎦

≥ 0

⎡
⎢⎢⎢⎣

a
g0
Qg DTTT

TD

[
δP 0
0 V

]
⎤
⎥⎥⎥⎦ > 0,

⎡
⎣

P
δ

YT

Y I3 − V

⎤
⎦ ≥ 0,

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

PAT
11 + A11P − YTAT

12

−A12Y + τP + τ2D1R−1
g DT

1

[
P −YT

]

[
P

−Y

]
−τ2Q−1

x

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

≤ 0

τ ≥ 0,P � 0, V � 0, λ � 0 (19)

Here, a, τ, λ are positive numbers, P denotes 2× 2 positive definite matrix and Y
is 5 × 5 positive definite matrix. This gives the quasiminimal attractive (invariant)
ellipsoid ε(Z−1) for the system. The linear sliding surface is given by:

C1 �
[
YP−1 I3

]
T (20)

Hence, optimal sliding motion is given by:

�̇1(t) � (A11 − A12C)�1(t) + D1g(t, x), �2(t) � −C�1(t) (21)

4 Simulation Results

The various parameters of induction motor are given in Table 1. The uncertain matri-
ces for the linearized system are as follows:

g �
[
0.0025 cos(0.4t) − 0.007 sin(0.4t)

0.05 cos(0.4t) + 0.023 sin(0.4t)

]
, D �

⎡
⎢⎢⎢⎢⎢⎣

1 0
0 0

−1 1
0 −0.002
0 0.025

⎤
⎥⎥⎥⎥⎥⎦

(22)

Simulations are carried out through MATLAB programming with YALMIP and
SEDUMI toolboxes. The differential equations are solved through ode23 solver with
the tolerance of 1e−2. The LMI results are obtained as:

P �
[
178.6645 16.0159
16.0159 316.5438

]
(23)
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Table 1 Induction motor
rating

Parameters Values

Line voltage 460 V

Power 3 HP

Phases 3

Frequency 60 Hz

Full load speed 1750 rpm

Full load efficiency 88.5%

Power factor 80%

Poles 4

Full-load current 4 A

Xm 139.0 �

Rs 1.77 �

Rr 1.34 �

Xs 5.25 �

Xr 4.57 �

Controller parameters are presented in Table 2.Also, Fig. 1 shows the convergence
of all error states in 1 s to zero. Error in speed is regulated to zero in 0.1 s with
maximum peak overshoots 0.01%. Figure 2 describes the two dimensional plots
between error in stator current and speed. This shows that the speed error is converged
to domain in vicinity of origin, corresponding to finite stator current error. Figure 3
andFig. 4 gives three dimensional plots betweenvarious stator currents, rotor currents
and speed errors, respectively. Figure 5 plots the convergence of sliding manifold to
zero in 1 s. Figure 6 describes chatter free control effort versus time. Figure 7 shows

Table 2 Controller parameters

Parameters Values

τ1 1.526

τ2 1

δ 0.1

Qx

⎡
⎢⎢⎢⎢⎢⎢⎣

0.02 0 0 0 0

0 0.0001 0 0 0

0 0 0.0001 0 0

0 0 0 0.00003 0

0 0 0 0 0.00003

⎤
⎥⎥⎥⎥⎥⎥⎦

Qg

[
130 15

15 400

]

g0 1

β 1e8
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Fig. 1 Error states versus
time

Fig. 2 Speed error versus
current error

Fig. 3 3D plots b/w speed
and stator currents

that the closed loop system is found to be robust in presence of parametric variations
in winding resistances. Figure 8 shows that actual speed of motor tracks the varying
reference properly, without any oscillations. Figure 9 shows that the system is robust
to 10% load disturbance, added from 1 to 2 s.
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Fig. 4 3D plots b/w speed
and rotor currents

Fig. 5 Convergence of
sliding surface

Fig. 6 Control effort versus
time

Fig. 7 Speed error with
parametric variations
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Fig. 8 Tracking of reference
speed

Fig. 9 Convergence of
speed error with 10% load
disturbance from 1 to 2 s

5 Conclusion

In this work, an optimal sliding mode controller is designed with LMI constraints,
for an induction motor, using attractive ellipsoids approach. YALMIP and SEDUMI
toolboxes are used to solve the optimization problem with MATLAB software. The
conclusions that can be derived from the presented simulations and results are as
follows:

1. The convergence of error states to the quasiminimal region of equilibrium has
been achieved with the proposed controller for an induction motor.

2. The various responses of the controlled system with the proposed controller
provided very less settling time (maximum 1.2 s) and peak overshoots.

3. Robust performances are also achieved even with the non-linear disturbances,
load torque disturbances and variation in parameters.
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A Study of Environmental Impact
Assessment on the Performance of Solar
Photovoltaic Module

Sanhita Mishra, S. C. Swain, P. C. Panda and Ritesh Dash

Abstract In this paper, few experiments are conducted in a stand-alone PV system
and various current versus voltage and power versus voltage are drawn to study
different characteristics and one of them is verified through MATLAB/SIMULINK.
The performance of the system is calculated using battery connected load under both
AC andDCSystem. In this experimental work battery charging, discharging property
is also studied. Effect of different colour spectrum on solar PV panel is investigated.
How the partial shading and tilting of solar panel with some angle affect the output
power is clearly visible in the experimental work.

Keywords PV panel · Colour spectrum · Partial shading · Tilt angle · Batteries

1 Introduction

Solar irradiation without emitting greenhouse gases is good remedies for today’s
energy and environmental issue. As the fossil fuels are exhaustible and degrading
the environment, renewable source has become rightful nowadays [1, 2]. In this
paper, various tests are conducted for a stand-alone PV system set-up which exist
in energy system laboratory of KIIT University. A stand-alone PV system consists
of an adjustable PV panel, regulated lamps and a main controller with batteries.
The standard specification of the panel is PMPP �37 W and total cell�36, VOC

�21.8 V, ISC �2.4 A, VMPP �17.2 V and IMPP �2.20 A maximum irradiation
is 1000 W/m2 and standard temperature is 25°. Every time PV module absorbs a
wide range of radiation and its characteristic changes from morning to evening.
So experiments are conducted on solar panel to analyse the performance and its
properties can be studied briefly. As different colours have different wavelength and
solar light is combination of all colour visible spectrum, it is proved experimentally
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that red colour has maximum power in comparison with purple colour. When the
panel is tilted with some angle away from the sun, then automatically maximum
power will be reduced which is verified in the experiment.

2 Different Types of Experiment on Solar Panel

2.1. A variable resistor, ammeter and a voltmeter are incorporated with the PV mod-
ule and irradiance has been measured using solar power meter and then the curve
was drawn to see the PMPP with different irradiance. Using MATLAB/Simulink, the
P–V and I–V property is verified for a single irradiance [3, 4]. The set-up used for
conducting the experiments is given below (Figs. 1, 2, 3 and 4).

2.2. A case study is conducted to verify effect of different colour filters in a solar
module. Considering two colour such as red and purple and also without any colour,
the properties are being studied. Normal sunlight consists of all colour of visible
spectrum [5]. As we know, energy of photon is E�hc/λ [6] where h is Plank’s
constant and λ is the wavelength of light. Wavelength of different colours greatly
affects photovoltaic module. The performance of solar PV panel is experimented by
exposing the panel to different color spectrum and their corresponding wavelength.
So it is seen from the graph that red colour has maximum current in comparison with
other but with normal sunlight the current is maximum (Figs. 5 and 6 ).

2.3. When the sunlight is incident on the solar panel, the output power is being
affected by the proper position of the panel. In this paper, experiment is being done
by considering different tilt angles. The panel is being tilted with 15°, 5° and 20°,
and it is investigated that more is the tilt angle of the panel away from the light less

Fig. 1 I–V characteristics
with different irradiance
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Fig. 2 P–V characteristics
with different irradiance

0 

1 

2 

3 

4 

5 

6 

7 

8 

0 5 10 15 20 25

po
w

er
 in

 w
a

voltage in volts

818W/m2

450W/m2

516W/m2

Fig. 3 I–V and P–V curves
from simulation
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Fig. 4 Set-up to conduct the
experiments
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Fig. 5 P–V curve with
different colour spectrum
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Fig. 6 P–V curve with
different colour spectrum
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current will be generated. Positioning a solar module is very difficult because earth
daily rotates round the sun. A solar module also could be mounted on a sun tracker
to follow the sun as it travels through the sky. So through this experiment it can be
concluded that tilt angle plays vital role for generating power in solar panel (Figs. 7
and 8).

2.4. Shading of solar panel affects the efficiency of solar panel because exposure
of sun towards solar panel decreases [7]. When shading is done in a solar cell, there
is a drop occurs in pumping electrons from one side to others. So fitting of bypass
diode helps in improving the efficiency. Here partial shading is done by making one
of the panels completely covered from two panels connected in series. Then, the
characteristic is studied and shown in the Fig. 9.

2.5. Stand-alone PV contains DC load and battery for storage purpose. Mainly
charge controller helps in controlling the module voltage. As test is conducted by
considering DC load of 420 Mega ohm, it is also concluded that array power� load
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Fig. 7 I–V characteristics
with different tilt angles
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Fig. 8 P–V characteristics
with different tilt angles
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shading
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Table 1 P–V panel operated with no load
No. of
module

Module
current

Module
voltage

Module
power

Battery
I/P
current

Battery
I/P
voltage

Battery
I/P power

DC load
current

DC load
voltage

DC load
power

2 0.16 A 28 4.48 7 A 0.5 V 3.5 0.02 7.4 0.148

Fig. 10 Charging voltage
for storage device
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Fig. 11 Charging current
for storage device
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power+battery power + power loss by charge controller. If the battery power is
coming as negative, that means battery is discharging through load [8] (Table 1 ).

2.6. As battery is very important for solar model, it is also vital to improve the
performance of the battery and this battery performance depends on charging of
battery and the case study has been done to charge a 12 V battery and 4 methods of
battery chargingmethod trickle charging, constant current charging, constant voltage
charging and float charging [9]. So in this experiment also the battery charging and
discharging property are observed. Figures 10 and 11 show the charging voltage and
current for a storage device. From Fig. 10, it can be found that charger takes 14 min
to boost the voltage up to 12.2 V, which is quite satisfactory in this case and that of
charging current is decreasing gradually from peak value towards zero magnitude
showing successful operation of charger battery system. Here the battery has 8.3 V
and it starts to discharge after 150 min continuous reading and it is shown that the
battery voltage is decreasing (Fig. 12 ).
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Fig. 12 Discharging voltage
of storage device
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3 Conclusion

Aim of this study is to find the effect of environmental parameters on the perfor-
mance of solar PV module. Being a promising energy in the world, it is affected
by many factors and hence affecting the reliability and efficiency of module. It is
usually affected by many factors such as dust, colour, irradiance and shading. In
this experiment, a storage device is connected at the input side for increasing the
performance under harsh environmental condition.
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Design of a Compact Ultra-wideband
Bandpass Filter Employing Defected
Ground Structure and Short-Circuited
Stubs

Sarbani Sen and Tamasi Moyra

Abstract A compact-sized ultra-wideband (UWB) bandpass filter (BPF) compris-
ing short-circuited stubs and defected ground structures (DGS) is presented in this
paper. The BPF structure is obtained by cascading the DGS-based lowpass filter
(LPF) and the optimum distributed highpass filter (HPF). The optimum BPF design
provides comparatively low insertion loss and a wide attenuation band. Since the
structure is compact, it improves the selectivity. The BPF is designed using the
RO5880 substrate of thickness 1.57 mm, and the dielectric constant of it is εr�2.2.
The average group delay calculated for the BPF is approximately 0.5 ns. The fre-
quency response of UWB composite BPF supports the UWB range (3.1–10.6 GHz),
which is suited for Bluetooth and other wireless applications.

Keywords Ultra-wideband (UWB) bandpass filter · Optimum distributed HPF
Defected ground structure (DGS)

1 Introduction

Nowadays, the ultra-wideband technology has become very popular due to its enor-
mous applications. The Federal Communications Commission (FCC) has granted the
application of ultra-wideband (ranges from 3.1 to 10.6 GHz) for commercial pur-
poses in 2002 [1]. Numerous devices like antennas, power combiner/divider, and RF
amplifiers support this technology [2–4]. Also, the microwave filters using this tech-
nology have been drawing more attention of researchers, working in the microwave
field. There are several methods available to implement the UWB bandpass filter
structure [5–8]. It is often seen that lumped-element filters are difficult to implement
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at microwave frequencies [9]. Hence, conventional microstrip filters are preferred.
Besides this, a microstrip bandpass filter of compact size and wide attenuation band
is highly demanded [10]. If a UWB filter is designed using lossy substrate, it may
absorb high-frequency signals [11].

This paper proposes a simple, compact-sized structure of UWB bandpass filter.
Separately, an optimumdistributed highpass filter (HPF) of 3.5GHz cutoff frequency
and a lowpass filter (LPF) of 11.11GHz cutoff frequency are designed. Later on, both
the structures have been cascaded to provide a bandpass response. The highpass filter
is constructed using such elements which are known as commensurate transmission
line elements [12]. It is formedby cascading six short-circuited stubs having electrical
length θc at its cutoff frequency, and these stubs are separated by some connecting
lines having an electrical length of 2θc. The filter that consists of ‘n’ stubs has an
insertion function of (2n − 1) so that the highpass response has (2n − 1) ripples.
These ‘n’ ripples compare with the n-stub bandpass filter. The electrical length can
be calculated as

(
π

θc
− 1

)
fc � f, (1)

where fc indicates the cutoff frequency and ‘f ’ specifies the extended passband
frequency. For the practical design of HPF, two to six stubs and a passband ripple of
0.1 dB for θc �25°, 30°, 35° are needed.

Similarly, the lowpass filter (LPF) is designed in the ground plane using the
technique called defected ground structure (DGS). The structure is obtained in such
a way that it does not disturb the signal plane properties. The combined structure
[13] provides the ultra-wideband response.

2 Design Theory and Simulated Results

For designing this BPF, the primary requirement is to design a highpass filter of wide
passband at least up to 10.6 GHz. Many methods are there to implement an HPF,
but in this paper, the optimum distributed structure has been chosen to provide the
ultra-wideband response.

2.1 HPF Structure and Its Circuit Model

The highpass filter has been designed using six stubs. Each of the stubs is connected
to the ground via hole. The short-circuited stub has the electrical length, θc�25.23°,
and the connected lines have the electrical length of, 2θc�50.46. The filter has a
primary passband that ranges from θc to (π − θc), where ‘θc’ is referred as the
cutoff frequency. It is said that the smaller the electrical length in a particular cutoff
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frequency, the wider the passband. That is why the optimum value of ‘θc’ has been
chosen as 25°. By making use of the element values tabulated in [10] for optimum
distributed highpass filter (HPF) with 0.1 dB passband ripple, the impedance values
of short-circuited stubs and the connecting lines can be found out. The formulas are
given below:

Zi � Z0/yi , (2)

Zi,i+1 � Z0/yi,i+1, (3)

where Z0 is said to be the characteristic impedance and ‘i’ is the variable. Zi calculates
the impedance values of short-circuited stubs, and Zi,i+1 calculates the impedance
values of the connecting lines. For an example, the element value can be calculated
as

y1 � 0.25038 +
(0.35346 − 0.25038)

5
× 9.5 (4)

Similarly, all the ‘y’ values can be calculated by using the table mentioned in [12].
The impedance values are calculated using these ‘y’ values. The impedance values
for the respective stubs are calculated and shown in the next section (Table 1).

The highpass filter is a Chebyshev model which is realized using microstrip trans-
mission line, and the software used for designing purpose isMOM-based IE3D. Later
on, an equivalent circuit is proposed which shows a good agreement with the sim-
ulated one. The circuit models are designed using the ADS software. Using these
impedance values and associated electrical lengths, the length and width of each stub
for the microstrip structure are obtained. The values are shown in Table 2.

Table 1 Impedance value for
the stubs

Elements Value (�)

Z1�Z6 112.05

Z2�Z5 80.69

Z3�Z4 71.78

Z1,2�Z5,6 48.27

Z2,3�Z4,5 49.75

Z3,4 50.14

Table 2 Design parameters
for microstrip

Terms Length (mm) Width (mm)

Z1�Z6 5.15 1.04

Z2 = Z5 5.065 2.14

Z3 = Z4 5.04 2.66

Z1,2 = Z5,6 9.88 4.8

Z2,3 = Z4,5 9.89 4.8

Z3,4 9.9 4.8
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Fig. 1 a Optimum distributed HPF and b filtering characteristics of the HPF

The conventional circuit representation of the proposed highpass filter (HPF) is
shown in Fig. 1.

Using the parameter values from Table 2, the optimum HPF structure has been
designed in microstrip. The diameter of the holes which are attached to the stubs is
3 mm. The microstrip structure and the simulated response are shown, and also the
group delay of the passband is calculated (Fig. 2).

The frequency response shows both S11 and S21 values in dB. The cutoff fre-
quency obtained from the designed structure is 3.5 GHz.

2.2 Overview of Defected Ground Structure (DGS)

As the name suggests, DGS is a ‘defect’ in the ground plane. The ground plane
of any transmission line (stripline/microstrip/CPW) is modified to produce a better
response. Nowadays, defected ground structures are preferred in many structures to
enhance the performance [13, 14]. The elements designed in the ground plane are kept
directly under the transmission line. It is also adjusted for efficient coupling. There
are different shapes of defected ground structures available. Each of them produces
a different response. According to the requirement, the structures are applied. The
equivalent circuit diagram is shown in Fig. 3.

2.3 Lowpass Filter Using DGS Technique

As we know, single-element DGS provides a gradual fall in 3 dB. So, an array of
elements is preferred for sharpness and better selectivity. Among the various numbers
of shapes, ‘H’ shape is preferred in this work as it meets the desired requirements.
The structure and the response are shown in Fig. 4.



Design of a Compact Ultra-wideband Bandpass … 517

Fig. 2 a Optimum distributed highpass filter, b simulated output response, c equivalent circuit of
the HPF, d response of simulated S21 versus circuit S21, and e frequency response in Smith chart
of HPF
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Fig. 3 An equivalent DGS
element circuit

It is clearly seen that the LPF is designed in the ground plane without disturbing
the signal plane. Hence, the desired structure becomes easier to implement. The LPF
response has the cutoff frequency of 11.2 GHz. The roll-off factor obtained after
parametric analysis is 25 dB/GHz for S�4. The Smith chart shows the location of
the zeros and poles (S21 and S11).

3 Realization of Ultra-wideband Bandpass Filter

The conventional BPF filter structure is obtained by cascading the optimum dis-
tributed highpass filter and the DGS-based lowpass filter. To satisfy the specifications
of FCC, the proposed filter is designed to achieve better selectivity at its edges of
passband. The roll-off obtained at the upper cutoff is 20 dB/GHz, and the lower cutoff
frequency is 29 dB/GHz approximately. Since the connecting lines of the optimum
HPF have similar impedance values, the microstrip structure is slightly modified to
have the same physical width and it is typically 3 mm for the FR4 substrate. The
simple and compact BPF structure with its response is shown in Fig. 5.

The 3D structure has been shown to demonstrate the clear connection between
the signal plane and the ground plane.

3.1 Group Delay

Group delay is the time delay of the passband envelopes. It is almost proportional
to the order of the filter. A filter that produces flattest group delay in the passband
is more acceptable. Since Chebyshev bandpass filer produces equal ripple in the
passband, group delay is not very flat. The group delay can be calculated as

Group delay � − �∅
�ω

and ω � 2πf,

where ‘ϕ’ is phase angle of S21 and ‘ω’ is the angular frequency whose unit is rad/s.
The graphs representing group delay of the each filter (HPF, LPF, and BPF) are
shown in Fig. 6.
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Fig. 4 a ‘H’-shaped DGS, b LPF using the array of DGS, c simulated response of the lowpass
filter, d frequency response in Smith chart of a microstrip LPF, and e variation of length of ‘S’ in
the DGS array

If the group delay in passband of each filter is almost flat, it makes the filters more
accurate. The calculated average group delay of HPF is 0.44 ns, and for LPF, it is
0.5 ns.
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Fig. 5 a Cascaded microstrip-based bandpass filter, b frequency response of the BPF, c current
distribution shown in the 3D structure, d lumped equivalent circuit of the BPF, e response graph of
circuit S21 versus simulated S21, and f frequency response in Smith chart of the BPF
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Fig. 6 Group delay of a DGS-based LPF, b highpass filter, and c bandpass filter

3.2 Obtained Parameters

This section includes the key parameters that have been obtained from the proposed
filter. The performance characteristics are summarized in Table 3. Since f 2

f 1 > 1,

center frequency is calculated using
√

f 1 ∗ f 2 formula, where ‘f1’ is referred to the
lower cutoff and ‘f2’ to the upper cutoff frequency.

Table 3 Key parameters of
the microstrip bandpass filter

Sl. no. Parameters Values

1 Fractional bandwidth 123%

2 Passband insertion loss Less than −2 dB

3 Average rejection level −25 dB

4 Group delay [S(2,1)] 0.57 ns

5 Center frequency 6.2 GHz

6 Shape factor 4.7

7 Roll-off factor 20, 29 dB/GHz
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4 Conclusion

A highly selective, microstrip-based ultra-wideband bandpass filter is proposed in
this paper. This design employs six short-circuited stubs and an array of ‘H’-shaped
defected ground structure. The cascaded structure provides the desired bandpass
response that ranges from 3.5 to 11.11 GHzwith FBWof 104%. The simulated result
shows good roll-off factor, wide attenuation band, and almost flattest group delay.
In addition to that, the equivalent circuits of each filter have been proposed. Because
of its simplified structure and compact size, it can be widely used in microwave and
wireless communication systems.
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Performance Evaluation of Wireless
Sensor Network in the Presence
of Wormhole Attack

Manish Patel, Akshai Aggarwal and Nirbhay Chaubey

Abstract Sensor nodes are densely deployed in the sensor field and are remotely
monitored. The communication between nodes is also unreliable. An attacker can
easily launch an attack. Possible attacks on sensor networks include selective for-
warding, wormhole, black hole, sinkhole, denial of service, jellyfish. Wormhole is
the gateway of all these attacks. After launching the wormhole attack, an attacker
can launch any of these attacks. We have measured the impact of wormhole attack
in AODV protocol in wireless sensor network. Also we have discussed some coun-
termeasures against wormhole attacks and future research issues.

Keywords Wormhole · Security · Hostile · Countermeasure · AODV

1 Introduction

Wireless sensor network consists of densely deployed sensor nodes. Major com-
ponents of sensor nodes are battery power, processor, analog-to-digital converter
and transceiver. Major applications of sensor network include military applications,
environment applications and health-related applications.

Security is very crucial issue for wireless sensor networks because of their fun-
damental characteristics. Sensor nodes are vulnerable to security attacks such as
selective forwarding, wormhole, sinkhole, black hole, denial of service. Among all
attacks, detecting wormhole attack is very hard [1–4]. After launching the worm-
hole, an attacker can launch many more attacks. In this paper, wormhole attack is
simulated and performance of wireless sensor network is measured in the presence

M. Patel (B) · A. Aggarwal · N. Chaubey
Smt. S. R. Patel Engineering College, Gujarat Technological University, Ahmedabad, India
e-mail: it43manish@gmail.com

A. Aggarwal
e-mail: akshai.aggarwal@gmail.com

N. Chaubey
e-mail: nirbhay@ieee.org

© Springer Nature Singapore Pte Ltd. 2019
B. Pati et al. (eds.), Progress in Advanced Computing and Intelligent
Engineering, Advances in Intelligent Systems and Computing 713,
https://doi.org/10.1007/978-981-13-1708-8_48

523

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1708-8_48&domain=pdf


524 M. Patel et al.

Fig. 1 AODV protocol

of an attacker. We have simulated the effect of wormhole attack in wireless sensor
network. Our simulation results show that in the presence of multiple wormhole
attackers, packet delivery ratio and throughput sharply decrease.

In Sect. 2, we have discussed the functionality of AODV (ad hoc on demand
distance vector routing) protocol. Section 3 presents the description of wormhole
attack. Section 4 presents simulation results. Section 5 presents conclusions and
future research issues.

2 AODV Protocol

In AODV protocol path is established on demand. To establish the path, a source
node broadcasts the route request packet. All the neighbor nodes forward the route
request packet to their neighbors and finally RREQ packet is received by destination
node. After that destination node sends RREP (route reply) packet on the reverse
path and the path is established from source to the destination. All the data packets
are transferred from source to the destination via this path.

As shown in Fig. 1, node 4 is the source node and node 3 is the destination node.
Node 4 broadcasts RREQ packet. It is received by node 1 and node 5. There is no
path from node 5, so the packet is dropped. Node 1 broadcasts to node 2, and packet
reaches to node 3. When node 3 receives the RREQ packet, it sends RREP packet
to node 4. After establishing the path, the data transfer occurs between source and
destination.

3 Wormhole Attack Mechanism

To launch the wormhole attack, attacker needs two malicious nodes and both the
nodes are located in different areas. These malicious nodes are hidden. They are
connected through high-speed low-latency tunnel. One malicious node captures the
packets from one area and tunnels to another malicious node in another area. Nodes
located in one area falsely conclude that the nodes located in another area are their
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Fig. 2 Wormhole attack against on demand routing protocol

one hop neighbors and vice versa. Detecting wormhole attack is very hard. To launch
the attack, an attacker does not need to know the preloaded secret material in the
sensor node.

As shown in Fig. 2, node s9 broadcasts RREQ packet to establish path to node s2.
The route request packet is captured by one malicious node and forwards to another
malicious node at the other end of the network. Due to the tunnel, node s9 and s2 are
one hop neighbors. The normal route request follows the path from s9-s8-s6-s5-s2.
Due to the tunnel, RREQ packet reaches faster compared to the normal route. Node
s2 sends RREP (route reply) packet on the reverse path, and the path is established
between node s9 and s2. All the data packets are transferred from node s9 to s2
following the path through the tunnel. Malicious node can analyze the traffic, drop,
delay and modify the packets.

4 Simulation Results

For simulation of wormhole attack, we have used NS2. Our results are based on the
simulation of 10, 20 and 30 sensor nodes. The nodes are deployed in 500 * 500 m
area. We have measured packet delivery ratio and throughput for varying number
of wormhole links. Packet delivery ratio is the ratio between the number of packets
received and the number of the packets sent. Per unit of time the number of data
packets sent from source to destination is throughput. The results after creating one
and two wormhole links are given in Table 1.
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Table 1 Result with one and two wormhole links

No. of
nodes

Without attack With one wormhole link With two wormhole
links

PDF Throughput PDF Throughput PDF Throughput

10 99.65 83.80 76.20 69.40 61.15 56.70

20 99.65 83.80 76.25 69.45 61.15 56.75

30 99.70 83.90 76.25 69.45 61.20 56.75

5 Countermeasures Against Wormhole Attack

Distance-based techniques are presented in [1–5].Wormhole path contains less num-
ber of hop counts. To detect wormhole attack, location-based approaches [6–10]
are used in wireless sensor network. It requires GPS or directional antenna which
increases the network cost. Some techniques [11, 12] are based onmaintaining neigh-
bor information to detect wormhole attack. For dense network, it requires additional
storage and processing power for storing and analyzing neighbor information.Worm-
hole route has greater than average time per hop compared to a normal route [13–15].

6 Conclusion

Wormhole attack is a serious threat against wormhole attack. We have analyzed the
effect of wormhole attack in wireless sensor network. Network performance sharply
decreases in the presence of multiple wormhole attackers. We have also discussed
some existing countermeasures against wormhole attack. One challenging research
area is detecting multiple wormhole attacks simultaneously. Another challenging
research area is detecting wormhole attack in mobile wireless sensor network.
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Abstract Social media is an ideal platform for influencers to share their experiences
and product sentiments, as consumers frequently trust the recommendations of their
peers. Consumer-created reviews and ratings are the preferred source of information
about product and service value, price, and product quality. Socialmediamining is the
process of storing, analyzing, and extracting useful patterns from social media data.
Mining social information helps businesses in understanding the demand of their
products like cars, movies, fashion goods, electronics, and so on. In this research,
we present an analytical model which quantifies and engenders the insight of fused
social information, gathered frommultiple data sources. Subsequently,we discuss the
results obtained by the proposed model for some movie use cases like “Angry Birds”
by sourcing data from Twitter, Rotten Tomatoes, and the Internet Movie Database
(IMDB).
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1 Introduction

According to Merriam-Webster dictionary [1], social media can be defined as forms
of electronic communication throughwhich users create online communities to share
ideas, personal messages, information, and other contents. Some also consider it
as the use of technology combined with social interaction to create or co-create
values [2]. The recent growth of social media networks like Facebook, YouTube, and
Twitter has significantly changed the nature of communication from unidirectional
to bidirectional, not only between the firms and the organizations, but also among
the consumers [3]. Thus, it is conspicuous that we are surrounded by social media
from all the sides.

Social media does affect the sales of various products like cars, movies, fashion
goods, electronic devices, etc. [4]. Hence, increase in the social media usage has
massively increased the amount of data accessible for research and analyzing con-
sumer behavior which we refer as social media mining [2] and can also be described
as the process of representing, analyzing, and extracting useful patterns from social
media [5]. In this paper, we will compare the reviews for movie from different social
media platforms with its chronological sales and will be talking in detail about the
improvement led by the fusion of reviews from these platforms. Thereafter, the final
results will demonstrate the leading source of movie reviews for a time slice (here
on daily basis) with respect to the actual sales observed.

Taking themovie data into consideration, firstly,wegathered the publicly available
tweets data with respect to “#AngryBirdsMovie” using the “twitteR” [6] library
defined for R. R is a GNU project specifically optimized for statistics and interactive
graphics [7]. Secondly, to aid further, we took data from two of the most sought-after
movie review platforms—Rotten Tomatoes and IMDB (InternetMovieDatabase) [8]
through scrapping. For the aforementioned task, we used the Selector Gadget tool,
which helps in picking up the appropriate CSS selector [9] of a Web page content,
say, reviews, rating, and time stamp. The R script enabled the usage of this tool by
taking the whole text and comparing with passed CSS selector [9].

The Sentiment analysis [10, 11] approach that is used to extract and quantify
the reviews’ text was also implemented in R via sentiment library [12]. Positive
and negative scores are generated using “Naive Bayes Classifier” [13] and used for
further formulations that will be discussed in later sections.

Finally, the tool which we used for visualization is “Shiny by RStudio” [14],
applications of which can be deployed on Shiny Cloud [15] easily. Shiny also com-
bines the computational power of R with the interactivity of the modern Web. Some
other advantages of Shiny are seamless compatibility with R, support from RStudio
community, and reactive input–output [16] to improve the performance of Shiny
applications. Subsequently, we created some word clouds and relevant plots to gain
more insights in what and where people are actually talking while giving reviews for
movies.
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Fig. 1 Daily reviews count from sources

2 Proposed Approach

The following subsections provide the details of the steps needed to be followed for
the fusion-based comparison, between social information and consumer demand.
The subject of the research is “The Angry Birds Movie” released under the banner
of “Sony Pictures” [17]. The consumer demand, i.e., the US box office revenue, has
been taken from “The Numbers” [18]. Let us get a better insight of the same.

2.1 Data Gathering

As claimed by Economics Bulletin report [19], Twitter can be a contributor to movie
success; therefore, one of the data sources was Twitter. The tweets were retrieved for
US region (longitude: 37°05′24.0′′N, latitude: 95°42′00.0′′W, radius: 2000 miles),
looking the map and coverage. After setting up the Twitter API [6], we searched
the tweets related to #AngryBirdsMovie for the aforementioned market which have
attributes like text, screenName, id, created, isRetweet, retweetCount, etc. [6]. As
per Nielsen’s 2013 American Moviegoing report [20], 41% of millennials said, they
refer the critic ratings from platforms such as Rotten Tomatoes and IMDB, before
going to a movie. Figure 1 shows the number of reviews from Rotten Tomatoes
and IMDB for the same movie. Data were scrapped from these two Web sites using
Selector Gadget [9] tool. Reviews, creation dates, and ratings given by the users
were extracted using their CSS selectors chosen by the Selector Gadget [9] tool. The
resultant data were segregated on the basis of time slice, which was considered to be
“one-day” (Fig. 1).
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Table 1 Source schema

Source Attribute

A1 A2 A3 A4

Twitter Positive scores Negative scores Retweet count
score

Leaders tweets
count

Rotten Tomatoes Positive scores Negative scores Ratings sum Reviews count

IMDB Positive scores Negative scores Ratings Sum Reviews count

2.2 Data Preprocessing

The Economics Bulletin report [19] claims that the diffused information from a
popular personality (say star) has an immediate impact on people choices. So we
introduce “Leaders” approach in the selecting Twitter data for generating results.
Out of all the tweets, we selected a subset that is original (IsRetweet�= True) and
diffused (RetweetCount > 0). The following algorithm tells the selection of leaders’
tweets, given the extracted tweets as parameter:

Initialize leaders
Initialize leaderTweets
for each tweet in tweets

if (tweet[isRetweet]=F AND tweet[retweetCount]>0)
then
append (leaders, tweet[screenName]) 
append (leaderTweets, tweet[text]) 

end
end

Based on the above algorithm, leaders’ tweets are selected. The daily leaders’
tweets count is shown in Fig. 1. From 9,104 tweets spanned over 19 days, we got 639
only as leaders’ tweets. Once data are gathered and divided, they are preprocessed
before they are analyzed further. Preprocessing includes the removal of numbers,
punctuations, stopwords, links and other unwanted text, lowering case, and finally
stemming of words. The corpus is now ready for sentiment analysis. Sentiment
analysis [10] is the process of quantifying the text provided as input, in terms of
positive and negative scores. These scores are used afterward to judge the overall
sentiment of the writer of the text excerpt. The package which was used for the
aforementioned purpose was “sentiment” [12], which is an R package with tools for
sentiment analysis using Naïve Bayes Classifiers [13] for positivity/negativity and
emotion classification. After data preprocessing, the data from all the sources were
stored according to the schema in Table 1. These attributes were summed up for the
considered time slice, i.e., one day.
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2.3 Factor Formulation

Wenow try to establish a formula that incorporates the obtained positive and negative
scores while taking total number of tweets also into consideration. Now, we establish
a formula (Eqs. 1–3) for these three sources of data that best explains the coherence
of the social media discussions with the sales of the movie on a daily basis. After
the regular refinement of these data and doing the sentiment analysis, we obtained
positive and negative scores. Now these scores, alongwith the number of reviews on a
daily basis were put together combining the various aspects pertaining to each source
of data. To underscore the importance of compatibility, a formula was developed for
these three sources that best explained the coherence value with the sales data, trying
out various possible combinations of the scores obtained. These coherence values
are nothing but the Pearson correlation coefficient [21] of the sales and each of the
individual forms of the data, and out of various combinations, the one that gave the
maximum correlation has been considered the formula for that source of data. The
established formula which gave factor value for these sources is given below:

• Rotten Tomatoes:

ScoreRT �
[
Positive Score

Negative Score
∗ Reviews Count ∗ Ratings Sum

]
∗ 10−3 (1)

• Twitter (Leaders):

ScoreTW � [
(Positive Score − Negative Score)

] ∗ 10−3

14
(2)

• IMDB:

ScoreIMDB �
[
(Positive Score − Negative Score) ∗ Reviews Count

∗Ratings Sum

]
∗ 10−3

(3)

Here, RT stands for Rotten Tomatoes, TW for Twitter, IMDB for the Internet
Movie Database. After obtaining the perfect formula that best explains the sales for
these three sources, we scaled these scores with the sales value by multiplying with
numerical constants to generate a plot to explain coherence visually.
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2.4 Fusion

After defining factor formulae in the previous section, we further explored to fuse the
contributions of these three sources. The fusion was carried out using the following
two factors.

1. Correlation between the sales and scores for each source.
2. Fraction of daily number of reviews or tweets from each source.

Combination of these two factors gave rise to the following formulae:

αt �
[
Correlation (ScoreRT , Sales) ∗ reviewCountRT (t)

(reviewCountRT+TW+IMDB(t))

]
(4)

βt �
[
Correlation (ScoreTW , Sales) ∗ reviewCountTW (t)

(reviewCountRT+TW+IMDB(t))

]
(5)

γt �
[
Correlation (ScoreIM , Sales) ∗ reviewCountIMDB(t)

(reviewCountRT+TW+IMDB(t))

]
(6)

Combining these, we formulated:

Fusion_scoret � αt ∗ ScoreRT + βt ∗ ScoreTW + γt ∗ ScoreIMDB (7)

where αt is weight assigned to Rotten Tomatoes score, similarly βt for Twitter score
and γt for IMDB score and t for time slice, i.e., 1 day, where t varies from 1 to the
last possible day.

Subsequently, we calculated α, β, and γ for each day using Eqs. (4)–(6).
These values were plugged into Eq. (7) to calculate “Fusion_score.” Results of

the same are discussed in the next section.

3 Discussion

As discussed in Sect. 2.4, we calculated α(RT_coeff), β(TW_coeff), and
γ(IMDB_coeff) for each day. For computation of these coefficients, correlation val-
ues of each data source with the sales of the movie were considered as shown in
Table 2. One can easily infer from Table 2 that Rotten Tomatoes is the best data
source when it comes to the reviews of the movie.

An interesting observation can be inferred from Fig. 2 that α is initially lower
than β due to high discussion for movie on Twitter in first weekend as compared to
Rotten Tomatoes but as the time passes by, α surpasses β. Hence, in the long run,
Rotten Tomatoes shows better retention properties as compared to Twitter. Here, γ
does not play any significant role in fusion score due to less number of reviews.

Finally, results which we got after merging scores of all data sources by plugging
them into Eq. (7) along with the respective coefficients are shown in Fig. 3.
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Table 2 Correlation values
of data source with the sales
of movie

Data source Correlation value

Twitter 0.88

Rotten Tomatoes 0.95

IMDB 0.68

Fusion (using Eq. (7)) 0.94

Fig. 2 Daily trend for α, β, and γ

Fig. 3 Daily trend for Fusion_scores

From Fig. 3, it is clearly evident that fusion incorporates characteristics of all the
data sources in the sense that Twitter results were good only in the first week and
for Rotten Tomatoes results were better after the first week, which can be inferred
from Fig. 2, whereas after fusion, results are coherent for all three weeks. Moreover,
the aforementioned improvement by fusion is evident by the correlation values as
shown in Table 2.
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4 Conclusion

Social networks are gaining popularity to understand the interest of customers and
target them based on their interest. Sentiments of customers have a high correlation
with the sales of products. In this paper, we proposed amodel to understand the sale of
products as the sentiments of customers vary. The model is developed by combining
data from multiple data sources. We analyzed the developed model using “Angry
Birds Movie” data. In the analysis, a clear interdependence between movie sales and
social media discussions about the movie was observed when the three sources of
data were combined together, while with individual source, it explained some of the
parts. The publicly available data were retrieved from Twitter, IMDB, and Rotten
Tomatoes, which were analyzed with the sales of the “Angry Birds Movie” in the
US market on a span of three weeks. The discussion about the movie starts before
the release of the movie because of the excitement among the people. This movie
was popular because of a mobile gaming application launched several years ago. So,
with this analysis, we were able to relate the sentiments of the people with the sales
of the movie.
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A Prototype for Semantic Knowledge
Retrieval from Educational Ontology
Using RDF and SPARQL
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Abstract Nowadays, there is a huge amount of data available on the current Web
and they are still growing, which raises a serious problem to obtain accurate search
results since the Web offers unstructured textual data. The process of understanding
the natural language query (NLQ) by a machine is a challenging task to retrieve the
user query from the database, but in this scenario, users always presume that the
process of information retrieval is a simple task. To really make it simple, semantic
Web is introduced to certainly make the retrieval process simple with SPARQL
from ontologies and Resource Description Framework (RDF). In fact, users fail to
understand the syntax of the SPARQL to retrieve information from the semantic
Web. Hence, this paper explores the process of transforming SPARQL to natural
language to apply on semanticWeb and illustrates the internal working of the system
which reads the user-entered NLQ and the process of tokenization, pos tagging to
the sentences by checking the grammar. Accordingly, technologies and data storage
possibilities are analyzed and evaluated to retrieve accurate results.Overall, this paper
illustrates semantic information retrieval using SPARQL from RDF knowledge base
which helps to furnish appropriate information to the user.
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1 Introduction

Every systemneeds to answer theuser querywhichwill be in any logical or syntactical
natural language. In practical, this system should understand the input and must
convert in its own machine language to generate the reliable output. The major
difficulty of the systems at the 1960s is responding the simple information retrieval-
based queries and logical knowledge-based semantic information [1]. In most of the
IR-based systems, information is acquired from the Web which is a rich source of
documents from where the text is driven by the user-posed query. So, these type of
text-based retrieval systems can be noted as a question-answering system.

Semantic Web implements this relational semantic information which can be
efficiently recognized and read by the crawlers [2]. The functionality of the semantic
Web comprises presenting accurate information, storing hierarchical databases in
the distinct format and a query processing system can extract the triplets which are
understandable by machines. Each user-posed query can be lemmatized to discover
the root words in that query, and these certain words support a question-answering
system to exact the answers for users’ queries. The obtained answers are one-of-a-
kind entities that consists of person, location and timedetails.Utmost of the intelligent
machines can efficiently understand the theme of the query with the words in the
sentence after ignoring the stop words and anticipate the answer [3].

This result will be placed in the same query by removing the interrogative words.
Only the definition of the question is interpreted by some of the systems. For example,
for the question:Who is the CEO of Google and who is his PA? The query processing
will produce the results. Answer Type: CEO, PA of CEO. Query: CEO, PA, Google.
The entire query process system is shown in Fig. 1.

Search engines and the crawlers play an essential role in providing accurate infor-
mation, but it will be a critical task when the world of Web data increases timely.

Steps in Question-Answer 
Processing 

NLQ Processing

Relevant Document 
Retrieval 

Extraction of useful 
Information

Natural Language 
Query (NLQ) as 

Question

Useful 
knowledge as 

Answer

Fig. 1 Query processing system



A Prototype for Semantic Knowledge Retrieval from Educational … 543

Most of the users depend upon the Web for the information, and it will be searched
and retrieved by the Google, Yahoo, Bing and other famous search engines. There
is a concern about the performance and accuracy of these crawlers and no guaran-
tee that these search engines will satisfy the users with their outcomes from large
interconnected clusters throughout the world data centers [4].

Most of the organizations, demographic agencies, industries and Government
sectors announce and publish their information on theWeb for the easy access to their
databases for the common people through the search engines. All the time, search
engines provide results from the Web but may not be the accurate and predicted
results. Hence, it’s a Deep Web with the huge intensity of database where search
engines sometimes unable to fetch the required data. However, this approach, even
with search, can hardly be automated. Representing the data and creating query forms
is a simple task using the HTML, but the background process, i.e., searching and
retrieving the information from the Web. Moreover, predicting the intention of the
user query is a difficult task.

2 Preliminary and Related Work

This paper proposes the key concept of understanding the cognition of a human by
the machine by converting natural language into a machine understandable format,
i.e., in SPARQL [5]. It will be processed on the ontology knowledge base to retrieve
the information. Here, career ontology is used to explain the semantic Web process
model as in Fig. 2. Every concept in the ontology is mapped by the keywords in the
ontology, and the graph is used to retrieve available relations between these concepts.
In the user-posted natural language query, certain relations are not stated expressly
by the user and these are most likely named as the gaps in the query. The user knows
the complexity, for example, searching for a postgraduation course and duration
of engineering, the obvious relation would be “post graduation course”. To avoid
inaccurate results in search time, RDF is used in the representation of triples such as
subject, predicate, and object [6].

2.1 Resource Description Framework (RDF)

RDF is a data model which is used to represent the Web with the well-defined
knowledge that is used to associate for RDF-based languages and specifications [7].
RDF graphs (subject–predicate–object) are triples and the elements are URIs and
blank nodes which are the two descriptions of an RDF model.

For example, consider a sentence Eamcet is the entrance exam for engineering,
and it should convert into triplets as shown in Fig. 3. From those triplets, SPARQL
query is generated to give accurate results with the help of ontology and RDF knowl-
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Pre-
processing

Structured 
Data

Extraction 

HTML

RDF 
Generation

RDF

OWL 
Preparation

SPARQL 
Querying

Report 
Generation

Fig. 2 Process of semantic web information retrieval

Engineering Has Entrance Exam Eamcet

RDF: Subject RDF: Predicate RDF: Object

Fig. 3 Resource Description Framework representation with triplets

edge base. The complete set of a graph is to represent an RDF and consists of two
nodes subject and object and a connecting node predicate.

2.2 Web Ontology Language (OWL)

Ontologies are the consistent and relational knowledge for representing the data
with a Web ontology language. Ontologies are the tremendous repository of the
hierarchical relation data which illustrates the relationships among the classes [8].
This collection of data defines the knowledge for various domains. Here, the nouns
and verbs represent the classes and the relations between the objects as shown in
Fig. 4. Web ontology language (OWL) represents a domain with classes and its
properties which further incorporate the generous description of the objects and the
properties of Web resources described by these ontologies.
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Fig. 4 Ontological
relationships for a sentence
in OWL representation

is-a 

is-a 
has-a

M. Tech Entrance

GATE

PGECET

2.3 SPARQL

SPARQL is pronounced as sparkle and its acronym stands for SPARQL Protocol
and it is a special language to perform queries on the databases to manage the data
which are stored in RDF format [5]. In this paper, SPARQL is used to retrieve
the information which is available in the RDF format from the semantic Web that
provides specific information to the user. Authors illustrated the SPARQL with an
instance that shows an SPARQL query to obtain all the courses after engineering
from the information in the given RDF graph. The SPARQL query consists several
keywords in which SELECT clause and the WHERE clause are applied. By using a
SELECT and WHERE clause in the SPARQL query, it results a triplet pattern from
a class.

3 Working Methodology

Authors worked on a strategy for parsing the sentences that extract all methods’
signatures and tag each of the words that are given. Then, identification of each word
individually in every method is required. Parsing method technique divided into two
main phases: POS of the each word is tagged with an identifier and the second one is
using content to choose a particular part-of-speech and the identifier will be pieced
into its lexical segments. A natural language query of the user is admitted to the
proposed search system, and then tagging will be done to the words available in
the question and it will be parsed. Then, the stop word algorithm is applied; thus,
it will generate triplets as subject, object and predicate from the natural language
question. An SPARQL query will be generated from the obtained results of triplets.
Once the process is performed, then the semantics of the input question is achieved;
therefore, it can be transformed into an appropriate query language (SPARQL) and
then executed against the knowledge base. The result of querying the knowledge base
is a sub-graph of the ontology RDF graph. This means that the required information
is stored in the triplet form, and it should be transformed into a more human-readable
output. However, this step is system specific and depends on the desired usability
of a particular system. The answer can vary from simple triplet representation to
a full-sentence answer. Consider an experimental query on the well-known search
engine.What are the courses and jobs after BTech? Figure 5 shows the experimental
results of the proposed system.
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Fig. 5 a Result from Google search engine for a natural language query, b process of semantic
Web information retrieval, c conversion of NL query to SPARQL

A natural language query of the user is admitted to the proposed search system
and then tagging will be done to the words available in the question and it will be
parsed. Further, the stop word algorithm is applied; thus, it will generate triplets
as subject, object and predicate from the natural language question. An SPARQL
query will be generated from the obtained results of triplets. Once the process is
performed, then the semantics of the input question is achieved; therefore, it can be
transformed into an appropriate query language (SPARQL) and then executed against
the knowledge base. The result of querying the knowledge base is a sub-graph of the
ontology RDF graph. This means that the required information is stored in the triplet
form, and it should be transformed into amore human-readable output. However, this
step is system specific and depends on the desired usability of a particular system.
The answer can vary from simple triplet representation to a full-sentence answer.
Consider this query on the well-known search engine.What are the courses and jobs
after BTech? The results we are getting from the Google search engine are shown in
Fig. 5.

The given natural language query undergone several processes and obtain
SPARQL query which is generated by using triplets identified by using POS tagging
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[9]. Ontology is the main aspect of semantic web and it is the relational database
to retrieve semantic results. Preferably than retrieving the information ordinarily a
semantic information retrieval is worthy for accurate and predicted data. Therefore,
the optimal solution is to develop an ontology with RDF which consists of relational
semantic triples as subject, object, and predicatewritten inRDF/XML. To retrieve the
information from this constructed semantic database, an SPARQL query language
is used. For instance, an RDF model is represented.

<?xml version="1.0"?>  
<!DOCTYPE rdf:RDF [  
<!ENTITY dbp "http://dbpedia.org/property/" >  
<!ENTITY dbpedia "http://dbpedia.org/resource/" >  
<!ENTITY dbo "http://dbpedia.org/ontology/" >  
<!ENTITY owl "http://www.w3.org/2002/07/owl#" >  
<!ENTITY tto "http://example.org/tuto/ontology#" >  
<!ENTITY ttr "http://example.org/tuto/resource#" >  
<!ENTITY xsd "http://www.w3.org/2001/XMLSchema#" > 
]> 
<owl:Class rdf:about="&ont;B.A"> 
        <rdfs:subClassOf rdf:resource="&ont;arts"/> 
        <tto:duration 
rdf:datatype="&xsd;decimal">3.0</tto:duration> 

<ont:postgraduationcourse>B.P.E.D</ont:postgraduationcour
se> 
        <tto:PGcourses>B.P.Ed.</tto:PGcourses> 
        <tto:PGcourses rdf:resource="&ont;M.A."/> 
        <tto:PGcourses rdf:resource="&ont;M.C.M"/> 
        <tto:job>Digital Marketing</tto:job> 
 </owl:Class> 
 <owl:Class rdf:about="&ont;L.L.BFoundation"> 
        <rdfs:subClassOf rdf:resource="&ont;arts"/> 
        <tto:duration 
rdf:datatype="&xsd;decimal">2.0</tto:duration> 
        <tto:duration 
rdf:datatype="&xsd;decimal">5.0</tto:duration> 
       <tto:PGcourses>L.L.M.</tto:PGcourses> 
       <tto:job>Lawyer, Judiciary Editing Law 
books</tto:job> 
    </owl:Class> 
<owl:Class> 

Figure 6 represents the ontology for the RDF written above; hence, it shows the
hierarchical architecture for the student career after tenth and twelfth.

Now, the converted natural language query (looking for courses, duration, jobs)
into SPARQL will be applied on the ontology [10] as shown below and the results
after the process of retrieval are framed as shown in Table 1.
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Career 

Tenth

Engineering Diploma

MS-CIT Course

LIC agent

Twelfth Arts

Call Centre

D.Ed.

B.A

M.C.A

L.L.B

B.P.E.D

M.A

M.B.A

Fig. 6 Hierarchical representation of ontology created using RDF

Table 1 Resultant information for the SPARQL query in triplet form

Subject Predicate Object

Chemical engineering Jobs Scientist, professor, trainee software,
sales manager

Civil engineering Jobs Site engineer, project engineer

Computer science and engineering/CSE Jobs Software engineer, system analyst,
assistant professor, software tester, bank
jobs

Electronics communication engineering Jobs Hardware networking engineer, telecom
engineer graphic designer

Electrical electronics engineering Jobs Development engineer, embedded
trainer

Mechanical engineering Jobs Space instrument engineer, machine
design engineer
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Prefix dbo: <http://dbpedia.org/ontology/> 
Prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 
Prefix tto: <http://example.org/tuto/ontology#> 
Prefix ttr: <http://example.org/tuto/resource#> 
SELECT ?courses ?Jobs where { 
  ?thing rdf:type dbo:B.Tech. 
  ?thing ont:courses ?courses. 
  ?thing tto:Jobs ?Jobs. 
}

4 Conclusion

This paper focuses on how the future Web 3.0 might look like and the interaction
between the human andWWWtogive accurate results for anynatural language query.
Transforming from the current to future Web, definitely it provides the knowledge
rather than results for the users which consists of structured data and knowledge
representation. However, the most important role of the information retrieval system
is to retrieve the ontology from various domains to obtain the user predicted results
out of the semantic Web. Here, with example ontology, the work was determined
and results were analyzed. The process of removing the unnecessary words from the
query and formulating to estimate the related set of triplets make the search efficient.
What next? is the main concern of the students to forward in their education path
for their future according to their interest. With this semantic search facility, it will
be more illuminating for the students in education domain by getting the accurate
information rather than getting more links and unrelated information. This paper
shows the transformation of natural language query to SPARQL to provide accurate
results for given user query, and the results will be satisfactory needs for users.
Therefore, the semantic search engine will produce more precise results compared
to the traditional search engine.
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Social Trust Analysis: How Your
Behavior on the Web Determines
Reliability of the Information You
Generate?

Rhea Sanjay Sukthanker and K. Saravanakumar

Abstract Can I trust a review? A very common question for someone accustomed
to online shopping. The Internet hosts a large number of reviews. Many e-commerce
Web sites like Amazon, eBay, Flipkart ask their customers for their reviews once the
product is bought. There is an important aspect of trust in an online context. Often
reviews diverge widely on their star ratings from 1–5 which clearly show bias for a
brand or product. What actually guarantees the reliability of a review? Some of the
effective ways to ensure the trustworthiness of a review are to use the reviewer profile
information and his previous reviews. Opinions of others have a greater impact on
consumers rather than verified information provided by the product’s producer, thus,
ensuring that misleading reviews do not creep in is a necessity. The goal of this work
is to develop a trustworthy reviews model by taking into consideration all the factors
which make a review reliable.

Keywords Social networks · Feature extraction · Unsupervised clustering
Trustworthiness · E-commerce

1 Introduction

With the evolution of Internet technology at a very fast pace, information about
any product we wish to buy or any movie we are planning to watch is right at
our fingertips. Social media platforms like Facebook have more traffic than search
engines like Google. Thus, it is evident that we are moving toward a world which
revolves around social interactions and information exchange. But what guarantees
that this information is correct, unbiased and trustworthy? The economist Kenneth
Arrow defines trust as a “lubricant of the social system.” Social trust is the essence of
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efficient functioning of communities which facilitates collaborative growth and self-
enhancement. The field of trust analysis in social networking sites like Facebook,
Twitter has been studied extensively in [1]. But as we evolve and let online vendors
replace local stores, what actually matters now is the trustworthiness of product
reviews. Online reviewing works like a breeding ground for public opinion and can
influence business trends in a disguised manner [2]. We tend to trust the “word of
mouth” phenomenon and the product reviews more than the information provided
by vendors. After the age of bloggers [3], we have reached the age of reviewers;
thus, people easily trust reviews of widely acknowledgeable reviewers. What further
makes this trust issue more convoluted are the myriad factors which play a role
in determining the trust. Some approaches to tackle this problem use graph-based
approaches [4] to detect review spam. Another significant work in this area which
uses the correlation between reviewer honesty and trustworthiness is [5]. Another
factor which often goes unnoticed is that the text of the review also plays a critical
role in the review helpfulness and trustworthiness. This paper will attempt to cluster
similar reviewers by extrapolating from reviewer history, reviewer buying/reviewing
behavior and count of useful words used in their reviews.

2 Related Work

The intricacies involved in the field of social trust analysis surfaced less than a decade
ago when the web became a strong platform for opinion expression. There have been
many significant approaches to tackle this issue which vary widely depending on the
task or context in which they are used. One such example is given in [6] which extract
social trust relationships between users on Twitter using factors such as influence,
cohesion and the valence (sentiment) of the user in an unsupervisedmanner. Recently
there has been an upsurge in the use of personalization in user recommendationwhich
closely relates to our work. One of the pioneers in the area of social-context aware
trust influence [7] considers both the participant’s personal characteristics as well as
mutual relations for improved recommendation. Some other significant works are
[8–10] which further establish that a person prefers recommendations from trusted
friends. Sinha and Swearingen [11] and Bedi et al. [12] also demonstrated that given
a choice between the recommendation from trusted friends and a recommendation
system, the former is more preferred. These provide a firm background to establish
the necessity and need for trust-based review recommendation.

One of the dataset widely used to mine trust relationships is the Epinions [13] web
of trust dataset which is crawled from [14] and is available in many data reposito-
ries. Many researchers [15] use this dataset for mining trust relationships. Epinions
dataset has been widely exploited using Bayesian analysis in [16] for trust aware
recommendation and for rating prediction in [17]. The task of trustworthiness pre-
diction becomes even more complex when a dataset like Amazon reviews [5] is used
which is meant to function as a staging ground for businesses rather than opinions.
So broadly speaking there are two types of datasets which are widely exploited in
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this regards one which uses user–user and user–product rating like Epinions or Slash
Dot and others like Amazon datasets which uses only user–product ratings in trust
prediction. Both types of datasets have their own idiosyncrasies. Prediction accuracy
in the former type of datasets can be tested, and the negative or positive links can be
predicted [17]. The major issue faced in evaluating the trust in the latter is that the
accuracy of predictions cannot be adequately supported. Some examples of earlier
work in trust and helpfulness detection are discussed in [18].

The idea for this project emerged from the analysis and discrimination of the
earlier research work conducted in this area the most significant ones being [2]
which explore how online review forums provide customers with powerful platforms
to express opinions and influence business trends. This paper contributed toward
creating a trustworthy co-created recommendation model. The foremost pioneers
of this idea were Prahalad and Ramaswamy [18] who defined the concept of co-
creation in customer communities. The first functionality of the review is derived
from the aforementioned paper. Here the reviewer’s profile is unboxed to evaluate
the trust metrics. The parameters used will be reviewer profile history, past helpful
votes, reviewer rank, percentage of posts made, account activity, etc. Another paper
which significantly inspired our work was the recent work of Wu et al. [19] on how
credibility of an advisor is actually perceived in a marketplace. This motivated the
second functionality of our project—the advisor segmentation phase.

3 Problem Statement

E-commerce Web sites have bought the world closer and have enabled businesses
to make huge strides in their profit. What we often tend to ignore is another and
perhaps themost significant influence of e-commerceWeb sites. It has developed trust
relationships among the customers and between the buyer and seller. E-commerce
Web sites have heralded the era of mutual trust. Now the question which arises next
is whom shall we trust and who can be trusted? Does the reviewer rank alone suffice
to trust his/her review? The answer is no. Though reviewer’s rank does play a role
in review helpfulness, it does not guarantee a frank and unbiased review. A number
of attempts have been made toward the goal of developing a trusted e-commerce
network. Most customers prefer to buy expensive electronics and delicate objects
in person rather than buying them through e-commerce Web sites. This is because
a certain factor of trust does influence buying decision making. Most of us do not
trust the social web enough to risk critical buying decisions. This can be changed if
we are able to identify and eliminate spammers and provide the vulnerable customer
with only trusted reviews.



554 R. S. Sukthanker and K. Saravanakumar

4 Exploratory Analysis on the SNAP Amazon Kindle
Dataset: Getting to Know the Data

Figure 1 shows the exploratory analysis of the dataset. Each graph and the insights
derived from it are discussed below. The plot (a) displays the number of reviews
grouped by their rating. As clearly shown in Table 1, the web is overall positive. A
customer does not give a negative review unless he has had a very bad experience
with the product. Also the distribution is highly skewed. This means that the number
of positives is much greater than the number of negatives. Notice that more than
50% of the reviews are extremely positive. This can mean either they are extremely

Fig. 1 a Ratings from 1 to 5 and the count in the Kindle dataset. b The top 10 days when the
maximum number of reviews were recorded. c Ratings with the anonymity count. d A subset of
reviewers and their total review count. e The reviewer’s review count and his total helpfulness. f
Product id and their positive, negative and neutral review counts
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Table 1 Distribution of
ratings in the dataset

Rating Nature Rating percentage

1 Extremely negative 5.3974

2 Negative 4.468179

3 Neutral 9.573706

4 Positive 22.647745

5 Extremely positive 57.912966

biased or the data crawled is for books that were highly acknowledgeable. Another
insight is the number of reviews per day in Fig. 1b which shows a sudden hike in the
number of reviewers given on the Web site during specific days. In the plot below,
only the top 10 days with the highest number of reviews are considered. A huge hike
in number of reviews on September 6, 2012 is noticed, i.e., 6619 recorded reviews
could be possibly attributed to the release of Kindle Fire on the same day in Europe.

Another thing which is quickly revealed on exploring the dataset is that there are
a significant proportion of reviews which are anonymous. As can be seen clearly
from Fig. 1c, the numbers of anonymous reviewers giving a rating of 5 are large
in number. Can anonymous reviews be trusted? The answer is mainly a no as no
background information about the reviewer can be obtained. It can be possible that
these anonymous reviewers are extremely biased friends of the book’s author or
publisher. For the sake of the project,wewill not be considering anonymous reviewers
though they can be said to show unique patterns and deviations.

The graph in Fig. 1e shows the count of the number of votes per reviewer and
the total helpfulness votes that particular reviewer received. There are some visible
outliers and also a majority of reviewers with no helpfulness votes. On one hand,
there exist some reviewers with relatively few reviews and abnormally large number
of helpfulness votes and on the other hand there exist reviewers with a large number
of reviews but very little helpfulness votes.

The graph in Fig. 1f shows the number of positives, neutral and negative reviews
(y-axis) for a product (x-axis), and the following conditions are considered. A small
subset of the products is displayed in the graph. The rating is discretized to categories
negative, if ratings are 1 and 2, neutral, if rating is 3, and positive, if ratings are 4 and 5.
Another factor considered for dataset exploration is the review count per user. Only
some users have counts above 1200, and only two of them show deviations from
others in the category showing exorbitantly high number of review count. These
could be either spammers or extremely popular and active reviewers.
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5 The Proposed Model

5.1 A Brief Overview

Figure 2 shows the concise model of the proposed approach. Each and every phase
is described in detail below.

Phase 1: Data Collection. The data sources used are available at SNAP [20] repos-
itory, which is the data repository for many large social network datasets. We use
the data crawled by jmcauley [21] from the Amazon Web site, which consists of
review dataset of a number of product categories. As shown in Fig. 2b, we have con-
sidered Amazon Kindle dataset as our major dataset and others like baby products,
pets, sports, beauty, health and cell phones as our assistive datasets. The assistive
datasets will be majorly used for comparison of reviewer helpfulness across myriad
categories. These categories are used to measure the competence of the reviewer and
his expertise in a particular category. The main dataset is the Kindle dataset on which
trustworthiness is to be predicted.

Phase 2: Handling Massive Dataset. The dataset of kindle reviews is split into
multiple parts and stored in a compressed format called pickles in python for faster
processing. The JSONfiles are converted to Python pandas dataframe for the analysis
purpose.

Phase 3: Data Cleaning and Transformation. The next phase is the phase of data
preprocessing. In this phase, the following two major subtasks are performed:

(a) Data Cleaning. In this phase, the attributes irrelevant to the study like the
reviewTime, reviewerName are eliminated from the dataframe. The dataframe
is checked to ensure that any of the attributes considered for the study are not
missing, and any noisy attributes are eliminated. The review text is cleaned

Fig. 2 a Overall architecture. b Data aggregation phase. c The clustering phase
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by tokenizing it, eliminating punctuations and eliminating stopwords. Only the
feature of interest, i.e., the word count of the review is retained.

(b) Data Transformation. In this stage, a number of transformations are applied
on the dataframe attributes. Data transformation stage is crucial for extracting
useful features from the dataframe. Details of the feature extraction phase are
given in Sect. 5.2.

Phase 4: Clustering. In this phase, the reviewers with similar online behavior and
reputation are grouped into clusters using K-means algorithm. The algorithm is
discussed further in Sect. 5.3.

5.2 Feature Extraction

Real-world datasets like the one used in our study are composed of redundant
attributes, all of which may not be particularly useful toward achieving the goal.
Feature selection is a phase in which the attributes providing obsolete or redundant
information are eliminated from the dataset. Feature extraction on the other hand
is related to dimensionality reduction; it starts from an initial set of measured data
and builds derived values (features) intended to be informative and non-redundant.
The Amazon review dataset has a very high dimensionality. Thus, the use of feature
extraction to extract most relevant features is both inevitable and necessary.

Feature 1:Weighted Helpfulness in All Categories. The formula below calculates
the weighted helpfulness of reviewer over different categories. It is to assign weight
depending on the total number of helpfulness votes.

WHi � α ∗
n∑

j�1

Hj

Tj
(1)

where WHi is the weighted helpfulness for reviewer i and Hj is the total helpfulness
votes for review j and Tj is the total views for review j including both instances when
it was voted and not voted. α is the weight associated with the reviewer. This scheme
of weighting is used to ensure that uninformative data, e.g., 1/1 helpfulness which
corresponds to 100% helpfulness is handled appropriately (Table 2).

Feature 2:Count ofUsefulWordsUsed. Average of the reviewword count of all the
reviews for a particular reviewer is taken and is exploited as a useful feature. Tokenize
function tokenizes the text. Eliminate punctuations removes the punctuation marks.
Eliminate stopwords removes stopwords like and, or, to.

AWCi �
n∑

j�1

wci/length (RTi) (2)
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Table 2 Deciding value of α

for reviewer i
Tj α

Tj >1000 1

500 <Tj ≤ 1000 0.75

100 < Tj ≤ 500 0.5

50<Tj ≤ 100 0.25

Tj > 10 0.1

where AWCi is the average word count of reviewer i, wci is the total number of useful
words in review j and RTi is the total number of reviews by reviewer i.

Feature 3: Percentage of Ratings. Percentage of ratings 1 through 5 for each
reviewer’s comments is calculated as follows:

PRij � RATi
Tj

(3)

where PRij is the percentage of rating i for reviewer j, RATi is the total number of
ratings for rating i (i�1–5), and Tj is the total number of reviews for reviewer j.

We classify the type of reviewers in the social e-commerce network as follows:

(1) The Popular ones (feature: Popularity). These are the reviewers who are highly
appreciated by other customers. Their typical characteristics are high number of
helpful votes in a particular category as compared to other categories. Popularity
is calculated as follows:

Popularityi �
Num_cat∑

i

α ∗ WHi/Num_cat (4)

where WHi is weighted helpfulness in category i (whose weighted helpfulness
is non zero) and Num_cat is the number of categories in which WHi is not zero,
α the weight metric is 1 when the category is books and α is 0.5 otherwise.

(2) The Unbiased (fair) ones (feature: Fairness).

Fairnessi � −0.75 ∗ P5i − 0.5 ∗ P4i + 0.5 ∗ P3i − 0.5 ∗ P2i − 0.5 ∗ P1i (5)

where P5i, P4i, P3i, P2i, P1i are percentage ratings for reviewer i calculated
earlier. This weighting scheme is used to assign a highly negative value to
reviewers with a large percentage of highly negative or positive rating. Here we
use modified version of the method proposed in [2] for universal applicability.
Above equation assigns a high negative weight to percentage of rating 5 as
reviewers with high percentage of highly positive reviews are not fair and a
slightly lower negative weight to percentage of rating 4. Percentage of neutral
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is added unchanged, and weighing scheme similar to 5 and 4 is followed for
percentage of 1 and 2 ratings, respectively.
Five rating is extremely positive; thus, reviewers with a very high percentage of
reviews as positive are not trustworthy. Reviewers with a high percentage of 4
ratings aremoderately trustworthy, while thosewith a high percentage of neutral
reviews are considerably trustworthy. Also extremely negative reviewers with
percentage of negative ratings very high are highly not trustworthy, and similar
behavior corresponds to reviewers with high number of 2 star ratings.

(3) The Experts (feature: Expertise). These are typically the domain experts of the
category (e.g., voracious readers in the kindle books categories). They typically
write long reviews and are devoted to reviewing a particular category only. This
particular feature uses cross-category comparison. According to the Merriam
dictionary [21], an expert is a person having, involving or displaying special
skill or knowledge derived from training or experience. Thus, experience of a
reviewer reflects how much he is trusted in the community. Some reviewers are
as the saying goes “jacks of many and masters of none.” Thus, it is necessary
to extract the expertise as a feature (Table 3).

Ei � [
(bci) − [

(bbci) + (byci) + (spci) + (cpci) + (htci) + (ptci)
]] ∗ (awci) (6)

where Ei specifies expertise of particular reviewer. In the above equation, the
difference between the total review count of book category and sum of total
review count of other categories is taken mainly to detect the distribution of
the reviewer’s reviews over different amazon categories. For an expert reviewer
of the Kindle category, this difference will be significantly high. This value
is later multiplied with the average word count of the reviewer. Thus, for an
expert reviewer, this equation yields a very high value. All the features above
are normalized for better visualization of clusters during clustering.

Table 3 Abbreviations used Feature Abbreviation used

Book category review count bc

Baby category review count bbc

Beauty category review count byc

Sports category review count spc

Health category review count htc

Pets category review count ptc

Cell phones category review count cpc

Average word count awc
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5.3 Clustering Phase and Results

As it is obvious that the detection of trustworthy reviews on an e-commerce platform
like Amazon wherein trust relations are not explicitly known, is an unsupervised
type of problem. K-Means clustering is the type of clustering in which the items
in the dataset which are closely related or whose behavior is similar are said to
belong to a particular cluster. K-medoids is also widely used as a clustering metric
but here we refrain from using K-medoids mainly because the time complexity is
O(n2 ∗ k ∗ i), whereas K-Means runs in O(n ∗ k ∗ i). Our dataset spans over a large
number of reviewers; thus, in this work, we use K-Means [22] to find the reviewers
whose behavior closely resembles each other. The type of clustering performed is 3-D
clustering based on the three types of personality traits, i.e., “Popularity”, “Fairness”,
“Expertise”, while deciding the number of clusters, the elbow method is used as
shown in the graph below. Therefore, the number of clusters to be selected is 2
(Figs. 3, 4).

In K-means, the labels of the clusters are not known. Thus, explicit segregation
of trustworthy and not trustworthy reviewers is not possible. This is an issue faced
by majority of the unsupervised learning algorithms. Domain-specific knowledge
can be incorporated in this study to make the identification of trustworthy reviewers
easier (Table 4).

After applying domain knowledge to cluster, the reviewers based on the 3 param-
eters are categorized into two clusters: the cluster with label as 1 is found to be the
group of trustworthy reviewers. The ranks of the labeled trustworthy reviewers were
used to determine the prediction accuracy of the algorithm. The ranks were obtained
bymanually inspecting the rank the reviewers in the sample are assigned byAmazon.
A small sample of 67 reviewers shows the results as tabulated above. Thus, analyzing
the results obtained the following insights into reviewer trustworthiness:

Fig. 3 Elbow plot to decide
optimum number of clusters
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Fig. 4 a Clustering on basis of popularity and fairness. b Clustering on basis of popularity and
fairness

Table 4 Percentage of trustworthy reviewers per category in a given sample

Reviewer ranks (sample) % of trustworthy sample they compose (%)

Rank<1000 17.91

1000≤ Rank<2000 25.37

2000≤ Rank<3000 11.94

3000≤ Rank<4000 14.92

4000≤ Rank<5000 7.46

5000≤ Rank<6000 7.46

6000≤ Rank<7000 1.49

7000≤ Rank<8000 1.49

8000≤ Rank<9000 2.98

9000≤ Rank≤ 10,000 1.49

Rank>10,000 7.46

(1) The majority of the trustworthy reviewers are neither the ones ranked at the top
nor the unranked ones but thosewho lie somewhere between these 2 extremities.

(2) Though the distribution of trustworthy reviewers does not show a very even pat-
tern in general, trust decreases as the reviewer rank increases, i.e., the probability
that a reviewer with rank x greater than y is generally less trustworthy.

6 Future Work and Conclusion

An in-depth study in the field of social trust analysis defines several possible future
extensions to ourwork. This studydoes not take into considerationmanyof the crucial
factors which can to a large extent determine the trustworthiness of the reviewer. The
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first area of work can be in studying the reviewing behavior of the reviewer. A
customer who reviews related products is much more reliable than a customer who
reviews products in random categories and significantly unrelated products. Another
potential work can be a more detailed analysis of the review text, which tells us a lot
about reviewer’s personality traits and reliability. First phase of this particular work
can be to extract the category relevant product aspect extraction [23], e.g., in books
category story, characters, suspense, motivation. The polarity of a review also need to
be evaluated carefully to test whether a review is positive or negative [24]. Further the
synset may need to be generated to identify similar aspects, e.g., story, plot. Thus, if a
customer’s review speaks about large number of aspects of the product, the reviewer
in considered more trustworthy. Also there are other domains like loyalty in social
media [25] which provide scope for a comparative analysis of trust and loyalty.

Thus, this work makes an attempt to identify the trustworthy reviewers in large
social networks like Amazon, where users do not explicitly have any trust relations.
This is a typical problem of unsupervised pattern recognition. From studying a sam-
ple of reviewers clustered on basis of similarity based on their trustworthiness level, it
is evident that though highly ranked reviewers are generally trustworthy, this assump-
tion may not always be true. Thus, discovering more accurate and better approaches
for social trust analysis is definitely the need of the hour.
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Automatic Emotion Classifier

Hakak Nida, Kirmani Mahira, Mohd. Mudasir, Muttoo Mudasir Ahmed
and Mohd. Mohsin

Abstract Nowadays various social networking sites are popularly used all across
the world. People keep on updating their status, thoughts, opinions, suggestions, etc.,
across the continent which often includes their emotions and sentiments. Thus these
sites could provide a very vast and diverse amount of emotion data coming from all
cultures and traditions over the globe. Our research would be using the data from
one such site, twitter, as its emotion corpus for analysis. Using this data, we will
be creating an automatic emotion classifier which can then be used as an efficient
emotion classifier for any future data.

Keywords Emotion classifier · WordNetAffect · Features

1 Introduction

A fundamental demarking feature between humans and rest of the animals in this
world, and even in robotic machines, which have replaced humans at many places,
are the emotions. Emotions form a very important aspect of our lives. All our writ-
ings, sayings, acts, thinking are affected by our emotions. Thus by analyzing these
emotions, we are analyzing the humans and their behavior. We can express our emo-
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tions in various ways, like text, voice, expressions, etc. For our survey, we will be
analyzing the emotions through textual words obtained from the data on twitter [1].
There has been much work done in this regard [2], where text has been divided into
various classes. However, my approach would be to perform sentence-level classifi-
cation based on Ekman’s six emotion classes plus a neutral class [3]. The emotion
classification has many applications in real world [4], some of them being been in
e-learning environment [5], in suicide prevention [6], etc.

In this paper, we will be creating a classifier based on the emotion words which
are taken from twitter. The corpus taken is an annotated corpus, annotation being
done manually by group of judges and setting up some level of agreement between
them for giving a class to a particular sentence. The process consists of three steps:
(1) creation of the feature dictionary based on emotion words of the WordNetAffect,
(2) creation of the vectors for the words in the feature dictionary and the classes, (3)
training the classifier with these vectors, and finally, (4) calculating the precision of
our classifier.

The paper is organized as follows. Section 2 describes the related work in the
field, Sect. 3 describes how the data is obtained, Sect. 4 describes the methodology,
Sect. 5 represents experiments, evaluation and results, and finally, Sect. 5 gives the
conclusion of our research.

2 Related Work

The primary thing that we need for our classifier is an emotion corpora which is a
dataset labeled with emotion classes. Previous works done in the field the dataset
have beenmostly taggedmanually where some 3 or 4 or more judges sit and annotate
the data based on the emotion words they find in the corpus. It then involves reaching
some level of agreement between the judges as the annotation is purely subjective
in nature thus making manual annotation a time-consuming and tedious process.
Recently, some works have been done by employing automatically annotating the
corpus [7], thus eliminating the need for judges, agreements between them and all.
Once we have annotated corpora, we then employ these corpora to train our classifier
using supervised learning approach [8] which maps it to a new inferring function for
further classification.

Related works in the field of manual annotation using Ekman’s classes [3, 9]
include annotation of: children stories [10, 11], spoken dialogue [12–14] annotated
with emotion categories, web-logs [15] annotated with emotion categories and inten-
sity, news headlines [16] annotated with emotion categories and valence. Besides
Ekman’s classes, some other manual annotated corpora include: [17] annotated with
14 emotion categories, [18] annotated with 28 emotion categories, [19] includes
annotation with 15 emotion categories and at three different levels of document,
sentence and element.

Regarding the automatic annotation, several researchworks have exploited the use
of hash tags, emoticons and other emotion indicators, to use them for automatically
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annotating the data [20–22]. For example, [23] annotates the data based on emotion
hashtags as keywords [24, 25] annotates data based on emoticons identifying six
primary emotions of Ekman’s classification based on facial expressions indicated by
the emoticon.

In our work, we have employed three different emotion corpora which are anno-
tated manually. We use this data and fully use it to train our classifier using a super-
vised learning approach to infer a model that can then classify all future examples
with higher values of accuracy.

3 Methodology

3.1 Process

The overall process involved in our automatic emotion classifier is depicted as under
(see Fig. 1).

Fig. 1 Process model of automatic emotion classifier
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3.2 DataSet

For the purpose of our research, we have employed three labeled corpora which we
have been named as corpus1, corpus2, corpus3; the first one is a dataset of around
1000 sentences obtained from the work of [26] who have collected it from the most
popular newspaper headlines. The data has been annotated manually by selecting
and setting different degrees of emotional load with each emotion word; the second
dataset we have used is an annotated corpus obtained from the work of [27]. They in
turn have used the dataset developed by [28],wherein theEnglish tweets aremanually
labeled by Plutchik’s eight emotion classes [29]. By employing this vast dataset, we
have collected two separate subsets of data named as corpus2 and corpus3 for our
research purpose; corpus2 is a sample of around 30,000 sentences containing many
emotion elements like words, emoji, emoticons, etc. But for the experimentation
purpose of the classifier, we have manually removed all emojis and emoticons from
this subset as we wanted to evaluate our classifier first, as purely based only on the
emotion words. Further, instead of Plutchik’s eight classes we use only 6 emotion
classes from Ekman’s basic classification for emotions [29]. Further, corpus3 has
been created as another sample from the same corpus as the one used in corpus2
but with different text lines, and most importantly, this time all the emoticons as
well as emojis have been included, to evaluate their effect on the accuracy of our
classifier. These emojis represent the facial expressions which further augment my
WordNetAffect database. This dataset consists of around 40,000 sentences of the
corpus.

3.3 Feature Selection

The whole process is implemented using java. The features are extracted and stored
in a feature dictionary in the format;

F: W
Where F is the feature number and W is the weight associated with the respective

feature.
The seed word extraction is done by Stanford Corenlp package. For emotion

word labeling purpose, the synonyms for each emotion word are generated using the
publically available WordNetAffect [30]. Thus associated with each of the six basic
emotions is a group of various affect words generated by WordNetAffect model,
creating a large lists of emotion words. Further to expand the affect words more, we
have used a Word2Vec model (W2V) on the British National Corpus (BNC). This
results in further expansion of our WordNetAffect database.

To obtain an emotion word in context of its left and right emotion words, we have
created a file named configuration file, thus by using the file we can obtain the desired
context of any emotion word to improve its possibility for getting more appropriate
class labeling.
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Table 1 Feature set

Feature Description Extracted and obtained
through

Personal pronoun Consists of all personal
pronouns present in a sentence

Automatically by Stanford
Penn-Bank POS-tagger

Adjectives Consists of all the adjectives
present in a sentence

Automatically by Stanford
Penn-Bank POS-tagger

Unigram Consists of single meaningful
words present in a sentence

Generated by Stanford
Corenlp

Bigrams Consists of different groups of
paired words present in a
sentence

Generated by combination of
unigrams

POS Consists of POS tagging of
each word in a sentence

Automatically by Stanford
Penn-Bank POS-tagger

POS bigrams Consists of POS tagging of
bigrams of a sentence

Automatically by Stanford
Penn-Bank POS-tagger

WordNetAffect lexicon Consists of list of emotion
words associated with each
basic emotion word

WordNetAffect emotion list
created as defined in this
section above

WordNetAffect lexicon with
context

Consists of each emotion word
associated with its left and
right context

Configuration file created as
defined in this section above

WordNetAffect POS Consists of POS tagging of
WordNetAffect

Combination of
WordNetAffect emotion
lexicon and Stanford
POS-tagger

Dependency parsing Consists of dependency
parsing for each sentence

Stanford dependency parser

To obtain the dependency of the sentences, we are using the dependency associ-
ated with the personal pronouns with a verb feature through Stanford dependency
parser [31]. We have also employed porter stemmer [32] for stemming process and a
stopword file that lists the words to be removed from our dataset as being stopwords.

Thus to summarize, the features set includes (Table 1).

3.4 Training Model

The model that we have employed for our emotion classifier is an SVM (support
vector machine). First of all a feature dictionary is created based on the seed words
present in the corpus. In the next step, these features and their values are converted
to vectors so that the SVM can work on them and learn from them, since an SVM
can operate only on the numeric data. The SVM first learns from the corpus, i.e.,
trains itself using a loo (leave one out model) model, and finally predicts the class for
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each sentence in the same corpus during classification process. Thus by comparing
the actual original class label with the one predicted by the SVM, we can measure
the accuracy of our system. The formulation used by SVM is described in [33].

4 Experiments, Evaluation and Results

Each of the sentences in our corpus is represented by a vector consisting of all
the features extracted above, following which is the classification of the sentences
to some emotion class. Further this emotion class is also given a numeric label.
To create an inferring function for future examples, we use the SVM [32] model,
which involves two steps in its classification model generation. First it learns from
the training data using the principle of leave one out cross-validation, generating a
model file that will map all the future examples and then secondly it predicts and
thus classifies the sentences present in the same given corpus. Thus SVM generates
the training dataset and the testing dataset from the same annotated corpus provided
to it. All the predictions generated are recorded in a report file in the format:

Sentence, original label, predicted label
Finally, we compare the two labels to find if a match exists or not. In this way,

the precision of our system is calculated using the formula

Precision � (match/count) ∗ 100

where,

match represents the total matched original class label and the predicted labels and
count is the total number of lines of text in corpora

The results calculated for the three corpora during the evaluation process are
represented by a graph as follows (Fig. 2) (Table 2).

Fig. 2 System accuracy on three corpora
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Table 2 Accuracy of
emotion classification

Corpus Accuracy (%)

Corpus1 59.71

Corpus2 63.24

Corpus3 67.86

5 Conclusion

Our classification involves the data that had been labeled manually. Using this anno-
tated data, we have extracted various features from it by using the affect words
present in the sentences of corpora. We have expanded these affect words further by
using word2vec model. The features generate a classifier by employing SVMwhose
accuracy is better than many previous works done on the same idea.
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Sentiment Analysis of Tweets Through
Data Mining Technique

Taranpreet Singh Ruprah and Nitin Trivedi

Abstract Sentiment analysis extracts themoodof a speaker or an authorwith respect
to some subject or the overall contextual polarity of a document. In this paper, an
algorithm is proposed for sentiment analysis of tweets extracted from social network-
ing site, i.e., twitter. The comments of users are analyzed and are divided into two
parts: positive and the negative sentiments. Algorithms used are keyword spotting
and lexical affinity. Tweets are extracted from Twitter through REST API and real
time. After that, filtration processes such as stemming, elimination of stop wordsetc
are performed and then algorithms are applied on the remaining dataset. The correct-
ness of those algorithms is checked using the results from the standard ALCHEMY
API, and the accuracy of those algorithms is calculated individually. A new algorithm
is proposed which is the hybrid of both keyword spotting and lexical affinity. The
results of that algorithm are generated, and the accuracy is calculated and compared
with rest of the algorithms. Machine learning is implemented using NLTK (natural
language toolkit).

Keywords Hybrid algorithm · ALCHEMY API · Lexical affinity
Keyword spotting

1 Introduction

Sentiment analysis uses the computational linguistics which is used to identify and
extract subjective information from source materials. It aims to find out the behavior
of a speaker or an author with respect to some statement or the overall contextual
polarity of a document. The behavior may be his or her judgment or evaluation, emo-
tional condition, or may be some specific communication. The first step in sentiment
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analysis is to pass the text document to classifying the polarity of a given text at
the document, sentence, or feature/aspect level—whether the expressed opinion in
a document, a sentence, or an entity feature/aspect is positive, negative, or neutral.
Advanced, “beyond polarity” sentiment categorized looks, for instance, at emotional
states such as “angry”, “sad”, and “happy”. From the last decade, the sentiment analy-
sis automatically extracts the various expressions like positive or negative expression
from the message.

There are mainly two approaches for the sentimental analysis: bag of words
(BOW) and feature-based sentiment (FBS) [1]. In Bag of Words technique, all files
of data are like a collection of words. The bag of words is not used where the opinion
about the product and the feature is examined. In such cases, it is required to extract
features. Feature-based sentiment has developed as an approach for examining the
assumptions of items and their components. The consequences of slant grouping
are introduced in different configurations in various areas: positive/negative, similar
to/loathe suggested/not prescribed, great/terrible, purchase/don’t purchase [2].

This paper aims at understanding the sentiment by analyzing the reviews, for
example, managing the box office revenues of the movie by understanding the senti-
ment of the movie reviews posted in various social networking sites such as Twitter.
The data are extracted from www.twitter.com using REST API and real time and
are filtered by using filtration techniques such as stemming, stop-words elimination.
The data finally left are the filtered data. The accuracy of the algorithms is checked
by ALCHEMY API [3]. Algorithms such as keyword spotting and lexical analysis
are applied on the filtered tweet. Dataset is maintained, and in keyword spotting
algorithm, the filtered tweet is divided into two words. Each word is checked in the
database; if the word in sentence matches the word in database, then the correspond-
ing score is marked. At the end of the sentence, the score of individual words is
added and based on that score the sentiment of the sentence that is tweet is analyzed
as positive, negative, or neutral. The accuracy of each algorithm is calculated and
compared. In this research, a new algorithm is proposed which is the combination
of keyword spotting and lexical analyzer. The accuracy of the proposed algorithm is
alsomeasured using the same algorithm, and the accuracies of all the three algorithms
are compared.

2 Literature Survey

Past some work has been done in the area of sentiment analysis. This problem is
addressed. Wide range of researches have been done on this field. The following
research has been previously done in this field.

1. The basic algorithm used to analyze the sentiment of the tweets is keyword
spotting [4].

2. Some of the problems structured with this algorithm are stop-word elimination.

http://www.twitter.com
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3. This is a shallow algorithm. There is no notation of sarcastic reviews or expres-
sions.

4. This algorithm is totally dependent on database.
5. Nasukawa and Yi [5] used Markov model in natural language processing and

statics-based technique to identify the sentiments in the subject.
6. Yi et al. [6] calculate the relation between the topic and the sentiment with the

help of mixture model. They calculate the sentiment of particular subject not
the whole subject.

7. Godbole et al. [7] analyze the sentiment with the help of seed list, by introducing
synonyms and antonym in the positive and negative polarity.

8. Yang et al. [8] use SVM and CRF to calculate the sentiment at per sentence and
then calculate the sentiment of the whole document.

9. Naamen et al. apply human coding and analysis of comments to understand the
user activities.

10. Go et al. [9] use the model using SVM (Support Vector Machine, MaxEnt,
Bayes for those tweets which are positive which end with “:)” “:-)” and the
negative tweets with end like “:(” “:-(”).

11. Gamon [10] analyzes the sentiment, based on the data from feedback through
global support survey. They analyze the feature like POS tags. They analyze
extensive feature and feature selection and calculate the classifier accuracy.

If size of database is small, then it is not effective.
Another algorithm used is lexical affinity [11].
Flaws of this algorithm are summarized as follows:

(1) It is purely statistical and probability based.
(2) There is no natural language processing.
(3) Pictorial representations are unrecognizable.
(4) Negations are not detected, and hence this affects the accuracy of this algorithm.

These were the predefined algorithms with their drawbacks. To overcome some of
these drawbacks, a new algorithm has been proposed which is the hybrid of both the
basic algorithms used previously. The accuracy of hybrid algorithm is much better
than the rest of the algorithms.

3 Proposed Algorithm

3.1 Keyword Spotting Algorithm

In keyword spotting, the sentence formed after applying filtration techniques is split
into words. A file ismaintained in the database which contains all the words extracted
from thesaurus dictionary. The file contains the words and along with them the score
of each word based on the sentiment, for example positive one for positive word
and negative one for negative word. Each word from the sentence is checked in that
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Fig. 1 Graphical
representation of flow of the
proposed system

file containing list of words, and its score is marked. After each and every word of
the sentence is checked, the total score is calculated. According to the total score,
the sentence or tweet is split as positive or negative words. The accuracy of that
algorithm is calculated.

This algorithm lags in many ways.
It is a shallow algorithm; for example, it cannot recognize sarcastic reviews and

expressions. It cannot be recognizing when the sentence has negotiation, and it
depends on the surface feature [12]. It is dependent on the size of database. It is
not effective if the size of database is small [12] (Fig. 1).

3.2 Lexical Affinity

Lexical affinity is a statistical approach. It is based on probability. After that, two
files are maintained in database, namely “pos” and “neg” containing positive and
negative words, respectively. Each word from the sentence is checked in both files
containing the list of words, and after each word has been checked, the probability of



Sentiment Analysis of Tweets Through Data Mining Technique 577

each sentence is calculated. After calculating the probability, the sentence is analyzed
as positive or negative. The accuracy of this algorithm is also calculated. Machine
learning is implemented using NLTK (natural language tool kit). This algorithm lags
in many ways.

It operates individual word level, so it is easily tricked with the sentence [12].
The probability approach is depending on the text of particular genre, so it is

difficult to develop a reusable, domain-independent model [12].

3.3 Hybrid Algorithm

The new proposed algorithm is the hybrid of keyword spotting and lexical affinity
algorithms. After analyzing the drawbacks of both the predefined algorithms, we
have worked upon making a new optimized algorithm. Checker has been added
for detecting pictorial emoticons, for example �, ☺, :’ (etc. We detected sarcastic
reviews using keyword spotting and extracted the result of lexical affinity.

Thus, the new hybrid algorithm is used for analyzing the sentiment of the tweets
from Twitter, which is even more accurate than the rest of the algorithms. The draw-
backs of both the previous algorithms are solved in the combined algorithm, which
is probabilistic as well as uses bag of words model also.

In the new algorithm, the database which is created for keyword spotting using
SQLite is used to mark and check all the deciding adjectives. This is how the positive
points of bag of words model and probabilistic model have been combined. As
keyword spotting works only on the surface, it is shallow. Therefore, we negated the
results in case of sarcasm and those results were by default same as given by lexical
affinity algorithm.

3.4 Calculating the Agency

Accuracy of all the algorithms is calculated by the following method. Suppose in a
dataset four sentences or tweets are analyzed as positive and six as negative, then we
will import the variables by using python and thenwe check it usingALCHEMYAPI.
Suppose ALCHEMYAPI finds five sentences as positive and as negative, then accu-
racy of the algorithm is calculated by finding the difference between the ALCHEMY
and keyword spotting algorithm and calculates the probability by dividing it by total
number of reviews. This is how the accuracy of keyword spotting is calculated. In
the same way, the accuracy of lexical affinity is calculated.



578 T. S. Ruprah and N. Trivedi

4 Experiment and Results

4.1 Dataset Description

In this work, dataset is collected by parsing tweets from Twitter using real time.
First, 20 real-time tweets are parsed from Twitter using Twitter API, access token,
and access key. It gave us 1000s of tweets at a time.Wehave taken 1000 positive, 1000
negative tweets, and IMDB reviews also. The database for both keyword spotting
and lexical affinity is created using SQLite. Words and their synonyms are extracted
from thesaurus dictionary and are saved in the database.

4.2 Data Preprocessing

Preprocessing includes many steps like deleting words whose length is less than 2.
Next step in preprocessing is stemming. Stemming [12] is done using porter stemmer.
Other steps such are bigram and stop-words removal are also done.

Stemming is the term utilized as a part of data retrieval to depict the procedure
for diminishing arched words to their pledge stem. Stemming programs are regularly
alluded to as stemming calculations or stemmers.

Others stemmers such as Lovins stemmer have less accuracy compared to porter
stemmer.

5 Results

5.1 Graphical Representation

See Fig. 2.

5.2 Statistical Approach

The results of all the three algorithms (keyword spotting, lexical affinity, and hybrid)
are calculated, and there accuracy is calculated using the results of ALCHEMY API
is the standard and computerized algorithm for analyzing the sentiment. The results
of all the three algorithms are compared with the results from ALCHEMY API, and
accuracy is calculated. The accuracies of the entire algorithm used are represented
graphically aswell as statistically. Comparing the accuracies,wefind that the “Hybrid
algorithm” is better than the rest of the two algorithms and thus it should be used for
analyzing sentiments (Table 1).
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Fig. 2 Graphical
representation of accuracy of
all three algorithms
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Table 1 Tabular
representation of accuracy of
all three algorithms

Algorithm Accuracy (%)

Keyword spotting 79

Lexical affinity 82

Hybrid algorithm 91

6 Conclusion

The detailed study of sentiment analysis and its algorithms has been done.We started
with extraction of tweets from Twitter by using Twitter REST API and real time.
Various filtration techniques such as stemming, stop-words elimination etc have
been applied on the tweets. The filtered sentence is split into words, and individually
two data mining algorithms such as keyword spotting and lexical affinity have been
applied. According to the analysis, the reviewswere classified as positive or negative.
The analysis was cross-checked usingALCHEMYAPI. Based on the above analysis,
accuracy is calculated. After that, a new algorithm is proposed which is the hybrid
of both algorithms applied earlier. The new algorithm was more optimized, and we
calculated the accuracy of the proposed algorithm. The accuracies were compared,
and it is found that the new algorithm is more accurate than the other two on the same
dataset. Algorithms were implemented, and complexity analysis of every algorithm
was done successfully along with implementation of a comparison table for the
different algorithms.
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UPLBSN: User Profiling
in Location-Based Social Networking
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Ankita Acharya, P. Deepa Shenoy and K. R. Venugopal

Abstract Online social networks serve various purposes and help mankind in many
ways. The amount of information in social networks is increasing everyday, making
it huge data source for its users. All the data available in social networks may not
be trustworthy. In this work, we present an intelligent, crowd-powered information
collection system that identifies the set of trusted experts topic-wise in Twitter social
network. The proposed UPLBSN algorithm presented in this work identifies trusted
experts by finding the relationship between content of tweets and the tweet location.
The topic(s) of user posts are clustered by extracting the keywords and are stored
in the database. Profiled profound users are presented to the business users based
on the topic searched by them. The proposed UPLBSN algorithm is evaluated by
conducting experiments on Twitter data set to demonstrate its adequacy.

Keywords Data mining · Geolocation · Online social networking
Topic of interest · User profiling

1 Introduction

The use of online social networking sites has tremendously increased since the last
decade. Different kinds of social networking sites are availablewhich provide various
exposure, feeling, and sharingmechanisms to their users. Few sites allowusers to post
text data, few others allow only posts related to professional life, whereas other sites
allow its users to post text, multimedia, andmanymore. All sites provide platform for
its users to share their interest, knowledge, and other useful information. Such sites
also provide ways to connect to their peers whomight be geographically located long
distance apart. Young generation are more attracted by these social networking sites
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in comparison with elderly people, and most of them use at least one of the social
networking sites like Facebook, Twitter, Forum,Google+, LinkedIn. In general, users
may have profiles in more than one social networking site, and one may have many
profiles in single site with different names.

The mechanisms available are easy to reach and use social networking sites, and
hence, people around the world use these sites everyday and almost all the time,
especially youth. In many cases, these social networking sites help in getting tied up
with some unknown people around the world who share same interest and important
information. For those seeking some information regardingunknownplaces or things,
these social networking sites may be helpful since they include people around the
globe. Queries raised in these sites may be answered by many, and one can pick
the required information from the available ones. Other advantages include being in
touch with family or friends even though they are geographically separated, forming
friends or groups who share same interest, knowledge sharing through images or
videos or texts, also to know current affairs from all over the world and connect with
any person in the world.

In spite of having multiple advantages, there are some loopholes in social net-
working like trust while making friends or sharing information, safety for the posted
images, and correctness of the information available. Since there are high risks of
malicious usage of photos being shared, wrong information may lead to wrong con-
clusions; friendship with unknown person may create multiple problems and so on.
The need for mechanisms to control or avoid such disadvantages is required in every
social media. Even though there are some safety measures available in some social
networking sites, yet there needs more prominent mechanisms to avoid all possible
problems.

Today, many available social networking sites are competing with each other in
providing vast and variety of facilities to their users. In addition, these sites are adopt-
ing emerging trends and changing needs of users for providing facilities accordingly.
Location tagging is one such facility provided by social networking sites where the
users can tag the current location from where they are accessing the site. Apart from
this, user can also tag some location to their post on which they are commenting.
There is no mechanism provided by online social networking sites to check the cor-
rectness of location tags with respect to the posted content. Depending upon the
interest, the users can post their thoughts, arguments, photos, media, videos, and so
on, either with or without tagging the location.

Sometimes the location tagging of users in social networking sites help in various
purposes, like analyzing the user activities and identifying user pattern of movement,
which contributes in various research topics. As study clarifies that many users pro-
vide wrong information regarding location while creating their profiles, such users
can be identified by analyzing their location-tagged information for particular period
of time [1]. In other words if a user requires some help from others in social network
groups/friends, then user can share his/her location which would be helpful in iden-
tifying the seeker easily. From many angles, location sharing or tagging by the user
is helpful for many purposes.
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In many of social networking sites like Twitter, Facebook, Google+ , the facility
of location tagging has been provided but is not mandatory to share the location for
users. Hence, few may utilize these features all the time, whereas few others may
not use it at all. Location tagging in social networks is achieved using a well know
mechanism called global positioning system (GPS). GPS is a radio navigation, i.e.,
global navigation satellite systemwhich provides the time and geolocation anywhere
on earth, in all climatic conditions. By considering the entire earth alongwith latitude
and longitude, map projection GPS satellite will identify the accurate location.

User activities, pattern of actions, kind of posts, timings, etc., of users contribute
in analyzing user behavior, which in turn add up in profiling online social network
users [2]. For the same purpose, the newly added attribute is location tagging. From
posts, comments, photos, or any media shared by the user along with location tag-
ging provides the user movement pattern and interest. Apart from that, we can also
combine user post data along with location-tagged information in order to verify
the purpose of post as well as the correctness of the post with respect to location.
In many cases, user’s posts cannot be blindly believed since the user who posted
something may either be true or false. In other cases, user may post some spams
or hoax information with respect to some person, location, or event. Hence, there
needs a mechanism for filtering and identifying such posts from users which has
positive relationship between the posted data, and the location shared is huge. This
mechanism combines the content of posted data and location tag and provides it to
further processing if true relationship exists. The data is then analyzed to extract
keywords which are processed using NER approach and WordNet approach to form
unique clusters. This way we make sure that the data we present to those who require
is correct and true. Several data mining algorithms allow us to analyze the collected
data dynamically [3].

Motivation: With more than 200 million accounts on Twitter in diverse geograph-
ical locations, the short messages or tweets form a huge data set that can be analyzed
to extract geographical information of users. The information obtained can be used
to provide users with personalized services such as local news, local advertisements,
application sharing. If user needs any idea or help regarding either personal, busi-
ness, or professional, or any other subject-/topic-oriented information, then those
users who are proficient in relevant topic(s) with their interest may provide various
ideas and suggestions.

Contributions: To get questions answered or to get clarification/help by profound
users, proficient in relevant topic(s) of interest, users of Twitter are profiled with
respective topic(s) of their interest based on their tweets content with respective
locations and are made available to be used by other users in the network.

The remainder of the paper is organized as follows: Sect. 2 gives a glimpse of
literature work carried out. The definition of the problem is described in Sect. 3,
whereas the proposed system is discussed in detail in Sect. 4. User Profiling in
Location-based Social Networking (UPLBSN) algorithm is presented in Sect. 5.
Simulation and result analysis are discussed in Sect. 6, whereas various applications
of proposed algorithm are presented in Sect. 7. The entire work is summarized with
conclusions in Sect. 8.
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2 Literature Survey

From the new phenomenon developed by Zhang and Li [4], by defining all the
attributes of interactions in social networks, they constructed a transmission graph
which clearly depicts that the interactions and the duration of interactions are directly
depended on the number of individuals. The kind of data that is available in social
networks is huge, and many a times the data is not trustworthy. Kefalas et al. [5] have
provided complete details of location-based social networks (LBSN) by conducting
survey on all related algorithms. By considering the entities like users, groups, their
activities, location, and quality, they examined the strength and weakness of LBSN
with respect to three perspectives like time awareness, user’s privacy issue, and
recommendations.

Based on Bayes’ rule, by combining both temporal and spatial perspectives, Song
et al. [6] have proposed a probability model which provides solution for problems
encountered during location prediction for friendship recommendation system in
LBSN. With same intention, to provide related and connected recommendations
for users based on preferences, a personalized recommender has been proposed by
Berjani and Strufe [7] which reads location information of users to understand their
preferences. From the results of simulations obtained onGowalla data set, it is proved
that the inclusion of geolocation attribute has made the recommendation algorithm
in providing better results for identifying the user behavior and also in providing
preferences. To characterize the group of friends formed in social networks and to
provide related friend recommendations to users, Silva et al. [8] have developed a
friend recommendation system.

Human behavior with respect to social ties has been analyzed by Cho et al. [9].
They considered both the location data available from cell phone and location-based
social network for the analysis. From recursive analysis, they proved that human
travels which are short and periodic are irrelevant with respect to social ties, whereas
the long distance travels are directly dependent on social ties in the network. To iden-
tify users’ interest requires collecting and analyzing few things from social networks
[10]. Debnath et al. [11] have analyzed such data by applying the collaborative fil-
tering on user’s data to obtain user interest. They also presented a recommendation
system by combining content and collaborative filtering. This combined information
utilized by Wan et al. [12] led in proposing another friend recommendation system.
Results obtained by experiments on Digg data proved that the method outperforms
other systems.

Influential users in the network spread informationwider and others in the network
follow the trends in the network [13]. Social computing system [14] which analyzes
social data to identify the sequential user behavior, i.e., user’s behavioral changes
with respect to the data shared by one user. As data spreads, it makes influence on
others, and other users tend to change accordingly. Decision-making systems help
nodes in the network to make decision before accepting friend request or in making
decision about the neighboring nodes. Chung-Kai et al. [15] presented a decision-
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making system on distributed information sharing system, andWang and Djuric [16]
provided a similar method for the same purpose.

A recommendation algorithm along with prediction model using crowdsource
“qCrowd” is presented by Mahmud et al. [17] which selects strangers as connection
point to get response for the query from others in network. It automatically selects
the node in Twitter to get response. For better recommendation for users who has to
make decision on accepting friend’s request and to form bond as social ties, IntRank a
trustworthy system which can be used in securing social network users by providing
better recommendation is proposed by Zhang et al. [18]. This is developed based on
repeated analysis on social ties, ranking, and interaction pattern. Using symmetric
key encryptionmechanism [19], users can access social networks easily and securely.

Decentralized mobile networks are searched when a query is raised. Carbunar
et al. [20] have presented a framework PROFIL-R for location centric profiles (LCPs)
which is constructed over profiles of users who have visited discrete locations. This
mechanism provides much privacy for users and also provides correct data. The
method is efficient and has been proved by experimenting on resource-constrained
mobile devices. The trends in LBSNs have changed in greater extent to tag the loca-
tion for each post. With the support of location, i.e., places of visit and user attributes
in profile, Wang et al. [21] have proposed a novel framework for co-clustering with
multiattribute feature to discover the hierarchical and overlapping communities in
LBSNs. Experimental results obtained on Foursquare data set revealed that the pro-
posed framework efficiently identifies the overlapping communities with various
perspectives.

Yin et al. [22] have presented a location-aware probabilistic generative model
LALDA for recommendation system. Experimental results prove that this method
outperforms both cold start problem as well as top-k recommendations in user pro-
filing effectively and efficiently. Mohamed and Abdelmoty [23] have demonstrated
how different dimensions of data when combined with location-based networks can
help in profiling users. This model applies similarity measures and co-occurrence
method alongwith semantic analysis as tags. Place properties and annotation of place
by user are combined to semantically analyze the user interest to profile them.

3 Problem Definition

Challenge in present social networks is to find trustworthy people. All the tweets
posted by the users may not be trusted as one can tweet anything on any matter
without any co-relevance of the content with the location from where they tweet.
Our intuition is that a conversation between users can be related to a set of topics
such as weather and sports including certain location-specific topics, such as an event
related to a city, or a reference to a specific place or an entity in a city.

Given a set of tweets posted by the user, an attempt is made to extract trustworthy
tweets by finding relevance if any between the tweeted post and its location and
profile the twitter users accordingly with their topic(s) of interest using location-
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based social networking. We assume that the users would have enabled their location
services while tweeting.

4 Proposed System

In this paper, we concentrate on profiling the user, based on their activities in the
social media like Twitter. Here, the information of the user is extracted from their
tweets which are location tagged and the trustworthiness of the user is found by
relating the keywords from the tweets and their location and are presented to the
business user.

4.1 Named Entity Recognition [NER] and WordNet

NER also known as entity identification is a subtask of information extraction that
seeks to locate and classify named entities in tweets into predefined categories such
as the person, location, organization, money, percent, date, and time. Other keywords
are classified using synsets of WordNet dictionary. The keywords are generated and
classified using NER and WordNet approach.

For example, if a tweet is posted like “Ankitha is attending an air show inBangalore
on February 18”, then NER takes an unannotated block of text and produces an
annotated block that highlights the names of the entities like, Ankitha [person], air
show [event], Bangalore [location], and February-18 [date].

4.2 Reverse Geocoding

Reverse geocoding is the process of back coding of a point location (latitude and
longitude) to a readable address or place name understandable by the end user. This
permits the identification of nearby street address, places and/or areal subdivisions
such as neighborhoods, state, or country.

For example, if a tweet appears like, “The crowd is verymuch excitedwhen Indian
cricket team enters the stadium”, then through reverse geocoding the location will
be “Chinnaswamy stadium, Bangalore”. Whereas, NER categorizes Indian, stadium
[name], and cricket [event]. Here, since the user has tweeted from Chinnaswamy
stadium about the cricket, and hence, this tweet is trusted.
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Fig. 1 System architecture diagram

4.3 System Architecture

The location-tagged tweets are collected and are preprocessed. They are then fed to
the classifier which is a combination of NER and WordNet approaches to classify
the keywords into respective categories of topics. Later, the relevance between the
topic(s) and the location extracted fromwhere the person has tweeted are established
using reverse geocoding. Relevant topic(s) will be listed under each individual user,
and they are profiled with those topic(s) and respective trustworthy tweets and are
stored in a database as shown in Fig. 1.

When an application user searches for a particular topic, then all those profiled
users w.r.t their relevant topic(s) are displayed to the business user where he can
explicitly query that trusted profiled user for the help regarding those topic(s) of
interest.

5 Algorithm

The proposed UPLBSN Algorithm is as shown in Algorithm 1, using which the
profound twitter users are profiled with their relevant topic(s) of interest and stored
in the database for further use by the business users. As we cannot trust the user
by considering a single tweet while profiling, a threshold is fixed so that if the
number of trustworthy tweets are greater than or equal to the threshold, only then the
person is trusted for the topic before storing his details in the database under trusted
persons/users.
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6 Simulation and Result Analysis

The proposed algorithm is implemented in MySql and Java language. A system with
Intel Pentium i7 having 4 GB RAM andWindows 8 platform is used for the purpose
of simulation.

Twitter APIs, NER Classifiers, WordNet 2.1 are integrated. The data is collected
from Twitter for a period of 1 month compounding to 550 tweets from 75 users. The
data set consists of user ID, tweet ID, tweet content, location, and timestamp which
are preprocessed. Analyzing the data set with the proposed UPLBSN algorithm,
profound users are profiled and stored in database. The following search topics
searchedby the business users alongwith the profiledusers” IDs in respective location
are as shown in Table 1. The users are profiled location-wise with respect to relevant
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Table 1 Profiled users with location upon respective topics

Search topic Topic ID Location Location ID Profiled users

Cricket tid-1 Bangalore lid-5 UID-2, UID-14

Shopping malls tid-2 Chennai lid-4 UID-3

Cooking tips tid-3 Kolkata lid-2 UID-12

Stress
management

tid-4 Bangalore lid-5 UID-1, UID-8,
UID-15

Health tid-5 Chennai lid-4 UID-9, UID-13

Demonetization tid-6 Delhi lid-1 UID-2, UID-7

Colleges tid-7 Bangalore lid-5 UID-4, UID-10

Restaurants tid-8 Hyderabad lid-6 UID-5, UID-11,
UID-12

Food streets tid-9 Mumbai lid-3 UID-12

Air show tid-10 Bangalore lid-5 UID-6

Fig. 2 Location-wise topics of profiled users

topic(s) of their interest and are displayed to the business users when they search
for information on some specific topic and are shown in Fig. 2. It can be seen from
Fig. 2 that location id-4 consists of three profiled users for two different search topics,
whereas location id-5 consists of eight profiled users for four different search topics.
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7 Applications and Discussion

The proposed algorithm is useful in real-time applications to query the information
about vehicle traffic, queue in the hospital, crowd in the stadium, queue near ATMs
and Banks, and also for new visitors of places to know the information about hotels,
colleges, restaurants, etc. It can also be used in applications like “Quora” to find the
experts who can answer the query on specific topic.

Twitter users are increasing day by day, and they not only get updates from those
whom they elect to follow but also by explicitly choosing to consume new infor-
mation by searching for a topic in addition to following accounts. Twitter has also
added features like “trending topics” tomake its users updated, and evenmajor search
engines have also been included to search public social streams.With all these poten-
tial information and news being spread on Twitter, users do need assurance of reliable
information. In order to solve such problems to certain extent, our proposed algorithm
is one such method to profile the experts for further dissemination of information.

8 Conclusions

To access and connect with the right user for getting further information in social
networks, our proposed UPLBSN algorithm may be used efficiently. The algorithm
presented in this paper identifies trusted experts by finding relationship between
the content of tweets and their locations. Using NER and WordNet approach, the
keywords along with synonyms are extracted to form respective clusters. Users are
profiled based on the topics to which they belong to with respect to location. This
provides business users with the relevant profiled trusted users and their details w.r.t
the query requested so that they get connected to them to gather further information
of their interest. The simulation results depict the adequacy of proposed UPLBSN
algorithm.
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Performing Interest Mining on Tweets
of Twitter Users for Recommending
Other Users with Similar Interests

Richa Sharma, Shashank Uniyal and Vaishali Gera

Abstract With an upsurge in the popularity of microblogging sites, Twitter has
emerged as a huge source of assorted information. People often use Twitter to post
their ideas and beliefs about the prevailing issues, feedbacks about products they use
and opinions on the topics which appeal to them. Therefore, Twitter is considered to
be one of the most appropriate virtual environments for information retrieval through
data extraction aswell as for analysis and drawing out inferences. This paper proposes
a system that maintains a database of the Twitter users, fetches their areas of interests
and accordingly recommends them the lists of other userswith similar interestswhom
they may like to follow. The prototype of the system is developed in R and has been
evaluated on various datasets. The results are promising and portray decent levels of
accuracy, i.e., the proposed system is able to discover the correct area of interests of
the users and accordingly make appropriate recommendations.

Keywords Twitter · Tweets · Information retrieval · Interest mining · R

1 Introduction

Due to increased use of social media applications, interest mining is gaining promi-
nence as a hot topic of research. Interest mining involves techniques to extract infor-
mation regarding the interests of people from texts, images, music playlists, etc.
Users post their views on products and services used by them, opinions about polit-
ical and religious issues or simply present some factual information related to their
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interests. Such social media applications include blogs, bookmarks, communities,
files, forums, microblogs, profile tags, wikis and so forth. Out of these, mircoblogs
and profile tags most accurately reflect a person’s area of expertise or interest [4].

Twitter is one such microblogging site with more than 313 million monthly active
users from around the world [3]. This volume of Twitter users tweeting regularly on
varied topics makes a rich repository of data available on Twitter for analysis and
research purposes. Since Twitter data are abundant and freely available, researchers
see it as a valuable source of input for their research in various subfields of data
mining, [14] for example, sentiment analysis [7] and text mining [19]. Besides being
popular among users, Twitter restricts the users to frame meaningful tweets within
the limit of 140 characters, making the tweets easier to parse.

The aim of this research is to determine the areas of interest of a Twitter user on
the basis of what the user posts frequently and accordingly suggest him people with
similar interests he can follow. Through this, we bring together people with similar
interests. The idea is to generate a list containing people sharing similar interests;
this list is self-evolving such that as soon as the system finds the areas of interest of
a user it makes a new entry for it.

The mentioned approach matches root words present in a particular tweet with
a predefined list, and based on the number of matches the genre of the tweet is
determined. For example, consider the following tweet by the cricket expert Harsha
Bhogle:

So enjoyed watching @ImZaheer bowl. That first inswinger to Rahane was a classic.
Wonder if there is another IPL left in him…

Here, the terms—ImZaheer, bowl, inswinger, Rahane, IPL—are associated with
cricket and hence can be categorized to be related to cricket and if more such tweets
are found in his account, then it can be inferred that Harsha Bhogle is a cricket
enthusiast.

The work done under this research can be divided into 3 sections:

(1) Applying parsing techniques on extracted tweets of Twitter users to find their
interest areas and store this information in a database.

(2) Use the database having the information about interests of previous users to
suggest every next user the list of people he can follow.

(3) Examining the accuracy of the algorithm.

Among the different software packages that can be used to analyze Twit-
ter, R offers a wide variety of libraries and packages that meet the requirements
of this research. R is open source and provides a large integrated collection of tools
for data analysis. R is designed to interface well with other technologies that included
programming languages and databases [5, 13].

For this research, Twitter API was used to collect a corpus of text posts from 16
Twitter users to users in accordance with the genre of their tweets mainly into two
categories—(1) politics and (2) cricket (these two being the areas of interest catered
in this research). For this, it was required to create two dictionaries containing the
terminologies related to these fields.



Performing Interest Mining on Tweets of Twitter Users … 595

Fig. 1 Interest mining framework

Figure 1 illustrates the framework of the followed approach. First the tweets
corresponding to a particular Twitter user are fetched and stored in a.csv file. Then,
using various R libraries every tweet is split into individual words and these words
are then compared with the predefined dictionaries to categorize the people on the
basis of their interests and this information is stored in a MySQL database. Finally,
in accordance with areas of interest of a user, a list of people is suggested whom he
can follow. An entry of the current user is also made in the database such that he
could also be recommended to other people making this system self-evolving.

The organization of the paper is as follows: The next section presents the related
research work. Section 3 puts forth the proposed methodology. Section 4 discusses
the results followed by challenges faced in doing this research and the work to be
carried in future in Sect. 5. Section 6 concludes the paper.

2 Related Work

Traditionally, Twitter feeds have been used as a corpus for sentiment analysis and
opinion mining as Twitter is used by people to express opinion about different topics.
Twitter contains huge number of text posts which come from celebrities, company
representatives, world leaders and general people. Thus, the data of Twitter become
valuable for marketing and social studies. Prior work done in this field is related
to classification of tweets as positive, negative or neutral. In [10], the author used
“TreeTagger” for POS tagging and observed the patterns in distributions among
positive, negative andneutral sets and concluded that emoticons and facts are statedby
the use of syntactic structures. Read in [12] used emoticons and formed a training set
for sentiment classification. For this purpose, the author used “usenet” newsgroups to
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get emoticons from texts. The dataset was divided into “positive” (happy emoticons)
and “negative” (sad or angry emoticons) samples for application of machine learning
techniques.

Twitter data has also proved its worth for evaluation of performance of different
machine learning algorithms. In [1], the authors used emoticons as noisy labels
and showed that machine learning algorithms (Naive Bayes, Maximum Entropy,
and SVM) with certain preprocessing steps have 80% accuracy when trained with
emoticon data.

In [2], authors have used Twitter to measure the popularity of a user and his influ-
ence on Twitter using 3 measures of influence—in degree, retweets and mentions.
Through their research they found that popularity is not gained spontaneously but
through continuous efforts.

Recently, mining the interests and areas of expertise of a Twitter user has gained
prominence. Research scholars have used Twitter data (text, photographs) to extract
the areas of interest of a person. In [4], the evaluation done by the authors compared
the usefulness of eight different social media applications for mining expertise and
interests. The results suggest that socialization sources such as people’s tag and blogs
are more accurate for extracting the areas of interest/expertise in comparison to the
collaborating sources, such as files and wikis. In [11], Qiu and Cho through their
research tried to observe patterns in users’ past search histories to know their interests.
Wang et al. [16], Wen and Lin [17] projected to deduce user interests from users’
social connections and interactions. Li et al. [8] used the information about places
visited by people to mine their interests. In [6], Kim et al. categorized user interests
by reading level and topic distributions. In [18], the authors studied the problem
of interest mining from personal photographs. They proposed an approach of user
image latent space model to model the user’s interest and image content. In [9], the
authors suggest an approach named “twopics”, which characterizes users’ topics of
interest, by recognizing the entities that appear very frequently in a tweet. The tweet
is parsed for its entities which are disambiguated first and are then discovered (power
becomes power play). The discovered entities are then used to determine the topics
of interest. Their system was able to achieve 52.33% accuracy.

This paper proposes a system to find areas of interest of twitter users from what
they post on Twitter and accordingly suggest them other Twitter users with similar
interests whom they can follow. The application implements preprocessing of tweets
of users to find their interest and then recommends to them other users with similar
interests.

3 Proposed Methodology

The proposed methodology involves the stages as shown in Fig. 2.
The input of theApplication is user Tweets. User Tweets are being fetched through

Twitter API and twitteR library of R. The rest of the process is described in the
following phases.
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Fig. 2 Work flow diagram

A. Preprocessing: Preprocessing phase has to be done on tweets to clean and prepare
them for classification with better accuracy. This cleanup is done by R’s regex-
driven global substitute, gsub(). Preprocessing is done by performing following
operations:

1. Stop words removal: Since stop words (a, about, further, every, also, is) do not
possess any relevant information, therefore to make searching process easy, they
must be removed.

2. Punctuation removal: Punctuation characters (! “ # $ % & ‘ () * +, − . / : ; <�
>? @ [\] ˆ _ ′ {′}~) are removed from each individual tweet.

3. Control words removal: Since content of control words (\n, \r) determine action
rather than meaning, they must be removed.

4. Digits removal: Digits are also removed tomake a tweet concise having valuable
information.

For example, in the following tweet:

NoSchool BagDayWill BreakRote Learning&amp;FosterAll RoundDevelopment. Thumbs
Up to the Idea @myogiadityanath.,

“no, will, &, ; , all, . , up, to, the, @” will be removed; hence, the output after the
preprocessing steps will be:

school bag day break rote learning amp foster round development thumbs idea myyogia-
dityanath.

B. Word tokenization and stemming: For further processing, each Tweet is broken
into individual words. These individual words are replaced with their root words
using Porter’s algorithm for matching with the dictionary [15]. The output of the
above preprocessed tweet will be:

“school” “bag” “day” “break” “rote” “learn” “amp” “foster” “round” “develop” “thumb”
“idea” “yogiadityanath”.

C. Root word matching: The root words obtained from the previous step are
compared with the dictionary containing the politics and cricketing terms. This
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gives a count for number of matches which is prerequisite for finding the areas
of interest.

D. Interest finding: The number of tweets which do have some words that match to
the terms in the dictionary are calculated and checked if it exceeds a threshold
value to infer the areas of interest.

E. Database updating: After having known the interest of a user, an entry of the
current user and his interest is made into the database.

Finally, on the basis of a person’s interest a list of people who share the same
interest is recommended to him.

4 Results

Unlike some other microblogging services, the data posted by different twitter users
is freely available. This data can be used for creating standardized datasets for various
purposes. For this research, Twitter feeds from 16 different Twitter users were used
as the corpus. Among the 16 users, 10 were experts in cricket, while 6 held interest in
politics. The algorithm was applied on this data to evaluate the accuracy measures.

Tables 1 and 2 depict statistical data for politics and cricket as areas of interest.
The value for expected count was calculatedmanually. “Expected” count is the actual
number of tweets belonging to either area of interest from the total fetched tweets,
whereas the “measured” count is the number of tweets belonging to either interest
as detected by the application. These two values are further used to measure the
accuracy of the system.

The formula used to measure the accuracy of the classification process where the
person’s interests are being fetched is given as:

Accuracy � Measured value

Expected Value
× 100 (1)

Table 1 depicts the accuracy measure for cricket. The results are encouraging and
went up to 80% in many cases but at the same time dipped to 60% in some other
cases.

From Table 2, it can be observed that the numbers for accuracy achieved for
politics are better than in case of cricket. The accuracy was more than 90%, in fact
it even went up to 100% in many cases.

The rows which do not have any values for accuracy are the cases where mea-
sured value exceeds the expected value, i.e., the number of tweets calculated by our
application for that particular interest is more than the actual number of tweets for
that interest.
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Table 1 Statistical data for cricket-based tweets

User name Expected count Measured count Accuracy for cricket
(%)

Bhogleharsha 164 117 71.3

Cricketwallah 114 77 67.5

ArvindKejriwal 2 9 –

ShashiTharoor 9 8 88.8

Sanjaymanjrekar 19 16 84.2

Rgcricket 44 38 86.3

RajatSharmaLive 0 0 100

VijayGoelBJP 2 4 –

Sardesairajdeep 5 13 –

SeerviBharath 88 76 86.3

Mohanstatsman 64 37 57.8

Virendersehwag 17 20 –

Kp24 7 6,8 85.7

Narendramodi 0 0 100

Gauravkapur 35 32 91.4

Kartikmurli 4 4 100

Table 2 Statistical data for politics-based tweets

User name Expected count Measured count Accuracy for politics
(%)

Bhogleharsha 0 9 –

Cricketwallah 11 27 –

ArvindKejriwal 113 89 78.7

ShashiTharoor 75 72 96

Sanjaymanjrekar 0 2 –

Rgcricket 1 3 –

RajatSharmaLive 30 29 96.6

VijayGoelBJP 75 77 –

Sardesairajdeep 46 43 93.4

SeerviBharath 0 0 100

Mohanstatsman 3 4 –

Virendersehwag 2 6 –

Kp24 2 2 100

Narendramodi 30 27 90

Gauravkapur 0 5 –

Kartikmurli 0 0 100
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Fig. 3 Distribution of
ArvindKejriwal tweets

For example, in case of sardesairajdeep, the value for accuracy for cricket is
calculated as:

13

5
× 100 � 260

The value exceeds 100% and is thus ambiguous because there are certain words
which find place in both the dictionaries (for example, the word “power” as
“power—play” in cricket and simply “power” in politics) as a result such words
affect the count for measured value.

Figure 3 illustrates the distribution of tweets for ArvindKejriwal which clearly
shows his interest in politics.

Recall, Precision and F-score were used as metrics for evaluation of the applica-
tion.

Recall � True Posi tive

True Posi tive + False Negative
(2)

Precision � True Posi tive

True Posi tive + False Posi tive
(3)

F-score � 2 ∗ Recall ∗ Precison

Recall + Precison
(4)

Calculation of these is done using confusion matrix. In the confusion matrix, the
“correct” cells are:
True Negative (TN): Case was negative and predicted negative, i.e., a user who did
not have interest in a particular area was correctly identified as not having interest in
that area.
True Positive (TP): Case was positive and predicted positive, i.e., a user who did
have interest in a particular area was correctly identified as having interest in that
area.

And the “error” cells are:
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Table 3 Confusion matrix
for cricket-based tweets

Interested Not interested

Interested 6(TP) 3(FN)

Not interested 1(FP) 6(TN)

Table 4 Confusion matrix
for politics-based tweets

Interested Not interested

Interested 4(TP) 2(FN)

Not interested 0(FP) 10(TN)

False Negative (FN): Case was positive but predicted negative, i.e., a user who did
have interest in a particular area was incorrectly identified as not having interest in
that area.
False Positive (FP): Case was negative but predicted positive, i.e., a user who did
not have interest in a particular area was incorrectly identified as having interest in
that area.

Tables 3 and 4 show the confusion matrices for both areas of interest. They were
calculated separately to know the levels of accuracy for both cases.

Recall � 6

6 + 3
� 0.66

Precision � 6

6 + 1
� 0.85

F-score � 2 ∗ 0.66 ∗ 0.85

0.66 + 0.85
� 0.74

Recall � 4

4 + 2
� 0.66

Precision � 4

4 + 0
� 1

F-score � 2 ∗ 0.66 ∗ 1

0.66 + 1
� 0.79

On evaluation the application gave better results in case of politics than cricket.
This can be attributed to the fact that linguistics for politics is much less diverse than
in case of cricket. There is a specific trend that can be observed in most politics genre
tweets. For example, users mentioned names of political leaders and political parties
either by twitter handle name or by hash tag. However, in cricket no such trend could
be observed as every expert had his own creative way of expressing his views.
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The cases that resulted in ambiguous values for accuracy were more in politics
than cricket. This is because of the intersecting words in dictionaries of both areas
of interest which resulted in ambiguity. For example, root word “power” is used as
“power play” in cricket but only “power” in politics.

5 Challenges and Future Work

The application is a basic prototype, yet it generates a lot of encouraging results. It
accurately retrieves the areas of interest of users and makes appropriate recommen-
dations accordingly.

However, there are certain challenges associated with the application. The prede-
fineddictionariesmaintained for every interest (or field) need to beupdated frequently
and should bemade as specific as possible. Even after listing almost all relevant terms
specific to a particular field, there still remain words that can be found in more than
two dictionaries leading to conflicting results. Since different people have different
style of writing; we cannot define our dictionary in accordance with the choice of
every single person. For example, Harsha Bhogle refers to the cricket team Mum-
bai Indians as #mipaltan, while Aakash Chopra refers to them as #mi. Therefore,
automatic analysis of such diverse and ambiguous tweets poses a challenge [10].

Apart from this, there were certain limitations while performing Twitter analysis
usingR—firstly, the number of retrieved tweetswas less than the number of requested
tweets; secondly, the older tweets could not be retrieved.

In future, we plan to expand the system to improve upon the results by incorporat-
ing self-updating dictionaries, disambiguation via context, inclusion of third-party
tools for better processing and integration with machine learning techniques.

6 Conclusion

Through this paper, we researched on how Twitter may prove to be a powerful
source of data that can be analyzed to give out purposeful information. Each user
on Twitter wants to follow people having similar areas of interest to stay updated on
any information regarding the common area of interest, to formalize opinion and to
maintain better social relationships.

This paper summarized the results of our application, whose objective is to rec-
ommend a Twitter user people he can follow according to his interest. After having
fetched the areas of interest of different Twitter users from their tweets, we store their
details in a database, thereby making suggestions to every user regarding people he
can follow according to his interest, thus clustering together the people with similar
interests.
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